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We study the distribution of P vortices near the confining string in the indirect Z(2) projection of SU(2) lattice
gauge theory. We find that the density of vortices approaches the vacuum value at large distances and is strongly
suppressed near the line connecting the test quark–antiquark pair. This implies that the condensate of P vortices
is broken inside the confining string. The width of the P-vortex density distribution increases with increasing
distance between the quark and antiquark. Our best fit indicates the logarithmic dependence of this width on

 separation. © 2002 MAIK “Nauka/Interperiodica”.
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1. INTRODUCTION

It was suggested by ’t Hooft and Mandelstam that
the string formation between the massive quark and
antiquark was an analogue of the dual Meissner effect
in a superconducting vacuum [1], and the most popular
theory of quark confinement was based on the abelian
projection [2].

There are also alternative theories of quark confine-
ment. It was found recently that one of them, the mag-
netic vortex theory [3], did not have some drawbacks of
the abelian projected theory. The most remarkable suc-
cess of the magnetic vortex theory is the explanation of
the existence of the linear potential between higher rep-
resentation quarks in the Casimir scaling regime [4].

While in the abelian projected theory a part of the
SU(N) symmetry is broken, leaving U(1)N – 1 gauge
symmetry, in the magnetic vortex theory, the ZN center
plays a special role. Thus, further gauge fixing, which
leaves a remnant Z(N) symmetry, is to be performed.

This can be achieved in several ways. First, we can
directly fix the gauge in SU(N) theory leaving Z(N)
gauge symmetry [4]. We can also use the indirect Z(2)
projection [4]. It is defined in terms of abelian vari-
ables; i.e., we have to perform the abelian projection
first. After fixing the maximal abelian gauge [5] and
projecting SU(2) link variables Uxµ onto abelian link
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variables uxµ, we maximize the functional R and define
the link variables Zxµ:

where cosθxµ = .

A plaquette is pierced by a P vortex lying on the dual

lattice if Z(2) plaquette Px, µν ≡ ZxµZx + µ, ν  = –1.

Below we present the results of studying a confining
string in terms of P vortices. Applying the indirect Z(2)
projection to the original SU(2) configurations for var-
ious lattice sizes and couplings β, we obtain reliable
results for the form of Z(2) confining string and the
dependence of its radius on the distance between the
test quark and antiquark.

2. VORTICES NEAR THE CONFINING STRING

We consider the quantity that measures the depen-
dence of the vortex density on the distances r⊥  from the

 axis and r|| along this axis
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where W is a Z(2) Wilson loop and vortex detector
V(r⊥ , r||) = (1 – Px, µν)/2. A similar quantity was investi-
gated for the distribution of monopole currents near the
confining string [6]. Our calculations were performed
on Z(2) vacuum configurations obtained via the indirect
Z(2) projection, the intermediate gauge fixing being
performed by the simulated annealing algorithm [7].
The table summarizes the information about the config-
urations used.

Since a P vortex is a 2-dimensional surface in
4-dimensional space, the P-vortex density is defined on
the plaquettes and has 6 independent components for
each site. Thus, the complete measurement of the
P-vortex density involves measurements of 6 quantities
per site, or one quantity per plaquette. We use the nota-
tion “01,” “02,” etc., to denote the orientation of the
vortex detector V(r⊥ , r||), where “0” denotes the tempo-
ral direction of the Z(2) Wilson loop, “1” denotes the
spatial direction of the Z(2) Wilson loop, and “2” is the
direction in which r⊥  is counted, so that the densities for
planes “µ 2” and “µ 3” may differ (and actually do so).

Obviously, there is no correlation between W and
V(r⊥ , r||) at large distances r⊥ , Q(∞, r||) = 〈V〉 , which is
the value of the vacuum vortex density [8]. However,
the vortex density decreases near the confining string.

Simulation details

β Lattice size Number
of configurations

2.40 244 20

2.50 244 50

2.55 284 50

2.60 284 25

Fig. 1. The dependence of Q/a2 on r⊥  and r||, β = 2.5.
This effect is illustrated in Fig. 1. The minima in Fig. 1
correspond to the positions of the test quark and anti-
quark. This figure actually represents only one of the
six components of vortex density, “01,” but the others
look rather similar.

In Fig. 2, we show the dependence of all six compo-
nents of the vortex density Q(r⊥ , r||)/a2 on the distance
r⊥  for r|| fixed at the middle of the  axis and the vor-
tex detector V lying in various planes. We see stronger
suppression of Q for the plane “01,” which is parallel to
the Wilson loop. The normalization 1/a2 is due to
dimensional considerations [4]; the density of P vorti-
ces, which are 2-dimensional surfaces, should scale as
a2, a being the lattice spacing.

3. THE RADIUS OF THE CONFINING STRING

We employ Q(r⊥ , r||) to evaluate the radius of the
confining string in terms of P vortices.

The Gaussian form of the fitting function is used to
fit our data:

(2)

A and r0 being the fitting parameters. It is reasonable to
treat r0 as the radius of the confining string. Function
(2) was used in studies of the nonabelian [9] and abe-
lian [10] flux-tube action densities and was predicted
theoretically in [11]. We obtained fits with reasonable
χ2 (Fig. 3).

To determine the dependence of the radius r0 on the
distance R between the quark and antiquark, we involve
the data for four different β and various sizes of Wilson
loops. Different β yield results that are in good agree-
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Fig. 2. Q/a2 as a function of r⊥  for the Wilson loop 11 × 5,
β = 2.5. Notation “01” means that the detecting plaquette
lies in the plane “01.”
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ment (Fig. 4), confirming that our results correspond to
the continuum limit.

We used several fitting functions to describe the
dependence of r0 on R; the best χ2 was obtained for

(3)

which is shown in Fig. 4 by the solid line; χ2/nfree =
4.43, a = 0.107(8) fm, b = 0.326(6) fm. A slightly worse
fit (χ2/nfree = 4.47) was obtained for the fitting function
r0(R) = (aR + b)α with one extra free parameter α. The
fit using the dependence r0(R) = (aln(R/1 fm) + b)1/2,
which is predicted by the simple string model [11],
gives a worse χ2/nfree = 5.89.

It is worth mentioning that the logarithmic depen-

dence of  was found in the studies of the nonabelian
flux tube [9], while for the abelian flux tube the width
was found to be independent of R [10]. On the other
hand, accurate recent studies have shown the depen-
dence of the width of the abelian flux tube on the dis-
tance between the test quark–antiquark pair (Y. Koma,
private communication).

Note that in Fig. 4 even data for very small R ≈
0.2 fm seem to lie on the same curve as data for larger
R (till R ≈ 0.8 fm). This means that the confining string
is already formed at very small distances. This fact is in
agreement with the results of [4], where the correct
value of the string tension was obtained from small Z(2)
Wilson loops.

4. DISCUSSION

For the monopole-confinement mechanism, there
exists the effective classical model, which is the dual
abelian Higgs model. The classical equations of motion
for this model describe the profile of the confining
string in the maximal abelian projection unexpectedly

r0 R( ) a R/1 fm( )ln b,+=

r0
2

Fig. 3. The fit of the confining string profile by expression
(2) for the Wilson loop 11 × 9, β = 2.5. The data are for
plaquettes “01.”

R
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well [6]. For P vortices, we have no classical effective
model, and our fitting function (2) has a phenomeno-
logical origin. On the other hand, the qualitative simi-
larity of the dependence of Q(r⊥ , r||) on r⊥  to the depen-
dence of the action density of the nonabelian or abelian
flux tube is not accidental. Q(r⊥ , r||) can be interpreted
as the Z(2) projection of the nonabelian magnetic/elec-
tric energy density. This aspect will be discussed else-
where.

We can also explain the flux-tube profile shown in
Fig. 1 from a different point of view. It is well known
that monopoles correlate with P vortices [4]. On the
other hand, it is also known that the condensate of
monopoles is broken inside the confining string. Thus,
one can expect that the condensate of P vortices
should also be broken or, at least, substantially
reduced inside the confining string. We actually see
this effect in Figs. 1–3.
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Using the theory of high-temperature superconductivity based on the idea of the fermion-condensation quan-
tum phase transition (FCQPT), we show that neither the d-wave pairing symmetry, the pseudogap phenomenon,
nor the presence of the Cu–O2 planes is of decisive importance for the existence of high-Tc superconductivity.
We analyze recent experimental data on this type of superconductivity in different materials and show that these
facts can be understood within the theory of superconductivity based on the FCQPT. The latter can be consid-
ered as a universal cause of high-Tc superconductivity. The main features of a room-temperature superconductor
are discussed. © 2002 MAIK “Nauka/Interperiodica”.
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It has been a long-standing problem to develop a
theory describing high-temperature superconductivity
(HTS) observed in copper oxide based compounds.
These compounds are extremely complex materials
having a great number of competing degrees of free-
dom, which produce a great variety of physical proper-
ties. In turn, these properties can compete and coexist
with superconductivity, hiding the understanding of the
universal cause of superconductivity. As a result, it was
suggested that the unique superconducting properties in
these compounds are determined by the presence of the
Cu–O2 planes, by the d-wave pairing symmetry, and by
the existence of the pseudogap phenomena in optimally
doped and underdoped cuprates (see, e.g., [1–3]).

However, recent studies of quasiparticle tunneling
spectra of cuprates have revealed that the pairing sym-
metry may change from d- to s-wave symmetry,
depending on the hole- or electron-doping level [4].
Then, high-temperature s-wave superconductivity was
observed in electron-doped infinite layer cuprates with
a sharp transition at T = 43 K, without a pseudogap [5].
Therefore, we can conclude that the d-wave symmetry
of pairs and the pseudogap phenomena are not neces-
sary parts of HTS. Recent studies of HTS in chemically
doped A3C60 [6] have shown that the presence of the
Cu–O2 planes is also not a necessary condition for the
existence of HTS. Moreover, it has recently been dem-
onstrated that strongly overdoped cuprates Tl-2201
obey the Wiedemann–Pranz law perfectly [7]. This fact,
attesting that excitations, which carry heat, also carry
charge e, shows that these quasiparticles have the same

¶This article was submitted by the authors in English.
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properties as Landau quasiparticles. This imposes seri-
ous constraints upon the possible theories of HTS. For
instance, this fact demonstrates that there is no spin–
charge separation [7], as was suggested in one group of
proposals [8, 9]. On the other hand, it is well known that

the superconducting transition temperature  of
the oxides appears to pass through a bell-shaped curve
as a function of the hole (or electron) mobile charge-
carrier density x (see, e.g., [3]). Here, α denotes the
material, say C60 or Tl-2201, etc., and γ denotes hole or
electron doping. It is essential to note that the shape of

the functions  is similar in different samples, so
that there exist empirical formulas that relate the transi-
tion temperature  to the carrier concentration x.
For example, in case of Tl-2201 (see, e.g., [7]), Tc(x) =

(1 – 82.6(p – 0.16)2). Here,  is the maximum
value of the transition temperature. Thus, we can use
the simple approximation

(1)

where the coefficients  and  define the transition
temperature Tc for a given hole (or electron) metal, with
x obviously going continuously to zero at the insulator–
metal transition. It directly follows from Eq. (1) that the

transition temperature reaches its maximum value 
at the optimal doping level xopt

(2)
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The general shape of the function Tc(x) points to the fact
that the generic properties of HTS are defined by a 2D
charge (electron or hole) in a strongly correlated liquid
rather then by the solids that hold this liquid. As to the
solids, they arrange the presence of the pseudogap phe-
nomena, s- or d-wave pairing symmetry, the electron–
phonon coupling constant defining Tc, the variation
region of x, and so on.

It is well known that consideration of strongly cor-
related liquids is close to the problem of systems with a
large coupling constant, which is the most important in
many-body physics. One solution of this problem has
been offered by Landau theory of normal Fermi liquids,
which introduces the notion of quasiparticles and
parameters characterizing the effective interaction
between them [10]. As a result, the Landau theory
removed high-energy degrees of freedom and kept a
sufficiently large number of relevant low-energy
degrees of freedom to treat the liquid’s low-energy
properties. Usually, it is assumed that the breakdown of
Landau theory is defined by Pomeranchuk’s stability
conditions and occurs when the Landau amplitudes,
being negative, reach critical value. The new phase, in
which the stability conditions are restored, can in prin-
ciple be again described in the framework of the theory.
However, it has recently been demonstrated [11] that
the Pomeranchuk conditions do not cover all possible
limitations: the overlooked one is related to the situa-
tion where, at temperature T = 0, the effective mass can
become infinitely large. It was demonstrated that such
a situation, leading to profound consequences, can take
place when the corresponding amplitude, being posi-
tive, reaches a critical value, producing a completely
new class of strongly correlated Fermi liquids with the
fermion condensate (FC) [11, 12]. This liquid is sepa-
rated from a normal Fermi liquid by the fermion-con-
densation quantum phase transition (FCQPT) [13]. In
such a case, we are dealing with the strong-coupling
limit, where an absolutely reliable answer based on
purely theoretical first-principle grounds cannot be
given. Therefore, the only way to verify whether the FC
occurs is to consider the experimental facts that can sig-
nal the existence of such a state. It seems to us that there
are strong indications of the existence of FC in high-Tc

superconductors.

In this letter, we show that the new experimental
facts mentioned above are the desirable evidence and
that they can be explained within the theory of HTS
based on the FCQPT [14]. We also describe the main
features of corresponding room-temperature supercon-
ductors.

Let us start with a brief consideration of the general
properties of a two-dimensional electron liquid in the
superconducting state, when the system underwent
FCQPT [13, 14]. At T = 0, the ground-state energy
Egs[κ(p), n(p)] is a functional of the order parameter, of
the superconducting state κ(p), and of the quasiparticle
occupation numbers n(p) and is determined by the
well-known equation of the weak-coupling theory of
superconductivity (see, e.g., [15])

(3)

Here, E[n(p)] is the ground-state energy of a normal

Fermi liquid, n(p) = v 2(p), and κ(p) = v (p) .
It is assumed that the pairing interaction λ0V(p1, p2) is
weak. By minimizing Egs with respect to κ(p), we
obtain the equation connecting the single-particle
energy ε(p) to ∆(p):

(4)

The single-particle energy ε(p) is determined by the
Landau equation, ε(p) = δE[n(p)]/δn(p) [10], and µ is
the chemical potential. The equation for the supercon-
ducting gap ∆(p) takes the form

(5)

If the coupling constant λ0  0, the maximum value
∆1 of the superconducting gap tends to zero, ∆1  0,
and Eq. (4) reduces to that proposed in [11]:

(6)

At T = 0, Eq. (6) defines a new state of a Fermi liquid
with FC, for which the modulus of the order parameter
|κ(p)| has finite values in LFC range of momenta pi ≤
p ≤ pf occupied by FC, and ∆1  0 in LFC [11, 13].
Such a state can be considered as superconducting,
with an infinitely small value of ∆1, so that the entropy
of this state is equal to zero. This state, created by the
quantum phase transition, disappears at T > 0 [13].

It follows from Eq. (6) that the system breaks into
two quasiparticle subsystems: the first one in the LFC

range is occupied by quasiparticles with the effective

mass  ∝  1/∆1, while the second by quasiparticles

with finite mass  and momenta p < pi. It is seen from
Eq. (6) that, at the point of FCQPT pf  pi  pF, the
effective mass is as large as 1/∆1. Equation (6) acquires
nontrivial solutions at rs = rFC, and FCQPT takes place
if the Landau amplitudes depending on the density are
positive and sufficiently large, so that the potential
energy prevails over the kinetic energy and the transfor-
mation of the Fermi step function n(p) = θ(pF – p) into
the smooth function defined by Eq. (6) becomes possi-
ble [11].

Looking now for a simple situation where we can
solve Eqs. (4) and (5) analytically, we assume that λ0 ≠ 0
and is small, so that we can employ the standard theory

Egs E n p( )[ ]=
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of superconductivity. In that case, ∆1 becomes finite,

leading to a finite value of the effective mass  in
LFC, which can be obtained from Eq. (4) [13]

(7)

while the effective mass  is disturbed weakly. Here,
pF is the Fermi momentum. It follows from Eq. (7) that
the quasiparticle dispersion can be represented by two
straight lines characterized by the effective masses

 and , respectively. These lines intersect near
the binding energy E0 of electrons, which defines an
intrinsic energy scale of the system:

(8)

Equations (7) and (8) lead to the following general
result for the maximum value ∆1 coming from the con-
tribution of FC [14]:

(9)

where εF = /2  is the Fermi energy and β is the
dimensionless coupling constant. If the FC contribution
to ∆1 becomes comparatively small, then ∆1 is given by
the well-known relation proportional to the exponent of
(–1/β), ∆1 ∝  exp(–1/β).

In fact, as is seen from Eqs. (4) and (5), a Fermi liq-
uid with FC is absorbed by the superconducting phase
transition and never exhibits the dispersionless plateau

associated with   ∞. As a result, a Fermi liquid
beyond the point of FCQPT can be described by two
types of quasiparticles characterized by two finite

effective masses  and , respectively, and by the
intrinsic energy scale E0 [13, 14]. It is reasonably reli-
able to suggest that we returned to the Landau theory by
integrating out high-energy degrees of freedom and
introducing the quasiparticles. The sole difference
between the Landau Fermi liquid and the Fermi liquid
having undergone FCQPT is that we have to increase
the number of relevant low-energy degrees of freedom
by adding both the new type of quasiparticles with the

effective mass  given by Eq. (7) and the energy
scale E0 given by Eq. (8). We also have to bear in mind
that the properties of these new quasiparticles of the
Fermi liquid with the FC cannot be separated from the
properties of the superconducting state, as follows from
Eqs. (7), (8), and (9). We may say that the quasiparticle
system in the range LFC becomes very “soft” and has to
be considered as a strongly correlated liquid. On the
other hand, the system’s properties and dynamics are
dominated by a strong collective effect having its origin

MFC
*

MFC
*  . pF

p f pi–
2∆1

----------------,

ML
*

MFC
* ML

*

E0 ε p f( ) ε pi( )–  . 
p f pi–( )pF

MFC*
---------------------------  . 2∆1.=

∆1 . βεF

p f pi–
pF

---------------- 1 2+( ),ln

pF
2 ML

*

MFC
*

MFC
* ML

*

MFC
*

JETP LETTERS      Vol. 76      No. 11      2002
in FCQPT and determined by the macroscopic number
of quasiparticles in the range LFC. Such a system cannot
be disturbed by the scattering of individual quasiparti-
cles and has the features of a quantum protectorate [13,
16]. On the other hand, as soon as the energy scale
E0  0, the system is driven back into the normal
Landau Fermi liquid [14].

Recent studies of photoemission spectra have dis-
covered an energy scale in the spectrum of low-energy
electrons in cuprates that manifests itself as a kink in
the single-particle spectra [17, 18]. The spectra in the
energy range (200–0) meV can be described by two
straight lines intersecting at the binding energy E0 ~
(50–70) meV [18]. Then, in underdoped copper oxides,
there exists the pseudogap phenomenon, and the shape
of single-particle excitations strongly deviates from
that of a normal Fermi liquid (see, e.g., [1]). In the
highly overdoped regime, slight deviations from the
normal Landau Fermi liquid are observed [7, 19]. All
these specific properties are naturally explained within
the model proposed in [13, 14, 20] and allow one to
relate the doping level or the charge-carrier density x
regarded as the density of holes (or electrons) per unit
area to the density of the Fermi liquid with FC. We
assume that xFC corresponds to the highly overdoped
regime at which FCQPT takes place and introduce the
effective coupling constant geff ~ (xFC – x)/xFC. Accord-
ing to the model, the doping level x at x ≤ xFC in metals
is related to (pf – pi) in the following way:

(10)

Consider now two possible types of the supercon-
ducting gap ∆(p) given by Eq. (5) and defined by inter-
action λ0V(p, p1). If this interaction is dominated by a
phonon-mediated attraction, the even solution of
Eq. (5) with an s wave or s + d-mixed waves will have
the lowest energy. If the pairing interaction λ0V(p1, p2)
is a combination of attractive and repulsive interaction,
d-wave odd superconductivity can take place (see, e.g.,
[21]). But both s-wave even and d-wave odd symme-
tries lead to approximately the same values of the gap
∆1 in Eq. (9) [14]. Therefore, the nonuniversal pairing
symmetries in HTS are likely the results of the pairing
interaction, and the d-wave pairing symmetry cannot be
considered as absolutely necessary for HTS existence,
in accord with experimental findings [5]. If only d-wave
pairing existed, the transition from superconducting
gap to pseudogap could take place, so that the super-
conductivity would be destroyed at the temperature Tc,
with the superconducting gap being smoothly trans-
formed into the pseudogap, which closes at some tem-
perature T* > Tc [20, 22]. In the case of s-wave pairing,
we can expect that the pseudogap phenomena do not
exist, in accordance with experimental observation (see
[5] and references therein).

geff
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We turn now to consideration of the maximum value
of the superconducting gap ∆1 as a function of the den-
sity x of mobile charge carriers. Being rewritten in
terms of x and xFC related to the variables pi and pf by
Eq. (10), Eq. (9) takes the form

(11)

Here, we take into account that the Fermi level εF ∝  ,

the density x ∝  , and thus, εF ∝  x. We can reliably
assume that Tc ∝ ∆ 1, because the empirically obtained
simple bell-shaped curve Tc(x) should reflect only a
smooth dependence. Then, instead of Eq. (11) we have

(12)

In Eq. (12), we made the natural change β = βαβγ, since
the coupling constant β is fixed by the properties of the
metal in question. Now it is seen that Eq. (12) coincides
with Eq. (1), producing the universal optimal doping
level xopt = xFC/2 = x1/2, in line with the experimental
facts.

Let us make here few remarks. In [23], HTS was
reported in such fullerides as C60, CHBr3, and CHCl3.

In the case of hole metals, the  ratios were measured
for C60/CHBr3–C60/CHCl3–C60, and the same ratios
were also found for the respective electron metals [23].
It follows from Eq. (12) that, among these hole doped

fullerides, the  ratios for C60/CHBr3–C60/CHCl3–
C60 must be the same as in the case of the respective
electron-doped fullerides, because the factor βγ, related
to hole or electron doping, drops out of the ratios. We
believe that our calculations present evidence for the
correctness of these experimental facts. Then, it was
also shown that a Fermi liquid with FC, which exhibits
strong deviations from the Landau Fermi liquid behav-
ior, is driven into the Landau Fermi liquid by applying
a magnetic field B. This field-induced Landau Fermi
liquid behavior provides an A + BT2 dependence for the
resistivity ρ. A re-entrance into the strongly correlated
regime, where ρ is a linear function of the temperature
T, is observed if the magnetic field B decreases to some
critical value Bcr [24]. We expect that similar behavior
can be observed in the case of strongly overdoped high-
temperature compounds at the temperatures T  0. If
the superconductivity is depressed by the critical field
Bc, the T2 behavior of the resistivity ρ can be restored at
fields Bcr > Bc. We assume that this behavior was
observed in overdoped Tl-2201 compounds at milli-
kelvin temperatures [7, 25].

As an example of the implementation of the previ-
ous analysis, let us consider the main features of a
room-temperature superconductor. As follows from

Eq. (9), ∆1 ~ βεF ∝ β / . Noting that FCQPT takes
place in three-dimensional systems at rs ~ 20 and in

∆1 β xFC x–( )x.∝

pF
2

pF
2

Tc
αγ βαβγ xFC x–( )x.∝

Tc
M

Tc
M

rs
2

quasi-two-dimensional systems at rs ~ 8 [26], we can
expect that ∆1 of 3D system comprises 10% of the cor-
responding maximum value of the 2D superconducting
gap, reaching values as high as 60 meV for underdoped
crystals with Tc = 70 [27]. On the other hand, it is seen
from Eq. (9) that ∆1 can be even larger, ∆1 ~ 75 meV,
and one can expect Tc ~ 300 K in the case of the s-wave
pairing, as follows from the simple relation 2Tc . ∆1.
In fact, we can safely take εF ~ 300 meV, β ~ 0.5, and
(pf – pi)/pF ~ 0.5. Thus, we can conclude that a possible
room-temperature superconductor should be a quasi-
two-dimensional structure and an s-wave superconduc-
tor, in order to get rid of the pseudogap phenomena,
which tremendously reduce the transition temperature.
The density x of the mobile charge carriers must satisfy
the condition x ≤ xFC and be flexible to reach the opti-
mal doping level. It is worth noting that the coupling
constant β must be sufficiently large, because FC giving
rise to the order parameter κ(p) does not produce by
itself the gap ∆. For instance, the coupling constant can
be enhanced by intercalation or by some kind of a dis-
order. It is pertinent to note that FCQPT can take place
in three-dimensional metals at the ordinary metallic
densities, as in heavy-fermion metals, where the effec-
tive mass is sufficiently large [24]. In that case, the
potential energy can easily prevail over the kinetic
energy, leading to FCQPT at sufficiently high densities.
Then, we can expect the appearance of HTS if the cou-
pling constant is large to ensure high values of the
superconducting gap.

In summary, we have shown by a simple self-consis-
tent analysis that the general features of the shape of the
critical temperature Tc as a function of the density x of
mobile carriers in metals and the value of the optimal
doping xopt can be understood within the framework of
the theory of high-Tc superconductivity based on the
FCQPT. We have demonstrated that neither the d-wave-
pairing symmetry, the pseudogap phenomenon, nor the
presence of the Cu–O2 planes is of importance for the
existence of the high-Tc superconductivity. Our theory
explains the experimental observation that a strongly
correlated Fermi liquid in heavily overdoped cuprates
transforms into a normal Landau liquid. The main fea-
tures of a room-temperature superconductor have also
been outlined.

This work was supported in part by the Russian
Foundation for Basic Research, project no. 01-02-
17189.
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Spin-Wave Resonance in Three-Layer NiFe/DyxCo1 – x/NiFe Films 
as a Method for Detecting Structural Inhomogeneities

in Amorphous DyxCo1 – x Layers
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The standing spin-wave spectrum was studied by spin-wave resonance in three-layer Ni80Fe20/DyxCo1 – x/Ni80Fe20
films with an amorphous interlayer of DyCo alloy in the region of compensation compositions. It is shown that
the spin-wave resonance (SWR) spectrum in the geometry k || M is observed only for a planar system with a
DyCo layer of precompensation composition. In the k ⊥  M geometry, the SWR spectrum was observed for the
DyCo systems with both pre- and postcompensation compositions. The exchange stiffness was analyzed as a
function of the DyCo layer thickness to formulate a model of microheterophase structure for amorphous DyCo
alloys in the compensation region, where the magnetic microstructure accounts for the dynamic and static mag-
netic characteristics of these materials. © 2002 MAIK “Nauka/Interperiodica”.

PACS numbers: 76.50.+g; 75.30.Ds; 75.70.-i
Amorphous RE(Dy, Gd, Tb)–TM(Fe, Co) alloys
prepared as solid solutions in a broad concentration
range are the brightest representatives of a class of
amorphous ferrimagnets. The magnetization of these
alloys is the sum of antiparallel magnetizations of the
RE and TM sublattices. For this reason, the magnetiza-
tion in these materials becomes zero at a certain com-
pensation temperature (Tcomp) or composition (xcomp).
These materials, when prepared as films with near-
compensation compositions, are ordinarily used as
media for ultrahigh-density thermomagnetic recording
[1]. In these films, the coercive force has a sharp maxi-
mum at the points Tcomp (or xcomp). A deviation of only
several degrees from Tcomp (or of 2–3 at. % from xcomp)
is sufficient for the coercive force to decrease by several
times. The magnetic and atomic structures of these
alloys were extensively studied in [2]. However, some
of their properties, e.g., dynamic properties, are still
poorly understood. For instance, studies of these films
by ferromagnetic resonance (FMR) show that the FMR
line width increases as the film composition (tempera-
ture) approaches xcomp (Tcomp) and that no electromag-
netic microwave absorption is observed (note that such
behavior of the FMR parameters is common to all fer-
rimagnetic materials [3]).

In this work, we report the results of studying the
dynamic magnetic properties of three-layer
NiFe/DyxCo1 – x/NiFe films, in which the amorphous
0021-3640/02/7611- $22.00 © 20656
RE–TM layer is prepared in the region of compensation
compositions.

It was established in our experiments that, first, a
uniform alternating magnetic field excites standing spin
waves in such a three-layer planar composite system.
This gives evidence for the exchange interaction
between the ferri- and ferromagnetic layers. Second,
analysis of the dependence of effective spin-wave stiff-
ness of such a system on the thickness of the ferrimag-
netic layer allowed an indirect (but reliable) conclusion
to be drawn about some features of the real magnetic
and chemical structures of DyCo alloy films with com-
pensation composition.

SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE 

Three-layer exchange-coupled Ni80Fe20/DyxCo1 – x/
Ni80Fe20 films were prepared by thermal evaporation in
a vacuum of 3 × 10–6 torr by sequential deposition of
NiFe and DyCo layers on a cover glass substrate from
three independent evaporators with ring cathodes. The
thicknesses of the Permalloy layers in the planar system
were dNiFe = 1100 Å, and the thickness of the DyxCo1 – x
layer was varied in the range from 100 to 800 Å. Single-
layer 3000-Å-thick films of Ni80Fe20 Permalloy and sin-
gle-layer 700-Å-thick DyxCo1 – x films were used as ref-
erence samples. The film thicknesses and chemical
compositions were monitored by X-ray spectroscopic
002 MAIK “Nauka/Interperiodica”
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analysis. The amorphous state of the DyCo layer was
monitored by electron microscopy. The magnetooptical
Kerr effect in fields up to 15 kOe was used as a test
method for determining the pre-, post-, and compensa-
tion compositions of this layer. The same method
(by studying the magnetooptical hysteresis loops at
both the outer and inner surfaces of the DyCo layer)
was used to establish that the DyCo films were com-
positionally homogeneous across their width (this was
subsequently confirmed by Auger spectroscopy) and
had perpendicular anisotropy. In our case, the room-
temperature compensation composition was
Dy22Co78. Two groups of planar structures were
prepared: Ni80Fe20/Dy20Co80/Ni80Fe20 and
Ni80Fe20/Dy24Co76/Ni80Fe20. Although the chosen
compositions of the ferrimagnetic layer are on opposite
sides of xcomp, they have close total saturation magneti-
zations Ms ≈ 80 G, coercive forces Hc ≈ 4–5 kOe, and
perpendicular magnetic anisotropies K⊥  ≈ 3 ×
105 erg/cm3.

The spin-wave resonance (SWR) spectra of the pla-
nar NiFe/DyxCo1 – x/NiFe structures, single-layer NiFe
films, and DyCo films were studied on a standard
X-band spectrometer with the cavity fundamental fre-
quency f = 9.2 GHz at room temperature. The films
were placed at the antinode of an alternating magnetic
field in the cavity and magnetized in two geometries
(either perpendicular or parallel to the surface). In the
first geometry, the resonance fields of SWR peaks (in
ferromagnetic films) are known to satisfy the equation

(1)

and, in the second geometry, the equation

(2)

where ω = 2πf is the frequency, γ is the gyromagnetic
ratio, ηeff = 2A/M is the spin-wave stiffness depending
on the exchange interaction constant A, M is the mag-
netization, and kn = (π/d)n (n = 1, 2, 3, … and d is the
film thickness) is the wave vector of the nth mode in the
SWR spectrum.

An important point is that the effective exchange
stiffness ηeff, calculated by formula

(3)

is independent of the geometry of SWR experiment and
must have the same value when recording the SWR
peaks in both k || M and k ⊥  M geometries. Indeed, the
SWR spectra for the reference single-layer 3000-Å
Ni80Fe20 films were recorded in both geometries: k || M
(14 peaks, including the surface peak) and k ⊥  M
(5 peaks) (Fig. 1). Nevertheless, the ηeff values calcu-
lated by Eq. (3) proved to be nearly the same, with a

Hn
ω
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good accuracy, for both cases and equal to ηeff ≈ 2.5 ×
10–9 Oe cm2 (this value is consistent with the literature
data [4]). No SWR absorption was observed for the ref-
erence Dy20Co80, Dy22Co78, or Dy24Co76 films.

RESULTS AND DISCUSSION

Figure 2 shows the absorption spectra of the three-
layer NiFe/DyxCo1 – x/NiFe films studied. The SWR
spectrum of the planar Ni80Fe20/Dy20Co80/Ni80Fe20
system in the k || M geometry is given in Fig. 2a, and
the SWR spectrum of Ni80Fe20/Dy24Co76/Ni80Fe20 in
the same geometry is given in Fig. 2b. The spectra are
essentially different; in a planar system with the DyCo
interlayer of precompensation composition, spin waves
are excited, whereas, in a planar system with the DyCo

Fig. 1. SWR spectra of the reference Ni80Fe20 films in the
dP/dH–H coordinates: (a) k || M and (b) k ⊥  M (S indicates
the surface modes and 1, 2, 3, … label the bulk modes).

Fig. 2. SWR spectra of the three-layer
Ni80Fe20/DyxCo1 − x/Ni80Fe20 films with a DyCo layer of
(a, c) precompensation and (b, d) postcompensation compo-
sition in two geometries: (a, b) (k || M) and (c, d) (k ⊥  M).

(d)
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interlayer of postcompensation composition, the spec-
trum is a superposition of the FMR spectra of the two
ferromagnetic NiFe layers. Such a sizable distinction is
caused by the exchange interaction between the layers
and by the orientation of magnetization of the Co sub-
lattice in the DyCo layer about the external magnetic
field. Indeed, for a three-layer system with the inter-
layer of precompensation composition in the geometry
of our experiment, the saturation magnetization vectors
of the NiFe layers and the vectors of the overall DyCo
magnetization and the magnetization of the Co sublat-
tice are parallel to the external magnetic field H. Owing
to the exchange interaction between the magnetic
moments of transition metals, the Co magnetic
moments are involved in the formation of coherent
standing spin waves by microwave fields. In this case,
standing waves with different n are sequentially excited
upon varying H (Fig. 2a). At the same time, the config-
uration of the magnetization vectors in a three-layer
system with the postcompensation DyCo interlayer is
different. The magnetization vector of the Co sublattice
in DyCo and the saturation magnetization vectors of the
NiFe layers are antiparallel in the saturating fields H.
As a result, due to the same exchange interaction, the
spectrum of this system is an FMR doublet (Fig. 2b).

Unexpectedly, SWR-type absorption was observed
in the k ⊥  M geometry (the external field is parallel to
the film planes) for the planar systems with both pre-
and postcompensation DyCo interlayers (Figs. 2c and
2d, respectively). The point is that the external field H
(~1 kOe) in this geometry is appreciably weaker than
the coercive force of the ferrimagnetic DyCo layer
(Hc ≈ 4–5 kOe). Consequently, this field cannot change
the orientation of the total magnetization in the DyCo
layer (as also the orientations of sublattice magnetiza-
tions). This became clear after the parameters of SWR
spectra were changed by varying the thickness of the
DyCo interlayer from 100 to 800 Å.

Fig. 3. Dependence of the effective spin-wave stiffness ηeff
of the three-layer films on the thickness of the DyCo layer:
(curve 1) η(k || M) for Ni80Fe20/Dy20Co80/Ni80Fe20, (curve 2)

η(k ⊥  M) for Ni80Fe20/Dy20Co80/Ni80Fe20, and (curve 3)

η(k ⊥  M) for Ni80Fe20/Dy24Co76/Ni80Fe20.
Figure 3 presents the effective exchange stiffness
ηeff as a function of the thickness of the DyCo layer, as
calculated by formula (3) from the experimental SWR
spectra given by Eq. (1) for the planar
Ni80Fe20/Dy20Co80/Ni80Fe20 system in the k || M geom-
etry (curve 1) and by Eq. (2) for the
Ni80Fe20/Dy20Co80/Ni80Fe20 and
Ni80Fe20/Dy24Co76/Ni80Fe20 systems in the k ⊥  M
geometry (curves 2 and 3, respectively). In this figure,
the exchange stiffness ηeff of the reference NiFe film is
plotted on the ordinate axis (The formation of an effec-
tive exchange stiffness ηeff from the partial exchange
stiffnesses ηi of the individual layers in a three-layer
system is not discussed in this work).

One can see that the value of exchange stiffness ηeff
of the Ni80Fe20/Dy20Co80/Ni80Fe20 system depends on
the geometry of the SWR experiment; the calculated
ratio ηeff (k || M) to ηeff (k ⊥  M) is as high as two or
even higher (curves 1, 2), which far exceeds the exper-
imental error (~10%). At the same time, one can see
that the values of ηeff measured for the
Ni80Fe20/Dy24Co76/Ni80Fe20 system in the k ⊥  M geom-
etry (curve 3) are close to their values in the system
with the Dy20Co80 interlayer in the k || M geometry. On
the assumption that the exchange stiffness of a ferro-
magnetic film does not depend on the SWR geometry,
one arrives at the conclusion that ηeff for curves 1 and 3
(Fig. 3) characterize the same magnetic material, while
ηeff for curve 2 (Fig. 3) corresponds to a different mag-
netic material.

In our opinion, these results reflect the fundamental
property of the amorphous state, namely, the intrinsic
structural (fluctuative) inhomogeneity of amorphous
alloys. Amorphous alloys are known to contain chemi-
cal (phase) nanoscale inhomogeneities. In particular,
these inhomogeneities in amorphous ferromagnetic
alloys cause fluctuations of exchange interaction and
saturation magnetization, which was repeatedly
detected experimentally (including the SWR method
[5–8]). The magnitude of concentration fluctuations in
these alloys can be as high as several atomic percent of
mean concentration. This is the key factor that under-
lies the specific behavior of DyCo alloys in the com-
pensation region. It is natural to introduce the notion of
two magnetic phases for this alloy: the Φ1 phase, for
which the inequality MCo > MDy is satisfied locally and
integrally, and the phase Φ2, for which the inequality
MDy > MCo is satisfied on the micro- and macrolevel. In
the range of concentrations x ! xcomp or x @ xcomp, the
magnetic structure of the DyCo alloy is uniquely
related to either Φ1 or Φ2. A basically different situation
occurs in the region x ≈ xcomp under the condition that ∆x

falls within the range of fluctuations of local concentra-
tions. In this case, the compensation point xcomp is deter-
mined from the requirement that the volumes of chaot-
ically mixed Φ1 and Φ2 phases be the same. Then the
pre- and postcompensation DyCo alloys are defined by
JETP LETTERS      Vol. 76      No. 11      2002



SPIN-WAVE RESONANCE 659
the inequalities  > ,  < , respectively.
According to simple estimates within the framework of
percolation theory, one can state that the percolation
near xcomp occurs through both Φ1 and Φ2 up to the con-
centrations x* for which the condition  ≈ 2  or

2  ≈  is met.

The results of our experiment can naturally be inter-
preted in terms of the scheme proposed in Fig. 4 (the
arrows in this figure indicate the possible magnetization
orientations for 3d metals and the magnetization profile
across the thickness of a three-layer film in the first
SWR mode). Figure 4a describes the experimental sit-
uation presented in Fig. 2a. In Fig. 4a, Φ1 and Φ2
denote, respectively, the matrix and impurity phases in
the Dy20Co80 layer. The magnetization MCo in phase Φ1
is aligned with both the external and perpendicular
anisotropy fields. Due to the exchange interaction
between transition metals, the magnetization of MCo in
the impurity phase Φ2 should have the in-plane compo-
nent in this case. For this reason, the coherent spin wave
in the three-layer Ni80Fe20/Dy20Co80/Ni80Fe20 system
propagates in the k || M geometry through the phase Φ1,
and, in the k ⊥  M geometry, through the phase Φ2
(Figs. 2c and 4c). Then the difference in the ηeff values
for curves 1 and 2 in Fig. 3 is physically understand-
able, because the effective thickness in this case is con-
tributed by the partial stiffnesses ηi of, in fact, different
magnetic materials. The situation is the reverse for the
Ni80Fe20/Dy24Co76/Ni80Fe20 system, where Φ2 and Φ1
are the matrix and impurity phases, respectively. In this
case, the magnetization MDy of the Φ2 phase is aligned
with the external field in the SWR geometry (k || M),
while the magnetization MCo of this phase is antialigned
with both external field and NiFe magnetizations.
In such a situation, the coherent spin wave can be
excited only in the NiFe layers (Figs. 2b and 4b). How-
ever, the magnetization MCo of the impurity phase can
contain the in-plane component. For this reason, the
coherent spin wave in the three-layer
Ni80Fe20/Dy24Co76/Ni80Fe20 system can propagate in
the k ⊥  M geometry through the impurity phase Φ1
(Figs. 2d and 4d). This explains the agreement between
the ηeff values for curves 1 and 3 in Fig. 3.

Thus, the SWR studies of the three-layer planar
Ni80Fe20/DyxCo1 – x /Ni80Fe20 systems containing amor-
phous DyCo interlayer in the region of compensation
compositions enable one not only to judge indirectly

VΦ1
VΦ2

VΦ1
VΦ2

VΦ1
VΦ2

VΦ1
VΦ2
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(though, in our opinion, reliably) the inhomogeneous
structure of these amorphous DyCo films but also pro-
pose a model of microheterophase organization of this
industrially important class of magnetic materials.

This work was supported by the Russian Foundation
for Basic Research, project no. 02-02-97717.
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Fig. 4. Configuration of the magnetization vectors for 3d
metals in the three-layer films and the first standing-wave
mode: (a, c) precompensation and (b, d) postcompensation
DyCo compositions.
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Electron-Filling Kinetics of 2D States on a Helium Film
V. B. Shikin

Institute of Solid-State Physics, Russian Academy of Sciences, Chernogolovka, Moscow region, 142432 Russia
Received October 10, 2002; in final form, October 24, 2002

The details of charging a free liquid-helium surface with electrons are discussed. It is shown that the thickness
of the helium film varies during this process and gradually decreases under the action of electron pressure on
the helium surface. In turn, the pressure depends on the film thickness. Hence, the self-consistent kinetic prob-
lem arises with characteristic relaxation time τ mainly of hydrodynamic origin (viscous adjustment of the film
thickness to the variable electron pressure). The value of τ is quite sensitive to the film thickness d (τ ∝ d3). In
the most representative interval 10–1 cm > d > 10–4 cm, τ varies in the range 10–3 s ≤ τ ≤ 10+8 s. The situation
is most intriguing in the vicinity of the critical point (at the critical point, the charged helium film becomes
unstable). As it is approached, τ increases to infinity. © 2002 MAIK “Nauka/Interperiodica”.

PACS numbers: 73.50.Bk; 73.25.+i
The saturation regime is one of the most popular
regimes of filling 2D electronic states with electrons at
the helium surface. In this regime, an external electron
source operates continuously and replenishes the
helium surface to a level providing the compensation of
an external field by the self-field of electrons above the
helium. The excessive electrons are “removed” to the
upper metallic electrode (Fig. 1). The steady-state den-
sity of 2D surface electrons is a known function of the
potential difference between the control electrodes in
the cell (Fig. 1) and its geometry (see Eq. (3)). Therein
lies the merit of the saturation regime. The recent exam-
ple of manipulations with a charged 2D system in the
saturation regime is described in [1].

The filling of a helium surface with electrons is an
intriguing kinetic process, whose details have not been
discussed to date. The problem deserves particular
attention, because the characteristic relaxation times
are rather long, especially for thin helium films and
under conditions close to critical (at the critical point,
the charged helium surface loses stability). It is the pur-
pose of this work to formulate the corresponding
kinetic problem in the simplest analytic form and to
analyze it qualitatively.

1. Consider the system shown in Fig. 1. Electric
fields E– above and E+ below the helium surface
charged with electron density ns are

(1)

(2)

where σ = ens and V is the potential difference between
the cell plates (Fig. 1).

E–
V
D
---- 4πσd

D
----,–=

E+
V
D
---- 4πσ D d–( )

D
------------------,+=
0021-3640/02/7611- $22.00 © 20660
If an external field above the helium is completely
screened, i.e., if E– = 0 and, hence,

(3)

then the electric field E+ is

(4)

For given do and V, where do is the thickness of the
helium film in the absence of an external field, the
helium surface is deflected under the action of electron

pressure Pel = /8π to a depth

(5)

4πσ V /d ,=

E+ V /d .=

E+
2

ξ∞ d do,–=

Fig. 1. Scheme of geometrical notation for a cell with 2D
electron system. The positions of the neutral film boundary
do and the deformations ξo and ξ∞ are also shown.
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ELECTRON-FILLING KINETICS 661

                                    
whose value is determined by the conditions for
mechanical equilibrium and retention of the total vol-
ume of liquid,

(6)

(7)

Here, ρ and g are the density of liquid helium and the
gravitational acceleration, respectively; R is the radius
of the electron disc at the helium surface; and Ro and ξo

are the radius and deformation of the liquid surface
beyond the electron disc (Fig. 1). The simultaneous
solution of Eqs. (6) and (7) gives

(8)

Turning to the kinetics, we note that the potential
difference V can be introduced into the problem almost
instantly (on the time scale of interest). The saturation
of the liquid surface with 2D electrons is also a rather
fast process (at every instant of time, Eq. (3) with the
time-dependent film thickness d(t) is valid). The hydro-
dynamic change in d(t) is the longest process. Apart
from the “horizontal” kinetics, the rate of liquid trans-
fer to a reservoir can also be influenced by the through-
put of the vertical part (if it exists) of the film. The ter-
minology for the neutral situation—horizontal and ver-
tical film components and a reservoir—is clarified in
Fig. 2 (for simplicity, the control electrodes and the 2D
system itself are not shown in this figure). The depen-
dence of the film thickness d on the distance h between
the substrate base and the reservoir level are given by
the expression

(9)

Here, g is the gravitational acceleration and fret is the
van der Waals constant with allowance made for retar-
dation.

As long as h > 0, the thickness of the helium film
only slightly exceeds its level in the reservoir:

(9a)

The substrate is completely dipped into the liquid.
However, if h < 0, definition (9) tends to the known

asymptotic expression

(9b)

In this limit, the vertical walls of the substrate rise
above the level of bulk helium but still remain covered
with a thin helium film, which connects its horizontal
part with the reservoir.

ρgξ∞
V2

8πdo
2

------------+ ρgξo,=

R2ξ∞ Ro
2 R2–( )ξo+ 0, Ro R,>=

ξ∞  ! do.

ξ∞
V2

8πρg∗ do
2

----------------------, g∗– g 1 R2

Ro
2 R2–

-----------------+
 
 
 

.= =

f ret/d
4 ρg d h–( ).=

d  . h f ret/ ρgh( )4.+

d4
 . f ret/ ρghm( ), hm h .=
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For the thicknesses

(10)

which are only considered in what follows (α is the sur-
face tension coefficient), one can manipulate the film
thickness using approximation (9a). There are no verti-
cal film parts in this formula (this fact was already used
in Eqs. (6) and (7) and in Fig. 1), so that the hydrody-
namic kinetics is controlled by the rate of liquid escape
from the electron “piston” with radius R. We deliber-
ately use the term piston. It implies that the 2D electron
density at the liquid film between the control electrodes
remains uniform during the course of changing d(t).
This purely electrostatic statement (the charge density
in a flat capacitor is constant, except for the edge
effects, which are neglected below because R @ d) is
corroborated by direct experiments, which provide evi-
dence that the deformation of a helium surface under
the action of electron pressure is uniform both in the
static regime [2] and under parametric excitation [3].

Therefore, the problem is reduced to the well-
known problem (see, e.g., [4]) of viscous liquid flow

from under a flat piston. In this problem, the rate  of
a change in film thickness is related to the force F stim-
ulating liquid viscous flow by the expression (see [4]
and Eq. (A5) in the Appendix)

(11)

Here, η is the helium dynamic viscosity. The sum

(12)

plays the role of force F. By equating it to zero in the
limit do @ |ξ∞|, one can determine ξ∞ in Eq. (6).

Writing

(13)

κdo 1, κ2≤ ρg/α ,=

ξ̇

F
3πηR4ξ̇

8d3
--------------------.=

F πR
2 ρg∗ ξ t( ) V2

8π do ξ t( )+( )2
----------------------------------+–=

ξ t( ) ξ∞ δξ t( )+=

Fig. 2. Scheme of a cell without its electrical part. The pres-
ence of horizontal (1) and vertical (2) film components are
illustrated.
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and linearizing Eqs. (11) and (12) with respect to the
addition δξ(t), one gets

(14)

The right-hand side of Eq. (14) contains, among other
things, the term

The charged surface loses stability, under the condition
κdo ! 1, when this expression turns to zero upon the
variation of parameters V and do [5].

The solution to Eq. (14)

(15)

determines, in particular, the characteristic relaxation

time τ. In the case ρg* @ V2/4π , this time has hydro-
static origin:

(16)

For ρ . 0.146 g/cm3, g* . g (when R ! Ro), η = ρν,
ν . 1.5 × 10–3 cm2/s, R ~ 1 cm, and do ≤ 0.1 cm, τ scales
as τ ≥ 10–3 s. Regime (6) corresponds to the film thick-
ness lying in the range 10–1 cm ≥ do ≥ 10–4 cm. As d
approaches its lower limit do ≥ 10–4 cm, the relaxation
time shifts to τ ≥ 10+8 s. In other words, in the vicinity
of d ≥ 10–4 cm, the equilibrium value ξ∞ (8) is achieved
over a long time.

Of interest is the sensitivity of relaxation time (15)

to the difference (ρg* – V2/4π ). In the vicinity of the
stability boundary of the helium film, where

(17)

τ tends to infinity. This fact may be a reason for the
quantitative discrepancy between the prediction given
by Eq. (17) in [5] and the experiment [6], which con-

firms that the critical electric field  linearly drops
with decreasing thickness do but systematically over-
states the critical value of do.

2. In addition to the δξ(t) kinetics given by Eq. (15),
whose details can be studied by capacitive methods, the
results presented above also refer to the electron popu-
lation at the helium film. The point is that, for a given V,

δξ̇
8do

3

3η R2
------------- V2

4πdo
3

------------ ρg∗–
 
 
 

δξ,=

δξ 0( ) ξ∞, δξ +∞( ) 0.–=

ρg∗ V2

4πdo
3

------------–
 
 
 

.

δξ t( ) ξ∞ –t/τ( ),exp–=

τ 1– 8do
3

3πηR2
---------------- ρg∗ V2

4πdo
3

------------–
 
 
 

=

do
3

τ 1–
 . 

8do
3

3πηR2
----------------ρg∗ .

do
3

V cr
2 /4π ρg∗ do

3,=

V cr
2 /do

2

the electron density changes with time, because ns ∝
V/(do + ξ(t)). If ξ(t) is a sizable fraction of do (it will be
seen below that such is indeed the case), then ns

becomes variable.
We first use the above information to determine the

scale of ns variation. The simultaneous use of Eq. (8),
which is valid over the whole region of film stability,
and Eq. (17) for the stability boundary gives the follow-
ing estimate for the maximal deformation of the
charged film:

(18)

This deformation cannot be regarded as small, so that
Eqs. (8) and (17) near the stability boundary should be
refined.

Equation (8) now takes the form

(19)

while the equivalent to Eq. (17) is

(20)

The simultaneous solution of Eqs. (19) and (20) at the

critical point yields for 

(21)

Although this deformation is smaller than that given by
Eq. (18), it provides a change of approximately 30%
from the initial to finite ns value, which is asymptoti-
cally slowly established with time. Expression (21) also
implies that the linearization (14) under near-critical

conditions is not very reliable (the requirement  ! do

is not fulfilled), at least, at the initial stage of adjust-
ment.

The more general equation for  reads

(22)

where ξ∞ is given by Eq. (19). At the initial stage,

(23)

so that

(24)

ξ∞
cr do/2.–=

ρg∗ ξ∞
V2

8π do ξ∞+( )2
-------------------------------+ 0,=

V cr
2 /4π ρg∗ do ξ∞

cr+( )3
.=

ξ∞
cr

ξ∞
cr do/3.–=

ξ∞
cr

ξ̇

ξ̇
8 do ξ+( )3

3η R
2

------------------------ ρgξ V2

8π
------ 1

do ξ+( )2
---------------------+ ,–=

ξ 0( ) 0, ξ +∞( ) ξ+∞,= =

ξ̇  . 
V2

3πηR2
---------------- do ξ+( ), ρgξ  ! 

V2

8π
------ 1

do ξ+( )2
---------------------,–

ξ 0( ) 0,=

ξ t( ) do 1 –t/τo( )exp–[ ] ,–=

τo
1– V2/3πηR2.=
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Regime (24) matches with the asymptotic behavior

(25)

where ξ∞ is given by Eq. (16), ξ(t) is from Eq. (24), the
time t* is determined from the requirement

, (26)

and time in Eq. (25) is counted from t*.

Thus, the equilibrium in near-critical kinetics is
established in two stages. At the initial stage, on the
interval 0 < t ≤ t*, the kinetics is exponential with the
characteristic relaxation time τo given by Eq. (24) with
t* determined from Eq. (26). Subsequently, the kinetics
is again exponential but with the relaxation time (25).

In summary, one can state that filling the helium sur-
face with electrons is an intriguing problem and
deserves special attention. Apart from the 2D electronic
aspect, this problem is helpful in studying the details of
spinodal decay kinetics at its initial stage. Indeed, our
problem involves all attributes of spinodal kinetics (see,
e.g., [7–10]): the presence of an instability point, the
possibility of a fast transition from the stable to the
decaying state, the exponential decay at the initial
stage, etc.

APPENDIX

The problem of radial motion of a viscous liquid
between two pistons approaching each other is well
known (see, e.g., [4]). Since the boundary conditions in
our variant are nonstandard (compared to the literature
conditions), we present below the details of its solution.

The equations of motion of a viscous liquid under a
pressure of electron piston have the form at v z ! v r and
∂v r/∂r ! ∂v r/∂z

(A1)

(A2)

with the boundary conditions

ζ t( ) ξ∞ δζ t( ),+=

δζ t( ) δζo –t/τ( ), τ 1–exp
8d*

3

3πηR2
---------------- ρg∗ V2

4πd*
3

-------------– 
  ,= =

d* do ξ∞,+=

δξ 0( ) ξ∞– ξ t*( ), δξ +∞( ) 0,+=

ρgξ t*( ) V2/ 8πdo
2( ) . 0+

η
∂2v r

∂z2
----------- ∂p

∂r
------,

∂p
∂z
------ 0,= =

1
r
---

∂ rv r( )
∂r

----------------
∂v z

∂z
---------+ 0=

v r v z 0, at z 0, r R,≤= = =
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Here, d is the thickness of the helium film, u is the rate
of its variation under the action of external forces, po is
the external pressure beyond the cylindrically symmet-
ric capacitor, and η is the first viscosity of the liquid
(helium). The second of these boundary conditions sat-
isfies the requirement σrz(z = d) = 0 (this tensor compo-
nent of viscous stress is zero at the free surface of the
liquid film).

From Eqs. (A1) with the above boundary condi-
tions, it follows that

(A3)

Integrating Eq. (A2), one gets

(A4)

Hence,

so that the total drag force F is

(A5)

This expression was used in Eq. (11) of the main text.
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The effect of high pressures up to 60 GPa on single-crystal and polycrystalline samples of iron borate 57FeBO3
was studied by Mössbauer absorption spectroscopy (57Fe nuclei) in a diamond anvil cell. Magnetic field Hhf at
the 57Fe nuclei increases with pressure but abruptly drops to zero at 46 ± 2 GPa, indicating the crystal transition
from the antiferromagnetic to nonmagnetic state. This is accompanied by an abrupt change in the isomer shift
and quadrupole splitting. Their values in the high-pressure phase are evidence for the transition of Fe+3 ions
from a high-spin (S = 5/2, 6A1g) to low-spin (S = 1/2, 6T2g) state (spin crossover). This correlates with an abrupt
decrease in the unit-cell volume (by ~9%) and optical gap. The change of the magnetic and electronic structures
is explained by Mott’s transition with rupturing of strong d–d-electron correlations. © 2002 MAIK
“Nauka/Interperiodica”.

PACS numbers: 75.80.+q; 75.50.Ee; 76.80.+y; 75.30.Kz
1. INTRODUCTION

Iron borate FeBO3 is among those rare materials that
are transparent in the visible region and possess sponta-
neous magnetization at room temperature. For this rea-
son, light can be modulated in it by magnetooptical
effects. FeBO3 has the rhombohedral calcite structure

belonging to the space group R c ( ) [1, 2]. It is an
antiferromagnet with weak ferromagnetism and Néel
point TN = 348 K [2]. Its unit cell contains two formula
units. The iron ions Fe3+ have an octahedral environ-
ment formed by oxygen ions. The interion distances are
(Fe–O) = 2.028 Å and (Fe–Fe) = 3.601 Å, and the (O–
Fe–O) bond angles are equal to 91.82° and 88.18° [3].
Therefore, the iron environment by six oxygen ions is
almost cubic. At normal pressure, the magnetic
moments of the two iron sublattices lie in the basal
plane (111) and are almost antiparallel. Under normal
conditions, FeBO3 is an insulator with an optical gap of
~2.9 eV [4].

The transition from the magnetic to nonmagnetic
state was recently observed in iron borate at a pressure
of 46 ± 2 GPa by nuclear forward scattering (NFS) of
synchrotron radiation [5], and the structural phase tran-
sition was observed in [6] by the X-ray method at 52 ±
2 GPa. Inasmuch as the NFS spectra were recorded for
a 57FeBO3 single crystal, whereas the X-ray spectra
were obtained for a polycrystal, it remains unclear
whether the difference in the pressures of magnetic and
structural transitions has a physical origin or is a “spec-
imen effect.”

3 D3d
6
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In this work, Mössbauer absorption spectra of a sin-
gle crystal of iron borate 57FeBO3 and its polycrystal-
line samples were studied to elucidate the nature of
these transitions and their relation to the electronic
structure of Fe ions. Samples were exposed to high
pressures up to 60 GPa in a diamond anvil cell.

2. EXPERIMENTAL 

Transparent high-quality light-green-colored
FeBO3 crystals enriched to 96% with 57Fe isotope were
grown by the flux method. Crystals were platelets
whose planes coincided with their basal plane (111). In
high-pressure experiments, a 57FeBO3 single crystal
with a size of about 80 × 40 × 10 µm was placed in a
high-pressure diamond anvil cell. The basal plane (111)
of the single crystal was oriented perpendicular to the
direction of a gamma-ray quantum beam. Polycrystal-
line samples were obtained by grinding the single crys-
tal in an agate crucible. The working area of the dia-
mond anvils was about 300 µm in diameter, and the
hole diameter in a gasket where the samples were
placed was about 100 µm. The chamber working vol-
ume was filled with a poly(ethyl siloxane) (PES-5) liq-
uid to produce quasihydrostatic pressure. The pressure
was measured using the ruby fluorescence line. For this
purpose, apart from the FeBO3 sample, several 10-µm
ruby pieces were placed in the chamber at various dis-
tances from the center to estimate the pressure gradient.

The 57Fe Mössbauer spectra were recorded at room
temperature on a standard spectrometer operating in a
constant acceleration mode and interfaced to a personal
002 MAIK “Nauka/Interperiodica”
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computer. The 57Co(Rh) source with an activity of
about 100 mCi was at room temperature. To gain reli-
able statistics, the accumulation time for one spectrum
was as long as two weeks, which required enhanced
requirements to be placed on the operation stability of
apparatus. The spectra were processed using the pro-
grams developed in the Shubnikov Institute of Crystal-
lography, Russian Academy of Sciences.

3. RESULTS 

The Mössbauer spectra of a 57FeBO3 single crystal
in the pressure range from normal to 55 GPa are pre-
sented in Fig. 1. At P < 46 GPa, the Zeeman sextet is
typical for a magnetic hyperfine splitting of the 57Fe
nuclear levels in an effective magnetic field Hhf. This is
evidence that all iron ions are in equivalent crystallo-
graphic positions. The intensity ratio of the six reso-
nance lines is close to 3 : 4 : 1 : 1 : 4 : 3. This signifies
that the magnetic moments of the two iron sublattices
in this pressure range lie in the basal plane of the sam-

Fig. 1. Typical room-temperature Mössbauer spectra of a
57FeBO3 single crystal for some pressures below and above
the phase transition. Solid lines correspond to calculations.
JETP LETTERS      Vol. 76      No. 11      2002
ple perpendicularly to the wave vector of a gamma-ray
quantum.

With the buildup of pressure, the splitting of reso-
nance lines increases because of an increase in the mag-
netic field Hhf at the iron nuclei. In the range 0 < P <
44 GPa, the field Hhf increases nonlinearly from 34.1 to
48.1 T (Fig. 2). This is likely due to an increase in the
exchange interaction as a result of the decrease in the
interion Fe–O–Fe distances and, accordingly, rise in the
Néel point. At P = 46 ± 2 GPa, the field Hhf abruptly
drops to zero, indicating the magnetic-moment collapse
and the transition of a FeBO3 antiferromagnet to the
nonmagnetic state. One can see from Fig. 1 that the
magnetic and nonmagnetic phases coexist in the spec-
trum at P = 46.3 GPa, likely owing to the pressure gra-
dient. In a high-pressure (HP) nonmagnetic phase, the
Mössbauer spectra retain an asymmetrical doublet with
the quadrupole splitting QS ≈ 2 mm/s and the isomer
shift IS ≈ 0.06 mm/s (with respect to the metallic iron).
As the pressure is reduced, the magnetic hyperfine
splitting is restored without a noticeable hysteresis after
the transition through the critical point.

The pressure dependences of the QS and IS parame-
ters are presented in Figs. 3 and 4. In the low-pressure
(LP) phase, i.e., below the magnetic transition pressure,
the parameters Hhf, QS, and IS are typical of the Fe3+

ions in the high-spin (HS) 3d5 state (S = 5/2; 6A1g).
However, at P > 46 GPa, the magnetic field Hhf drops to
zero (Fig. 2), and the QS and IS values also change
jumpwise (Figs. 3, 4), evidencing a change in the elec-
tronic structure of iron ions upon this phase transition.
According to the calibration of hfs parameters IS and
QS [7, 8], their values in the HP phase correspond to the
low-spin (LS) state of Fe3+ ions (S = 1/2; 2T2g). This
suggests that the magnetic collapse is caused by the

Fig. 2. Pressure dependence of the hyperfine magnetic field
at the 57Fe nucleus in iron borate at room temperature. Light
symbols correspond to the single-crystal sample and dark
symbols are for polycrystal.
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rupture of strong d–d-electron correlations (Mott’s
transition) and not by the temperature effect of the
Néel-point type. The jumplike change in the parameters
Hhf, QS, and IS indicates that this phase transition is of
the first order.

The polycrystal measurements showed that the field
Hhf in the polycrystalline LP phase behaves in the same
manner as in the single crystal. The magnetic collapse
is observed at P = 48 ± 2 GPa, which coincides, to
within experimental error, with the single-crystal criti-
cal pressure. However, after the transition to the non-
magnetic HP phase, the polycrystalline Mössbauer
spectrum transforms into two quadrupole doublets
(Fig. 5) with an intensity ratio of ~2 : 1. The parameters
QS and IS of the more intense doublet coincide with
their values in the single-crystal HP phase. This indi-
cates that the major portion of the iron ions undergo
transition to the low-spin state after the magnetic col-
lapse. The parameters QS ~ 1.5 mm/s and IS ~ 0.4 mm/s
of the less intense doublet are typical of the Fe3+ HS
state. This suggests that a quantity of iron ions in the
polycrystal remain in the HS (although nonmagnetic at
room temperature) state at pressures higher than the
magnetic transition pressure. This may be caused by the
nanodimensional effects in small-sized polycrystal par-
ticles and, thus, requires additional studies. Note that
no additional anomalies were observed in the Möss-
bauer spectra of both single-crystal and polycrystalline
samples at pressures 51–54 GPa, where the structural
phase transition was observed in [6].

Fig. 3. Pressure dependence of the quadrupole splitting QS
in the spectra of 57FeBO3. Dashed line is a guide to the eye.
DISCUSSION 

4.1. Pressure Dependence of the Néel Temperature

The fact that the magnetic field Hhf in the LP phase
increases with pressure (Fig. 2) is, naturally, due to
strengthening of the exchange interaction, and hence it
should correlate with the increase in the Néel tempera-
ture TN. Generally, the pressure dependence of Hhf at
T = 296 K is caused both by the pressure dependence of
TN and a possible change in the field Hhf with pressure
at T = 0 K. Our low-temperature NFS measurements
showed [9] that the field Hhf(0) in the LP phase depends
weakly on the pressure and is close to 55.5 T. Using the
room-temperature pressure dependence Hhf = f(P) and
the normal-pressure temperature data Hhf = f(T) from
[10], one can derive the pressure dependence for the
Néel temperature TN = f(P). To this end, we applied the
extrapolation procedure that was suggested earlier in
[11, 12] and recommended itself well in the analysis of
experimental data. Let us write the pressure and tem-
perature dependence of Hhf in the empirical form

(1)

The parameters α and β were calculated by fitting func-
tion (1) to the normal-pressure experimental Hhf(T)
dependence to obtain α = –0.371 and β = 0.4308. The
results of this calculation are shown in the inset in
Fig. 6. Next, assuming that α and β are constant and
Hhf(P, 0) = 55.5 T = const, the equation for the vari-
able TN

Hhf P T,( ) Hhf P 0,( )=

× α T
T N P( )
--------------– 

  1 T
T N P( )
--------------–

β
.exp

F T N( ) Φ T N( )=

Fig. 4. Pressure dependence of the isomer shift IS relative to
metallic iron in the Mössbauer spectra of 57FeBO3.
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was graphically solved for each value of experimental
pressure and, respectively, for Hhf(P, T = 295 K), where

(2)

The resulting TN values are presented in Fig. 6 together
with the data of magnetization measurements [13] and
two-magnon Raman spectra [14]. It is clearly seen that
our data agree well with these experiments. To a good
accuracy, the obtained pressure dependence of TN is lin-
ear with parameters TN(0) = 351.2 ± 3.5 K and
dTN/dP = +4.91 ± 0.15 K/GPa. The logarithmic deriva-
tive of the Néel temperature was found to be
∂ln(TN)/∂P = 0.0141 GPa–1.

P.W. Anderson [15] showed that TN in antiferromag-
netic oxides with superexchange is proportional to the
exchange integral J. Using the V(P) dependence

F T N( ) Hhf P T,( ) α T
T N

------ 
  ,exp=

Φ T N( ) Hhf P 0,( ) 1 T
T N

------–
β
.=

Fig. 5. Room-temperature Mössbauer spectra of a 57FeBO3
polycrystal for some pressures below and above the phase
transition. Solid lines correspond to calculations. The veloc-
ity-expanded spectrum at P = 58.0 GPa is shown at the top.
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obtained in our work [6] and the TN(P) dependence,
one can verify for FeBO3 the empirical Bloch relation
J ∝  V ε with ε = –10/3, which was suggested in [16] for
transition metal oxides. With this aim, we constructed
the curve for the logarithm of TN (reduced to its zero-
pressure value) as a function of the logarithm of the
reduced volume V. Linear fit of this dependence with
J ∝  TN ∝  Vε gave ε = (∂lnJ/∂lnV) = (∂ln(TN)/∂lnV) =
−3.70 ± 0.14. This value is slightly larger than the
Bloch value (–10/3), but, nevertheless, it agrees well
with the Bloch model.

4.2. Quadrupole Splitting QS = f(P)

In the general case, the electric-field gradient ∆ in
the vicinity of the 57Fe nucleus is the sum of two main
contributions: the lattice contribution ∆lat from the crys-
tal field produced by the surrounding ions and the elec-
tronic contribution ∆el from the nonspherical charge
distribution of its own electron shell. The electron shell
of Fe3+ ions in the high-spin 3d5 state (S = 5/2) is spher-
ically symmetric (their ground state is the orbital sin-
glet 6A1g), so that the measured QS is caused only by the
lattice contribution ∆lat. One can see in Fig. 3 that QS in
the LP phase is small and weakly increases with pres-
sure. This is consistent with the nearly cubic surround-
ing of iron ions by oxygen. Recently, we have estab-
lished [6] that the transition to the HP phase in iron
borate is accompanied by a jump (decrease) in unit-cell
volume by almost 9%, although the type of crystal
structure is retained and the space group remains

Fig. 6. Pressure dependence of the Néel temperature TN of
FeBO3, as calculated from our experimental data (triangles)
using empirical model (see text). The magnetization data
taken from [13] (circles) and the two-magnon Raman data
from [14] (rhombi) are shown for comparison. The dashed
line is a linear fit to the calculated points. Inset: (solid line)
a fit of the empirical model to the experimental Hhf(T) curve
at P = 0 (points are from [10]) and (dashed line) the calcu-
lation for P = 46.6 GPa (triangle is our data).
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unchanged (R c). Because of this, one should not
expect any sizable increase in the ∆lat contribution.
Consequently, the experimentally observed sharp
increase in QS in the HP phase is due to the electronic
contribution that appears due to the transition of Fe3+ to
the low-spin state.

4.3. Isomer Shift IS = f(P) 

It is seen in Fig. 4 that the isomer shift in the LP
phase is typical of the Fe3+ HS state in oxides. Upon the
pressure buildup, IS decreases gradually, indicating that
the s-electron charge density at the nucleus increases
due to the decrease in atomic volume. After the transi-
tion to the HP phase, the value of IS drops sharply, indi-
cating the metallization process. This is consistent with
the appearance of the LS state, because the atomic vol-
ume of iron ions in the LS state is smaller than in the
HS state. This also correlates with filling of the conduc-
tion band as a result of electron delocalization and with
the effective decrease in the cation radii.

Therefore, the behavior of the three parameters Hhf,
QS, and IS gives evidence for the phase-transition-
induced spin crossover HS  LS.

The 3d-metal oxides are mostly Mott’s wide-gap
insulators with strong electron correlations providing a
high-spin state for the 3d ions. The correlation energy
of localized d electrons is characterized by the Hubbard
parameter U (Coulomb repulsion) [17, 18], and the
degree of localization is determined by the ratio U/W,
where W is the bandgap. Under high pressure, the
strong-correlation regime (U/W @ 1) can be violated,
because W increases with pressure, while U decreases
because of an increase in screening, so that a Mott’s
insulator becomes a metal in which the localized mag-
netic moment collapses [19]. Monte-Carlo calculations

[20] predict metallic behavior at U/W < , where N
is the orbital degeneracy (N = 5 for iron ions), and the
critical value U/W = 2.24 for the metallization and mag-
netic collapse [19].

The magnetic HS  LS transition with a change
of the spin state may occur either due to the widening
of the d band or to a change in the crystal field [21]. If
the splitting of the t2g and eg states in the crystal field is
larger than the exchange splitting, the magnetic col-
lapse is due to a change in the populations of these
states. To describe the pressure behavior of magnetic
oxides, Cohen et al. [19] developed the theory of gen-
eralized gradient approximation on the basis of the
Stoner model [22] of stability criterion for a magnetic
state. They showed that the magnetic collapse occurs
with an increase in pressure (i.e., a decrease in the dis-
tances between nearest neighbors) because of the
d-band widening, whereas small variations of crystal
field play the secondary part and only influence the
character of transition. The band widens due to an
increase of the hybridization as a result of a decrease in

3

N

the interion distances with the buildup of pressure and
a change in the character of chemical bonding from
ionic to metallic.

Our experimental data qualitatively confirm these
considerations. This allows the conclusion to be drawn
that the FeBO3 crystal undergoes Mott’s transition at a
pressure of 46 ± 2 GPa with the rupture of d–d-electron
correlations and the magnetic-moment collapse.

An analogous effect was recently observed in rare-
earth orthoferrites LaFeO3 and PrFeO3 [23, 24] and
hematite Fe2O3 [25], where the rupture of electron cor-
relations at high pressure manifested itself in the mag-
netic collapse and the insulator–metal transition,
which, however, was extended over a wide pressure
range.

The ground state of the low-spin 3d5-electron con-
figuration in Fe3+ can be represented as (t2g↑ )3(t2g↓ )2

with a magnetic moment approximately five times
smaller than in the HS state. This allows a low-temper-
ature paramagnetism, which we plan to observe by con-
tinuing NFS experiments at low temperatures.

Theoretical density-functional calculations for iron
borate were recently carried out by Parlinskiœ [26] to
predict the magnetic and structural phase transitions
and the metallization with gap collapse in the electronic
spectrum at pressures 20–60 GPa with large hysteresis.
According to [26], the magnetic moment of iron ions in
the HP phase is small (approximately four times
smaller than in the LP phase). Our experimental results
confirm, for the most part, the conclusions of that work.

CONCLUSION

At room temperature, the magnetic moment of iron
borate collapses with the spin crossover HS  LS at
a pressure of 46–48 GPa. This correlates with the
abrupt decrease in the unit-cell volume and a sharp
decrease in the optical gap. The change in the magnetic
and electronic structures is explained by Mott’s transi-
tion and the rupture of strong d–d-electron correlations
and results in a drastic change of the transport proper-
ties. The pressure dependence of the Néel point is
obtained and the Bloch parameter ε is estimated for the
low-pressure phase (P < 46 GPa).

We are grateful to Dr. R. Rüffer, O. Leupold, A. Chu-
makov, and N.S. Ovanesyan for helpful discussion of
results. This work was supported by the Russian Foun-
dation for Basic Research (project nos. 02-02-17364a,
00-02-17710a, 01-02-17543a) and NATO (grant
no. PST.CLG.976560).
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Phase-sensitive magnetoresistive oscillations were observed at temperatures T < 4 K in hybrid quasi ballistic
doubly connected SNS structures with single-crystal normal spacers of macroscopic sizes in all dimensions (L =
100–500 µm) and elastic electron mean free path on the same scale lel ~ 100 µm. The oscillations observed for
the distances corresponding to the indicated L values between the NS interfaces are evidence that the phase-
interruption length in pure metal is macroscopic at T < 4 K. The oscillation parameters related to the geometry
of structures and spacer sizes indicate the quantum nature of the oscillations. These are shown to reflect the
behavior of conductance in the NS interfaces with the dissipative coherent transport of “subgap” quasiparticles
with energies ε ! ∆, T (∆ is the gap energy). © 2002 MAIK “Nauka/Interperiodica”.

PACS numbers: 74.80.Fp; 73.40.-c; 74.50.+r
It is well known that phase-sensitive current (and,
therefore, conductance) in SNS systems with dirty nor-
mal spacers of a sizable thickness may not exhibit an
exponential dependence j ~ F(φ)exp(–L/ξT) on the
spacer thickness L, although it may be rather strong and
retain the dependence on the coherent phase difference
φ between superconductors under conditions L > ξT.
Such behavior of current is due to the long-range phase
coherence for the zero-order effects in the parameter
λB/lel ! 1 (ξT is the normal-metal coherence length,
F(φ) is a periodic function, and λB and lel are, respec-
tively, the de Broglie wavelength and the electron elas-
tic mean free path). This feature, in fact, was pointed
out in early theoretical works [1, 2], where not expo-
nential (but, particularly, logarithmic [1]) behavior with
respect to the parameter L/ξT was predicted for the
phase-coherent current in the SNS systems with metal-
lic spacers in which lel are much smaller than the super-
conducting correlation parameter ξ0 ~ 1 µm. The latter
determines, by the order of magnitude, the spatial scale
of the proximity effect for coherent pairs with ε ~ T in
a pure normal metal contacting a type-I superconductor
[3]. This lel/ξ0 ratio is typical of normal spacers in the
majority of nanotechnologically prepared SNS systems
which exhibit a nonexponential behavior of the ampli-
tudes of phase-sensitive oscillations in the regime
(L/ξT) > 1 and, thus, suggest possible long-range phase
coherence under Andreev reflection conditions [4–6].
However, the values of L and the phase-interruption
length in the samples with such “diffusional” character-
istics, i.e., the samples for which the phase-coherent
0021-3640/02/7611- $22.00 © 20670
behavior of conductance in the SNS geometry was stud-
ied, are ordinarily limited to 1 µm, while the condition
d/ξT > 1 is not fulfilled in such samples for one of the
dimensions parallel to the interface (d ≈ 0.02–0.05 µm).
In this connection, it was profitable to investigate this
effect on a larger spatial scale of parameters that are
responsible for it. The achievements in the theory of
long-range phase coherence [7–9] have also stimulated
the performing of a new experiment.

In this work, the quantum-interference behavior of
the conductivity of doubly connected SNS structures
was observed and examined under conditions radically

different from those studied previously (L ~ ; lel <

ξT =  ! ), namely, for L, lel @ ξT = 
and L/ξT ≈ 102, i.e., for sizes L of normal spacers far
exceeding all previously studied characteristic micro-
scopic lengths in metal and fully excluding the proxim-
ity effect for the major portion of carriers with energy
ε ~ T.

Hybrid samples I1 (In–Cu–Sn), I2 (Sn–Cu–Sn),
and I3 (Pb–Cu–Pb) were prepared using a doubly con-
nected SNS Andreev interferometer with a calibrated
opening. Figure 1 shows schematically (not to scale)
the construction of one of the samples typical of the
other samples, together with a wire turn as a source of
an external magnetic field He for controlling the macro-
scopic phase difference in the interferometer formed by
a piece of copper single crystal and a superconductor

ξT
bal

1/3( )lelξT
bal ξT

bal ξT
bal
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connected to it. Interferometers varied in size, type of
superconductor, and area of the NS interfaces.

The samples were fabricated as follows. Either the
strips of superconducting metals of width wp (samples
I1 and I3) or a copper wire with diameter wp coated
with a thin superconducting layer (sample I2) were
fused to two opposite faces of width Ly of a bar with
rectangular cross section made from copper single
crystal, with a clearance between the superconductors
and a bar face of width Lx (Fig. 1). The clearance sizes
were Lx × wp × w0, where w0 is the calibrated insulation
thickness in the clearance. A part of copper bar with
size Lx × Ly × wp functioned as a normal interferometer
segment with the NS interfaces arranged at opposite bar
faces and separated by the distance Lx. The cross-sec-
tional sizes of normal segments Lx × Ly were 0.35 ×
0.35 mm for I1, 0.25 × 0.5 mm for I2, and 0.125 ×
0.475 mm for I3.

The samples were placed at the center of a circular
turn with a radius of 1 cm and oriented by the long bar
axis z along the turn axis. The nonorthogonality of the
turn axis and the interferometer xy planes was 5°–10°.
The field He was varied within several oersteds with a
relative step of 10–5 Oe and an error of field measure-
ment no higher than 10%. To compensate external

Fig. 1. Typical construction (not to scale) of the studied qua-
siballistic doubly connected interferometers. V1 and V2 are
the potential probes; Ii are the current-entry points (i = I1,

I2, I3);  is the circular-turn current producing mag-

netic field He. Inset: interferometer cross sections in the xy
plane.

IHe
JETP LETTERS      Vol. 76      No. 11      2002
fields, including the Earth’s field, a container with the
sample and the turn was placed into a closed supercon-
ducting screen (not shown in Fig. 1).

The ratio of resistances at room and helium temper-
atures for metals used in the fabrication of hybrid struc-
tures was RRR ≥ 104 with lel ≈ 100 µm at helium tem-
peratures. The measurement temperatures for sample
I1 were in the range of temperatures corresponding to
the indium intermediate state and below, and, for sam-
ples I2 and I3, below the analogous range for tin and
lead. Temperature was measured with an accuracy of
about 10–4, and working current I (~1 A) was measured
with an accuracy of 10–5.

The potential difference U was measured to within
(0.5–1) × 10–12 V. Measurements were performed using
four-, three-, and two-probe schemes for the interfer-
ometers I1, I2, and I3, respectively (Fig. 1). One of
the potential probes, V1, was welded to the normal part
of the SNS system, and another probe V2 was soldered
to the region of superconducting In, Sn, or Pb. The bar-
rier resistance in the V1 probe contact with copper was
approximately an order of magnitude larger than the
resistances of normal segments RN ≈ 10–9 Ω .

Figures 2, 3, and 4, relating to systems I1, I2, and
I3, respectively, show the typical results of measuring

Fig. 2. Curve 1: oscillations of the generalized resistance
R = U/I of interferometer I1 (In–Cu–Sn) as functions of
magnetic field at T = 3.25 K. The oscillation period is ∆H =
(h/2e)/Smax, where Smax is the area of the abcd contour in
the xy cross section of the interferometer (see inset in
Fig. 1). Curve 2: temperature dependence R(T) at He = 0.
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Fig. 3. Oscillations of Andreev resistance δRA = U/I –

 in interferometer I2 (Sn–Cu–Sn) as functions of

magnetic field at T = 3.49 K. The oscillation period is ∆H =
(h/2e)/Smin, where Smin is the area of the cdef contour in the
xy cross section of the interferometer (see inset in Fig. 1);

 = 8.8104 × 10–8 Ω .

RHe 0=

RHe 0=

Fig. 4. Oscillations of Andreev resistance δRA = U/I –

 in interferometer I3 (Sn–Cu–Sn) as functions of

magnetic field at T = 4.125 K. The oscillation period is ∆H =

(h/2e)/ , where  is the area of xy projection of the

stretched opening of interferometer onto the direction of
magnetic field upon the deviation from the z axis;  =

2.6245 × 10–8 Ω .

RHe 0=

Smin* Smin*

RHe 0=
the potential difference U with the V1–V2 pair of probes.
The potential difference was measured as a function of
magnetic field He and normalized to a constant measur-
ing current I. The quantity R = U/I has the meaning of
generalized resistance of the systems. One can see in
the figures that R has an oscillatory character in all
cases.

The inset in Fig. 1 shows the interferometer cross
section by a plane normal to He. The cdef contour
enclosing the interferometer opening and including the
trace of the lower face of the normal region corresponds
to the xy projection of the minimal area Smin, while the
abcd contour including the trace of the upper face cor-
responds to the xy projection of the maximal area Smax
of all xy projections of the possible closed SNS contours
of the system. It turned out that these projections of
extreme areas Sextr onto the plane normal to the vector
of external magnetic field were related to the periods ∆H

of observed oscillations by the expression

(1)

where Φ0 is the magnetic flux quantum h/2e.
The experimental values of ∆H and the values of

Φ0/Sextr calculated using the values of Sextr correspond-
ing to the geometric parameters of the samples are
given in the table. Since even a small misalignment
between the magnetic field and the z axis substantially
changes the magnetic flux for the opening stretched
along z (wp/wo @ 1), because of the screening of open-

ing by superconductor, the value  = Smin[1 –
(wp/wo)sinα]2cosα estimated for a misalignment α =
0.15 was taken as the smallest area of xy projection for
interferometer I3. The table also gives the tempera-
tures of measurements.

The following features differentiate our interferom-
eters from the previously studied systems. The opening
cross section is smaller than the cross section of normal
region; the macroscopic sizes of normal region are,
nevertheless, comparable with the elastic mean free
path; and the transmissivity of the NS interfaces is close
to unity. Due to the first factor, the values of Smin and
Smax differed from each other by more than an order of
magnitude for each of the interferometers (some of
them are given in the table), allowing the corresponding
oscillation periods to be resolved. The two other factors
greatly simplify the analysis of phase-sensitive coher-
ent conduction in our interferometers as quasiballistic
SNS structures.

The sensitivity of dissipative conduction to the mac-
roscopic phase difference in a closed SNS contour is
direct evidence of the coherent transport in the system
and the role of both NS interfaces in it. In turn, the
coherent transport at L @ ξT can be caused by only those
normal-metal excitations whose energies ε ! T < ∆ fill
the Andreev spectrum that arises due to the restrictions
on the quasiparticle motion because of the Andreev

Sextr∆H Φ0,=

Smin*
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Table

Sample wp/wo T (K) ∆H (Oe) Φ0/Sextr (Oe) Sextr (cm2)

ℑ 1 ≈0.5 3.25 1.5 × 10–4 1.48 × 10–4 1.4 × 10–3 (max)

ℑ 1 " 3.0 1.17 × 10–3 1.22 × 10–3 1.7 × 10–4 (min)

ℑ 2 !1 3.49 5 × 10–4 5.17 × 10–4 4 × 10–4 (min)

ℑ 3 ≈7 4.125 0.3–0.5 0.41 ≈5 × 10–7 (min)
reflections [7, 9]. It follows from the quasi-classical
dimensional quantization [10, 11] that the spacing
between the levels of the Andreev spectrum should be
εA ≈ "vF/Lx ≈ 20 mK for the distance between interfaces
Lx . 0.5 mm. This corresponds to the upper limit for
energies of e–h excitations on the dissipative (passing
through the elastic scattering centers) coherent trajecto-
ries in the normal region. To zero order in the parameter
λB/l, only these trajectories can make a nonaveraged
phase-interference contribution to conductance, often
called the Andreev conductance GA [12]. Accordingly,
it was hoped that the modulation depth for the normal
conductance GN (or resistance RN) in our interferome-
ters in the temperature range measured would be

(2)

and an order of magnitude higher than the measurement
accuracy at RN . 10–9 Ω , and this is confirmed by the
data in the table. It is known that, in the approximation
of noninteracting trajectories, the macroscopic phase φi

for a superconductor-closed ith trajectory of coherent
excitations with phases φei and φhi depends in an exter-
nal vector-potential field A on the magnetic flux as

(3)

where φ0i is the microscopic phase related to the length
of a trajectory between the interfaces by the Andreev
reflection phase shifts; Φi = He · Si is the magnetic flux
through the projection Si onto the plane perpendicular
to He; He = ∇ ×  A is the magnetic-field strength vector;
Si =  · Si;  is the normal unit vector; Si is the area
under the trajectory; and Φ0 is the flux quantum h/2e.

The evaluation of the overall interference correction
2Re(fe ) in the expression for the total transmission
probability | fe + fh |2 (fe, h are the scattering amplitudes)
along all coherent trajectories can be reduced to the
evaluation of the Fresnel-type integral with respect to
the parameter Si [13, 14]. This results in the separation
of the S-nonaveraged phase contributions at the integra-
tion limits (see, e.g., [15]). As a result, the oscillating
portion of the interference addition to the total resis-

GA

GN

-------–
δRA

RN

---------
εA

T
-----  . 10 2–≈≡

φi φei φhi+ φ0i 2π
Φi

Φ0
------,+= =

nSi
nSi

f h
*
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tance of the normal region in the SNS interferometer, in
particular, for He || z, takes the form

(4)

where Sextr is the minimal or maximal area of the pro-
jection of doubly connected SNS contours of the system
onto the plane perpendicular to H, and φ0 ~
(1/π)(L/lel) ~ 1 [16]. Our experimental data are in good
agreement with this phase dependence of the general-
ized interferometer resistance and the magnitude of the
effect. Since all doubly connected SNS contours
include e–h coherent trajectories in the normal region
with a length of no less than ~L ≈ 102ξT, one can assert
that the observed oscillations are due to the long-range
quantum coherence of quasiparticle excitations with
energy ε ! T under conditions of suppressed proximity
effect for the major portion of electrons with energies
ε ~ T [9].

The main results of this work are as follows. Mag-
netoresistive oscillations with a constant period in a
magnetic field have been observed in doubly connected
SNS interferometers under conditions of strong ine-
quality L @ ξT (L/ξT ≈ 102). These conditions were
obtained due to the use of single crystals of a pure metal
with the macroscopic elastic bulk mean free path as
normal interferometer segments of size comparable to
this path (Lx ≈ lel ≈ 102 µm). The oscillations are peri-
odic in the flux quantum h/2e inside closed SNS con-
tours with extreme flux values. The contours contain
macroscopically long sections of coherent e–h trajecto-
ries in a quasiballistic normal segment and pass through
the large-area NS contacts with transmissivity close to
1. Such a character of oscillations and the conditions
for their observation are caused by a solid-state ana-
logue of the Aharonov–Bohm effect in Andreev reflec-
tions of low-energy quasiparticles with the suppressed
proximity effect for the major portion of electrons with
energy ε ~ T.
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Call a spectrum of Hamiltonian H sparse if each eigenvalue can be quickly restored within ε from its rough
approximation within ε1 by means of some classical algorithm. It is shown how the behavior of a system with
a sparse spectrum up to time T = (1 – ρ)/14ε can be predicted on a quantum computer with the time complexity
t = 4/(1 – ρ)ε1 plus the time of classical algorithm, where ρ is the fidelity. The quantum knowledge of Hamil-
tonian eigenvalues is considered as the new Hamiltonian WH whose action on each eigenvector of H gives the
corresponding eigenvalue. Speedup of evolution for systems with a sparse spectrum is possible, because, for
such systems, the Hamiltonian WH can be quickly simulated on the quantum computer. For an arbitrary system
(even in the classical case), its behavior cannot be predicted on a quantum computer even for one step ahead.
By this method, we can also restore the history with the same efficiency. © 2002 MAIK “Nauka/Interperiod-
ica”.

PACS numbers: 03.67.Lx
1. INTRODUCTION AND BACKGROUND

A typical quantum system cannot be analyzed at hand
or by a classical computer, because the dimension of its
Hamiltonian is huge. Nevertheless, one can expect that
this analysis would be easier in the framework of quan-
tum computing. The idea of this approach is to force
one quantum system to simulate the behavior of the
other more simple primary system with some time sav-
ing. In the particular case where the primary system is
the classical computer with oracle, this is the problem
of quantum speedup for classical computations: given a
classical algorithm with oracle, is there a quantum
algorithm computing the same function faster using the
same oracle quantum-mechanically? Examples: Shor
factoring algorithm (see [1]), Grover search algorithm
(see [2]).

The general form of the problem of prediction is as
follows. Given a law of evolution for some system
(classical or quantum), is there a device (wizard) of
polynomial size that can predict the behavior of this
system? To predict the behavior means that the wizard
returns states of the initial system earlier than these
states appear in the natural evolution. We note that, in
the general case of quantum evolution, the wizard can
use quantum-mechanically not only the Hamiltonian
(as in the case of quantum computations with oracle)
but some hidden information about the primary system.
What kind of such information may be useful for the
prediction? This is the information about the eigenval-
ues of the primary Hamiltonian. We analyze the possi-

¶This article was submitted by the author in English.
0021-3640/02/7611- $22.00 © 20675
bility of quantum predictions in terms of the spectrum
of the primary system.

The first general quantum method of finding eigen-
values was presented by Abrams and Lloyd in [3]. Their
method uses quantum Fourier transform (QFT) and
requires on the order of N implementations of the initial
Hamiltonian, where N is the dimension of the main
space. That method generalizes the Shor factoring algo-
rithm. Thus, their algorithm requires an exponentially
long time, and it cannot be used for quantum speedup.
However, for the systems whose spectrum is sparse, the
idea of this approach with QFT can be used for predic-
tions. We proceed with the exact definitions.

2. DEFINITIONS

Let H be a Hamiltonian that induces the unitary
transformations U in the N-dimensional space Y of
states of n qubits by the usual quantum rule, U(τ) =
exp(–iHτ/h), N = 2n. In order to apply notions from the
algorithm theory, such as complexity, etc., we assume
that the time of Hamiltonian action is always τ = 1. We
can choose another value for τ, but this choice would
only involve a change in time scale without any subse-
quences for the algorithm complexity. The system
whose evolution is determined by the unitary transfor-
mation U is called the primary system.

We assume that the complexity of computation is
the number of U applications. The time of all other
transformations that we use here is assumed to be neg-
ligible compared with the time of computation. Quan-
tum Fourier transform requires a time on the order of n2
002 MAIK “Nauka/Interperiodica”
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(see [1]). Here, we will use this transform for log2(M)
qubits in the following form:

Let eigenvalues of H have the form –2πωkh, k = 0,
1, …, N – 1, where the frequencies ωk are real numbers
from the segment [0, 1). Then the eigenvalues of U will
be exp(2πiωk). This is not a loss in generality, because
we can always choose another unit τ for the Hamilto-
nian action time. Let us give the precise definitions of
the “knowledge of eigenvalues” of H. It means that
there exists another Hamiltonian WH called a wizard for
H that acts in the N2-dimensional Hilbert space and
returns an approximation of frequencies ωk to within
1/N, given the eigenvector Φk of H. How can frequen-
cies be represented in a quantum memory? Every fre-
quency ωk has the binary notation 0.e1e2. Let p ≤ n be
an integer, M = 2p. We denote the string of ones and

zeroes e1e2 … ep by .  may be considered as an
integer if we cancel all first zeroes. And vice versa,

every integer l < M can be written in the form  if we
add the corresponding string of zeroes in front. Then

the number  = 0.  approximates wk to within 1/M.

We define this number 0.  ∈  [0, 1) by (0.l)p. The sim-
ulation in this notation has the form

,

where ⊕  is the biwise addition modulo 2.
At last, we introduce auxiliary Walsh–Hadamard

(WH) transformations and . Let the memory be
divided into the main part x of n qubits and the ancilla
a of p ≤ n qubits: |x, a〉 , M = 2p. We set

(1) WH|x, a〉  = |x, s〉 . It is the WH

transformation applied to the ancilla, where · denotes
the dot product modulo 2.

(2) |x, a〉  = |Uax, a〉 . This is the result of a
sequential applications of U to the main register.

The WH transform can be fulfilled in a standard

model of quantum computer. To fulfill , it would
suffice to use the following oracle Ucond (the conditional
application of U) depending on U: Ucond|x, α〉  
|x', α〉 , where x ' = x if α = 0 and x ' = Ux if α = 1; α is
one qubit register. The application of Ucond cannot be
reduced to the simple application of U as an oracle,
because a conditional application of U is quantum-
mechanically controlled by the second register. One
proposal about its practical implementation can be
found in Section 4.1.

QFTM: s| 〉 1

M
--------- 2πisl/M–( ) l| 〉 .exp

l 0=

M 1–

∑

ek
p

ek
p

ek
p

ω̃k
M

ek
p

ek
p

WU Φk b,| 〉 Φk b ek
p⊕,| 〉

Useq
p

1

M
--------- 1–( )as

s 0=
M 1–∑

Useq
p

Useq
p

3. SIMULATING TRANSFORMATION

3.1. How to Predict Evolution

Given a simulating (wizard) transformation, how
can we predict the evolution of the primary system?
Assume temporarily that the binary notation can repre-
sent our frequencies exactly. Let |ξ〉 denote the initial
state of the main register. Let

(1)

be an expansion of our state in the basis of eigenvectors
of U. Add an n-qubit ancillary register initialized by
zeroes and obtain the state |ξ, 0n〉 .

We then apply the transformation WU to the main
register (p = n). It gives the state

Given a number t, we can turn each state in the first reg-
ister by an angle determined by the second register and
the value t, 2πωkt. This gives the state

We then apply the transformation WU again to obtain

Now the cancellation of ancilla gives exactly the state
Ut |ξ〉, which is the state at time t of the initial system.
Therefore, given the transformation WU, we can predict
the behavior of the initial system, provided the action of
this transformation takes a time smaller than t/2.

3.2. Approximate Simulation

In this subsection, we describe the procedure of sim-
ulating the predicting operator on zero ancilla. The par-
ticular case p = n of this procedure was proposed for the
other purpose in the paper [3].

We start with the state of the form (1), with the
ancilla initialized by zeroes. The action of the operator
WH on the initial state with zero ancilla is defined as fol-
lows:

(2)

Why must this procedure work? Let us assume tem-
porarily that the frequencies have an exact representa-

ξ xk Φk

k 0=

N 1–

∑=

ξ' xk Φk ek
p,| 〉 .

k 0=

N 1–

∑=

ξ'' xk 2πiωkt( ) Φk ek
p,| 〉 .exp

k 0=

N 1–

∑=

ξ''' xk 2πiωkt( ) Φk 0n,| 〉 .exp
k 0=

N 1–

∑=

QFTMUseq
p WH ξ 0p,| 〉 .
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tion by their binary notation. Then the application of
the first operator in definition (2) gives

The second operator gives:

The third operator results in the target state

In the general case, the same idea works but with slight
corrections resulting from the inaccuracy of frequen-
cies. We will see below how to manage this error.

3.3. Accuracy of Finding the Frequencies

The feasibility of the simulation procedure results
from the precise estimation of the inaccuracy in deter-
mining frequencies. The proof of this fact can replace
Shor’s substantiation of the factoring algorithm. The
idea is similar to the uncertainty principle. Let ε and δ
be the respective errors in a frequency binary approxi-
mation and in the probability of finding the right fre-
quency by the observation of the corresponding ancilla.
Then their product εδ cannot be smaller than 1/M. After
some consideration, we agree that this formulation
would be very natural. To formulate it carefully, we
need a definition of a wide class of transformations with
this property. Let { } be some set of integers. We

denote Lε{ } = {i: |(0. )p – ωk| ≤ ε or |(0. )p –
ωk – 1| ≤ ε}. Let ξ be a state of form (1).

DEFINITION 

A transformation W of the form

is called a transformation of Wδ, ε type if

 ≥ 1 – δ for any ξ.

Lemma 1. The operator WH belongs to the set
W1/K, K/M for any K ∈  {1, 2, …, M}.

Consider a result of action of the operator WH:

χ0
1

M
--------- xk Φk s,| 〉 .

s 0=

M 1–

∑
k 0=

N 1–

∑=

χ1 Usec
p χ0

1

M
--------- xk 2πiωks( ) Φk s,| 〉 .exp

s 0=

M 1–

∑
k 0=

N 1–

∑= =

xk Φk ek
p,| 〉 .
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N 1–

∑

ω̃k i,

ω̃k i, ω̃k i, ω̃k i,

W : ξ 0p,| 〉 λ i k, Φk ω̃k i,,| 〉
i 0=

M 1–

∑
k 0=

N 1–

∑

λ i k,
2

i Lε ω̃k i,( )∈∑k 0=
N 1–∑

χ p 2,
1
M
----- xkHl k, Φk l,| 〉 ,

l 0=

M 1–

∑
k 0=

N 1–

∑=
JETP LETTERS      Vol. 76      No. 11      2002
Put ∆ = ωk – (0.l )p. By summing this progression, we
then obtain

(3)

Let ∆ = K/M + δ, K = K(l), where 0 ≤ δ < 1/M; K is
integer. Then each Hl, k depends on K: Hl, k = Hl, k(K).
We fix some value for K: K0. This means that the accu-
racy of eigenvalue approximations will be K0/M. We
estimate the sum of squared amplitudes for the states
|Φk, l〉  for which K: K0 ≤ K ≤ M – K0. The module of the
denominator in Eq. (4) is separated from zero by
min{πK/M, π(M – K)/M}. We then have

Lemma 1 is proved.
What would happen if we applied another operator

QF ( )–1 WH instead of (2) for revealing fre-
quencies? Then the difference would be only in the sim-
ple factors of the basic states. This method is useful for
a cleaning ancilla.

Lemma 2. Let χ be a state and the application of

Eq. (2) give χ2 = |Φk, l〉  and  =

QF ( )–1 WH |χ, 0p〉  = |Φk, l〉 . Put

δk, l =  – (0.l)p, ∆ = ωk – (0.l)p,  =

exp(2πi(M – 1)δk, l)|Φk, l〉 . Let M/N < e.

Then ||  – χ2|| < 7e.

We have yk, l = xkHk, l (look at (3)), where Hk, l =
Hk, l(∆). Then  = xkHk, l(–∆). Now Hk, l(∆) =
Hk, l(−∆)exp(2πi(M – 1)∆), |δk, l – ∆| ≤ 1/N, 2π(M –
1)|δk, l – ∆| ≤ 7M/N and Lemma 2 follows.

3.4. Complexity of the Method for Finding Frequencies

It is readily seen that the above procedure for p = n
requires N applications of the initial transformation U;
hence, it cannot be used for the purpose of predicting its
evolution. It turns out that, in the general case, it is
impossible to simulate an action of the operator WH

with a precision up to O(1/N) using less than Ω(N) con-
ditional applications of the initial transformation Ucond.
This follows from the lower bounds for quantum com-
plexity of the parity function as N/2 (see [4, 5]). We
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assume that an action of the operator WH can be simu-
lated using less than Ω(N) applications of Ucond. Then,
in view of the previous subsection, we would be able to
compute the function parity on a quantum computer in
a time less than N/2 (by adding an appropriate constant
to the number n in order to enhance an accuracy), which
leads to the contradiction.

We note that the behavior of the bulk of classical
systems in the general case in a short time frame is
unpredictable on a quantum computer even one step
ahead (see [6]), where a short time means approxi-
mately O(N1/7), where N is the number of all states.

But for one class of systems, quantum prediction is
possible. This is the class of systems with a sparse spec-
trum.

4. PREDICTION OF THE EVOLUTION 
OF SYSTEMS WITH A SPARSE SPECTRUM

What would happen if we used a smaller number of
qubits p < n instead of n in the ancilla? Simulation of
the operator WH wizard would be shorter, but it would
be simulated with the corresponding loss in precision,
and we obtain no prediction.

Nevertheless, if the spectrum is sparse, then predic-
tion is possible. Indeed, suppose that we are given a
classical algorithm h enhancing the accuracy of the
eigenvalues approximation. Let p < n, M = 2p, and let h:
{0, 1}p  {0, 1}n be an integer function mapping a
rough frequency approximation up to 1/M to a more
precise approximation up to 1/N. The idea of the pre-
diction is as follows. We repeat the procedure from
above with only p ancillary qubits instead of n and then
enhance accuracy by applying the function h.

We assume for simplicity that the frequency binary
representation is exact. Our algorithm then has the fol-
lowing form.

First we apply the WH transform to the ancilla and
obtain the state

Then we apply the operator . This operation
requires p conditional applications of U and results in
the state

Now, the application of the Fourier transform to the
second register gives the state

χ0
1

M
--------- xk Φk s,| 〉 .

s 0=

M 1–

∑
k 0=

N 1–

∑=

Useq
p

χ1
1

M
--------- 2πiωks( )xk Φk s,| 〉 .exp

s 0=

M 1–

∑
k 0=

N 1–

∑=

χ2 xk φk ω̃k,| 〉 .
k 0=

N 1–

∑=
This is the point where we use the sparse spectrum.
We add an ancillary register with n qubits initialized by
zeroes: |Φk, , 0n〉 . We apply the unitary ver-
sion of the algorithm h enhancing accuracy to two
ancillary registers: |a, b〉   |a, b ⊕  h(a)〉 . This gives
the state |Φk, , h( )〉 . We then turn every

state of the form |Φk, , l〉  through the angle 2π · 0.l ·
t and obtain the state

Here, t is a given time instant. We apply the unitary ver-
sion of h, which cleans up the n last ancillary qubits and
then discard them:

and again QFTM to the p ancillary qubits:

then again  and the WH transform to the ancilla.
The result has the following form:

The target state is now in the main register.

Why does this scheme not work for the case where
the binary notation from ancilla is the approximation of
the true eigenvalues ωk? The reason is the same as
above. To make the necessary corrections, we need
only to apply the multipliers that arose in Lemma 2.
The resulting algorithm looks more complicated but, in
fact, differs only in the point 4, where we correct unde-
sirable phase shifts. Its scheme is as follows.

We are given the numbers n and p. We choose some
q: p ≤ q < n and put L = 2q. Our initial state has the form
ξ = |Φk, 0q〉:

1. We apply operator (2) to the initial state.

2. We add one more register with n qubits initialized
by zeroes: |Φk, l, 0p〉  and apply the uni-
tary version of the algorithm h enhancing accuracy to
two ancillary registers:

xkk 0=
N 1–∑ ω̃k

xkk 0=
N 1–∑ ω̃k ω̃k

ω̃k
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3. We turn every state of the form |Φk, l, h(l)〉
through the angle 2π · 0.h(l) · t and obtain the state

Here, t is the given time instant.

4. We put  = (0.h(l))n – (0.l)q. We turn every state
of the form |Φk, l, h(l)〉  through the angle –2π(L –
1) . The result is denoted by χ5.

5. We apply the unitary version of h, which cleans
up the n last ancillary qubits and then discard them:

6. We apply to χ6 the transformation WH 
QFTL, then observe and discard the ancilla.

The time of this algorithm is 2L + 2  + 2th + w,

where  is the time of the Fourier transform, th is the
time of enhancing accuracy, and w is the time of rota-
tions.

Let δ > 0 be some number, q = p + c, L = 2q, t: 0 <
t ≤ CN, where c = log2(4/δ), p ≥ c, C = δ/14. Then a
straightforward calculation based on Lemmas 1 and 2
gives an estimate for the difference between the result
of this algorithm and the ideal state as δ.

This result can be formulated in the following con-
venient form:

Given a Hamiltonian of a system with the sparse
spectrum and an algorithm enhancing the accuracy of
eigenvalues from ε1 to ε and a fidelity ρ, a state of the
system at the time (1 – ρ)/14ε can be obtained in the
time 4/(1 – ρ)ε1 with this fidelity.

4.1. Generalizations, Examples 
and Practical Implementation

We note that the spectra of real systems like mole-
cules typically contain bands, where the spectrum is a
continuum separated by gaps and the energy levels are
absent altogether. Let w be the maximal width of bands
and g be the minimal width of gaps.

Considering the evolution in the time frame less
than 1/w (here we assume the system of units where
Plank’s constant is unity), we obtain the following gen-
eralization of the result from the previous section.

If t = o(1/w), we can compute the state U(t) of the
primary system in the time tpre = O(tw/g).

The more general result can be obtained if we con-
sider a spectrum that is not sparse but has sparse areas.

χ4 yk l, 2πi 0.h l( ) t⋅ ⋅( ) Φk l h l( ), ,| 〉 .exp
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∑
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× 2πi L 1–( )δk l,*–( ) Φk l,| 〉 .exp
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q
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JETP LETTERS      Vol. 76      No. 11      2002
The operator HW can be used not only for the predic-
tion of the future but for the restoration of history as
well. The states of the primary system at the time
instant T = (1 – ρ)/14ε in future and at the time –T in
the past can be obtained in the time 4/(1 – ρ)ε1 with the
fidelity ρ, provided each eigenvalue can be quickly cal-
culated with precision up to ε, given its approximation
with the accuracy ε1.

Formula (2) can be considered as a natural general-
ization for the quantum part of the Shor factoring algo-
rithm [1]. Our approach applies to the factoring prob-
lem if U has the form U|x〉   |ax(mod q)〉 , where ax
is a multiplication of integers and (a, q) = 1 with eigen-
vectors of U of the form

with the eigenvalues exp(2πij/r), where r is the period
of a (the minimal integer such that ar ≡ 1 (mod q)).

The main difficulty for the practical implementation
of this method is contained in the conditional iterations
of U. This scheme can be reformulated by means of
analogous quantum computing if we consider QFT on
an ancillary register as a passage to the canonically con-
jugate magnitude. For instance, if we use a value of
coordinates in operations with a register, then the cor-
responding momentum will be canonically conjugate.
The passage from the coordinate representation of a
wave function to the momentum representation in the
one-dimensional case can be defined as

,

where the probability of obtaining the momentum in a
segment (p, p + dp) is |φ(p)|2dp/2πh. Assume that we
have one particle that can be located at M points of the
form x = 0, 1/M, 2/M, …, (M – 1)/M. Then the coordi-
nate quantum space for one particle will be M-dimen-
sional. Consider the corresponding integral sum for
φ(p) in the system of units where Plank’s constant h
equals one. This integral sum will be just the sum in the
definition of QFT where x plays the role of s/M and
p/2π plays the role of l.

Then the main algorithm acquires the following
general form:

(a) primary evolution quantum-mechanically con-
trolled by a magnitude contained in the properly pre-
pared ancillary register;

(b) simple actions depending on the canonically
conjugate magnitude;

(c) the repetition of (a).

1

r
------ 2πikj/r–( ) a j mod q( )| 〉exp

j 0=

r 1–

∑

φ p( ) ipx/h–( )ψ x( )exp xd

∞–

+∞

∫=
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Such a procedure can predict the behavior of a pri-
mary system with a sparse spectrum and restore the
state of an arbitrary system in the past.
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A brief review of structural, electrotransport, optical, elastic, and mechanical properties of carbon phases syn-
thesized under pressure by heating fullerite C60 and carbynoid materials is given. A large variety of carbon mod-
ifications with a variable bonding type, a variable mean coordination number, a variable molecular or atomic
structural type, a variable characteristic dimensionality (from zero- to three-dimensional structures), a variable
degree of covalence, etc., were prepared. Emphasis in the review is given to the elucidation of the interplay
between the structural and topological characteristics of carbon phases and their key electronic and mechanical
properties. A version of the kinetic phase diagram of fullerite C60 transformations on heating under pressure is
also suggested. This version is modified with respect to the interpretations known in the literature. © 2002
MAIK “Nauka/Interperiodica”.

PACS numbers: 64.70.Kb; 61.50.Ks; 62.50.+p; 61.48.+c; 81.30.-t
1. INTRODUCTION

New carbon materials attract particular attention
because of their unique combination of physical prop-
erties and the possibilities of numerous practical appli-
cations. Interatomic bonds in carbon substances are
extremely short and strong, which, along with the small
atomic weight of the carbon atom, leads to uniquely
high mechanical characteristics of carbon materials
with their rather low density (diamond, lonsdeylite, car-
bon-based fiber materials). Carbon materials exhibit a
wide range of electrophysical and optical properties
from the typical wide-bandgap dielectric diamond to
the semimetallic graphite.

Only two solid phases are present in the equilibrium
carbon phase diagram in the experimentally accessible
range of pressures, which have the stability region cor-
responding to graphite and diamond [1, 2]. Graphite
has a quasi-two-dimensional layered structure with
atoms in trivalent sp2 states. Carbon atoms in the dia-
mond lattice have four nearest neighbors each being in
the sp3-hybridized state. In addition to the rhombohe-
dral graphite modification and the hexagonal analogue
of diamond, lonsdeylite [1, 2], a virtually continuous
series of amorphous carbon phases differing in the frac-
tion of atoms occurring in the tri- and tetravalent states
should be primarily mentioned [3–5].
0021-3640/02/7611- $22.00 © 20681
In the general case, carbon atoms in solid phases can
exhibit a valence from 2 to 4, being in sp1, sp2, or sp3

states, respectively. The reason for the occurrence of
various types of chemical bonds between carbon atoms
and the existence of a large number of carbon modifica-
tions is associated with the fact that the bond energies
per atom are close to each other for various carbon
states. In its turn, this is due to the small size of the
inner electron shell of the carbon atom and the high
energy of π bonds [6].

New metastable carbon materials have been discov-
ered in the last few years, such as fullerites [7], nano-
tubes [8], and carbynes [9, 10]. Fullerites represent
crystals built of closed spherical fullerene molecules
bonded by weak van der Waals forces [11]. The states
of carbon atoms in the molecule are close to the sp2

hybridization of valence electrons. C60 fullerite is of
greatest interest, because the C60 molecule is the most
stable among fullerenes. Carbynes combine a whole
group of amorphous and crystalline phases composed
of fragments of quasi-one-dimensional carbon chains.
Inside the chains, carbon atoms are in predominantly
divalent sp1 states. Because of their sufficiently high
chemical activity, carbynes generally contain an appre-
ciable amount of impurities, and researchers often deal
with carbynoid materials. In fact, carbynoid materials
represent solid carbon phases with atoms occurring in
002 MAIK “Nauka/Interperiodica”
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both sp1 and sp2 states with a significant amount (up to
several percent) of impurities of other elements [9, 10,
12].

Fullerites and carbynes are high-energy metastable
phases; that is, their free energy under normal condi-
tions significantly exceeds the free energies of graphite
and diamond. It is likely that new metastable carbon
phases with intermediate Gibbs energies will arise
under pressure on the fullerite and carbyne transforma-
tion pathway to stable carbon modifications, which,
indeed, is observed experimentally.

In this work, we present a review of our original
results in the context of a wider set of data published in
the scientific literature on the structural, electronic, and
mechanical properties of new metastable carbon phases
obtained from fullerites and carbynes under high pres-
sures (P) and temperatures (T).

2. EXPERIMENTAL PROCEDURE

In what follows, we will deal with carbon materials
obtained by thermobaric treatment of a fullerite or car-
byne powder followed by quenching to normal condi-
tions. “Toroid” chambers of various size were used for
creating high pressure with a maximum pressure up to
14 GPa.

The synthesis of fullerite-based samples was carried
out from a powder containing no less than 99.9% of C60
with crystal grains of size ~100 µm. The starting amor-

Fig. 1. Typical X-ray diffraction patterns (after background
subtraction) for carbon phases synthesized from C60 fuller-
ite. The synthesis conditions are indicated in parentheses.
The corresponding structures were identified as follows:
(1) starting C60, (2) 2D polymerized rhombohedral phase,

(3) disordered nanocrystalline graphite-like (sp2) phase,
(4)–(6) 3D polymerized phases differing in the degree of
polymerization (lattice parameter) and in the degree of dis-
ordering, (7) and (8) disordered (amorphous) sp2–sp3

phases differing in nanomorphology and in sp2/sp3 ratio,
and (9) diamond–graphite nanocomposite.
phous carbyne used in the experiments was synthesized
by low-temperature dehydrohalogenation of
poly(vinylidene chloride) [9, 10]. This material can be
characterized as cumulene-type chains (=C=C=C=)
interrupted with kinks of atoms in sp2 states [9, 10, 13].
The chemical state of carbon atoms in carbyne samples
and their elemental composition were determined by
X-ray photoelectron spectroscopy. K, Cl, and O impu-
rities were detected, and the element concentrations
were calculated from integrated C1s, F1s, O1s, Cl2p,
and K2s spectra [12]. The K and Cl contents did not
exceed 2%, and the fraction of oxygen varied in the
range from 8 to 22%, depending on the storage time.
The carbynoid powder with the lowest O content was
used for experiments.

The structure of the samples was studied by X-ray
diffraction (CuKα and CrKα). The density of the sam-
ples was measured by a pycnometer. A specially
designed capacitance dilatometer was used for measur-
ing the thermal expansion of weakly polymerized C60
samples. The temperature dependence of the static con-
ductivity for carbyne samples was studied in the range
1.8 < T < 300 K. Ultrasonic measurements of elastic
properties were carried out by measuring the traveling
time of longitudinal and transverse ultrasonic waves
through a sample at a frequency of 10 MHz. The
mechanical properties were measured by the Vickers
diamond pyramid indentation method under loads up to
5.5 N on a PMT-3 hardness tester modified for large
loads. The Vickers hardness HV and the critical stress
intensity (crack resistance) factor were calculated
according to the procedure proposed in [14].

3. STRUCTURE AND VALENCE STATES
OF C60-BASED PHASES 

A wide variety of ordered or disordered carbon
phases can be synthesized by the action of high pres-
sures and temperatures on C60 fullerite (see, for exam-
ple, reviews [15–18]). Among them are dimeric and
weakly polymerized phases [19, 20], one-dimension-
ally (1D) and two-dimensionally (2D) polymerized C60

phases [21–26], disordered graphite-like (sp2) struc-
tured phases [23, 27, 28], three-dimensionally (3D)
polymerized phases with a variable degree of polymer-
ization [29–34], diamond-like (that is, predominantly
sp3) amorphous phases [33–36], and nanocrystalline
composites [33, 34, 37]. Typical X-ray diffraction pat-
terns for the above phases are shown in Fig. 1. Whereas
polymerized phases may be considered as molecular
modifications of C60, many of which can be depolymer-
ized to the starting fullerite (see, for example, [21, 38]
for 2D and [31] for 3D polymers), disordered and
nanocrystalline sp2–sp3 phases are atomically struc-
tured, that is, correspond to irreversible destruction of
the C60 structure. Therefore, it is natural to consider
these two groups of carbon materials separately.
JETP LETTERS      Vol. 76      No. 11      2002
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3.1. Dimeric and Polymerized Phases

A high degree of fullerite dimerization, that is, the
formation of covalently bonded (C60)2 pairs, is
observed even at relatively low temperatures under
pressure (for example, at ~400 K and 1.5 GPa) [19] or
under compression at room temperature [20]. The
dimerization process is well detected both by spectro-
scopic methods and from the magnitude of the volume
jump (Fig. 2) [20] corresponding to the phase transition
of the orientationally ordered simple cubic lattice to an
orientationally disordered fcc lattice in the range 230–
260 K [39]. The covalent bonding of molecules leads to
a loss of rotational degrees of freedom by the C60 mol-
ecule. Dimerization proceeds continuously both upon
the variation of external parameters (Fig. 2) and in time
[40]. The structure of partially dimerized phases corre-
sponds to an effective fcc lattice with a somewhat
reduced lattice parameter [19, 20].

Upon heating C60 in the pressure range below 8 GPa,
1D and 2D polymerized C60 phases are formed. These
phases consist, respectively, of covalently bonded
chains or planes of C60 molecules [21–26, 28]. Three
polymer phases were detected and identified: 1D
orthorhombic (O), 2D tetragonal (T), and 2D rhombo-
hedral (R) (curve 2 in Fig. 1). Structural models of these
phases were proposed in [21, 22]; however, it has been
shown more recently that the best packing of molecules
corresponds to somewhat different structures and sym-
metry groups of these phases (see references in [26]).
Two O phases were distinguished in [24]—a low-pres-
sure phase and a high-pressure phase. Detailed infor-
mation on the structure of the O, T, and R phases can be
found in the original works cited above. It is important
to emphasize that not only the morphology but also the
phase composition may depend on the P–T trajectory
[25]. In many cases, both 1D and 2D polymerizations
proceed as a continuous process, that is, through par-
tially polymerized phases [23, 28]. The most detailed P,
T diagram of transformations to 1D and 2D polymer-
ized C60 phases is given in [26].

A [2 + 2] cycloaddition reaction was suggested as
the mechanism of C60 polymerization [41], where a
polymerized pair of molecules is connected by two
covalent bonds, and the four involved atoms undergo
transition from the sp2 state to sp3. 13C NMR experi-
ments [42–44] gave a direct confirmation of this mech-
anism in the O, T, and R phases. Note that the sp3/sp2

ratio for the ideal defect-free O, T, and R phases com-
prises 1/14, 2/13, and 1/4, respectively.

At pressures above 8 GPa, the pattern of polymer-
ization changes substantially (curves 4–6, Fig. 1). In
this case, 3D polymerization proceeds [29–34], for
which covalent bonds between molecules are formed in
all possible directions and the fcc lattice parameters of
C60 fullerite decrease along all three crystallographic
directions. Note that the structure of 3D polymerized
phases is differently identified in the literature (see
JETP LETTERS      Vol. 76      No. 11      2002
[32]); however, recent studies of the structure of 3D
polymers and the kinetics of its variation with time
directly under pressure carried out with the use of syn-
chrotron radiation [45] fully confirm the interpretation
of experimental data and the concept of 3D polymeriza-
tion presented in this review [31, 33, 34, 46].

X-ray diffraction patterns for 3D polymers are well
described within the framework of an fcc structure. The
lattice parameter a can vary in this case virtually con-
tinuously from 14.17 Å (starting C60) to ≈11.6 Å for
samples quenched to normal conditions [31, 33, 34] or
from ≈13 to ≈11.6 Å under a pressure of 12–14 GPa
[45]. A good agreement between the crystallographic
and experimental density values was noted in [31, 33].
Distortions of the fcc structure [47] and the appearance
of ellipsoidal Debye–Scherrer diffraction patterns from
3D polymers of C60 molecules [48] are possible under
nonhydrostatic synthesis conditions.

A detailed analysis of X-ray data [33] distinguished
two stages of 3D polymerization: (1) gradual formation
of covalent bonds between pairs of neighboring mole-
cules, likely through the mechanism of [2 + 2] cycload-
dition, and (2) the formation of additional covalent
bonds after complete polymerization and a gradual
transformation of the 3D polymer of C60 molecules to a
disordered amorphous phase with a large fraction
(~80%) of sp3 atoms. Note that the amplitude of X-ray
reflections at the first stage is well described in the

Fig. 2. Variation of the relative volume as a function of tem-
perature in the region of an orientational phase transition for
C60 samples after a thermobaric treatment: (1) Psyn =
2.5 GPa and Tsyn = 290 K, (2) 2.5 GPa and 330 K,
(3) 2.5 GPa and 360 K, (4) 5 GPa and 330 K, (5) 8 GPa and
290 K, (6) 8 GPa and 310 K. The curve for a sample synthe-
sized at 2.5 GPa and 290 K virtually coincides with the
curve for the starting C60.
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approximation of an fcc crystal and a spherical molec-
ular scattering factor of the C60 molecule [33]. At the
same time, electron microscopy provides direct evi-
dence for significant distortions of sphericity at the sec-
ond stage [49].

A quantitative model was proposed in [31, 33] for
the description of the first polymerization stage, in
which a 3D polymer is considered as a mixture of poly-
merized (covalently bonded) and nonpolymerized (van
der Waals) pairs of molecules within the framework of
an effective fcc crystal. This model describes the spe-
cific features of X-ray diffraction patterns [31, 33] and
the Raman spectra of 3D polymers [33, 46] well. One
of the greatest successes of this model consists in the
prediction of the rigidity threshold for the mechanical
properties of 3D polymers [31, 33]. Note also that the
proposed model explains in a natural way the possibil-
ity of Debye–Scherrer ellipses for 3D polymers of C60
[48] and offers advantages over the original interpreta-
tion given in [48]. Such a diffraction pattern can be a
consequence of the orientational dependence of both
the degree of polymerization and the effective lattice
parameter for Bragg reflections in different directions.

Theoretical models have been proposed recently for
ordered 3D polymerized phases [50–52]. The experi-
mental synthesis of such phases can be expected only in
the future, for example, with the use of further polymer-
ization of structurally ordered 1D or 2D C60 polymers,
whereas the synthesized 3D polymers likely have a
high degree of orientational (for molecules) and topo-
logical (for bonds between molecules) disorder [18, 33,
46, 53].

3.2 Amorphous and Nanocrystalline C60-based Phases

The further heating of C60 fullerite under different
pressures leads to the irreversible destruction of its
molecular structure and to the formation of various dis-

Fig. 3. Structural anisotropy of a disordered graphite-like
phase synthesized under nonhydrostatic conditions (z is the
load axis) illustrated by X-ray diffraction obtained by
reflections from different faces of a sample.

2

ordered phases based on atomic carbon [23, 27–37, 45–
47, 49]. One can distinguish between the interval of low
pressures up to 10–11 GPa, where graphite-like disor-
dered phases with densities in the range 1.9–2.3 g/cm3

are formed [23, 27, 28, 30, 46, 47, 49], and the high-
pressure range above 12 GPa, which corresponds to the
formation of denser amorphous and composite phases
with a large fraction of atoms in the sp3 states (includ-
ing amorphous and nanocrystalline diamond) [29, 30,
32–37, 46].

A typical X-ray diffraction pattern for graphite-like
disordered phases presented in Fig. 1 (curve 3) corre-
sponds to the known patterns for amorphous sp3 carbon
phases. Atomic-resolution electron microscopy [54]
demonstrates that these phases are formed from nanoc-
rystallites with graphite-like packing of atoms and a
typical size of ~30 Å. In addition, correlation exists in
the mutual orientation of nanocrystallites [54, 55]. The
scale of these correlations is large and exceeds micron
distances [55]. It is natural to relate the occurrence of
such large-scale correlations to the starting structure of
the decomposed fullerite. At the same time, the diffu-
sional nature of the formation of disordered sp2 phases
of C60 is beyond question. This is also corroborated by
the weak baric dependence of the disordering tempera-
ture of 2D C60 polymers [23, 28, 49]. Another interest-
ing property of the disordered sp2 phases is the orienta-
tional anisotropy of the structure (Fig. 3) obtained in
the synthesis under nonhydrostatic conditions. The
occurrence of a texture in the system of nanoclusters is
a consequence of the nonuniform distribution of orien-
tations of graphite nanocrystals with respect to different
axes [56].

A basically different pattern of transformations is
observed at higher pressures >12 GPa (Fig. 1, curves 7–
9). A typical series of high-temperature transformations
for pressures in the range 12.5–14 GPa can be
described by the following sequence: (1) strongly poly-
merized 3D C60 polymers with a high degree of disor-
der (Fig. 1, curve 6), (2) diamond-like amorphous
phases with a high fraction of sp3 states (curve 7),
(3) amorphous heterogeneous sp2–sp3 phases (curve 8),
and (4) nanocrystalline graphite–diamond composites
(curve 9). It is evident that the fraction of sp2 states
must become negligible with increasing pressure,
which is observed in shock experiments at pressures
above 20 GPa [35, 36], where amorphous diamond-like
(sp3) carbon is formed. Under static compressions at
room temperature, the molecular structure is stable
approximately up to 20 GPa, after which the irrevers-
ible transformation to an amorphous optically transpar-
ent sp3 phase with a possible admixture of crystalline
diamond is observed [57, 58]. From the experimental
results mentioned above, it evidently follows that the
amorphization temperature of the molecular structure
essentially depends on the pressure, which is confirmed
JETP LETTERS      Vol. 76      No. 11      2002
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by direct measurements of electrical conductivity at
various P–T conditions [59].

Note that the change of the scenario of the destruc-
tion of the molecular C60 structure into graphite-like sp2

phases to the regime of the formation of sp2–sp3 amor-
phous structures occurs at higher pressures (11–
13 GPa) than the crossover between 2D and 3D poly-
merization (8–9 GPa) [46].

3.3. Phase Diagram of Structural 
Transformations of C60

A kinetic phase diagram of structural transforma-
tions of C60 fullerite is presented in Fig. 4. This diagram
summarizes the discussion presented in the previous
sections and is constructed with regard to both original
results and published data. The phase-transition curves
in the monomeric C60 phase and the regions of the for-
mation of 1D and 2D polyfullerenes are reproduced
from [17] and [26], respectively. The stability boundary
of these phases (up to 8 GPa) is taken from [26] with
allowance for the phase diagrams from [17, 23, 49] and
the data from [24, 28]. In fact, a concentration isoline is
first constructed in this diagram with regard to the
results obtained in [19, 20]. The region >10 GPa is pre-
sented according to the results of our works [31, 33, 46]
and data from [45].

We emphasize that this diagram has not conven-
tional character and, basically, cannot be unambiguous.
The structure of the formed phases may depend, not
only on the kinetic conditions of the experiment (see,
for example, [19, 24]), the path in the P–T plane, and
the hydrostatic conditions, but also on the starting ori-
entational state of C60 molecules [60]. We distinguished
between three classes of lines (Fig. 4): phase bound-
aries for the monomeric C60 phase, which were deter-
mined thermodynamically for the molecular substance;
lines of sharp structural transformations, such as the
stability boundary of polymolecular phases; regions of
gradual transformations, such as dimerization and 1D,
2D, or 3D polymerization, where the line has fully con-
ventional character and can be constructed in a physi-
cally definite way only from the percolation point of
view.

The diagram of transformations constructed here for
the region of high pressures >10 GPa is notably differ-
ent from that proposed previously in [32] or, in a mod-
ified form, in [61], which was repeatedly reproduced in
a number of works, for example, in [16, 17]. First, the
destruction boundary of polymolecular states in [32,
61] depends sharply and nonmonotonically on pres-
sure, which contradicts the thermally activated diffu-
sional nature of these structural processes. Moreover,
the identification of the bcc phase in the region of 3D
polymers in [32] is based on an analysis of powder dif-
fractograms containing only a few broadened reflec-
tions and is incorrect in our opinion. The point of view
presented in this work is confirmed, as was already
JETP LETTERS      Vol. 76      No. 11      2002
mentioned above, by recent synchrotron studies [45], in
which only diffraction patterns from polymerized fcc
phases with the lattice parameter varying continuously
with time were, in particular, observed directly under
pressure.

4. CARBYNE GRAPHITIZATION

X-ray diffraction patterns after thermobaric carbyne
treatment are presented in Fig. 5. The action on the
starting carbyne by pressures ≈8 GPa (curve 1) does not
lead to a significant change in the diffraction pattern,
which corresponds to a strongly disordered substance.
On heating to ≈800 K (curve 2), structural changes are
insignificant, and only a small peak appears in the
region of 3 Å–1. However, a significant structural rear-
rangement is observed in the range 900–1000 K, and
the new structure corresponds to a disordered graphite-
like (sp2) phase (curve 3). The Raman spectra of the
treated carbyne samples fully confirm this pattern [46].
In particular, the occurrence of a line at 2150 cm–1 in
the spectra of the starting carbyne [46] corroborates the

Fig. 4. Nonequilibrium (kinetic) phase diagram of C60
transformations under high pressures and temperatures,
which partially reproduces diagrams from [17] and [26].
The diagram is extended on the basis of the experimental
data discussed in this work (see Section 3). Solid lines cor-
respond to the thermodynamic phase boundaries for mono-
meric phases; dot-and-dash lines correspond to the irrevers-
ible but sharp structural transformations; dashed lines cor-
respond to the rather smooth transformations and separate
regions of different classes of structures synthesized from
C60. The corresponding phases or classes of structures are
designated as follows: fcc, sc, and gc correspond to mono-
meric phases, including the fcc and the primitive cubic
phases with rotation of molecules and with the frozen
glassy state of molecular orientations; O1, O2, R, and T are
low-pressure and high-pressure 1D orthorhombic phases,
and 2D rhombohedral and tetrahedral phases; d-C60 are
phases with a predominant concentration of (C60)2 dimers;

nc–sp2 are disordered (nanocrystalline) graphite-like
phases; 3D (fcc) are 3D polymerized C60 phases; a–sp3 and

a(nc)–sp2 + sp3 are amorphous phases with possible nanoc-
rystalline inclusions in the second case.

(GPa)

d-C60

a–sp3

nc–sp2 a(nc)–sp2
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Fig. 5. X-ray diffraction patterns for carbyne samples after
a thermobaric treatment under a pressure of 7.7 GPa. For
convenience, the spectra are vertically shifted. The inset
shows the same curves after background subtraction.

Fig. 6. Electronic properties of phases synthesized from C60
at P < 8 GPa. (a) Inverse transmission spectra for 1D poly-
merized (Tsyn = 590 K) and 2D polymerized (940 K and
1140 K) C60 fullerite phases synthesized under a pressure of
8 GPa in comparison with the spectrum of the starting C60.
(b) Conductivity of disordered graphite-like phases
obtained after destruction of the molecular structure (the
synthesis conditions are indicated in parentheses).
fact that a considerable number of atoms are in the sp1

states. However, a thermobaric treatment leads to the
disappearance of this line even at modest temperatures
≈600 K. In this case, the absolute values of the absorp-
tion coefficient in the wavelength range 100–4000 cm–1

appreciably increase as a result of heating and graphiti-
zation.

5. ELECTRONIC PROPERTIES

A detailed review of electronic and optical proper-
ties of monomeric and polymerized fullerenes is given
in [62]. Here, we will present a brief analysis of elec-
trotransport and optical properties of a wider range of
carbon phases obtained from C60 fullerite and carbyne
(see also [46]), which demonstrates that the semicon-
ducting or semimetallic nature of these phases is deter-
mined not only by their valence state, that is, the ratio
between the numbers of atoms in the sp1, sp2, and sp3

states but also by the structural topology, molecular or
atomic character, and the degree of heterogeneity.

5.1. C60-based Carbon Phases

The starting C60 fullerite is a semiconductor whose
band-gap width, according to various sources, lies in
the range 1.5–2.3 eV [62]. The conductivity of crystal-
line C60 is, as a rule, described by an activation law and,
presumably, has a hopping mechanism at low tempera-
tures [62]. Under reversible shock compression of C60
up to pressures above 10 GPa, the fullerite resistivity
drops by 7–8 orders of magnitude down to values of
~0.2 Ω cm at starting room temperature or ~15 Ω cm
for a sample cooled down to 77 K in the starting state,
which corresponds to a semiconducting-type depen-
dence of conductivity in the compressed state [63].

1D and 2D polymerization leads to a shift of the opti-
cal absorption edge to lower energies (Fig. 6a), which,
in many instances, is similar to the edge shift in the case
of simple compression of C60 [64]. However, rather
extended absorption tails appear in polymerized phases.
The electrical conductivity of polycrystalline 1D and 2D
polymers notably increases compared to pristine C60,
although still remains rather low (<10–8 (Ω cm)–1) [65–
67]. The activation energy for the temperature depen-
dence of the conductivity also decreases as a result of
polymerization [65–67]. A more detailed study of
highly oriented 2D polymers [66–68] points to a signif-
icant anisotropy of electrical properties, and a quasi-
metallic dependence of conductivity is observed at high
temperatures along the polymerized planes.

The destruction of 1D and 2D polymers at high tem-
peratures leads to a sharp drop in resistivity (Fig. 6b)
(see, also, [27, 28, 46]), which, evidently, is associated
with the formation of atomic graphite-like phases.

Transparent amorphous phases [35, 36, 57, 58]
formed under high pressures >20 GPa are wide-band-
gap semiconductors whose bandgap width is somewhat
JETP LETTERS      Vol. 76      No. 11      2002
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narrower than in crystalline diamond [70]. A more
complicated pattern is observed at intermediate pres-
sures in the region of 3D polymerization (Fig. 7). 3D
polymers (with a high degree of polymerization) have a
low resistivity with a small negative temperature coef-
ficient [46] and, likely, are narrow-bandgap semicon-
ductors. The formation of amorphous diamond-like
phases (Fig. 1, curve 7) is accompanied by a sharp
increase in resistivity (Fig. 9) and in semiconductor
bandgap [70]. However, the formation of low-ohmic
graphite-like clusters (Fig. 1, curve 8) and conduction
percolation over these clusters lead again to a drop in
resistivity. It is evident that, with increasing pressure,
the fraction of sp2 clusters must drop and the resistivity
of phases must increase, approaching the characteris-
tics of amorphous diamond. It was reported that Mott’s
law and the temperature dependence of conductivity of
the form ∆σ ~ Tn (where n = 3/2, 2, or 4 and ∆σ is the
variation of conductivity with temperature) are fulfilled
for high-pressure phases [71]. However, a detailed clas-
sification and a comprehensive analysis of the conduc-
tion mechanisms for such phases are still lacking.

5.2. Optical Properties and Hopping Conduction
of Carbynoid Materials

Absorption spectra of carbyne samples with the
degree of oxidation varying from 8 to 22% are pre-
sented in Fig. 8. The spectra point to the semiconduct-
ing nature of the starting carbyne. Formally, spectra of
this type can be assigned to a substance with an indirect
bandgap (with a width of 1–1.5 eV), and the tail
extended down to 0.8–1.0 eV correlates well with the
amorphous nature of the substance under consider-
ation.

Whereas the starting carbyne has a high resistivity
(>108 Ω cm), the insulator–metal transition due to car-

Fig. 7. Resistivity measured under normal conditions for
samples of 3D C60 polymers (triangles), amorphous sp2–

sp3 phases (circles), and a nanocrystalline graphite–dia-
mond composite (rhombus) synthesized at 12.5 GPa.
Dashed lines are drawn by the eye guide.
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byne graphitization can be observed as a result of the
thermobaric treatment in the conducting properties of
the synthesized samples (Fig. 9). An analysis of tem-
perature dependences of conductivity in this region is
of special interest. The low-temperature portions of
these curves can be described by Mott’s law [46, 72, 73]

(1)

Temperature dependences ρ(T) for samples differ-
ing in Tsyn are shown in Fig. 10 [72, 73]. Well-defined
linear portions are observed for T < T* ~ 40 K in the
coordinates log(ρ) = f(T–α), which can be traced down
to T ~ 1.8 K. The index α increases with decreasing
synthesis temperature (Fig. 10) [72, 73]. For Tsyn =
1160 K, this parameter equals 1/4, which corresponds
to Mott’s law in the 3D case, and a decrease in Tsyn

ρ ρ0 T0/T( )α[ ] .exp=

Fig. 8. Inverse transmission spectra for carbynes differing in
the oxygen impurity concentration (indicated in parenthe-
ses).

Fig. 9. Resistivity measured at two temperatures 90 and
270 K for carbyne samples after a thermobaric treatment at
7.7 GPa. Dashed lines are drawn by the eye guide.



688 BRAZHKIN et al.
down to 1070 K leads to an increase in α up to a value
of 1/3, which is characteristic of 2D hopping conduc-
tion (Eq. (2)). In the vicinity of Tsyn ~ 970 K, the hop-
ping conduction exponent changes again to a value of
1/2 (Fig. 10, Tsyn = 960 K).

A comprehensive study of static and dynamic con-
ductivities, thermal emf, magnetoresistance, and Hall
effect [72–74] demonstrated experimentally that a
change in the synthesis temperature under pressure
actually induces a crossover from 1D to 3D hopping
conduction and that the hopping conduction of the
phases obtained corresponds to 2D hopping conduction
in the intermediate region of synthesis temperatures
970 < Tsyn < 1170 K. This interpretation agrees qualita-
tively with the data of structural and Raman measure-
ments on the sp  sp2 transition and carbyne graphi-
tization, because the degree of cross-linking of carbon
chains increases with Tsyn, and the dimensionality of the
system must increase. As a result, carbynes synthesized
under pressure prove to be a unique model object that
allows the variation of the effective dimensionality of
hopping conductivity.

6. ELASTIC AND MECHANICAL PROPERTIES

Considering the mechanical and elastic properties
of phases synthesized from C60 upon heating, one can
conventionally distinguish between phases of relatively
low (P < 8 GPa) and relatively high (P > 8 GPa) pres-
sures. In fact, this subdivision corresponds to carbon
phases with densities of ~1.8–2.4 g/cm3 and ~2.5–
3.5 g/cm3, respectively. The second group of phases is
of applied interest, because most of these phases are
superhard materials.

Fig. 10. Conductivities of carbyne samples obtained at dif-
ferent synthesis temperatures as functions of temperature.
6.1. Low-Pressure C60-based Phases

The density and the main mechanical properties of
the phases synthesized in the pressure range 3.5–8 GPa
are presented in Fig. 11. The elastic moduli were calcu-
lated in the approximation of a homogeneous medium
[28]. As a result of the 1D–2D polymerization, the
hardness of C60 increases approximately by 3 times,
and the elastic moduli increase by 20–50%. The data
presented are in a qualitative agreement with other
measurements of polymerized phases [75–77]. The
destruction of the molecular structure upon heating in
the range of pressures under consideration leads to a
drastic increase in hardness by more than an order of
magnitude (Fig. 11), as was observed in [27]. In this
case, the rearrangement of the molecular structure into
an atomic nanocrystalline graphite-like phase (see Sec-
tion 3) is far from being accompanied by a notable

Fig. 11. Dependences of (a) density, (b) Vickers hardness,
and (c) ultrasonic elastic moduli for samples synthesized
from C60 under pressures of 3.5 GPa (triangles), 5 GPa
(squares), and 8 GPa (circles). Light symbols correspond to
1D and 2D C60 polymerized phases, and black symbols cor-
respond to disordered graphite-like phases. Dashed lines are
drawn by the eye guide.

H
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increase in density (Fig. 11a). Note that the elastic mod-
uli also increase significantly with the destruction of the
molecular structure (Fig. 11). Such high values of the
Vickers hardness at low densities for the disordered sp2

phases should be related [18, 28] to their nanocrystal-
line structure and to the high degree of elastic recovery
of the system of graphite-like clusters, which was also
observed in deposited carbon films [78] or after C60
compression to pressures of ~20 GPa [79].

The appearance of an orientational anisotropy of the
structure, that is, a texture (see, for example, Fig. 3 in
Section 3.2), upon synthesis under nonhydrostatic con-
ditions is an important feature of phases obtained from
C60 under pressure. A substance with anisotropy along
one preferred direction (the z axis in this case) will have
a tensor of elastic constants that is equivalent to the ten-
sor for a crystal with hexagonal symmetry, which is
characterized by five independent constants, c11, c12,
c33, c13, and c44. The procedure of measuring and calcu-
lating elastic constants from ultrasonic data is
described in detail in [56], where examples of such
measurements and calculations are given for disordered
graphite-like phases. The presence of an additional
pressure component along z leads to a higher degree of
polymerization along this axis (and, correspondingly,
to a 20% higher longitudinal velocity along z) in the
case of 2D polymers. However, the destruction of the
molecular structure leads to the situation where the
formed graphite-like clusters are predominantly per-
pendicular to the z axis with their graphene planes [56]
(see Fig. 4), and the longitudinal velocities along z
become 20–40% lower than the values measured in the
direction perpendicular to z. We emphasize that such a
detailed study of the possible anisotropy of elastic
properties excludes errors in determining the real bulk
modulus B of the substance, whereas the use of a uniax-
ial approximation may lead to physically incorrect val-
ues of B and Poisson coefficient [77, 80, 81].

6.2. High-Pressure C60-based Phases

The hardness of carbon phases synthesized at high
pressures >8 GPa increases with synthesis temperature
[34, 37]. In accordance with our measurements, the
majority of 3D C60 polymers, as well as the amorphous
and nanocrystalline phases synthesized in the pressure
range 9–13.5 GPa, can be assigned to superhard mate-
rials (HV > 20 GPa). The crack resistance of superhard
materials is their important mechanical characteristic,
which can be determined from the length of cracks
formed around the impression upon Vickers indentation
[14]. The crack resistance factors are rather high (6–
15 MN/m3/2) for the majority of the phases under con-
sideration. Note for comparison that the crack resis-
tance factor of diamond is 7–10 MN/m3/2. The range of
synthesis temperatures from 600 to 700 K is of the most
interest. The phases synthesized under these conditions
[34] represent superhard 3D polymers that are actually
JETP LETTERS      Vol. 76      No. 11      2002
ductile materials (cracks did not form upon their inden-
tation).

The amorphous sp2–sp3 phases or nanocrystalline
graphite–diamond composites synthesized from C60 are
of special interest [34, 37]. The hardness of these mate-
rials approaches or, in particular cases, even exceeds
the hardness of conventional diamond crystals; their
crack resistance is approximately 1.5 times higher and
their density (3.1–3.3 g/cm3) is lower than the corre-
sponding values for diamond [37]. Several reasons for
such highest characteristics can be pointed out: (1) the
optimal size of nanocrystallites (~5–10 nm) [82] corre-
sponding to the maximum hardness values; (2) the uni-
form character of the formation of composites from
rather soft molecular phases without nanopores, impu-
rities, and distinct nanocrystallite boundaries; (3) the
formation of a rigid “skeleton” of diamond-like clus-
ters; and (4) the binding effect of graphite-like clusters,
whose elastic recovery perpendicular to the graphene
planes is anomalously high, whereas the strength of the
planes against longitudinal stresses is very high.

6.3. Correlation between Mechanical Properties
and Density

The study of correlations between the physical
properties of various substances, in particular, between
density and mechanical characteristics, is of great inter-
est from both fundamental and applied points of view.
The dependence of the Vickers hardness HV on the den-
sity ρ is presented in Fig. 12 for a broad spectrum of
carbon phases obtained from C60, in comparison with
the data for amorphous carbon sp2–sp3 films [5].
Despite the broad scatter of the obtained hardness val-
ues, the correlation between the density and hardness
values is clearly seen. This correlation apparently has a
universal character for various carbon phases. The gen-
eral trend is an increase in hardness with increasing
density, and the results for phases obtained from C60 are
in a good agreement with the data on HV(ρ) for amor-
phous carbon films.

An exception is provided by the phases with densi-
ties typical of graphite (~1.8–2.2 g/cm3), for which the
hardness values can differ by more than an order of
magnitude despite the occurrence of the HV(ρ) correla-
tion (see [31] and Fig. 12). Graphite, the starting C60
fullerite, and also the polymerized 1D and 2D C60
phases are soft materials [31], whereas the disordered
sp2 phases with close densities may have hardness up to
40 GPa. It is evident that the phases whose covalent
structure is characterized by macroscopic 2D ordering
(or bonding) are soft.

Even better correlation is observed between the bulk
elastic modulus B and the density of carbon phases
whose covalent structure is characterized by 3D order-
ing. In Fig. 13, experimental data for the disordered
sp2–sp3 phases synthesized from C60 [28, 56, 83] and
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for the real allotropic carbon modifications are com-
pared with numerous calculations for hypothetical
phases, including amorphous structures [84], 3D C60

polymers [51], sp2 crystalline phases [85–89], and the
high-pressure BC8 phase [90]. A good agreement
between experimental and theoretical data is notewor-
thy. At the same time, the phases with 1D or 2D bond-

Fig. 12. Hardness vs. density for carbon phases obtained
from C60: triangles correspond to 3D polymers, rhombi cor-
respond to graphite-like amorphous phases, circles corre-
spond to diamond-like amorphous phases, and squares cor-
respond to sp2–sp3 nanocomposites. Light symbols corre-
spond to an indenter load of ≈2 N, symbols with a dot at the
center correspond to ≈3.5 N, and black symbols correspond
to ≈5 N. The data for diamond are taken for loads of 2–5 N
(see references in [37]). Solid line corresponds to the depen-
dence for amorphous films [5]. Dashed line is apparently
the boundary of maximum possible hardness values for car-
bon phases obtained from C60.

Fig. 13. Bulk compression modulus vs. density for allotro-
pic carbon modifications and disordered phases (a-C)
obtained from C60 [28, 56, 83] (experimental procedures
are indicated in figure) and theoretical data for various
hypothetical phases (by results of [84–90]).

H
V

a-C

a-C

a-C

a-C

sp2–sp3

sp2–sp3
ing of the covalent structure (graphite and 1D or 2D C60
polymers), as well as the starting fullerite (zero-dimen-
sionally covalently bonded molecular van der Waals
crystal) are considerably more compressible than the
phases with three-dimensionally organized covalent
structure.

7. CONCLUSION

The following main trends can be recognized in the
structural transformations of C60 under high pressure:
(1) C60 fullerite under high pressures and temperatures
transforms to a more stable graphite or diamond
through the intermediate polymolecular and disordered
phases, (2) an increase in the temperature acting on C60
leads eventually to the irreversible destruction of the
molecular structure, and (3) an increase in pressure on
heating C60 leads to an increase in the density of the
synthesized phases and in the mean coordination num-
ber of carbon atoms (in the interval from 3 to 4). In the
case of carbyne, a similar transformation of the meta-
stable phase to a more stable phase with a graphite-like
structure proceeds. The common property of these pro-
cesses consists in a sizeable change not only in the
character of geometrical arrangement of atoms but also
in the type of interatomic bonds.

An analysis of optical and electrotransport proper-
ties shows that the low-density carbon phases with a
high structure-formation contribution of van der Waals
forces, including the starting C60 and its 1D and 2D
polymers, as well as quasi-one-dimensional atomic car-
byne, are semiconductors with a bandgap of ~1 eV. An
increase in the degree of polymerization (or moving C60
molecules closer together upon compression) results in
a decrease in the semiconductor bandgap and an
increase in its conductivity. The heating-induced
nanocrystalline or amorphous graphite-like phases or
the heterogeneous phases with a large fraction of the
latter exhibit quasi-metallic conducting properties,
whereas the diamond-like (sp3) modifications obtained
under higher pressures are already wide-bandgap semi-
conductors approaching diamond properties.

It is also shown that direct correlation between the
hardness or bulk modulus and the density is observed
for carbon phases. However, phases with low-dimen-
sional (from zero-dimensional to 2D) macroscopic
ordering of their covalent structure have lower mechan-
ical and elastic characteristics.
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