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The possibility of collisionlessLanday mechanism of attenuation of long-lived zero-point
oscillations in a normal Fermi liquid is studied. Expressions are obtained for the coefficients of
zero-point sound attenuation in a simple model. Limiting cases of large and small

amplitudes of particle interaction are considered. 1@98 American Institute of Physics.
[S1063-777%98)00104-2

INTRODUCTION ing fermion systems are preserved. Examples of normal

The possibility of the existence of specific collective FEMi liquids are’He above 4<107° K and conduction
modes in normal Fermi liquids was reported in the pioneer€l€ctrons in ng)gsupgrconduct|ng metals at temperatures be-
ing works of Landau and Silifr-* The symmetric longitudi- 1OW 5>10° K.”? In view of the large value of the range of
nal mode, which is the only one associated with density fluc©oulomb interaction between fermions, a charged Fermi lig-
tuations of a normal Fermi liquid, is the high-frequency u_|d d|_ffers conglderaply from a ne_utral Fermi _I|qU|d. Exten-
analog of normal sound, and was therefore termed “zeroSIV€ literature is available on various properties of charged
point sound” by Landau. The attenuation of zero-pointa”d neutra}l Fe.rmi liquids, anq hence we shall not dwe_II on
sound is associated with “blurring” of the equilibrium qua- the same in this work. The aim of our research is to single
siparticle distribution function, say, as a result of collisions.OUt the characteristic features that are common to charged
If such a “blurring” is taken into account, the zero-point and neutr.aI_Fer.rm liquids. The most S|gn|flcant_among thege
sound attenuation coefficientis found to be proportional to characteristics is the dependence of the excitation Hamil-
the square of the ratio of the temperatifreto the Fermi toniane on the quasmar}lclloe distribution functiar(x,p,t),
energy sr (see, for example, Refs. 5 and),6ie., y Viz, e(Xp)=e(x,p,n).”= We shall also disregard the
«(T/eg)?. It follows hence and in accordance with one of SPIN of the particles, which can be done while solving a wide
the basic concepts of the theory of normal Fermi liquidsr@nge of problems. In other words, we shall assume that the
((T/eg)<1) that zero-point vibrations have a long life in Staté of a system is described by a one-particle distribution

dissipation processes due to collisions of quasiparticles. Thiinctionn(x,t) [x=(x,p)], which is a function of the coor-
possibility of collisionless mechanism of zero-point sounddinatex and momentunp at the instant, and is independent

attenuation(of the type of Landau dampifigvas mentioned of spin variables. It will be §hown in the folloyvipg analysis
in very few works, and even in these works the authors conthat we could have done without many simplifying assump-
fined the analysis to the conditions under which the attenuglions in the approach used by us, but this would have con-
tion is so large that the very concept of zero-point vibrationsSiderably co_mphcated the calculations and the results would
becomes meaninglegsee, for example, Refs. 7 and 8 in this NOt appear in such a clear form.

connection. Note that the use of a coordinate- and momentum-

In the present work, which is devoted to a more detailed®Pendent distribution function to describe a system is
analysis of the collisionless mechanism of zero-point soun§duivalent to the semiclassical Wigner approximation in sta-

attenuation. we shall show that such a mechanism can gistical mechanics and is in accord with the uncertainty prin-
realized without imposing any restrictions in addition to theCiPl€ in an analysis of macroscopic phenomena for which the
conventional constraint&ee below associated with the ex- characteristic scales of space and time are much larger than

istence of long-lived zero-point vibrations in a normal Fermithe corresponding atomic parameters. In the case of Cou-
liquid. lomb interaction between conduction electrons in metals, the

In order to simplify the subsequent analysis, let us recalfharacteristic small spatial scale is the Thomas-Fermi screen-
certain basic concepts of the kinetic theory of a normafnd radiusro

Fermi liquid.

eF 1/2
1. BASIC EQUATIONS OF THE KINETICS OF A NORMAL ro= (6—2) , (1
FERMI LIQUID TNe

By a normal Fermi liquid, we usually mean a degenerate
Fermi liquid in which the essential properties of noninteract-wheree is the Fermi energyy the number density of elec-
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trons, ande the elementary charge. Such a screening is askor simplicity, we assume that the Fermi surface is spherical,
sociated with the existence of an inert positively chargedand the quasi-particle energyy(p) corresponding to the

component, i.e., the system is quasineutral. equilibrium distribution(4) depends only on the magnitude
Naturally, it is assumed that the main condition of appli- of momentum:eq(p) =eq(p).

cability of the normal Fermi liquid theory is satisfied every- Let us now go over directly to an analysis of the Landau

where in the following analysis: damping of zero-point sound in a normal Fermi liquid.
S|:>T, (2)

whereT is the temperature measured in energy units. 2. COLLISIONLESS MECHANISM OF ATTENUATION OF

Taking the above assumptions into consideration, we canONG-LIVED ZERO-POINT VIBRATIONS
present the kinetic equation describing the nonequilibrium

state of a normal Fermi liquid in the form The emergence of zero-point sound is possible in the
frequency rangev 7> 1, wherer, is the relaxation time, so
9 n(x.t)= de(x;n) dn(x,t) that we can disregard collisions between quasiparticles and
at ' ap X hence neglect the collision integral in the kinetic equation
(3). We shall consider the simplest model of zero-point
_ de(x;n) an(xt) =L(x:n) 3) sound® We assume that the forces of interaction between
X ap Y quasiparticles are short-range forces and that the interaction

where L(x;n)=L[x,p;n(x",p’)] is the collision integral function f(x=x’,p,p’) is independent of momenta:

whose explicit form will not be required in the present work f(x—=x";p,p’)=f8(x—x"), (8)
(see, in this connection, Refs. 1-Zhe specific form of the _
wheref = const.

energy of a quasiparticle as a functional of the distribution Disregarding collisions, we can present the kinetic equa-

function is not known in the phenomenological theory of a.. ; . . ;
normal Fermi liquid. In the Landau-Silin thedry devoted tion (3) linearized by using formulat) and(8) in the form

to low-lying longwave excitations against the background of  d deg(p) 0

equilibrium distribution It on(x,t) + —ap Ix on(x,t)
— eo(p) —p o ang(p) 9
n ex +1 4 - — "ty =
o(P) [ y{ T (4) f p ox pE, on(x,p’,t)=0. (9)

[whereeo(p) is the energy corresponding to the equilibrium Going over to the Fourier transform of the deviatiém(x, t)
state andu is the chemical potentiglit is sufficient to intro-  from the equilibrium distribution functio4)

duce the quasiparticle interaction functiofi(x,x’)="f .

X(x—x',p,p’) (Landau amplitudeas a linear reaction of 5n(x,p,t)=f dkf do explik-x—iwt)dny(p,w),
the quasiparticle energy to a small variatién(x,t) of the —o

distribution functionn(x,t), i.e., (10

n(x,t)=ng(p)+ on(x,t), 5 e obtain

SN (p,w)(— w+v-k)—fk Mo(P) > sn(p’,w)=0
’ . ’ K\ - ’ - k ’ Y
S(X,t)=8o(p)+2 fdx f(x=x";p,p")én(x,t). p
p’ 1y
The functionf(x,x"), which is the second variational deriva- The solution of this equation can be presented in the
tive of the system energy with respect to the distributionform
function, is a parameter of the theory whose characteristics ano(p)
can be determined experimentallgee, for example, Refs. ony(p,w)=—f{w—v-k+i0} 1k otP Sop(w)
1-4 in this connection J
It is. also v_vorf[h n.oting that, gccord_ing tO.f.OI’mL(@), the + 6A(p,K) (w—V-K), (12
equilibrium distributionng(p) differs insignificantly from ) )
the “step” distribution where we have introduced the notation
no(e) = 0(er—e) ©  =elP)_deoP) P 13
or p ap p
The functiond¢y(w) is defined by the expression
No(P) = 6(Pr—P), (6a)
where 6(x) is the Heaviside unit function;r=&o(pg), and &Dk(w):% on(p, ), (14
the Fermi momentunpg is determined, as usual, from the . i i
relation while the quantities6A(p,k) are arbitrary functions sub-

jected to constraints in view of the fact that the function
go(PE) = . (7) éon(x,p,t) calculated by using formulél0) must be small in



Low Temp. Phys. 24 (4), April 1998 Yu. V. Slyusarenko 221

comparison with the equilibrium distribution functier(p) _ _ f o ano(e)
[see formula4)]. It also follows from formula(10) that the eilk,w)=e1(kw)=1+ 553 J dpp? e
functions A(p,k) must satisfy the relation 0

SA* (p,k)=6A(p, k). (15 |14 22 Rl (24)

2kv " |w—kv

We shall use the notationA,(p,k) to describe the entire
admissible set of such functions, wherés a symbolic dis- (ko) = — f fwdppz @ dNg(e) 8(ko— o))
crete or continuous parameter on which the functions 2 amh3 Jo kv de '
SA(p,k)=6A,(p,k) may depend. (25

Formula(12) obtained above can be used to dej[ermimaAssuming that the sound attenuation is small, the dispersion
the value oféey(w) in terms of the functionsA,(p,k): relation for determiningwy(k) assumes the following form

50 (@)= SA. (K,0)3 (K, o) (16) in accordance with formula®0)—(22), (24) and (25):
where z1(k,w(k))=0 (26)
or
6, (k@)= 2, SA(P.K) S =V-k), an fwd ane(s) o [otkol]_
_ _ —{_211'2fi3 0 pp* de T 2ke na)—kv -
SA* (K,w)=6A,(—K,— ). (263
Substituting(16) into (12), we arrive at the following expres- While the damping decrement of the wave is defined by the
sion for the quantitydn,(p,w): expression
- —v-K) = flwo—v- dey (k)] 7t
(P, @)= OA(P, k) Sl —v-K) —Hw=v-k 7":(—1(9(0 ] €o(K,wq). (27)
dNo(P) “= %

i -1z-1 A
1072k 0) A, (kw)k p It is well known that specific vibration&ero-point sounyin

(18) which we are interested in the present work exist even at
zero temperature in the system under consideration. Proceed-
Note that the quantitye(k,) in (16) and (18), which is  ing from Eq.(26) and taking into account formuléd), we
defined as can easily obtain the dispersion equation for zero-point

E(k,w)=E*(—k,—w)zgl(k,w)+i52(k’w) sound
s s+1
1-=1In

ang(p) 1+F >Ns1

f o0
-—= | d
PR {o—v-k+i0} 71, (19 27%h3 fo z

. . . J

is the complex permittivity of the system in the case of a  x(e®+1) ™' —[x(eg+T2)+x(eg—T2)]=0, (29
charged Fermi-liquidsee, for example, Ref. 11The pres- 9z

ence of an imaginary correction ¥k, ) indicates dissipa- where we have used the notation

=1+fk>
p

tion of energy of waves whose energy-momentum relation p2
. : o
wg(K) can be derived from the equation E= —2772?:30 , S= _ka> 1, (29)
&k, wo(K) =iy ]=0. (20)

and, in accordance with formuld3),
The damping decremeny, of the wave is defined by the

imaginary componenis,(k,w) of the quantity g(k,w). _9e0(P)

Hence weakly attenuating vibrations can exist in the system UFT ap P=PF- (30
|wo(K) > i (2)  In formula(28), the function

only under the condition _ pA(e) Ssvg | |s+ 1+(U(8)_UF)/U|:‘
31(k,w)|>[32(k, 0)]. (22) x(e)= v(e) 1_ 2u(e) : s—1—(v(e)—vp)lvg|

Going over in formula19) from summation ovep to inte-

. : . defines the effect of thermal blurring of the equilibrium dis-
gration and using the relation

tribution function on the energy-momentum relation of the
1 zero-point sound. It can be seen from the above expression
(z+i0)"'=P S ~imd(2) (23)  for the functiony(e) that it is important to take into account
this effect only fors—1. We shall consider this situation
where the symbolP indicates that the principal value is below.
taken for the subsequent integration, we can present the Letus now derive an expression for the coefficigpbf
quantitiese (k,w) andz,(Kk,w) in the form zero-point sound attenuation. For this purpose, we must de-
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termine the quantitye,(k,) which can be presented, in _ m _[p(e)\? vg \? e—ef
accordance with formula@5) and (29), in the form ea(K,wp)~ 5 sF o | loey) R )

~ _ fsvp = p%(e) dng(e) (e—ep)IT>1. (369
sz(k,wo)——4ﬂ_h3 fo de v2(s)  ds Olv(e)—svg],

32) Further, we take into consideration the fact that the following
formula is valid in view of the relation&4) and (26):

where the dependence ofon ¢ must be determined from — 5
(13). It can be seen easily that on account of the presence of asl(k’“’)‘ — (F+1-s)
a Heaviside unit function in the integrand, the attenuation of dw |w=wo (s°~L)wg
sound is defined by the region of temperature “blurring” of
equilibrium distribution with a quasiparticle energy=¢  In accordance with formula@7) and(36), the damping dec-
>ep, wheree=go(p), while the limiting momentunp is ~ fementy, can be presented in the form

37

determined from the condition R s(s?— 1)F {eXF(S_SF i -1 a8
deoP)|  ___9eolP) - TR (Fri-9) T
P oy " P for (e—&g)/T=1 or 0<(e—¢g)/T<1 and in accordance
with formula (363, the damping decrement assumes the
Let us evaluate integrals of the type form
o d L m s(s2=1)F (p(e)\?[ ve \?
— —w)IT]+1} Le>pu. 4 =wy = —
J%d&‘g(&‘) Je {eXF{(S M)/ ] } EZ M (3 ) Yk= Wo 2 (F+1—32) ( pF U(S)
Using the change of variables= (¢ — u)/T, we arrive at the wexd — £—eg (383
expression T

o d . .., for (e—eg)/T>1. It should be recalled that formul&88)
f@#)/TdZQM+Zn PG (39  and (383 are obtained under the assumptigp<|wq(K)|
and are therefore valid only if the following conditions are
It can be seen easily that fore  u)/T=1 or 0< observed:
X (e—u)/T<1, the functiong(u+zT) appearing in the 2 —
above expression can be expanded into a power series in 7 S(S"—DF [ F<8 °F
(zT) in view of a rapid decrease in the function 1/(exp 2 (F+1-5°) T
+1) for z—<0 and the validity of the inequality>T (see
Egs.(2) and (7)) (naturally, for the case when the function

-1
<1 (39

+1

for (e—ep)/T=1 or 0<(s—&()/T<1 and

g(w) is differentiable at the poink). In the main approxi- m s(s—1)F [p(e)\?[ ve \? e—sf

mation in temperature, we can write, in accordance \Wih 2 (F+1-59) ( e ) (v(g)) F{ T ><1

(33) and (34), (393

o d . for (e—ep)/T>1.
L deg(e) e {exd (e —w)IT]+1}" "~ —9g(eF) It is also worthwhile to note that the invariance of the
expression28) relative to the substitutios— — s indicates
e—¢ef -1 the presence of two waves propagating in opposite directions

x{exp{ T )+1} ' with the same damping coefficient, defined by formulas

(38) and (39). Analyzing the behavior of the function
gnd hence the following expression is valid for the quantityggl(w)/(yw|w=ska [see Eg.(37)] and considering that
e2(K, o) in the same approximation: £,(K,wp) is positive, we can easily prove that the damping
1 coefficient y, is also positive. It can be shown that as

(36) changes from 1 to infinity, this function decreases monotoni-
cally but always remains positive, and hence the damping
coefficienty, is also positive.

Let us now derive expressions for the damping coeffi-
cient of zero-point vibrations in two limiting cases<1

+1

__ T S__SF
gz(k,wo)~§sF ex T

It can also be verified easily that foE ¢ ©)/T> 1, the inte-
gral (34) is evaluated by using the formula

o J (s>1) ands>1 [see(29)]. It was mentioned above that for
L deg(e) %{GXF{(S—M)/THl}*l the cases=1, which is realized for interaction amplitudes
° lying in the interval 6<F=<2, we must take into consider-

_ e—¢ef ation the effect of thermal “blurring” of the equilibrium
*_Q(S)eXF{ T ) distribution function on the energy-momentum relation for

the zero-point sound. F@=1, the dispersion equatidi28)
Consequently, we obtain assumes the form
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1 1 2 T r o where
1+ =—=1n -2 f dz
F 2 s—-1 2ep(s—1)| Jo ~_1 7*e0(p)
T 2) -1 (dp) p=pe
><z(ez+l)‘1[1—z2 — ] , (40)
2ep(s—1) and the effective mass* is defined, as usual, by the for-

where the integral has the meaning of the principal value.mUIa

This equation is quite complex and cannot be solved analyti- p-=m*y. (49)
cally in the general form. However, from the point of view of

the problem being considered in the present work, the mo o .
P 9 P tion, the expression in the exponent of formkd) is not

interesting case correspondsTie(s—1)] <1, when the . .- .
damping coefficient for the zero-point sound is the most Sig_necessarlly large because of the validity of relatiof and

nificant. In this case, the integral in E@O) can be replaced I(Af.')' FZLfozseedéng ftrtpm farTu_IMG), taking [[nto ?C?ﬁ unt re-
by the asymptotic series ation and puttingm*~m, we can estimate the maxi-

mum value of the damping coefficient of zero-point sound
aT rn 1—2pl-2n having a frequencyo=kuvg:

B,=0,
ep(s—1) Ve T 8Sinyy €XP(— 27 .- (50

2n n
In the opposite limiting case>1 corresponding to the
where B,, are the Bernoulli numbers. It can be seen easilyinteraction amplitude&>1, the influence of thermal effects

4}Jote that, in spite of the relatioag>T in this approxima-

©

1+1 1I —2
E EnS—l n=1

(41)

that in the main approximation in the parameter on the energy-momentum relation for zero-point sound can
also be taken into consideration in the perturbation theory in

il <1 (42) temperature. In this case, however, it follows from formula
ep(s—1) (28) that it is not essential to take thermal corrections into

consideration, and hence we shall disregard them in this

the deviation ofs from unity is determined by the interaction work. Thus we obtain fronf28) the relation

of quasiparticlegsee Eq.(29)] and can therefore be pre-

sented in the form s~F/3>1. (51
S— 1~ 8Sjt+ 0st,  057<SSint, (43  Assuming for simplicity a quadratic energy-momentum rela-

tion for quasiparticles
2
eo(P)= 5=

where &8s, is obtained from the dispersion equati¢fl)
without taking into account the thermal corrections:

SSin~2 exgd —2(1+1/F)} <1, (44 ] ] )
we obtain after simple calculations from formyz8a

while the deviationdsy, which determines the contribution E
of thermal effects to the energy-momentum relation for the - ky -F2 _T¢%F

. ; . X Yk (= ex .
zero-point sound, can be derived as a correctioddg in 12 3T

the theory of perturbations in the parameteF(srdsn) " A comparison of formulag38) and (46) with (388 and(52)

(52

=1 shows that the dependence of the zero-point sound damping
1 +T \2 coefficient on reciprocal temperature may be exponential
8t~ = | —=—| 8Spy. (45)  [see(38a and(52)], and hence the zero-point sound attenu-
12F \ e SSint

ation is exponentially small in the present case. However,

Note that formulag43)—(45) are valid for 0<F=<2, when Such a dependence of the damping coefficient on reciprocal
0< 85,,,=0.1. Hence we need not take into consideration thdeMperature may be suppressed in a number of cases in view
thermal corrections to the zero-point sound frequency if the?f the validity of relations(42) and (46). Hence it can be
conditions(42), (43) and (45) are satisfied, and the expres- expected that conditions ensuring a predominance of colli-

sion for the zero-point sound damping coefficient can besionless mechanism of zeroth sound attenuatimrer the
presented in accordance wit88) in the form hydrodynamm mechanls)rrmay prevail in _phys[cal .systgms
displaying the properties of normal Fermi-liquids in spite of

m [ dSier -1 the fact that in the case of damping due to collisions, the
YK 7755"“( exp{Zw m* ( T ) + 1] wo,  (46) damping factor has a power dependence on temperature, viz.,
y~(Tlee)?.
wo= kU =
where we have taken into account the fact that, in view ofCOI\ICLUSK)N
formula (44), the limiting energye (see(39)) is of the order We shall illustrate the last statement with the help of
of the energyer : rough estimates. In other words, we shall find the conditions
_ under which the collisionless zero-point sound damping co-
S—_Sszﬂ eSS 47) efficient may be of the same order as the coefficient of ab-
m* “Foont sorption due to collisions:
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y— 17, , (53 tion will be realized in the best way when the system is
closest to a weakly nonideal Fermi gas.

It was mentioned earlier by us that in the literature de-
voted to the investigation of a normal Fermi liquid, the zero-
point sound attenuation occurs either according to hydrody-
namic mechanisms which cannot be considered in the
framework of the collisionless approximation, or under the
assumption of collisionless dampirigandau mechanism

wherer, is the relaxation time. Note that, according to rela-
tions (38) and (383, this condition is equivalent to the re-
qguirement that the parametet,{/ wo(k))<<1, which deter-
mines the conditions for the existence of long-lived zero-
point vibrations in a normal Fermi liquid, must be of the
order of the parametdrwy(k)7,] 1<1 which defines the
condition of applicability of the collisionless approximation.

It follows from formulas(38) and(38a that the collisionless but only for S<.1 when this damping IS so strong that it IS
; : ) . .. hardly appropriate to speak of the existence of zero-point
absorption of zero-point sound is maximum when condition

(42) is satisfied, which occurésee abovkin the region of sound. Apparently, Fhe latter circumstance is assomgted with
. . the fact that according to formuld46) and(52) there is no
relatively small values of the Landau amplitudes<{B . . .
L . . o attenuation of zero-point sound strictly Bt 0, but the dec-
=<2). The relaxation time, associated with the collisions of

N . : rement y, cannot be obtained fof #0 and e>T by a
quasiparticles irfHe can be estimated by formula o S .
traditional expansion in small values of temperat(as is

1P i €F 2 done in the case of hydrodynamic mechanism of zero-point
Tr e\ T/~ sound attenuationdue to a nonanalytic dependence of the
aﬁiamping factor on temperature.

and is found to be in good agreement with the experiment
results”®**~1°In this case, we obtain front63) by taking In conclusion, the author would like to express his grati-
formula (46) into consideration tude to Academician S. V. Peletminskii of the Ukrainian
, SSinEF -, =T eF Nati(_)nal Academy of Sciences for fruitful discussions of the
7 exp — 27| —=—| ~10 0S| —— | —, obtained results.
7T OSner/ hwg ; . . .
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Peculiarities in the problem of surface stability of a charged bounded helium film on a metal
substrate are considered. The dependence of critical instability parameters on the in-

plane film size is determined. A method is proposed for observing metastable states of a charged
liquid film. © 1998 American Institute of Physids$$1063-777X98)00204-7

A charged liquid surface is known to lose its stability eters of a liquid film(in other words, we solve a film prob-
upon a gradual increase in the surface charge densityon itlem similar to that for bulk heliud.
This phenomenon was studied most completely for a liquid  The present publication is devoted to analysis of the be-
helium surface charged with electrons or i8rispn which  havior of a charged liquid film under the conditions facilitat-
the loss of stability by the helium surface can be tracked iring the maintaining a constant value of electric potential
detail, and basic predictions of the theory can be verified. Iralong a charged bounded liquid film. Apart from critical pa-
the case of semi-infinite helium, stability is lost for finite rameters, we are also interested in determining the local de-
wave numbersat the so-called capillary wavelengihn the  formation of the liquid film. The possibility of such measure-
supercritical region, the helium surface undergoes a recorments was demonstrated in recent experinténtsith
struction, i.e., a transition from a plane to a periodically de-charged liquid hydrogen films. The optical methods used in
formed boundary with a period close to the capillary wave-Ref. 12 make it possible to study experimentally the effect of
length with a modulation amplitude which is a complex geometrical factors not only on the stability of a charged
function of the extent of supercriticalitysee theoreticAP  liquid film, but also on its local straig(r).
and experiment&f® papers. The first part of this paper is devoted to the structure of

The observation of the effect of boundedness of the fre@quilibrium equations for a charged finite liquid film in its
charged surface of a semi-infinite liquid also plays an imporplane and to the properties of one-dimensional version of
tant role along with other results on the stability of bulk deformation of such a film. The second part deals with the
helium with a charged surface. The expected result is qualidetails of cylindrically symmetric case of deformation.
tatively predictable although it has not been analyzed consis-
tently. Since the instability of a bulk liquid is developed ONE-DIMENSIONAL DEFORMATION OF A FINITE CHARGED
primarily over a capillary wavelength, a decrease in the siz&!QUID FILM

of the free liquid surface to values smaller than the capillary 1 | et us consider a charged He film on a metallic sub-
wavelength must increase its stability. This was proved exstrate under complete compensation of the electric field
perimentally by Volodin and Edelmah. o above the film. The position of the upper electrode relative to

In the case of an infinitely large charged liquid film, the the fiim, which is always present in the problem of a charged
mode with zero wave vector turns out to be most “vulner-pejium surface, is immateriatthe separation between the
able.” This theoretical predictiotsee Ref. 1pyet has not  pper electrode and the surface must be larger than the film
been confirmed by direct experiments. The correctness Ghickness. The geometry of the electrodes satisfies the re-
theo'retical predictions follows only from indirect and mainly guirements that allow us to assume that the deformation of
qualitative indications; e.g., the observed decredss com-  the film thicknessé under the action of electric forces is
pared to the bulk valyen the critical charge density leading one-dimensionala function of the coordinate alone.

to aloss in stability. A quantitative comparison of the results  The jnitial equilibrium equation describing this deforma-
obtained in Refs. 10 and 11 is not quite justified since thgjgn has the structure

experiments were made in a finite-size cell, while the

calculations® give zero critical wave number, i.e., are appli- £ i i V2 —0. —l=x<+I
cable in actual practice only to the case of an infinite chargegg Y& Br(d+g? T
film. In order to remove the prevailing discrepancy, it is 1)
expedient to solve the problem of instability of a chargedg(ﬂ)zo, @)
liquid film of finite dimensions. Such an analysis should be

conducted to find out which film can be regarded as infinitely ~ V=const, —l<sx=+I, 3

large and whether the qualitative discrepancy between the , 2 L
results obtained in Refs. 10 and 11 can be eliminated in this =dig/dx’,  g'=déldx.

way. Naturally, the solution of this problem will clarify the Here&(x) is the deformation of the helium surface under the
role of geometrical factors in the behavior of critical param-action of the aggregate of forces acting on the film surface:

1063-777X/98/24(4)/5/$15.00 225 © 1998 American Institute of Physics
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FIG. 1. Schematic diagram of the cell intended for studying the deformation of a charged He)famd antifilm(b).
gravity, surface tension, as well as forces of electric origin V4
proportional to the potential differenc®¥ between the pYépt 8m(dT £ =0. (6)
p

charged He surface and the metallic substféte)—0] as
V—0), p andg are the helium density and acceleration due  Obviously, the definitior(4) coincides with(6). For this

to gravity, « is the surface tensiom the equilibrium thick-  reason, the points of inflection on the one-dimensional pro-
ness of He film forv—0, and 2 the film thickness in the file of ¢(x) are absent for large values bf

x-direction. According to(2) the deformation at the ends of Thus, the theory aims at refining the concept of “quite
this interval is maintained at zero level. The electric compodarge” intervall, defining the dependencgl) near the ends
nent of Eq.(1) is written under the assumption that the solid of the 2D system, and determining the effect of finiteness of
substrate possesses ideal metallic properties; moreover, it lison the structure of(x).

assumed that the total number of electrons at the He film is 3. Returning to problentl) and(2), let us first consider
not fixed (the potential differenc& is preset; care must be the linear solution under the conditions

taken while deriving the equilibrium equatig) from the £(x) = <d %
total energy functional, see Ref).. Charges arrive at the film '
from a radioactive source at the upper electrode. The “genin this case, we have
eration” of these charges is terminated after the neutraliza-

tion of the given external fieldE=V/h by the field of d2¢ldx?—p2e=v3d?, v2= Va2 . &=1)=0,
charges deposited on the free surface of the film. The origin 8ma ®
is at the metallic substrate. Tleeaxis is directed vertically V2
upwards. The geometry of the problem is shown in Fig. 1 for  p?=x?1- ————%—|, «?=pgla.
a liquid film (a) and antifilm(b) (both cases are realized in 4m(d+£0)°pg
Ref. 12. The solution of Eq(8) has the form
2. It is appropriate to make some general remarks that
explain the behavior of(x). If the interval 2 is large _ ( _Cosr(px)) o 2)202
. S . Ex)=46|1 , O0=—v/p-d-. 9
enough, the quantity¢(x) attains its asymptotic forn¢, coshipl)
away of the ends of this interval: We shall also write the derivativeé(+1)/dx at the end
V2 of the interval, where it assumes its maximum value:
=yp< tanh(pl)/pd,
In this case, only the gravitational term competes with the dx x=I
electric component of the problem. (10
A stable solution of Eq(4) in &, which satisfies the tant(pl) el
requirementt,— 0 for V—O0. exists only in the region P lv_o '
V<V, Vi=(2/3°VvZ, VZ=4mpgd. (5) According to (9) and (10), the size effects associated
) with the finiteness of are determined by the parametsr
In this case, In the region of small, we are speaking of the combination
o— _4/3 (53 kl. If, however, the quantity tends to its critical value, the
0= . .
requirement
One more characteristic value &f, corresponding to pl>1, (11)

inflection points on the&(x) profile also exists. The position
of such points is defined by the requiremeft/dx*=0 or,  corresponding to the limit of large valueslo€an apply to a
which is the same, by size much larger than the capillary constant for the given
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FIG. 3. Dependence of the critical fiel£/V2 on the film size along the
substrate.

FIG. 2. Maximum deformatiog(0)/d of the film thickness as a function of
the dimensionless electric potentdlV, following from (12) for different

values of the parametéfd. Curvesl, 2, and3 correspond td/d=10, 5, | however, we track the evolution of the film after its loss of
and 2 respectively. The point, B, andC mark stable AB) and meta- g0 iy e can expect the following scenario. The break-
stable BC) regions on the curves. M .

down indicates the escape of charged particles from the sur-

face of the liquid film to the metallic substrate. If the charge
liquid. This forms a specific feature of the problem on defor-mobility in the liquid is quite small, the vacuum gap above
mation of a helium film in comparison with the version of the liquid film immediately after a breakdown becomes un-
the same problem for a semi-infinite liquid. screenednew charges have no time to reach the filifhe

4. With increasing supercritically, the position of points potential difference/ concentrated completely on the liquid

with the maximum derivative,,,, (points of inflection can  film prior to the breakdown is redistributed over the entire
be shifted from the boundaries| to the bulk of the ® intervalh (see Fig. 1a Only its fractionsV<V (associated
system. The amplitudé, corresponding to these points can with the residual surface changeontinues to exert electro-
be found, as before, from relatidf). As regards the critical static pressure on the liquid film. In other words, the stability
valueV,,, it must be determined in the general case from arbreakdown under the conditions depicted in Fig. 1a with a
analysis of the dependence &0) on the parameters of the source at the upper metallic plate automatically brings the
problem. Solving Eqgs(1) and(2), we can find the required system to a state on tH&@C curve (see Fig. 2. If we also

dependence in the form reduce slightly the initial voltag®/, we can hope that the
0 dé problem will be stabilized on thBC curve in Fig. 2.
f T R R »=V2l, Considering what has been said abgweaddition to the
£ 10-5¢°(67— &) +u [ MU(d+ &o) — Ud+ §) I} data presented in Fig)4we obtain the solution of the prob-
(12 lem on the deformation on the liquid film on tH&C curve
wherev can be determined frorn8). (Fig. 5). A typical feature of this deformation is the reverse

It can easily be proved that ds-, the quantity&(0)  variation of deformation as a function of voltayfeand the
assumes the value following frof). If, however| is finite,  emergence of points of inflection on tl§éx) curves.

&0) becomes a function df which can be determined only 6. The case of the antifilm investigated in Ref. 12 does
numerically. not require special calculations. We should only place the
Knowing £(0), we can easily calculaté(x): origin at the upper electrode and direct thaxis vertically

0 de downwards(see Fig. 1l After this, the problem of the anti-
film is reduced to the film problem.
J £00 10.5%(82— &) +v°[ LU(d+ &) — U(d+ ) T}

=v2(I-x), x>0. (13 DEFORMATION OF A CYLINDRICALLY SYMMETRIC FILM

The behavior o£(0) (12) as a function ob for various Let us now suppose that the deformation of the film
values ofl is illustrated in Fig. 2. An analysis of these de- grface is cylindrically symmetric. Will formal changes in
pendences allows us to determine the behavidfd) (Fig.  the structure of the equilibrium equatidd) lead to new
3). Figure 4 also contains information af(x) in (13). It yhysical consequences like the emergence of points of inflec-
should be noted that, according to Fig. 4, the statement aboyh, on the stable segmeAB in Fig. 2? The answer to this

the absence of inflection poin¢6) on the coordinate depen- question is not obvious since in this case definiti@Bsand
dence of film deformation in the stability region<0/<<V,, (6) are not equivalent.

(segmentAB on the curve in Fig. Rbecomes universal. Thus, instead of1) we have
5. The segmenBC in Fig. 2 requires special consider- o 5
ation. This region is not physical since, starting from small §+¢'lr \%

. - + =
values ofV, we cannot “reach” theBC curve continuously. PgE—a [1+(&)%%?% " 8m(d+¢)? 0, (14)
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FIG. 5. Deformationé(x)/d calculated on the basis @f3) for different
values ofV/V, andl/d on the metastable segmeB€ of the curve in Fig.

2. Versions a, b, and c were obtained fod=2, 5, and 10, respectively.
Curves1-5 in each figure correspond to different values of the parameter
V/V, and are obtained upon its monotonic decrease.

FIG. 4. Deformation{(x)/d calculated on the basis ¢i3) for different
values ofV/V, andl/d on the stable segme#B of the curve in Fig. 2.
Versions a, b, and c were obtained fbd= 10, 5, and 2 respectively. Curves
1-4 in each figure correspond to different values of the parar@tgr and
are obtained upon its monotonic increase.

ness foV—0, andR is the size of the film in the direction

O=r=R, According to (15), the deformation is maintained at zero
— D) — level on the perimeter of the film.

{r=R)=0. (19 Going over to an analysis of the solution of E#j4), we

&'=d?¢ldr?, &' =dé¢ldr. write this equation for the central part of the film:

Here, as before(r) is the film deformation under the V2
action of the aggregate of forces acting on its surface: grav- pgé(0)—2a&"(0)+ g% 72 =
) X R . 8m[d+£(0)]
ity, surface tension, and forces of electric origin, which are
proportional to the potential differenaebetween the charge Here we have used the assumption concerning the behavior
helium surface and the metallic substrdg&r)—0 asV  of £(r) in the vicinity of the origin:
—0]; p andg are the liquid density and acceleration due to

E&(r)=¢&(0)+¢&"(o)r?/2.

0. (16)

gravity, « is the surface tension, the equilibrium film thick-

17
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As regards the point of inflectiory, on the&(r) profile,  cluding the determination of critical parameters and their de-

it is defined, as before, by the requirement pendence on the film thickness and size along the substrate.
£(r.)=0 (18) It is noted that there are no points of inflection on the static
P ' deformation profile of the film on the entire segm&m (see
Consequently, taking into accou(it4), we can write Fig. 2. Moreover, it is noted that the states of the film which
g(riry V2 are regarded as commonly unfeasible can be stabilized on the

0. segmenBC in Fig. 2.

pg&(rp) —a AVIPRSEC 7=
P [1+&)%(rp)] 8m(d+£(rp)) The nonlinear radially-symmetric equatidth4) cannot

19 .
be solved analytically. Nevertheless, some exact statements
Besides, the following condition must be satisfied by hypoth-make the experimental verification possible. Indeed, the fol-
esis: lowing quantites can be determined£(0);&(rp);
KISISEGIE (20 Tpidélry)rdr.

o These parameters are not independent. For example,
- For the Subsequent analy5|5, itis !mportant to know th%ubsutu“ng these parameters |r@2) and (23), we can
signs of¢”(0) and¢'(rp). By hypothesis, we have verify whether they satisfy these relations. Naturally, the
£(r)>0, &(0)>0 (21)  Presence of a p(_)int of inflectiqn on thr) pr_ofile in the
case of a cylindrically symmetric stable solution of Etg)

and is naturally of primary importance.
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The pressure dependence of the superconducting transition températaresej of

Tl Bay Ca CUs O10- 5 (TI-2223) has been measured under quasi-hydrostatic pre$QE)

up to 5.0 GPa. Thd@_ increases with increasing pressure at a relatively high rate and
reaches a maximum at 255.4 K and pressure of about 4.3 GPa. This is the Aighesbbserved
for any highT, superconductor. The total changeTip from ambient condition T,

=129 K) to the high pressure applied can be greater than 126 KT[laove 200 K was
replicated several times in our experiments. The site of the maximui, @nd the value of
dT./dP=1.7 K/IGPa(at P=0) agree with previous results obtained by D. Tristan Jover

et al. (Physica C218 24 (1993) and J. G. Linet al. (Physica C175 627 (1991)), respectively.
© 1998 American Institute of Physids$1063-777X98)00304-1

1. INTRODUCTION 2. EXPERIMENTAL TECHNIQUE

High pressure has played an important role in identifica- The samples were prepared by using the ordinary solid
tion of new materials and mechanisms in high-temperaturéeaction technique. After the powders of, @, CaO, BaO,
superconductivity3 The pressure dependence of the criticaland CuO had been thoroughly mixed and ground, they were
temperature of high-temperature superconductors has be@hessed into pellets with a diameter ©f12 mm and thick-
studied extensively. For example, L. Gabal® obtained a ness of~2 mm, and then sintered at 890 °G toh in flow-
much higher value off, (164 K) at a pressure of up to 31 iNg oxygen gas. The samples prepared in this way were then
GPa in the highF, superconductor Hg-Ba-Ca-Cu+Q2223. put into quartz cells, which were evacuated to 4Torr,

D. D. Berkeleyet al? observed a maximuri, of 131.8 K at sealed, heat treated at 750 °C for 250 h, and finally air-

7.4 GPa in single crystals of Ba,CaCu0;q 5. Tristan quenched3 to room temperature.Samples (3850
Jover et al® obtained the superconducting transition tem->300um) used for measurements under quasihydrostatic

perature in TJBa,CaCwOig: 5, Which increased from pressurgQHP) up to 5.0 GPa were cut from the above pel-
128.5 K to 133 K with increasing pressure from 0 to 13 GPa. et. . .
The QHP was generated in a high-pressure chamber by a

The maximum value off; (onse} in this compound was special system to compress the planes of Bridgman anvil
found at pressure of about 4.0 GPa. A systemalic study of thﬁwpade of ¥un sten carbi?je which 5vas fitted intoga cylinder
pressure effects on the superconducting transition tempera- g ' Y

tures of Tl-based family has been made by J. G. éiial,? made of fully hardened beryllium copper alloy, with the di-

. - ameter of the plane 1.2 mm. A thin disk made by pressing
who obtainediT/dP=2.5 K/GPa for TI-2223 samples at a the FeO; powder was used as the pressure transmitting me-
pressure of only up to 2 GPa.

. dium, which had a diameter equal to that of the anvil plane.
From their plot of T; vs P for a Tl-based compound e gasket was made of f@, and talc powder mixture
system, it seems that for TI-2223 and TI-2122 compoundg,mpressed into a thin ring-10—15xm thick). Pressures
the Tc may be further enhanced. In view of these circum-j, the cells were calibrated against the various phase transi-
stances and based upon our previous experience in higlions of bismuth at room temperature and by using the su-
pressure experiments, we have carried out some experimerigrconducting Pb manometer at low temperature in separate
on TI-2223 compounds. calibration runs; however, the pressure was not directly mea-
Here we report our investigation on the superconductivsyredin situ during the experimental cycles. The overall un-
ity of Tl; Bay (Ca 6CUs (O10+ 5 cCOMpound under high pres- certainty in QHP was estimated to be(10—15%) at differ-
sures up to 5.0 GPa. We found that changes rapidly with  ent temperatures.
applied high pressures, especially in the range of pressures Superconducting transition of the
from 3.0 to 4.0 GPa. Th& (P) is observed to increase from Tl; Bay, [Ca (CUs (O10+ 5 Sample under pressure was deter-
129 K at atmospheric pressure to 255.4 K at 4.3 GPa. mined electrically by the four-probe technique, with thin

1063-777X/98/24(4)/4/$15.00 230 © 1998 American Institute of Physics
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platinum strips(~ 20 xm thick) used as electrical leads. The a function of temperature for the {IBa, [Ca ¢Cus O10- 5
measuring direct current of (168(0.2) uA was held con- sample in a field oH =5 Oe and at ambient pressure shows
stant in the whole range of pressures and temperaturea.sharp single-phase superconducting transition at 129 K and
Sample temperature was measured using a rhodium-iroantimagnetic factor of 19%Fig. 2).

thermometer(Calibrated by Cryogenic Laboratory, CAS, In order to determine the uncertainty of the temperature
Ching, which was inserted into the high-pressure cell andmeasurements, the system was put into a liquid LN2 of
placed 10 mm from the sample. All of tie(P) curves were 77.4 K and the ice water of 273.15 K, respectively. Under
measured during dropping and rising of temperature and rehis condition the temperature uncertainties are shown in
corded by a X-Y recorder. Table I.

We have measured the(T,P) curves for the cooling
and warming processes. In this paper we gave all the curves
of the superconducting transition during the warming pro-

The X-ray powder diffraction patterns for an as-preparedcesses, because the warming rate could be made as small as
sample T] BBa, Ca Cls (O10+ 5 Measured with a RAX-10 ~0.2 K/min, and steady state can easily be achieved, even
X-ray diffractometer(Fig. 1) show a nearly perfect single though we found that the superconducting transition occurs
phase of TI-2223 with a tetragonal unit cell with parametersat considerable higher temperatures in both processes.
a=3.85A andc=35.70 A. The temperature dependence of normalized resistance

The dc magnetization was measured using a SQUIDVith respect to the resistance values measure@; ainder

magnetometefquantum design The ZFC magnetization as different pressures up to 4.3 GPa for one sample
Tl Bay Ca (CUz O10+ 5 IS shown in Fig. 3. The pressures

were applied slowly and continuously from zero to 5 GPa. It
0.2 can be seen that th, (onsej is clearly shifted upward with

3. RESULTS AND DISCUSSION

the increase of the applied pressure. When the pressure in-
0 creases continuously, th@; rises rapidly and reaches
-0.2} 255.4 K at pressure of 4.3 GPa. The total chang€.ifrom
ambient condition to the high pressure applied can be greater
- -0.4f than 126 K. As the pressure is further increased to 4.8 GPa,
£ the R(T,P) curve changes, the behavior of the temperature
<@ -0.6fF : : ;
o dependence becomes semiconducting, and there is a marked
— -0.8} drop of transition temperaturél {~ 206 K).
2 0}
1.2} TABLE |. AT(K)-temperature difference between the sample and the ther-
-t mometer which is located 10 mm from the sample.
-1.4r Temperatures were measured by rhodium-iron
-1.6 1 L ) L ) ) 1 s | thermometer 5#
ample
60 80 ::_OOK 120 140 temperature P=0 GPa AT(K) P=3.5GPa AT(K)
' 77.4 K 77.44 K 0.04 77.43 K 0.03
FIG. 2. Temperature dependence of magnetization of the pellet sample at 273.15 K 273.65 K 0.5 272.55 K 0.6

ambient pressure in zero-field coolifgFC) at H=5 Oe.
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Tl Bay ([Ca CUz (O10:+ 5 (TI-2p4) sample under different pressures.
FIG. 5. Temperature dependence of the resistance of
Tl; B ICa §CUs O10: 5 (TI-2p7) at a pressure of 3.2 GPa.

From Fig. 3 we can also see that the resistariRe df
the sample decreases with the increase of pressure, which,
however, does not reach zero in the range of pressures agined similar results, one of which is shown in Fig. 5. It can
plied, by analogy with the previous study of superconductingoe seen that at a pressure of 3.2 QRaises to 250 K, while
cuprates at high pressuté.The reason for the nonzero be- the resistance drops sharply to 13.%&6 80 K) in compari-
havior of R(T,P) may be attributed to possible defects andson with its maximum value. For yet another sample we
microcracks generated in the sample, as reported by C. Whave obtained .(onset)=153.7 and 235 K at pressures 1.9
Chuet al,® but we think it may also come from the possible and 3.4 GPa, respectively, which are not shown in the figure.
pressure gradient generated in the anvils, especially at low In summary, the pressure dependence of the supercon-
and very high pressures for the QHP system. The maximumducting transition temperature in the compound of
value of the resistances of the sample are abeBi) at the  TI, ;Ba, [Ca {Cus D10+ 5 has been determined: thg (on-
normal state and under high pressures. seh increases with increasing pressure at a relatively high

To verify the reproducibility of the effect of high pres- rate and reaches a maximum value of 255.4 K at a pressure
sure, we have also carried out experiments with decreasingf about 4.3 GPa. External pressure greatly enhances the
pressure. The results are summarized in Fig. 4, where theritical temperature of the oxide superconductor sample. The
transition temperature3. are plotted versus pressure for basic physical reason for this phenomenon is the stronger
both increasing and decreasing pressures. We found thabupling between the CuQplanes and the change in free
T.(P) is a reversible nonlinear function of pressure. Thecharge concentrations in the superconducting ClaDers
location of the maximum ofT. and the value of caused by external pressure. Our experimental investigation
dT./dP=1.7 K/GPa(at P=0) agree with the previous stud- on the effect of high pressure of, of another pellet of
ies of Tristan Joveet al! and J. G. Linet al,” respectively.  TI-2223 superconductor is continuing.

To test the reliability of the above results, we have re- ) )
peated our experiments several times with other samples cut 1his work was supported by the National Center for

from the same pellet which was described above. We obR&D on Superconductivity of China and by The State Com-
mission for Education of China.
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The dependence of the superconducting transition temperature in,Gg8R, s single crystals

on the magnetic fieldd applied parallel to the intercrystalline layers is studied
experimentally. A nontrivial dependence of the superconducting transition temperature on the
field H is explained by magnetic field penetration into highsingle crystals. The

presence of a layered structure leads to the formation of a spatially periodic magnetic structure
with a period varying discretely in fieldd>H_; (H.; is the lower critical field. Any

change in the magnetic structure results in a nonmonot@micpwise dependence of the
superconducting transition temperature on the fi¢ldrhe effect is estimated numerically by using
the results of calculation of the critical temperature of small samples in strong magnetic

fields. © 1998 American Institute of Physid$$1063-777X98)00404-4

New layered HTS materials with a relatively weak Jo-tals by a magnetic field is undoubtedly of physical impor-
sephson coupling between layers possess specific propertiegice.
similar to those observed in the study of two-dimensional or  In this research, we carry out an exterimental investiga-
nearly 2D superconductivity. The effect of the layered crys- tion of the effect of an external magnetic field on the emer-
tal structure on the thermodynamics and electrodynamics ddence of superconductivity in GdBausOg s single crystals
HTS materials is being studied intensely both theoreticallyVith oxygen concentration of 6.2, 6.56, and 6.75, i.e., in
and experimentally(e.g., the crossover from the two- to S@mples with a Josephson coupling between the layers, as
three-dimensional behavior in phase transitions, the same f&Yell as theoretical analysis of this effect on the basis of the

fluctuational diamagnetism, heat capacity, paraconductivity"®del concepts of the layered2structure of HTS materi-
effect. and observation of the Berezinskii—KosterIitz—als' We discovered peculiarities in the behavior of the super-

Thouless phase transitipn conducting transition temperaturg; in the above sincle

The studies of layered superconductors in a strong ma crystals depending on the direction of the applied magnetic

netic field applied parallel to the layer are of considerablgneld' Instead of a monotonic decreaseTipthat can be ex-

interest. In this case, the properties of the vortex lattice diffePs cted due to antisymmetric properties of perturbations ex-

. . cited by strong magnetic fieldsee Ref. % we observed a
from those analyzed in thelB approximation. For example, ivial (i . .
H) f I I
Bulaevskii and Clerhproved that strong magnetic fields in- nontrivial (jumpwise dependencd o(H) for single crystals

. . " with the C-axis directed at right angles to the field. Using the
duce a new effect, i.e., a first-order transition between vortex.. s optained by Bulaevskii and Clefsee abovg® as
lattices with different period& = 2ks in a direction perpen- e a5 the results of calculations of the superconducting

dicular to the layersherek=1,2,... ands is the separation ¢ansition temperature for small samples in strong magnetic
between the plangésSuch jumps in the lattice structure are fields* we can prove that such a behavioro{ H) is due to

associated with the discrete layered structure of the crystgfansitions between vortex lattices with different periods.
and the Josephson nature of the coupling between the layers.

The results of investigations of superconducting proper-
ties of oxygen-deficient GdB&W,Og., 5 single crystals® re-  EXPERIMENTAL TECHNIQUE

vealed that single crystals with a low oxygen concentration e investigated GdB&u:Og, s single crystals with
(6=0.4) acquire quasi-two-dimensional superconductivity.oxygen content 6.7%sample 1, 6.56 (sample 2, and 6.2

No phase coherence was observed between layers in syste@ample 3. The samples were grown in an Alundum cru-
with 6=0.4. As the oxygen concentration in single crystalscible. The oxygen concentration after synthesis was 6.4. In
increases ta9=0.56, a weak Josephson coupling is estaborder to increase the oxygen index, we subjected the samples
lished between the planes, and a further increase in the oxye a special thermal treatment in oxygen atmosphere. The
gen contenfto 6=0.75 leads to clearly manifested three- oxygen content and uniformity of its distribution over the
dimensional superconductivity. For this reason, the study ofample were analyzed on a Syntex P2 diffractometer. Single
superconductivity suppression in GdBarOg, s Single crys-  crystals had a tetragonal structure and were homogeneous in

1063-777X/98/24(4)/5/$15.00 234 © 1998 American Institute of Physics
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oxygen. It was found that the samples contain 1% aluminum 0.1
impurity acquired during the sample growth. The sizes of the
samples were 1:21.2x0.4mm (sample 1, 1.2x2 i R e
X 0.6 mm (sample 2, and 2.1X2.2X1.6 mm (sample 3. 4.' 3 4 &
More detailed characteristics of the samples can be found in -0.1 e e ab o
Ref. 5. . oL ¢ o®
We measured the temperature dependences of differen- ] . o *
tial susceptibility (ac-susceptibility in constant magnetic oy
fields applied along two directioriperpendicular and paral- R . X o
lel to the C-axis) for all the samples as well as the tempera- - ot e
ture and field dependences of magnetization in sample 3 and (*o o
the temperature dependence of the electrical resistance of the -05 ' K
same sample in external magnetic fields. The susceptibility Tt
was measured at a frequency of 31 ¢fze modulation field | o°
was 2x10 4 T for measurements along th@-axis and a
6x10 * T for measurements in the perpendicular diredtion 07y
The temperature dependences of susceptibility for all the 0 10 20 30 40 50 60
samples were measured in magnetic fields of 0, 1.21, 6.04, T.K
12.08, 18.12, 24.16, 30.25, and 36.24 kOe. The magnetiza-
tion was studied on a vibrational magnetometer, while the
electrical resistance was measured by the four-probe tech-
nigue in ac. In all the cases, the samples were first cooled to
1.5 K in zero magnetic field, and then the magnetic field was
applied, and measurements were made during heating. -0.02

T
[
°

41tx_L

EXPERIMENTAL RESULTS

Figures 1 and 2 show the temperature dependences of -0.06
ac-susceptibility measured along and acrostfaxis of the
GdBaCu;04, 5 single crystals with oxygen contents 6.75
and 6.56. It can be seen that tb(é,(T) curves for both
samples in a magnetic field applied along tBeaxis are -0.10L 5 . . . . .
shifted downwards along the temperature scale. Such a shift 0 10 20 30 40 50 60
can be explained by ordinary suppression of superconductiv- T.K
ity by a magnetic field stronger than the upper critical field. ;g 1 temperature dependences of ac susceptibility of a GBA -
Temperature dependences of ac susceptibility in a directiogingle crystal in constant external magnetic fieldsC(a) and H.L C(b):
perpendicular to theC-axis is of recurrent type. For the H=0 (curvel), 6.04(curve2), 12.08(curve3), and 36.24 kOécurve4).
sample with oxygen concentration 6.78ee Fig. 1bin a
field H=0, the susceptibility is diamagnetic far<T ,pcet
As the magnetic field increases, tyg(T) curves are first In order to find the origin of the ac susceptibility of a
displaced to the low-temperature regidti£€ 6 kOe), thento  nonsuperconducting sample, we measuredytfie) depen-
the high-temperature regiomiE 12 kOe), and again to the dences for GdB#&Lu;05, in fixed external fields along and
region of low temperatures upon a further increase in thecross theC-axis (Fig. 3) and carried out their detailed
magnetic field. For the sample with oxygen content 6.56, thanalysis’ The analysis is essential in view of singularities
susceptibility in the direction perpendicular to t@eaxis is  on they,(T) and x, (T) curves in the form of peaks whose
paramagnetic foH=0 (see Fig. 2h In strong fields, dia- position is determined by the magnitude of the magnetic
magnetism is observed. field. Such a behavior gf(T) can be due to a change in the
In order to explain the behavior of the temperature de-conductivity of GdBaCu;Og, in @ magnetic field, or the
pendences of ac susceptibility in a magnetic field, we mustonditions of magnetization reversal of the magnetic sub-
take into account the fact that the susceptibility being measystem(adiabatic nature of ac susceptibi)ityr purely mag-
sured is the sum of the contributions of the magnetic andietic phenomenéhe Schottky effegt In our case, it is im-
superconducting subsystems. In order to single out the corportant to eliminate the change in the ac susceptibility
tribution from the superconducting subsystem, we must subassociated with a change in conductivity. Only in this case
tract from the integral ac-susceptibility being measured thehe contribution associated with the superconducting sub-
component due to the magnetic subsystem. The magnetg8ystem can be determined by subtracting the susceptibility of
contribution to the integral susceptibility of the supercon-normal samples from the susceptibility of the samples in the
ducting sample is equal to the ac susceptibility of the normasuperconducting state being measured.
sample if it is also of magnetic origin only and does not  The conductivity of GdBa&u;Og, in a magnetic field
change with the oxygen concentration. decreases monotonicallyhe electrical resistance increases
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FIG. 3. Temperature dependences of ac susceptibility of a GzB@; »
single crystal in constant external magnetic fielisC(a) and HL C(b):

H=0 (curvel), 6.04(curve2), 12.08(curve3), 18.12(curved), and 36.24
kOe (curveb).

FIG. 2. Temperature dependences of ac susceptibility of a GuB@g s¢
single crystal in constant external magnetic field$C(a) and HL C(b):
H=0 (curvel), 6.04(curve2), 12.08(curve 3), and 36.24 kOdcurve4).

with decreasing temperature. The resistance of the sample is
of the order of 1 M). Such a magnitude and temperatureintegral  susceptibilites of GdB&u;Og75 and
variation of electrical resistance in magnetic fields lead to th&5dBgCu,Og 56 due to the superconducting subsystems by
conclusion that the ac susceptibility of the sample in thesubtracting the susceptibility of the GdfaLOs, single
normal state is of the magnetic origin. The absence of singuerystal from the integral susceptibility. The resultant curves
larities on the temperature and fie(dt T=4.2 K) depen- (for the direction perpendicular to the-axis) are shown in
dences of magnetization measured on a vibrational magneté-igs. 4 and 5.
meter points to the adiabatic origin of the peaks onyt€) It can be seen from Figs. 4 and 5 that anomalies on the
curves(Figs. 3a and 3b The adiabaticity is due to peculiari- temperature dependences of the susceptibility disappear. On
ties of the magnetic subsystén®n the other hand, the sus- the other hand, if we identiff, with the temperature corre-
ceptibility of a nonsuperconducting sample is determinedsponding to the onset of diamagnetigwhich is reasonable
only by the Gd subsystem and does not change with theince the order parameter fluctuations are suppressed by the
oxygen content in the systefriMagnetic anisotropy of the varying magnetic fiely the shift inT, induced by the mag-
gadolinium subsystem is determined by the exchange anisotetic field will be nonmonotonic for both samplésig. 6).
ropy which is low. For this reason, the susceptibilities mea-
sured in the two directions &t>Ty (T is the Nel tem-
peraturg differ insignificantly. This explains the similarity of
figures 3a and 3b. On the other hand, this proves that the In order to interpret the obtained results, we must pro-
qualitative difference in the temperature dependences of theeed from the fact that a magnetic fieldl ( C) penetrates
susceptibilities in the two directions for single crystals withinto layered systems in the form of Josephson vortices. As a
6=0.75 and 0.56 is determined by the superconducting sulresult, a structure consisting of alternating superconducting
system. regions and interlayer space filled with vortices is formed. In
Consequently, we can determine the contributions to théields much stronger than the lower critical fidid; we can

DISCUSSION
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FIG. 4. Temperature dependences of the diamagnetic component of the ac ey ';""
susceptibility of a GdB#&Cu,0g 75 single crystal in constant external mag- 0 10 20 30 20
netic fieldsHLC: H=0 (curve 1), 6.04 (curve 2), 12.08 (curve 3), and
36.24 kOe(curve 4). H, kOe

FIG. 6. Superconducting transition temperature as a function of the external
] ] magnetic fieldHLC for GdBgCu0575 (O) and GdBaCuyOg 56 (H).
assume that the field applied parallel to the planar supercomashed and dot-and-dash curves correspond to the field dependgtid¢s

ducting regions of thickness is constant and equal to the calculated on the basis of Eq®) and (4).

external field to withina/\; (a is the separation between the

centers of Josephson vortices andthe Josephson penetra-

tion depth. If the inequalityd<¢(T) (£(T) is the correlation  conductivity in a thin film in a longitudinal magnetic field

length holds, we can neglect the variations of the order pawas solved by de Gennes and Tinkifahtsee also Ref. 4

rameter in the amplitude space. In this case, the properties qfe situation with a layered conductor is more complicated.

resultant phases of the electron wave functions for a Coopesn increase in the external magnetic field in such systems

pair acquired during the motion of the electrons from onecan lead to a nontrivial dependence f on H associated

point in the sample to another upon the reflection at theyith processes of penetration of a magnetic field into layered

boundaries of superconducting regions play an exceptionalljedia.

important role(see, for example, Ref.)4This exceptional The temperatur& . becomes a function of the magnetic

role is associated with an “antisymmetric” perturbation ex- field as a result of interaction of a Cooper pair with the

erted by the magnetic field on the electrons of a Cooper paimagnetic field, which has opposite signs for the electrons of

Such an ‘antisymmetry” leads in experiments to a number ohe same pair. Under the assumption that the electrons un-

amazing properties such as a decrease in the superconductiérgo diffusive reflection at the boundaries of the filof

transition temperature. The problem of suppression of supekhicknessd), de Gennes and Tinkhd® found that the su-
perconducting transition temperature obeys the equation

kT,=1.1%4 wpe M7, (1)

0
wherewyp, is the Debye frequency ang the function of the
sample parameters and the magnitude of the externaHield
2 (dre
-0.02 n(H,d)?== f dx exg (mH/®g)(x*—d%4)].  (2)
4 a d Jo
=
) Here®, is the flux quantum. In the limiting cases, we have
<
H? P
-0.04 T <2
1 3‘Dod forH<d2,
7(H,d)= - (€)
o 2\2 Po
s (2o/mHI)? for H> 7
006 . T L . . . . :
5 15 25 35 45 The analysis of possible mechanisms of high-
T,K temperature superconductivity carried out by Ginzburg and

- e denend e . - Maksimov'® proved that the normal as well as the supercon-
. 9. lemperature depenaences 0O e diamagnetic component O e . : iy
susceptibility of a GdB#u;0q 5 Single crystal in constant external mag- %ﬁJCtlng states of HTS_' Sys_tems can be eXpIamed to a consid
netic fieldsH1 C: H=0 (curve 1), 6.04 (curve 2), 12.08 (curve 3), and ~ €rable extent by taking into account the strong electron—
36.24 kOe(curve4). phonon interaction. Among other things, such an approach
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explains the high values df, observed in HTS cuprates on For the value oh mentioned above, the valuesaf and
the basis of formuld1) for »=1. Hence we shall use the d, for the samples with the oxygen indices 6.56 and 6.75 can
results obtained with the help of this theoretical model forbe also determined from a comparison of the theoreftzzt
describing the effects observed in the present research. culated by using formula@) and(4)] and experimental field
The layered nature of HTS materials strongly affects thedependences 6f .. Using this result, we obtaid,; =170 A
superconducting phase transition, which is manifested in and d,=84 A for the sample GdB&€uOgs; While
decrease in the superconducting transition temperature in ah =145 K andd,=72.5A for the GdBgCu;0O4 75 Single
increasing magnetic field and in its nontrivial behavior as acrystal with the superconducting transition temperature
function of H. According to formula(l), the superconduct- T.(0)=57 K.
ing transition temperature decreases upon an increase in the A numerical analysis shows thai(H) dependence is
field H according to the exponential law very weak for small values of. This apparently explains
1 p(H,d)—1 why we could not observe experimentally the transitions be-
Td(H)=TC(0)ex;{— — (4)  tween lattices with a finer structure.

A n(H.d) It should be noted in conclusion that the problem con-
whereT.(0) is the transition temperaure fét=0 and the cerning the role of the layered structure in the formation of
the subscriptl on T corresponds to the thicknedsf super- ~ properties of superconducting systems has a number of ad-
conducting regions. ditional aspects. Advances in technology have made it pos-

In accordance with the ideas developed above, we casible to synthesize artificially high-quality multilayered tun-
use Eq.(4) for estimating the coefficieny(H,d) and ulti- nel structures and to simulate some properties of HTS
mately the thicknesd of superconducting regions. Using the Systems experimentally on the macroscopic scale. In fields
experimentally observed dependences of the supercondudt>H.;, such systems must inevitably exhibit the suppres-
ing transition temperature on the figi presented in Fig. 6, Sion of superconductivity by a strong magnetic field parallel
we find that this coefficient fofq (H) (the sample with the to the lauyers similar to the process considered aove.
oxygen index 6.5Bis The results obtained here also lead to the conclusion that
strongly anisotropic superconducting single crystals or lay-
ered systems with the tunnel-type conductivity between the
layers must exhibit a negative magnetoresistance whose na-
ture is determined by a decrease in the valud ofor su-

In the electron—phonon interaction, the frequency boundarperconducting planes in a magnetic field. Such an effect was

for the phonon spectrum of cupratessig =80 MeV.'* This  ghserved by Belevtsev and ForHirior granular films.
allows us to obtain the following value from E() for the

electron—phonon interaction constant:

1.1hwp) !
A=|In—=—
kT(0)

-1

T.(0)
Tq

1+ In =0.892.

Tg=23 K

7(H,d)|h-06 koe=

=0.304 *E-mail: medvedev@host.dipt.donetsk.ua
0p=80 MeV ** E-mail: lewan@ifpan.edu.pl

(the experimental value of the superconducting transitiom—
temperatureT,(H=0)=34 K; see Fig.  and to use this
value for estimatingy(H,d). _ L. Bulaevskii and J. R. Clem, Phys. Rev.48, 10234(1991).
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The ground-state energy of two electrons on a ring is calculated for the one-dimensional
Hubbard model with positive and negative on-site interaction and for the contraction model with
additive and multiplicative interaction terms. The/2e periodicity of the ground-state

energy with respect to a flu® threading the loop is derived. The periodicity may serve as an
indication of superconductivity. The results are shown to be consistent with the Lieb—Wu
solution ford =0 limit. In addition, the new states that were missing in the Lieb—Wu solution
are derived. ©1998 American Institute of Physids$$1063-777X98)00504-(

1. INTRODUCTION configuration® is expected to survive with consideration of
this occupation-dependent hopping.

Among the possible mechanisms of high temperature su-
perconductivity attention was focused in the last years on
strongly correlated systemspon Fermi-liquid scenaricd® 2 GROUND-STATE ENERGY OF TWO ELECTRONS IN THE
magnetic schemespin-fluctuatiof® and spin-bad) and soft HUBBARD MODEL WITH POSITIVE AND NEGATIVE
orbital mode interaction mechanisff®The generic Hamil-  ON-SITE INTERACTION
tonian underlying these models are the one-, two-, or three- i i , ) )
band Hubbard positive- or negatite-Hamiltonians and We consujer a loop ONE} lattice sites with a magnetic
contraction Hamiltonians with a hopping amplitude which flux @ threading the loop(Fig. 1. The electrons can hop
depends upon the sum or product of the near-site occupati&?{at"veen neighboring lattice sites, a_nd each s_lte can be occu-
number operators. The criterion for superconductivity can b&!€d Dy at most two electrons with opposite spins. The
learned in the pairing instability, in the Meissner effect, or in 1amiltonian for this system has the form
flux quantization. In this paper some of the above models are . . N _
considered in an assumption that halving of the flux period- H= —tZ (€ .6Cj+1,0€ "+ Cj115C),0€ ')
icity in the energy versus flux dependence b
(hc/e to hc/2e) may serve as an indication of the supercon-
ducting transition. + U; UILLIE 2)

The purpose of this paper is to show some new states for N ) ) o
the one-dimensional Hubbard model, which are missing ifVherec; , andc;,, are respectively the creation and annihi-
the Lieb—WQ solution, and to show that the contraction !ation operators of an electron with spin projectiorat the
model may serve as a mechanism for superconductivitdth lattice site, t is the electron hopping amplitude,
Similar states appear in other strongly correlated models o = (27/Na)(®/®o) (here Po=hc/e is the magnetic flux
high-T,, superconductivity. Specifically, we will analyze in duantum, nj, is the occupation number operator, ddds
this paper three Hamiltonians for strongly correlated fermi-On-Site interaction term. The energy spectruntiois invari-

ons: ant under the replacement ofby —t. Hence, we assume
(1) Hubbard model with repulsive on-site interaction. =11 In appropriate units. . .
(2) Negativet) Hubbard Hamiltonian&’28 The wave function for two electrons, one with spin up
(3) Contraction-pairing mechanisn§:1° and the other with spin down, is
It is known that direct O-O hopping in high; super- o
conductors is important. Since oxygen in oxides like |‘I’>:XEX f(X1,%2)C, | Cx,110), 2
172

YBa,CwOg .,  has almost filledp-shell configuration, holes

in a p® shell may play a similar role for the conduction in where|0) is a vacuum state.

oxides in question, as the electrons from nearly empty The eigenvalue equatiad|¥)=E|¥) leads to
atom_i<_: s_hells in conventional metals do. Oxygen a_ltor_ns are —[(f(x;+1, X2)+f(X1’X2+1))eia+(f(Xl_1’ X,)
specific in the sense that change of the oxygen ionization .

state(0O° to O~ and @) results in a dramatic increase of +f(Xxq,X—1))e "]+ U 8(Xq,X2) (X1 ,X5)

Px.Py orbitals in the CuO plane, and therefore in the increase —Ef(xXy.%) 3)
of the magnitude of hopping between near oxygas well 172
as near oxygen-coppersites. A nons-wave orbital or, in the momentum space,

1063-777X/98/24(4)/8/$15.00 239 © 1998 American Institute of Physics
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1

FIG. 1. Configuration of the sample. There &g lattice sites on the ring
which can be numbered from 1 td,. The flux ® piercing the ring is
produced by a solenoid inserted inside the ring.

(E+2cogK;+a)+2cogKy+ a))le,K2

U
N EK: i~k K 4
a

where Ky ,=(27/Ny)ny , with n; ,=0,1,2,... N,— 1. Here
lesz
fi +2mk,= fiy Kk,+27= Fi  k,- EQuUation(4) can be rewrit-
ten as follows:

PlU
QNa

1

X D =0,

5 E+2cogK;—p+a)+2cogKo+pta)

©)

where PQz(llNa)EKle—K,K2+K1 Q=K1+ K2=(27T/

H. Boyaci and I. O. Kulik

24 A &
A AW
o

FIG. 2. Poles of the integrand in the complex plaB#<E2 (a) and
E2> Eg (b), whereEy= —4 cosp for evenn and Eq= —4 cosp cos@@/N,)
for odd n.

-~

S(B)= 2 S(E)=Si-o(B)+ 2, [S(E)+S;(E)].
©)

S,(E) can be calculated by transforming E8) to an inte-
gral in the complex plane. Settirg=€P, we have

is assumed to satisfy the periodicity condition The poles(Fig. 2) of the integrand are

Si(E)= oo
27i
ZNan
X édz A +e Q79 +Ez+(dQFI+e o)
(10
2 2\1/2
S Ex(E“—Ef) i

E, exp(—iQ/2)

whereEy=4 cosQ/2+ a). For E?<E3, both of the poleg;
and z, are on the unit circle an&,_, vanishes, while for

E2>E one of them is inside the unit circle and the other one

is outside of it, and5,-, does not vanish. For both cases

1 exp(i(Q/2—x)N,) +1
4i sinx cos B exp(i(Q/2—x)Ny) -1’

S(E)= (12

N,)n, andp=(2a/N,)m. Hence, either the term inside the Wherex can be real or complex, depending on wheth&is

parentheses dP, should be equal to zero.
(I) Po#0. The Lieb and Wu solution

smaller or larger thaES, andB=Q/2+ a. If we denote new
momentak, ,k, as

For Po#0, the term inside the parentheses should be

equal to zero, or

1

=56, (6)
where

1
E+2cogK;—p+a)+2cogK,+p+a)’
7

1
SE)=1 2

a p

Using the Poisson summation formula,

1 fzw dp expipN;n)
U “. Jo 27 E+4cogQ/2—p)cos Q2+ a)

8

S(E) becomes

klyz:E + aiX, (13)
Eq. (6) takes the form
K NLT— sink; ,— A+iU/4 14
exq:l( l,Z_a) a]_sin klyZ_A_iU/4, ( )
where
sink;+sink
2T (15)

2

Equation(14) is identical to the Lieb and Wu solutidin the
a=0 limit.

It is possible to express the eigenvalieof the system
as
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TABLE I. Minimum energy for different values dfl.
u>0 u<o
E=—4 cosxcospB E=—4 coshk cosp
evenn with x (rea) determined by withk determined by
tan(N,x/2)=U/4 sinx cos B tanhN,«/2) = |U|/4 sinhx cosB
U<Ug Ug<U<O0
E= —4 coshk cosp, E=—4 cosx cosp,
oddn E=—4 cosp cos@@/N,) where is determined by where is determined by
tanhN,«/2)=4 sinhk cosB/lU|  tan(Na«/2)=4 sinhx cosB/|U|
E=—2(cosk;+cosk,)=—4 cosx cosp, (16) 2 1 20

with x determined by

NgX 4 sinx cosB
2 Y\ U

where o=+1 or —1 for odd or even value ofn[n
=Q/(2mINy)].

For U>0, E? is always less thai2; hencex is always
real. ForU<0 with evenn, E? is always larger thaE(z), SO
that x is complex. But for odch and small|U| values U
<0), x might be real. Let us consider E(L7) for negative
U and oddn with complexx=i«x

1 tanhi(Nu«/2)
Ul 4sinhk cosp’

To have a solution of this equation,|W] should not be
larger than the maximum value of its right-hand side. Ac-
cordingly, the critical valugU.(N,)| can be found. The
values of|U| which are smaller than thitJ| have reak;
others have complex in Eq. (17).

(Il) Po=0. The new state

(o

tan (17

(18

If Pg is equal to zero, then either a new eigenvalue of

the system is found as
E=—-2cogqg+a)—2cosQ—q+a), (19

with K;=q andK,=Q~—q, or fx ,=0 for anyK; andK,.
But all f’s cannot be zero; otherwigd’)=0. Summation of
all f’s, so thatPq, is equal to zero whild’s are individually
not all zero only if for two different values of], 2 cos(
+a)+2 cosQ—q+«) are coinciding.

For positive on-site interactiot), this eigenvalue be-
comes the minimum energy of the system wheg odd. For

U<O0 it does not become the minimum eigenvalue of the

system.

The ground-state energy values are summarized i
Table I.

The dependence of the ground-state energy on the flux
shown in Fig. 3.

A. Dependence of the amplitude of energy oscillations on
the number of sites

The dependencié(®d) is shown schematically in Fig. 4,
whereAE; andAE, are the amplitudes dic/e andhc/2e
oscillations.

For U<U<0 in the largeN, limit

AE]_:AEZZAE% N_g (U2+16)1 2.

Here there is & y/2 periodicity, which resembles the pairing
of electrons as in a superconductor, but the amplitude of the
energy oscillations decreases with inverse square of the

a b
-3.76
o U>0
O
o
| =4
)
-3.80}
.40 1 -3.84 1
0 0.5 1 ) 0.5 1
/D, /D,
C
d
<
53651 u<e /|
o /] -
: \‘ / 10.75 0<o
e ANV BT 71 R
\\-/I 9
= z @
-10.50 $-10.77
- o 1
10.60 10785 —pl—
10,
-10.70
-10.80 1
n 0 05 1
d/D,

IEIG. 3. Energy versus flux for two electrons with= 10. (a) Solid curves

1-3 correspond to the Lieb—Wu solution and the dashed curve corresponds
to the new states found by us. Rde>0 (U = 10) this new state becomes the
minimum energy of the systentb) The same ada) to show the®,/2
periodicity more clearly. It is clearly seen that the Lieb—Wu solufisolid
curvesl-3) does not lead to thé,/2 periodicity alone(c) U= —10. As in

(a), the solid curvesl-3 are the lowest-lying eigenvalues found by the
Lieb—Wau solution. Similarly, the dashed curve corresponds to the new state
found by us. FolU <0 the new eigenvalue does not become the minimum
energy of the system(d) The same asc) to show the periodicity more
clearly.
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number of lattice site¢Fig. 5. If |U|—|U|, then the am-
plitude of oscillation corresponding tdnc/2e becomes
smaller and atU=U, it vanishes. Note, however, that for
very large values oN,,|U.| becomes quite small; hence
even for very smal|U| the behavior of energy with respect
to flux is the same. The behavior of ground-state energy is
shown explicitly for various values df) and N, in Figs.
5¢-5f. In the very largdN, limit, using Egs.(16) and (17),

we can show that

E~—JU?+16 cog B (21)

for even and odd values of. The last expression can be
obtained directly from Eq(7) by changing the summation
overp to an integral.

ForU>0, in the limitN_>1

1 AE 2m” (1 1( UN, )2)2 (22
0 0.5 1 YUND LT 208HUN,/
/0
° AEJ_WZ(} UN, )) 9
FIG. 4. Energy oscillations for two electrondE,—amplitude ofhc/e 2 Ng 2 18+UN,

periodicity, AE,—amplitude ofhc/2e periodicity. 2012
Hence, for UXN,—x, AE;=AE,=1/4(27“/N3). Both

AE; and AE, behave like M2, and AE,/AE,—1 (Fig.

4.1226
f u=-01,N,=100
4.1228 i
a N,=10 U<g 5
-10.755F 34.1230
§ 5
-4.1232 1 -4.00 i
-10.765} 0 g?go o
) i,
-3.70 -3.9974
N.=20 g U=1.N‘=‘O B h U=‘0,N.=100
-10.775 | ~
0 0.5 1 s
D, 5380 'g
3 -3.9978}
-3.90
=3
o -4.00 ] -3.9982 H
: . 0 0.5 1 0 0.5
- C U=-1,N,=10 10.7701 d U=-10,N,=100 id, &b, !
- ! -3.9976 3.997
2 57107702 > U-1 Ti u=01,N,=100
4.1}
i -10.7703f
4.2 1 -10.7704 L
0 0.5 1 0 0.5 1
Wo 0’00
0984 1 4. L
3 998‘0 0.5 1 0 0.5 1
°/°o °’°o

FIG. 5. (@ Minimal energy versus flux foN,=10 and 20 = —10). Comparison of oscillations fd¥,=10 and 20 shows the N behavior of the
amplitude. (b) Minimal energy versus flux foN,=10 and 15 U=10). As the number of sites increasgarger N,), AE,/AE, approaches 1(c—f)
Ground-state energy for different valuesif and negativdd. Compared to the oscillations @) for N,=10 amplitudeAE, becomes smaller ifc). This
occurs becausd comes closer ttJ ., if larger values ofJ were used, even small&rE, values would be obtaine¢d), (e), and(f) demonstrates the behavior
of the system withN,=100. This time even witltU=—1, AE, is still almost equal toAE,, because for larger values of, ,U. becomes larger and
approaches zero. Far=—0.1 a decrease iAE, is observed(g—j) Ground-state energy for different valueshaf and for positiveU. For smaller values of
U(U—0)AE, becomes smaller. But just as in thie<0 case, for larger values ®f,, even for very small values df, there is still a® /2 periodicity. It
should be noted that in all cases,Mg—, all oscillations vanishAE, ,— 0.
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5b). But for U—0, UXN,—0; AE;=2#?/NZ and AE,
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3. CONTRACTION MODEL

=0. The plots of energy versus flux behavior of the system, Physical background

for positiveU are shown explicitly in Figs. 5g-5;j.

With the new state found in our work, drc/2e period-
icity of the ground-state energy appears even for posltive
This branch vanishes gradually ds— 0. It is not possible to
find this periodicity with the Lieb—Wu solution.

B. Comparison with other theories

The energy oscillations with thiec/2e periodicity were

In the investigation of unusual electronic properties of
metal-oxide compounds it was propo$&d® that the new
features in the electronic band conduction in oxide metals
should be included. The first one is the possibility that
“intrinsic-hole” rather than intrinsic-electron carriers may
play a role. The second one is that, provided intrinsic holes
are at work, one-particle picture of the electronic transport is

calculated in the strongly correlated electron models, includnot fully adequate, because the interaction between fies

ing the Hubbard model, in a number of pap&fs'’In some

pulsive or attractivemust be included, and because the fact

paper$®-2' the Hubbard model was examined by using thethat the hopping of holes in itself cannot be considered as

Lieb and Wu solutiorf. The oscillations with thénc/2e pe-

constant in amplitude and is strongly dependent upon site

riodicity for negativeU can be found by starting directly occupation.

from the original solution presented by Lieb and Wu, since

Normally, two oxygen atoms have a strong tendency to

the new state found in our work does not become the minimake covalent bonding, which results in the formation of an
mum energy state. But for positité, new states should be oxygen molecule, @ However, in a proper chemical sur-

included to obtain the corredtc/2e periodicity. The Lieb
and Wu solution does not lead to the/2e periodicity for
positiveU.

1) Why Lieb—Wu is incomplete:
Let us consider the Lieb—Wu equatiofsith no magnetic
flux @)

sink;—sink,+iU/2

eXAiINak) = Gy “eink,— U2’

(29)

sink,—sink;+iU/2
sink,—sink;—iU/2’

exp(iN  k,) = (25

Dividing the first equation by the second, wiki+k,=Q
andk; —k,=2«, we obtain

2 sin k cog Q/2+ a)+iU/2\?

XN aK) = | 5 G cog 02+ a) =102 (26)
The energy equation is

E=—2(cosk;+cosk,)=—4 cogQ/2)cos «, (27)
and the new eigenvalue found by us is

E=—4 cogQ/2)cog 7/N,). (28)

Therefore « should be equal ter/N, in Eq. (27). According
to Eq. (26) it is obvious that this is possible only #=0.
The Lieb—Wu solution does not give this result for &ll
exceptU =0.

In the original paper of Lieb and Wit is explicitly

stated that the momentg should be unequal, which means

that bothl; —1, andl ;+1, cannot be equal to zexb, andl ,
are integers in the original paper of Lieb and Wiihis is

also the case in our procedures. In terms of our approach,

rounding, this may not happen if the nearest neighbor atoms
are not too close to each other. In this case the other scenario,
which is reminiscent of metallic oxygen, applies. We can
assume that this is just what happens in the metal-oxide su-
perconductors. In the Cy(plane of the latter, due to large
ionic radii of oxygen, the oxygen orbitals overlap each other
almost as strongly as the near site oxygen and copper orbitals
do. The Q molecules therefore are not formed, and the elec-
trons derived from the@® shell are the conducting electrons.
The charge carriers are holes in feshell, which propagate
from one oxygen anion to the next nearest one by hopping.
Because of the contraction of theorbital of oxygen as a
result of occupation by a hole, hole hopping between
nearest-neighbor siteg,{) is dependent on the opposite-spin
hole occupation number. In the second quantization repre-
sentation it was suggested to consider the hopping matrix
elementt;; as an operator which depends on the occupation
number operators; andn; at the atomic site®; andR; .
There are three independent matrix elemetytst,, andt,
(Refs. 23 and 26 which in the case of two oxygen anions
correspond to the following, charge transfer reactions:

to: O +OF " =0 +0f

ti: O+0/ =0 +0O, (29
ty; O+0, —O; +0j,
which result in
tj=to(1—n; _,)(1—n; _,)+ta[n; (1-n;_,)
+nj _(1—n _,)]+tn _onj . (30

The occupation dependence of the hopping can be repre-
sented in another form:

tij=—t+Vn _onj o+ W(n _,+n; _,), (3D
where from Eq.(30) we obtain
:_to, V:t0_2t1+t2, W:tl_tO' (32)

x=0 should be excluded from the solution set. But in someHence, the D version of the interacting holes in an anion

paperd*k; is assumed to be equal kg, so thatx=0 and a
® /2 periodicity is obtained by accident.

network can be represented by the following Hamiltonian,
which includes the on-site interaction tetdn
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H= —E cjf,cjﬂﬂ exp(ia)+H.c.+U2 njin;,
o i

N
+ 2 G 1o [V N1 g WD,
],o

+Nnj,1-,)]expia)+H.c. (33

The effect of the coupling term W has been considered in
great detail in the paper of Hirsch and Marsidiias well as

by Kulik et al®2®

B. Bound state of two electrons

As before, we use the wave function for two electrons,

one with spin up and the other with spin down,

W)= 2 f(x1,X)C5 G5 1[0). (34

X1.Xp

In momentum space the eigenvalue equatijiV’)=E|V)
gives

H. Boyaci and I. O. Kulik

10

-
Il L T R tpupp——

So(E): 1/K(E)

N

-10 | 1
-1 -5 0 5
0 E

FIG. 6. Plot of the transcendental equation for the contraction model. The
intersection points 08,(E) (solid line) with 1/F(E) (dashed ling give the
energy eigenvalues. Hei, =10, d=dy/2, n=9, U=—-2, andW=1.5.

10

1-USH(E)-WS(E) —~WS(E) }X{FO(Q)}_O
USi(E)+WS(E)  —1+WS(E)] [Fa(Q] ™ result of the D Hubbard model discussed in Sec. 2. With
(39 similar calculations as in the previous sections, the minimum
where energy corresponding to E(9) is found as
1 E=—(cosk;+cosk,)=—4 cosx cos g, (40
- n =
N, EK: (6K —K+aT ek, +K+a) Tk —K Ky+k=Fn(Q), wherex is determined by
(36) Nax 4(W—-1)?sinx cospB \° a1
n=0, 1, and an—5-=-0o U—4W(W-—2)cosx cosB/ 4D
1 (ek. —pratekospra)" Here o=+1 or —1 for odd or even values af. In the
2 L 2 =Sy(E) (37 hatched region in Fig. 7 for odd val fth i
Na % Et(ox, prat e, pra) , atched region in Fig. 7 for odd values ofthe expression

n=0, 1, 2;¢,=2 cosk. Hence, either the determinant of the
first matrix is equal to zero or both terms of the vector are
zero.

For two electrond/ does not show up. The effect ¥fin
the weak-coupling regime was considered previofisly.

In the casd-;=F,=0 the energy eigenvalue of the sys-
tem becomes

E=—-2cogq+a)—2cogsQ—q+a)
=—4co3Q/2—q)cosB.

It is possible to have bothy andF; equal to zero, while all
f’s are not individually equal to zero only if for two different
values ofq, 2 cosfl+a)+2 cosQ—q+a) are coinciding.

For the other case, i.e., when determinant of the first
matrix in Eq.(35) is equal to zero, the transcendental equa-
tion is found as follows:

(W-1)?

(39

(39

/ ///
/ /
/

Urww—2)E 0B

The plot of Sy(E) is presented in Fig. 6. EquatidB9) can

FIG. 7. Phase space for bound states of two electrons. The hatched region
corresponds to the free propagating states and the nonhatched region corre-
sponds to the bound states of two electrons within the contraction model.

be solved _numerically, WhiC!‘] is donef to test our reSU|t§- If Werhe solid line corresponds to the equation= — W(W—2)E,, whereE,
set W=0 in the last equation, we immediately obtain the =—4 cosg for evenn andE;= —4 cosg cos(x/N,) for oddn.
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TABLE Il. Minimum energy for different values of).

U>—-W(W-2)E, U<-W(W-2)E,
hatched part in Fig. 7 nonhatched part in Fig. 7
E=—4 cosxcosp E= —4 coshk cosp
with x (rea) determined by withk (real) determined by
evenn (Nax)7 U—4W(W—2)cosx cosB hNaK _ U—-4W(W-2)coshk cosp
M2 )~ Taw—17sinxcosp tanh—-=- 4W-1)?sinh« cosB
U<Ug U>U
E= —4 coshk cosp, E=—4 cosx cospg,
wherex is determined by wherg is determined by
oddn E= —4 cosp cos(m/N,) . hNaK _ 4W-1ysinh« cosp . Nx  4W-1)*sinxcosp
A =~ U—aW(W—2)coshx cosf AN = T U—AWW-2)cosx cosf
E=—4 cogm/N,)cos 8 (42) N 1 (U—4W(W—2))N, 2 o

== — — — )
gives the minimum energy value. The curve in Fig. 7 corre- 2 | 8(W=1)"+No[U—4W(W=2)]

sponds toU=-W(W-2)E,;, where E;=—4 cosg for

evenn and E;= —4 cospg cos@@/N,) for odd n. The result- a b
ing values of the ground-state energy for different values of
U andW are summarized in Table II. -3.2 U>-W(W-2)E

HereU,, is found in a similar way to that of the Hubbard -3.80
model. The energy-versus-flux dependence for two electrons e
: - - g > 2 o
in the contraction model is shown in Fig. 8. & ®

The amplitudes of the energy oscillations in tRg>1 §-3.6: ! 3 A &
limit are found as follows: w N )4 -3.84

(i) For the nonhatched region below the curitbe L N N
bound stateésandU<U, (U<U,<-W(W-2)E,):

/] - 1
AE,=AE,=AE '4'00 05 1 3'880 0.5 1
o/dg D/d,

- (2m?INZ)(W—1)*
= JUPWA(W—2)%+ (2W2— AW+ 1)[ 160W— 1)%+ U2} 72 ¢ g

(43) SSRWW2E, ] -5-20 U<wiw-2E,
Hence there is &,/2 periodicity. The branch corresponding x| 7T -
to the expression in Eq42) for odd n does not become the s [ ,5‘24L
minimum energy; it is shown as a dashed line in Fig. 8a. As G &
U— U, from below, the branch which is marked as 2 in Fig. -45¢ §
8c fades away from being the minimum energy. Eventually, Lu_s o8l
atU=U_, there is no moreby/2 periodicity. For very large )
Na(N;— ), U,—4W(W-—2). It is interesting that in this ! 3
very largeN, limit E;— —4, so that the curve in Fig. 7 55 | -5.32 |
corresponds t&J =4W(W-2)~U. Hence, for very large i) 0.5 1 0 0.5 1
N,, anyU which satisfied) <4W(W—2) is less tharU,; D/ /0,
therefore, almost aI.WaYS there isdey/2 periodicity in the FIG. 8. Energy versus flux for two electrons in the contraction mechanism.
nonhatched region in Fig. 7. Note the resemblance of this figure to Fig. 3. Here instead 0 there is

(if) For the shaded region above the curve in Fig. 7 thay>—w(w-2)E, similarly for U<0 there is thel < — 4W(W—2) cri-
expression in Eq(42) becomes the minimum energy of the terion. In(a) the solid curves correspond to the expressié@) and the

system. This branch is shown as the dashed line in Fig. Sg_ashed curve corresponds to the expres&i@ Just like forU>0 in the
Hubbard model, in the contraction model fae> — W(W-2)E; the dashed

The correspondlng amp“tUdeS are curve becomes the minimal energy of the modb). The same aga) to

_ 21012 Y show the behavior of the system more clearly.(& and (b) N,=10, U
AE;~(27 /Na)(l AR (44) =-2,W=15.In(c) U<—-W(W-2)E,, just as in the Hubbard model for
2NN 2 U<O0, the solution corresponding to E¢2) does not take place as the

AE,~ (27NN, (45) minimum energy of the model. The solid curves3 correspond to Ec(40)

and the dashed curve corresponds to (B8). (d) is the same a&) to show
where the behavior more clearly. Ifc) and(d) N,=10, U=2, andW=—1.
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For (U-4W(W-2))N,—», AE;=AE,= 1/4(2#2/N§). *Permanent address: B. Verkin Institute for Low Temperature Physics and

But for (U—4W(W-2))N,—0, AE;= 2772/N§, and AE, Engineering, Nat. Acad. Sci. of Ukraine, 47, Lenin Ave., 310164 Kharkov,
Ukraine
=0.
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A phase diagram of the vortex state of Bi-2212 single crystals in a magnetic field parallel to the

c-axis proposed under the assumption on the two-stage destruction of long-range vortex
correlation in such crystals matches with the experimental results obtained by using different
methods-~’ The intersection of the dimensional crossover BigT) with the line

corresponding to violation of long-range vortex correlations in tl?b)(plane makes it possible
to explain the discontinuity at the critical point of the vortex lattice melting curyéB).
Possibilities of experimental investigation of low-temperature condensed staBe>fBg, and the
temperature dependenBg(T) are considered. €1998 American Institute of Physics.
[S1063-777X98)00604-5

The application of various methods for studying theregions of existence of the long-range order in the arrange-
mixed state of BiSr,CaCu,0, (Bi-2212) single crystals led ment of vortices and the long-range superconducting order
to a considerable advance in constructing the magnetic phas® not coincide due to nonlocal relations between corre-
diagram!~’ The existence of a vortex lattice which is trans- sponding fluctuations.
formed into a disordered condensed staf€ab0 K upon an The long-range order in the vortex state is determined by
increase in the magnetic field to 500 Oe was confirmed irihe behavior of the vortex correlation functi@y describing
recent experiments on small-angle neutron scatteramgl  translational correlations for vortex lines in the space of their
spin rotation of muon&.As the temperature is elevated to displacements u(p,2), i.e.,

T>T,,, whereT, is the melting point, the vortex lattice is .
transformed into a B vortex liquid1~’ In spite of an aston- Calp,2)=(expiG[u(p,2)~u(0,0]), (@)
ishing qualitative agreement between the results obtained ynereG is the reciprocal vector of the vortex lattice the

Refs. 1 and 2 and f';e results of resistive, magnetic, and thep ;s yector in thegb) plane, and the-axis coincides with
mal measurements® a number of important aspects remain A .
the c-axis. Forz—o, the asymptotic form of the vortex

unclear, namely: correlation function is determined by the correlation length
(1) discontinuity of the melting curve for a vortex lattice at £ along thec axis:
the critical point=":
(2 str_ong dependence of t'he' melting curve on the_ crystal Cg(p,Z—WO):eX[{ _ E G2(u?)
anisotropy, electron radiation doS@nd the magnitude 2
of transport currefif —
(3) the nature of the disordered condensed state in the low- For p—, the correlation lengtlg;,, in the (ab) plane
temperature region Of the phase diagram in flelds Weakéﬂetermines the behavior of the correlation function
than 1000 O&3%7 1

In this communication, we discuss these problems and CG(p_’OO'Z):eXF{ 2
the model of phase diagram for Bi-2212 in the mixed state
matching with the results obtained in Refs. 1-8. The temperature and magnetic-field dependences of vor-

The phase diagram for Bi-2212 in a magnetic field par-tex correlation lengths are presented in Refs. 10 and 12.
allel to thec-axis shown in Fig. 1 is based on the assumption  IN the case of Bi-2212, the peculiarities of the mixed
that long-range correlations are destroyed upon an increasiete and the two-stage nature of destruction of long-range
in the field or temperature in two stages. The longitudinalCOrrelations are due to strong anisotropy of electromagnetic
and transverse correlation functions should obviously bdnteractions and weak pinning of vortex lines in thebj
taken into account in systems for which the number of comPlane. This leads to the existence of two curves orBh&
ponents in the order parameter is greater than usig, for ~ Plane, whereB is the magnetic induction. One of these
example, Refs. 9 and 10The two-stage destruction of long- Curves, which is the dimensional crossover cuBygT) cor-
range correlations for anisotropiguasi-two-dimensional [esponds to violation of long-range correlations along the
high-T, superconductors was considered for the first time byc-axis and is determined from the condition of equality of
Glazman and Koshelé¥ and was confirmed in recent ex- the correlation length along the-axis to the separatios
periments made by Keenet al? It should be noted that the between superconducting copper—oxygen planes:

(1+&z7Y). 2

GHU?) [(1+Epp ). ®3)
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£(B,T)=s. @)

The second curve corresponds to the destruction of long-
range correlations in theap) plane and is determined from

the condition of equality of the correlation length in tfa/at\ab 1000
plane to the separatiom=(d,/B)Y? between vortices,
where®, is the magnetic flux quantum:

£4(B,T)=a. ® 8™
The dimensional crossover curve divides the phase dia- @
gram into the two- and three-dimensional parts. An increase 500

in the magnetic fiel>B,, in the regionT<50 K leads to

dimensional crossover of vortices, and the vortex lattice is
transformed into the condensed state of two-dimensional 250
vortices with strong pinning. Violation of long-range corre-

lations along the&-axis is accompanied by the loss of match-
ing in the arrangement of2-vortices in adjacent copper— 0

oxygen planes gb). The existence of the curve bounding
from_ above the V.Ortex lattice phasa1e§%F7low temperatqres I]'EIG. 1. Schematic phase diagram for Bi-2212 in the mixed state. The solid
Conﬂrm?d by various measurem? s _The assumption line marks the upper critical fiel.,. The lines of destruction of long-
concerning the observation of dimensional Crossover Wagnge correlations in theab) plane are curve,p(B) at T<T,, and the
discussed in Refs. 1, 7, and 8. The order-of-magnitude estimelting curveT,(B) at T>T(B). The dashed curvB.(T) is the line of
mates giveB,~®,/(ys)?>=470 Oe for Bi-2212(y? is the  destruction of long-range correlations along exis. The pointT,, of
ratio of effective masseg;=140,s=15 A), which is in ac-  intersection of these curves is the discontinuity point on the melting curve.
cord with the results of measuremeltd We assume that a ¢ results of measurements for a sample bombarded by elecaoms

e . . marked byA (radiation dose 610'® cm™2).

modification of the Giaever method can be used for deter-

mining the nature of the low-temperature state BorB,,.

_ _ _ N 5
The existence o_f a.dlslocanon mesh in theeby pl_ane’L can  port currenf® as well as on the time of measuremetftin
lead to strong pinning of 2 vortices, observed in magnetic rggjsive measuremerftd® the T,(B) curve is shifted to the

and resistive rneasuremeﬁt%.. high-temperature region upon a decrease in current and ap-
The positions of D vortices at low temperatures on proaches the line corresponding to violation of long-range

P

each_ individual 4b) plane are correlated. As the tempera- correlations along the-axis. Keeneret al®16 proposed that
ture increases t@>T;p(B), long-range vortex correlations  he tyo-stage destruction of long-range vortex correlations is

in the (ab) plane are violated. It is well known that the associated with nonequilibrium conditions of melting. This
melting of the lattice of B vortices differs significantly may be due to experimental conditions and can be deter-
from the melting of a three-dimensional lattite.For  mined by intrinsic properties inherent in Bi-2212 com-
B>B, and T>T,p(B), no long-range vortex correlations pounds. During measurements in such a large temperature
existed in the two-dimensional part of the phase diagraminterval, thermal excitations change the distribution of de-
Such a state known as a two-dimensional vortex liquid diffects and the dynamics of their movement. It was prdéved
fers from the normal state in strong two-dimensional fluctuathat the action of a magnetic field <235 Oe changes the
tions. For this reason, the melting curve in magrieti®and  distribution of defects in Bi ceramic samples so substantially
resistivé"'® measurements terminate at the “critical” point that the initial distribution of defects can be restored only by
Ter, whereT(B) =Be(Ter). annealing to 1000 K followed by thermocycling. According
In the three-dimensional part of the phase diagram, foto Keeneret al,'® long-term current in the sample causes a
B<B,, an increase in temperature leads to the vortex latticghift in the melting curve, reflecting the change in disorder as
melting (the Tr(B) curve in Fig. 3 and to violation of long-  a result of the movement of defects activated by heating or
range vortex correlations in thakp) plane: the vortex lattice current.
is transformed into a vortex lines liquid. Like the melting of The coincidence of the melting curves obtained from
the crystal lattice, this is a first-order transition accompaniedesistive (under a current 20 mR& and magnetic measure-
only by the violation of long-range correlations of vortex ments(in fields up to 700 Og! indicates that the vortex
lines without changing the dimensionality of vortex excita- lattice melting in these experiments takes place under iden-
tions. This part of the diagram differs insignificantly from tical nonequilibrium conditions. However, considerable
the phase diagram for low-temperature superconductors farthanges in melting curves are observed for crystals grown by
which “one-dimensional” superconductivity was observed different methods and for different experimental techniques
atT<T,.1718 (see the figure in Ref. 36Such changes can be explained if
The position of the melting curvg,(B) and the critical we assume that the lines of long-range correlation destruc-
point T, on the phase diagram depends considerably on thgon depend on temperature, and on the concentration of oxy-
extent of anisotropy of the single crystaland on the trans- gen and Bi, Sr, Ca, and Cu cations. According to Refs. 3, 7,
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and 16, the melting temperaturg,(B) increases in the

. . . In order to verify the last statement and analyze the tem-
course of sample saturation with oxygen. The crossover I|n§

R . . perature dependence Bf,, one can use a modification of
Be(T) in Fig. 1 consists of three_ segments. One of them | he Giaever method, which makes it possible to determine
the low-temperature part, on which Pnly the long-range COlthe dimensionality of vortice® The effect of a two-
relations in the vortex lattice along tlcegids are violated for  dimensional dislocation mesh on the pinning @ Zortices
B=B.(T), while correlations in the gb) plane are pre- can be determined after sample annealing in vacuum for half
served. The second segmeitie line T4 in Fig. 1) is the an hour at 500 °C. The dislocation mesh vanishes upon
high-temperature part of the curve corresponding to rupturgooling? and the ordered states oD2vortices must be ob-
of bonds between layered in &3vortex liquid. This means served in somegb) planes. Resistive measurements at cur-
that no long-range vortex correlation are observe@=afl;  rents smaller than 0.1 mA should be continued in order to
and we are dealing with a normal state with strong two-study the origin of nonequilibrium conditions. The coinci-
dimensional fluctuations as at>T,5(B). We assume that dence of theT,(B) and Ty(B) curves would confirm the
the third part existing at moderate temperatures connects tHypothesis put forth by Keenast al.® according to which
first and second segments of tBg(T) curve. Recent experi- the two-stage violation of long-range correlations is due to
ments on low-angle neutron scattedfd' indicate that a nonequilibrium conditions of measurements. It should be in-
vortex lattice that is not observed at lower temperatures i4eresting to observe the “size” effect predicted by Yetas
formed in fields stronger than 600 Oet-30 K. This sug- e transverse sizg; of the sample decreases, tfig(B)
gests the existence of a maximum on Bg(T) curve at CUrve corresponding to the violation of long-range vortex

T~0.5T.. The temperature dependence of the crossover ”ngorrelatmns in thec-axis must be displaced towards low-

is probably due to electromagnetic and Josephson bonds btee_mperature region.
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Low-temperature resistivity(T) of Zener ferromagnets due to the interaction between the
conducting and magnetic subsystem is studied. The effective Hamiltonian is obtained by using the
representation of Hubbard’s operators in terms of local pseudospins and spinless fermions.

The contribution top(T) from scattering of charge carriers by spin waves and magnetic
inhomogeneities is considered. The latter are simulated by a vector field with random

orientation and location of scattering center. The obtained depengéye: py+ p, T2+ p, T2

is compared with the available experimental and theoretical resultsl9@8 American

Institute of Physicg.S1063-777X98)00704-X]

INTRODUCTION stantiated for perovskite-type manganites, such a discrepancy
Zenet introduced the “double-exchange” mechanism 2" be associated with the mechanisms of formation of low-

in order to explain ferromagnetism of compounds with thel€Mmperature resistivity of manganites that differ from those

perovskite structure with ions of the same element but Withcon5|dered by Kubo and Ohétay some of the approxima-

difference valencies in equivalent positions of the crystal Iat-tlons used for calculating the(T) dependence may not be

tice. Kubo and Ohatawho studied the resistivity of a Zener app!icable. In this connection, it is exp.ed'ie'nt to consider
ferromagnet in the low-temperature regiore T¢ (Tc is the again the theory of low-temperature resistivity of mangan-
Curie temperatupe obtained the dependenggT)~T%2 |tes.U i the slave-ferm ation for Hubbard

Perovskite-type manganites are regarded as typical represen- sing the slave-termion representation for Hubbard op-
tatives of systems with “double exchang®'(see also Ref. erators, we consider the magnetic mechanisms of formation

4). However, none of these systems obeys the temperatu Iow—tgmperature resistivity of Zengr ferroma_gnets. The
dependence of resistivity described by a 9/2-power law incontr|but|on top(T) due to charge carrier scattering by spin
aves is described by the dependefic®, while the terms

spite of their diversity. For example, a dependence of thé" . a2 . . T
type  p(T)=A,—B,T+CoT2 was obtained for proportional toT>< appear in the expression for resistivity if

Lay$BayMnO; films® The low-temperature behavior of we take into account the scattering of charge carriers by
p(T) studied by Schifferetal® for La, CaMnO; (x magnetic inhomogeneities. Heterogeneity of the magnetic
—0.20; 0.33; 0.4bis successfuily appro;{mxated by 3the ge. Structure is simulated by the classical vector field with ran-
pen.derylcép('i');poerlTs’z Urushibara et al” describeq dom orientation and location of a scattering center. The ob-
the resistivity of La SrMnO; single crystals withx tainedp(T) dependence is compared with the available ex-

=0.2, 0.3, and 0.4 aff<200K by the functionp(T) perimental and theoretical results.

=p(0)+ p,T2. A detailed analysis of transport and magnetic

properties of bulk samples and thin epitaxial films of

Lag 5/Cay 2MnO; and La ¢:S1, sqMnO; was carried out in a  1- EFFECTIVE HAMILTONIAN FOR AN ELECTRON MOVING
recent publication by SnydérThe observed behavior of N A FERROMAGNETIC MATRIX

low-temperature resistivity of these systems is correctly de-

' 5 4 We shall first consider the ideal case, i.e., a lattice with-
scribed by the dependengdT)=py+ p,T-. A polynomial

5 e e : out magnetic and crystal defects. Suppose that we have a
of the form po+ p,T7+ p, T" with n varying in the interval  gygtem of spinsS localized at crystal lattice sites. Electrons
4<n<5 made it possible to describe th€T) curve down \ hose numbeN, is smaller than the numbey of lattice

to the Curie temperature. sites move from site to site. In the case when the Coulomb

The SPread in ex.perime.ntal re!ations fm(rT) indicates repulsion of electrons at a lattice site is strong, the system
the diversity of elastic and inelastic mechanisms of charge,, pe described by a Hamiltonian of the form

carrier scattering. The contribution of each mechanism can
be noticeably enhanced or suppressed by varying the sample |, _ 1 nACTE. (1 -
preparation technique. However, it is interesting to note that H ; 6 (1= Niz)CioCo(1 o) Kzi S0
empirical relations forp(T)>~8 differ significantly from the
theoretical resultd Since the concept of “double exchange” _ l z <

N + J2. SS, (1)
between the M#"™ and Mrf* ions can be regarded as sub- 2 74
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wheret;; is the kinetic term describing the motion of elec- physical states in modél) would be more significant than
trons between nearest neighbors in the latti€ethe intra-  in the Hubbard model. It should also be noted that in Ref. 2
atomic exchange integral of interaction between the locathe projection operators (1n;,) were replaced by unity,
spinS; and the electron spim; at theith site(Hund’s bind-  while we take them into account completely by using repre-
ing energy, andJ the effective exchange interaction of local sentation(2).
spins of the lattice. The factor (n;;), whereo = — o de- Using the slave-fermion representation, we can reduce
scribes the prohibition for an electron with spirto be at a  the initial Hamiltonian(1) for electrons moving in a ferro-
lattice site containing an electron with the opposite spin. Inmagnetic matrix to the effective Hamiltonian
this way, the condition that electrons move over vacant lat-
tice site is taken into consideration. In Ed), C;". andC;,, H=2 t;h’h
are the Fermi operators of creation and annihilation of an g
electron with spin o at the ith Ilattice site,
oi=(1/22C"7,,.Ci,r (7 are Pauli matrices and - K2 hih;"
ni,=C;’ Ci,. We shall assume that the initial antiferromag-
netic order of the matrix is suppressed by “double ex- 1 22 et
change,” and a metallic phase with the ferromagnetic order- ) ‘]iEJ. (SS+S'S) ©)
ing of local spins exists in the system. The interaction
between the electron spin and the spin of a lattice site is alstpr spinless “holes” moving in the “two-sublattice” ferro-
ferromagnetic. The magnetic ordering temperature for man?agnetic matrix with a constant spis-t 1/2) at lattice sites.
ganites is JS?~200K(~0.02eV). According to Following Kubo and Ohat, we shall use the low-
estimated:'°the conduction band width 2~1.0 eV, and temperature expansion of spin variables in Bose operators:
fche energy of interaction betwee_n an e_Iectron and a local spin Sh= J2S a, s = 25 a, S=S-a‘a;
is KS~1.5 eV. For the sake of simplicity, however, we shall
consider stronger relations between the parameters of the - , 1 N

_bi! S; _bi s Si_E_bi bi'

1 l VA Z ZZ — ot

1
Sy (S5 TS|

Hamiltonian:K S>ta?>JS2. S
By virtue of the conditionN>N, and the type of elec- . o o

tron movement, the spin at a lattice site is variable. We shaff't this stage, The Hamiltonian quadratic in the operators

take this fact into account by using the methods develope@SSUmes the following form in the Fourier representation:

for investigating strongly correlated electron systémishat

is, we shall use the slave-fermigaccording to the terminol- Ho= ; (Ex—m)hy e+ ; [Arag ax+Azb by
ogy used by lIzyumo\) representation for Hubbard
operator$~**and single out the spin and charge degrees of +B(a; be+b.ay)]. (4)

freedom for electrons by using the following relations be-

tween operators: The first term includes the chemical potenjigland we have

used the following notation:A;,=K/2+S(Jg—Jk), A,

A1, - =SK, andB=—K/S/2; J, andE, are Fourier transforms
Cip(1=m)=h; Z s Cil(1=ni)=hy's7, of effective exchange and hopping integral, respectively. It
L 2 should be emphasized that Hamiltoni@) preserves the to-
_ N +oa he— tal number of spin deviations. Nevertheless, it is convenient
A=m)Ci=hiz+s), Cil=ni)=his, to diagonalize the Hamiltonian and go over to Bose operators
N of quasiparticlesy, ,a, and By ,By. After au—v transfor-
O-izsihihi .

mation of the forma,=uax+v 1Bk, b= Uk Br+vakak

Here the operators of spinless fermiofi$oles”) h;,h:"  With the coefficients
commute with the operators of pseudosgjnas usual,s™ A, — 12 _A,\ 12
. . - 27 €1k 2k M2
=s,*is,. The separation of spin and charge degrees of uy = , U=
freedom of an electron simplifies the physical aspect of the
problem. At the same time, a transition to pseudospins intro- (82k_Alk> 12 (Alk_slk)llz
Uok= y U=

€2k €1k €2k €1k

duces certain difficulties: we must take into account con-

straints that rule out nonphysical states inevitably introduced

by these concepts. This question was analyzed most tho€ go over to diagonal form of the Bose component of the

0ugh|y for models of Strong|y correlated Syste(}we the quadratic Hamiltonian also. The energies of Spin—wave

review by Izyumov?). For example, in the case of the Hub- (Bos@ excitations are given by

bard model, representatidg) contains only one local con- 25

straint which is automatically satisfied in the lirde>t (U is e = s> &k, Ex=
. ) . 2S5+1

the Coulomb repulsion energy for electrons at a lattice.site

Besides, condition&) do not include a relation between the wheree,=S(Jy—J,). Thus, the interaction between the sub-

charge and spin degrees of freedtm? For models of type  system of band charge carriers and the local system of spins

(1), these problems have not been discussed. However, theleads to the emergence of the exchatmgtical) branche

are no additional reasons either for which the role of nonin addition to the acoustic brandy, in the spectrum of

€2k €1k €2k~ €1k

€k

K+ 2s+1

1
S+ > (5)
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spin-wave excitations. Such a situation is typical of magnets . T )
in which magnetic ions can be in states with different valen- N ; Kleon(fi) =7 % l@1|“NpNy+p—q8(Ext &1,
cies.

The interaction of spin waves and “holes™ in the first —Eq—&1kip-q)
nonvanishing approximation is described by the Hamiltonian

-y’ " i of°
Hs=H,+H}, where K g
4 4 4 X exqﬁglkw*q) f_g (k-q) &Eq
Ha=N"1>, {¢1h) ajhsas+ @2hy B3 hsfs £0 90
1234

k
—exp(Besp) ro (k-K) o1, (8)
+¢3hy ay haBat oshi By hzaJA(1-2-3-4). (6) K k

Here g1 , 3 sare the amplitudes of scattering of “holes” and WhereN, andNy..,q are the equilibrium distribution func-
spin waves at each other=k,, 2=k, and so on. The term tions for acoustlg magnons. By wrtug of 'Fhe condition
HY describes scattering of spin waves at one another withouk<Tc, We can write the scattering amplitude in the form of
the participation of “holes” and is important for establishing @0 €xpansion in magnon wave vectors. In the first nonvan-
thermodynamic equilibrium in the spin subsystem. We shallShing approximation, we can write it in the form
assume that this equilibrium has already set in, and the exe1~ ~4SK/(2S+1). For the same reason, it is sufficient to

plicit form of HY is not required. confine our analysis to a quadratic energy—momentum rela-
tion for spin wavess ,=k?/2m. In the first approximation,
2 RESISTIVITY AT LOW TEMPERATURES the derivative 9f)/9E, can be treated as a@function:

] afE/ﬂEkw — 6(Ex—Eg). Finally, we shall take into account
Following Kubo and Ohat&,(see also Ref. J5we can  the fact that the “hole” mass obeys the relativi ~*

dence resistivity(T): m~1~JS&, i.e.,m>M, and the scattering of light electrons
1 - IE, |2 &fﬁ -2 at heavy magnons can be regarded as elastic. Expre@ion
p(T)= (§ e2M2) {N‘lE (W) E -1 can be easily made dimensionless, and we obtain the follow-
k k ing estimate forp(t):
< Kl f , 7 1 T 5/2 m 5/2
2 Meaf DM g el E—F) o] (akec, ©

where f is the equilibrium andf, the nonequilibrium here C. i ical tant. Thus. th tteri f
“hole” distribution functions (here and below, the Planck W ere” 1 1S @ numerical constant. - 1nus, the scattering o
holes” by spin waves leads to the dependenpé€T)

constant: =1). At low temperatures, the contribution of ex- 15
change magnons to the “hole” kinetics can be neglected in
view of their high activation energy. As a result, we obtain
the following expression for the collision integral(fy):

Let us consider in greater detail the reasons behind the
discrepancy between our results and those obtained by Kubo
and Ohat&. It should be recalled that Kubo and Ohata con-
fined their analysis to the subspace of the lowermost excited
states of the system, for which the energy associated with the
Hund interaction remains unchanged. This allowed them to
~HiNp(1—fg) (14 Ny p-g)} (B + 215~ Eq eliminate this energy by using a canonical transformation.
The resultant Hamiltoniafsee formula2.3) in Ref. 2 con-
tains only the kinetic component describing the motion of
While calculatingl .(fx), we shall assume that the follow- effective charge carriers. This Hamiltonian was used by the
ing conditions are satisfiedn this case, we confine our- authors of this publication for determiningT). However,
selves to the assumptions made by Kubo and Ghatgui-  approximation(2.3 from Ref. 2 is insufficient for calculat-
librium distribution is observed in the magnon system andng scattering amplitudes. The latter can be determined by a
Fermi-liquid effects are small. The second condition impliesmore consistent elimination of intraatomic exchange at a
that the nonequilibrium “hole” distribution function in a “vacant” Site, i_e_, h|gher orders of the canonic expansion
weak electric fieldE can be presented in the form are required. In our approach, this is taken into account au-
&f(k’ tomatically: the second term of Hamiltoni&B) contains the
SE. factorh;h,” which nullifies the Hund energy if a lattice site is

K occupied by a “hole.” This circumstance leads to a change
and the effect of weak deviations from equilibrium on thein the amplitude of interaction of the “hole” with a spin
fermion energyE, can be disregarded. In the above expreswave. In the limit of small wave vectors, the amplitude be-

|mu<fk>=2wN*Z% l 2| (1= F)(1+Np) foNys pg

_81k+p—q)-

f=fo+ 0 =fR—e(E-v) 7y

sion, we have used the following notatiof,=k?/2M, comes proportional to intraatomic exchange instead of the
v=0E,/dok, and 7, is the transport relaxation time for square of the wave vectdiThis reduces the exponent in the
“holes.” power dependence(T) from 9/2 to 5/2.

After a number of simple transformations, we obtain the It should also be noted in this connection that the con-
following expression for the sum in the numeratorn(: struction of the spin-polaron Hamiltonian of a narrow-band
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semiconductor in the monograph by Nag®esannot be re- not conserved in scattering at heterogeneities. In expression
garded as satisfactory. The arguments given in the derivatiofl2), we write only low-order terms leading to temperature
of (3.5.19 in Ref. 16 rather reflect the author’s point of view corrections tgo(T).

and do not result from mathematical transformations. The The collision integra[to be more precise, the right-hand
symmetry requirements suitable for homogeneous systenmde of(8)] acquires an additional term of the form
apparently cannot be extended to systems with a varying

magnitude of spin at a lattice site. NTW > |¢1|2Np5(Ek+glp_ =)
kg
3. SCATTERING AT MAGNETIC INHOMOGENEITIES 0 é)fg fg Jf?
_ ! . . X1 ex k-q) /— — 5 (k- k) —.
It is important to find the effect of imperfections of the A Be1p) @( a) = fE ( JEy

_crystal_ and magnetic Igttlces_on tb(aT)_ dependence. Leav- We must now carry out summation over impurity coordi-
ing aside a detailed discussion of this problem, let us con-

sider a simple generalization of modd) nates and configuration averaging over the orientations of the
e . field R at each site. Denoting this averaging by the angle
It should be noted that the potential of scattering of elec 9 ging by 9

. o brackets(...), we note that{nn)=(n) n/)=c?, for |
trons at lattice defects contains in the general case a compg; and(mm)=c for I=1", wherec is the concentration

obtain the following estimate fqs,,,{T). Viz., the contribu-

disregard interference procespsessidual resistivityp, and tion to resistivity from electron scattering by magnetic inho-

will not be considered here. The physical reason behind th

presence of spin-dependent terms is the spin-orbit interac- ogeneities:

tion. The microscopic expression for spin-orbit scattering has ¢ (RTRIM2 [ T |32 m)3?2 )

a complex analytical form. We shall use a simple phenom- Prand T) = e’ks 2S5+1 (E_F) (M (ake)“Ca,
enological expression proposed earlier in Ref. 17, namely, (13

we shaI_I describe the .|r_1teract|on of cpnductlon electrons W'm/vherecz is a numerical constant. The value @*R™) in
magnetic heterogeneities by a Hamilton of the form

each case is determined by the form of the distribution func-

. ) tion p(R,) in accordance witti11) (we shall not do it here
Hran= —N % (R-oq)m exp—iq:-1). (100 Thus, p(T) acquires terms proportional f6*2 due to scat-

tering of “holes” by magnetic inhomogeneities.

HereR is the effective field of inhomogeneities distributed

randomly over lattice sites and in space, and the fagtas

equal to unity if a site contains a heterogeneity and to zer%ONCLUS|ONS

otherwise. The mean valuéR,)=0 in view of the absence

qf.preferl’ed direction of the fielR in space, while the quan- Let us make some genera' remarks Concerning the app“_

tities cability of the above model and the obtained results to real
systems of perovskite-type manganites.

(Rf):j Rip(R,, T)dR,, a=x,y,z, (11 In the general case, we must expect the existence of two

independent mechanisms for formation of resistance in a
differ from zero, wherep(R,,T) is the distribution function  magnetic conductor, which are associated with elastic and
for the fieldR, at a given temperature, normalized to unity. inelastic interactions of charge carriers with the magnetic
Relation (11) presumes thermodynamic and configurationalsybsystem. For elastic mechanisms, the conductivity can be
averaging; the meaning of configurational averaging is thejescribed by the band modghking into account the “coat-
same as for spin glass€&The local field of magnetic inho-  ing” of electrons with magnons For inelastic mechanisms,
mogeneity introduced in this way is very close in its physicalthe motion of “coated” electrons is jumpwise and is accom-
meaning to the effective field used in the theory of spinpanied by the emission and absorption of magnons. These
glasses(e.g., in Edwards—Anderson moyéf This means two mechanisms have completely different temperature de-
that formula(10) can also describe the scattering of electronspendences. In the case of the itinerant description, the resis-
by nanometer-scale imperfections of the magnetic structurgjyity increases with temperature since magnetic fluctuations
In this caseR is the effective magnetic field of magnetic hamper the motion of electrons. In the case of inelastic pro-
clusters, nuclei of the new phase, and so on. cesses, resistivity decreases upon an increase in temperature

Carrying out transformatiori2) and going over from  sjnce fluctuations facilitate electron jumps.
Spin variables to Bose variables, and then to qUﬁSipartiCle In perovskite-type manganites] both mechanisms are ap-
operators, we obtain parently equivalent and operate simultaneously. Moreover,
an analysis of thermoelectric effects pro¥es! that manga-
Him= N2> {1 hyhgtBchyhg+he), (12 nites contain simultaneously electrons and holes, and the
kpa type of conductivity can be changed by varying temperature
where the amplitudes are given by =1/2R" n,vo, ¥,  and/or degree of doping. As a result, the transport properties
=(1/2)R" pyuyy, Ri:iniRy. As usual, momentum is of various manganite systems can differ considerably.
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The specific hea€,, of the magnetic subsystem of reentrant ferrimagnejsfs, 5 ,Ga O, with
x=0.9 and 1.2 is investigated in the temperature range 1.9—22 K. It is found that, in the low-
temperature region of this intervdl,, is a linear function of temperature, while the dependence
Ci~ T2 is observed foff >11 K. Possible mechanisms responsible for such a behavior are
discussed. ©1998 American Institute of PhysidsS1063-777X98)00804-4

Linear temperature dependence of the magnetic ContricapacityC(T)chth C(T). According to the detailed dis-
bution to the specific hedl,(T)>T is considered as one of cussions in Ref. 5, the phonon contributi@y(T) can be
the canonical properties of spin glass$&6)."* Such a de-  treated as the heat capacity of nonmagnetic lithium gallate.
pendence has been observed experimentally, with rare |t can be seen from Fig. 1 that the lattice contribution
exceptions;* for quite diverse types of SG with long- as C(T) to the total heat capacity is quite small in the inves-
well as short-range exchange interactidfor T<T; (where  tigated temperature range, especiallyTat 10 K. Hence the
Tt is the freezing temperatureC,~T not only in SG, but total heat capacitZ(T), which is a linear function of tem-
also in reentrant magnets in which a decrease in temperatuggerature forT<11 K, can be identified with the magnetic
leads to two succesive phase transitions, one at the CurigntributionC,,(T). As the temperature is increased beyond
temperaturel ¢, and the second at the freezing temperaturel1 K, theC(T) dependence varies significantly, the increase

T<Tc.2® in the heat capacity is obviously not related with the increase
In a previous publicatiof,we reported that th€,(T) in Con(T).
dependence in reentrant ferrimagnetgsFie, 5 ,Ga O, with The temperature dependences of the magnetic contribu-

x=0.9 and 1.0 follows Bloch'sT®? law at temperatures tions to the heat capacity of samples witk 0.9 and 1.2 are
T<T;. Although theoretical model of formation of reentrant presented in Fig. 2 it€,(T) vs. T®? coordinates. It can be
states allows such a dependence in dilute spinels with onseen clearly that the linear dependeri@g(T) observed in
type of magnetically active ionsan additional verification the low-temperature region is replaced by the spin-wave de-
had to be made experimentally in view of the following cir- pendenceC,(T)~T%?2 in a narrow temperature interval.
cumstance. Since th€,,(T) dependence is determined by Slight departures from th&>?> dependence for samples with
excitations in the magnetic subsystem, their character is dix=1.2 in the temperature region18 K are associated with
rectly linked with the general problem of origin of SG type the formation of peaks whose origin was discussed earlier by
disordered states, including the possibility of identifying SGus® It should be noted by the way that the valuestf(T)
states of different types with magnetic phases of aobtained in this work coincide with those obtained in Ref. 6
substanc&® This is not a trivial problem for Heisenberg for the temperature rangé>11 K, where theT®? depen-
reentrant magnets with a short range, as evidenced by thdence is observed.

discussion that has been prevailing in the literature for along The obtained results, viz., the classical dependence
time *1%11From the experimental point of view, the need for C,,(T)=T for SG systems al <T(T;~10K) are signifi-
supplementary investigations was dictated by the fact thatant since we are dealing with systems with short-range in-
the small number of reliable experimental points obtained irteractions in which the concentration of nhonmagnetic ions
Refs. 5 and 6 allowed us to study the behavior of the heatorresponds to the initial concentration region of formation
capacity in low-temperature regiom<10K (i.e.,, for T  of the reentrant states where a large spontaneous magnetiza-

<T;) only through extrapolation. tion still persists. This region of vs. T phase diagrams has
In this work, we present the results of experimental studnot been studied adequately for disordered systems.
ies of the dependencéXT) (Fig. 1) andC,(T) (Fig. 2 in The linear dependendg,(T)~T is in accord with the

the temperature range 1.9-22 K for samples of dilute spinelgaditional concepts concerning the behavior of heat capacity
LigsFe 5 «Ga0, with x=0.9 and 1.2 as well as lithium in systems with SG type disorder and may be associated with
gallate LysGa 0, (Fig. 1, curve3). Measurements were peculiarities of the spectrum of elementary excitations. It

made by using the technique described in Ref. 12. Since thwas mentioned in Ref. 13 that, under conditions of conser-
objects of investigation are insulators, we measured the heahtion of spontaneous magnetic moment, an additional sys-

1063-777X/98/24(4)/2/$15.00 255 © 1998 American Institute of Physics
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c-10°, JI(K-g)

FIG. 1. Temperature dependence of the specific heat of spinels
LigsFe ¢Gay 04 (1) and LiggFe :Ga 0, (2), as well as lithium gallate
LigsGa 50, (3). The origin for curve2 is displaced by 210°) - K g 2.

tem of low-lying two-level energy states is formed in the
excitation spectrum even for a small concentration of com
peting exchange bondsntiferromagnetic bonds in a ferro-
magnetic matrix Such a structure of the excitation spectrum

C-10%, J(K-g)
(o)}
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determines all low-temperature properties of the magnetic
subsystem, including the linear temperature dependence of
heat capacity. Thus, on one hand, the results obtained in this
work confirm according to phenomenological indications
that low-temperature disordered states in these objects be-
long to SG type states, and on the other hand point towards
changes in the elementary magnetic excitation spectrum
caused by the presence of competing exchange bonds and
frustrations in accordance with the results obtained in Ref.
13.

The results of our investigations also lead to an interest-
ing and, to our knowledge, hitherto unknown fact. It can be
seen from Figs. 1 and 2 that the nature of the dependence
Cm(T) changes in a comparatively narrow temperature inter-
val aroundT~11K, i.e., the spin-glass regio@,,>=T ob-
served at low temperatures is replaced by the spin-wave re-
gion at higher temperatures. In principle, this may happen
during a normal thermodynamic phase transition. In such a
case, thex vs. T phase diagram of Li—-Ga spin&tsmust
contain another region of magnetic states. In order to find the
nature of the reentrant states and the mechanisms of their
formation, the existence of a thermodynamic phase transition

and its temperature are quite important factors and require
further investigations, which are being carried out at present.
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The ferro-antiferromagnetic interface is studied by using the classical discrete model. Collinear
and noncollinear magnetic configurations of the interface are considered and critical

values of parameters are obtained for which a collinear—noncollinear transition takes place.

© 1998 American Institute of Physids$1063-777X98)00904-9

The problem of coexistence of ferromagndffévl) and  is usually quite important for studying surface effects
antiferromagneti€éAFM) phases arose while studying the al- this case, the Hamiltonian of the system has the form
loys Co/CoO containing AFM grains embedded in an FM
matrix. The problem of AFM/FM interface has been studied 1,
theoretically by Vlasov and Mitsekin recent years, multi- H:? “Inn+1S5hSie17 5BnSy ) N
layered magnetic systems, including systems with alternating
FM and AFM layers(Fe/Cr, Co/CoO, etg,. have been stud- \whereS, is the spin localized at a lattice site, the exchange
ied extensively because of the investigation and practical agnteraction constand,, 4 1=J; for n=0; J;, n, 1= —J, for
plications of the giant magnetoresistance phenomenon. Ah<—2: and J_10=Js, at the IF @;,J,>0); the uniaxial
though these materials are characterized by itineramdnisotropy constan8,=B; for n=0 and B,=B, for
magnetism, the theoretical description of the interfdB¢is  n<0 (B,>0).
based, as a rule, on simple classical models of magnets in the |n the case of ferromagnetic interaction through the FM—
exchange approximatidit’ Cheng and Sy studied spin  AFM boundary ;,>0), the ground state with minimum
waves(SW) in multilayer systems containing layers of two energy corresponds to a configuration with the collinear
different FM, while Stamps and Camfégtudied SW in  ticollinean spin ordering shown in Fig. 1a. However, more
AFM films on an FM substrate. Finally, Stampsal* stud-  complex static configurations with collineganticollineay
ied FM resonance in two-layered FM/FM and FM/AFM sys- spin ordering are also possible. All of them actually describe
tems, including the system Co/CoO. All these authors confFM or AFM domain walls(DW) which are parallel to the
sidered layers of finite thicknesgseveral interatomic FM/AFM IF and are situated at various distances froithe
spacing and the IF structure and SW frequencies were depossibility of existence of various states is associated with
termined to a considerable extent by this thickness. the discrete nature of the lattice and the existence of Peierls
The aim of our investigations was to study theoreticallyrelief for DW). All the above-mentioned states are topologi-
the magnetic structure of the IF of semi-infinite FM and cally equivalent to each other and topologically different
AFM, as well as the dynamics of surface SW localized in thefrom the ground state in Fig. 1a.
vicinity of the IF. It was found that the static and dynamic The DW problem in an infinite FMor AFM) chain with
properties of such interfaces depend considerably on than easy axis anisotropy was considered in Refs. 5 and 6
magnetic ordering of the AFM phase and are different forwhere it was shown that the DW “collapse” for small ex-
layered AFM (Fig. 13 and AFM with a normal antiferro- change interaction: fod=(3/4)B, the normal DW with a
magnetic orderingFig. 1b. In the present work, we study smooth rotation of the magnetization vector bifurcates into a
the possible static configurations of IF between an FM and atrictly collinear 180°-DW containing an “intrinsic mode”
layered AFM in the classical model proposed by Stampdgor J<<(3/4)B with frequenciesw in the spectral gap of lin-
et al.* (in the static case, the obtained results are also valig¢ar spin waves. We observed an analogous physical situa-
for IF between two FNL tion, albeit with complications caused by interaction of DW
While studying the static structure of IF and the wavesand IF: the existence of collinear DW is also possible for
propagating along it, we can treat the problem as onesmall values of exchange interaction. Figure 2a shows con-
dimensional, i.e., study the contact between semi-infinite FMigurations with collinear DW lying on the IFA) between
and AFM chains. We shall consider the simplest model oflayers with numbers andn+1 in the FM half-spaceR,,)
uniaxial magnets with an “easy axis” type anisotropy in the and in the AFM half-space(,,). Figure 2b shows a typical
exchange approximation without taking into account the exnoncollinear configuratiofDW in FM half-space¢ obtained
ternal magnetic field and magnetic dipole interactiatnich ~ numerically.

1063-777X/98/24(4)/4/$15.00 257 © 1998 American Institute of Physics
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of this surface, describing the dependenges 3(j) and
p=p(j), appear to be most typical and informative.

The study of magnetization distribution in noncollinear
structures involves computer calculatigsse Fig. 2 while
collinear structures and their transition to noncollinear struc-
tures can be studied analytically without any difficulty. The
energiesB,, andC,, of collinear structures do not depend on
the numben, and in terms of notatio(2), the energies of all
inhomogeneous states, which are measured from the ground
state energy, have the form

Ea=2Eoj, Eg=2Eo/p, Ec=2Eop, (©)

FM

AFM

IR I T A AR
LT el
(I N N S S
(I T T S S
IR B S A
Vbt bbb
LI T N T S S
R

where the characteristic energy=(J,J;)*°S,S; has been
introduced. Thus, the parametgrsand p characterize the
FIG. 1. Interface between FM and AFM in the case of a layered ABM  DW lying on the IF between media or in the magnetic half-
and for its “staggered” orderingb). space(FM or AFM).
Bifurcation values of parameters for which a collinear
structure(C9) is transformed into a noncollinear structure
In contrast to a homogeneous chain characterized by jugNCS) are determined in the standard w@ge, for example,
one parameteB/J, the system considered by us is describedRef. 5. It is well known that a transition in a such system is
by four parameters: accompanied by spontaneous symmetry breaking, when one
of its eigenfrequencies vanishes. If we use equations of mag-

o

B B J,\1?s J > o g >
/gfz_f, Ba=—, p= (_a> =2 j= iﬂi netization dynamicgdiscrete Landau—Lifshitz equationis
Ji Ja I/ S (Jadt) polar coordinates associated with the anisotropy aks,,
(the difference between the specific spBsandS; may be sin 0 %z _ i ﬁ (4)
taken into consideration through renormalization of the cor- " dt 7Sy 90,

responding exchange integral$he quantityp describes the
difference between various magnets, while the paranjeter
characterizes the IF as a magnetic defect.

whereS,(sin 6, cos¢,, Sin 4, sin ¢,,, C0sH,)=S,, the quan-
tity w=de,/dt in CS defines the frequency of precession,

| der to define the t ¢ i ¢ coll t which vanishes at the CS—NCS transition point.
h order to detine the transtormation of collinear struc-— g dependence(B) for the frequency of an intrinsic
tures into noncollinear ones, we must find the relation be-

" L mode of the collinear structure of the DW in a homogeneous
tween the critical values of parametggsp, andj which is a chain is determined analytically in Ref. 5, and=0 at the
surface in the space of these parameters. The cross-sectio&ﬁm of transition to a NCS,LQZB/J=4/33 In NCS. the

dependence(B) can be found numerically.
In our case, the CS—NCS boundariggth «=0) are

A Bn Cn S also defined by the condition of existence of nontrivial solu-
- - - — tions of the linearized static equations
— n+i —» —> — oH
e - — —0. (5)
30,
—> n e— — — 0n—0
In the bulk of each magnet, these equations are reduced to
the following relations:
S — — / 6u(2+ Br.a)~ One1— 6n_1=0, ®)
q — «— —» - while for boundary spin layers we have
O0o(1+ Bi—pj)—0,—pjo_1=0, 7
— — — - o(1+Bs—p)j)—01—pj 61 (7)
0-1(1+Ba—jlp)—6_2—]jlphy=0.
-— - — n+1 - . . .
_—-— - The general solution of the difference equatigéshas the
— —_ —_— n —— form
— n -n
-— « «— - 0,=aP"+bP™", 8
a b where
FIG. 2. Collinear configurations of DW in the presence of an interface Bi
,a

gnd a noncollinear FM/AFM DW in the ferromagnetic half-space near this Pf,a: P(:Bf,a) =1+
interface(b).

2 - ﬁf,a+ﬁf,a/4' (9)
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For structures of the typ&,Bo=B and C_,=C in

which the DW center lies on the IF between the media (

or is separated from it by an atomic layer in the FB) (or
AFM half-space C), we must pua=0 for FM (n=0) and
b=0 for AFM (n<1). After the substitution of solutiofB)

into the boundary condition&), the equality of the determi-
nant of the obtained system of linear homogeneous equations
for a andb to zero gives a relation between the parameters
j.p,Ba, and B; for which a transition from collinear struc-
tures A,B, and C to the corresponding noncollinear struc-

tures takes place:

pL 2 A) (10)
[T R (
1__i: Bi—Ps

TR PIra-Dg-pPy B @D
1__£ E Ba— Pa

TR P 1r(BaD(paPy O 12

where
_ _ﬁf,a

Ff,a_1+ﬁf,a_Pf,a_T+ Bf,a+:8f,a/4' (13)

For configurationsB,, with n=1 andC, with n< -3,
we must retain both terms in soluti¢®) for spin layers lying

A. G. Grechnev and A. S. Kovalev
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0 0.5 15 2.0

FIG. 3. Dependencg(j) for critical values of parameters upon a transition
of a collinear DW into a canted DW fg8,=B; andp=1 (J,=J5).

structure for a DW of the typ& andB are shown in Fig. 3
by the curveA andB). All the curves in Fig. 3 pass through
the pointj=1,8=4/3 since with our choice of the param-
eters (B;= B, andp=1) the value ofj=1 corresponds to a
homogeneou§én the static casechain for which a transition

between the IF of the magnets and the center of the collineao a noncollinear DW occurs for the anisotropy value
DW. In this case, the relation between critical values of pa-8=4/3. Moreover, according to formul#8), the sign of the

rameters becomes more complicated:

difference in the energies @&- andB,,-structures changes at
the pointj=1 (for p=1). For j<1, the energy of the

i+1 [Fe(2—F¢)+ P2 1281+ ﬂ[pf(z_pf) A-structure is lower than that @&-type structures, i.e., the
pFa ] Fy interface in the given case “attracts” a collinear DVll-
_P%nzﬁ]:q (B,) (14) though th(_a energies (Bn-stru_ctures do not depend on the
numbem, i.e., on the separation between DW and IR the
(p 1 aNi21 opposite cas¢>1, the IF “repels” domain walls, and their
—+ —|[Fa(2—Fy +P; 28,1+
LFe ) pF.
X[Fa(2=Fa) =P, 2""#2B,]=0. (C,) (19 3

In order to analyze dependencé))—(15) for critical

values of the parameters, it is convenient to fix a pair of these 2}

values and study the relations between the remaining two

parameters. First of all, let us analyze the depend@{¢i. 1L

It was mentioned above that the parametesharacterizes

the IF between two media as a magnetic defect, and hence ok

the dependencg(j) describes the effect of this interface on c

the DW structure. For the sake of simplicity, we put -

Ba.=pBs andp=1, i.e., we shall assume that the two half- -1r

spaces are identical. The depender{g) for transitions

from a collinear to a noncollinear structure in this case is -2p

presented in Fig. 3. If the separation between the DW and the

IF is large(structure of theB,, type with a large numben), -3t

the effect of the interface is insignificant, and we arrive at the

result 3~4/3 obtained in Refs. 5 and 6. The dependence -4 L _l 1

B(j) remains weak for the structureB, with numbers -8 -4 0 4 8

n=1 (see curveBl in Fig. 3. However, the effect of the
interface on the rearrangement of DW is significant for struc

turesA,B, andC in which the DW lies near the FM/AFM

inp

FIG. 4. Diagramj(p) of a bifurcation transition of collinear structur@sB,

and C to noncollinear structureghatched regionfor the values of the pa-

interface (the boundaries of transition to the noncollinear rametersg;=0.6 andg,=0.9.
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the noncollinear DW moves from its position on the IF be-
tween media$1) over several atomic spacings from 83)
even upon an insignificant increase in the parametdyove
its critical value.

Solid curves in Fig. 4 indicate the values of parameters
for which the energies of collinear structurés B, andC
become identical. It follows from expressiof® and defini-
tions (2) that this occurs for the energies of FM and AFM
collinear DW on the curve with>1, p=1, the energies of
collinear DW in the FM subspace and on the IF become
equal on the curve with<<1, j = 1/p, while in the case of an
AFM domain wall this takes place on the straight line
j<1,j=p. The boundaries of transition to noncollinear DW
in Fig. 4 in the limit of large and small values pfandj are
parallel to these straight lines. For example, expres&ion
for p—oo has the asymptotic form~pF,. In the initial
physical variables, this asymptotic form corresponds to the
following relation between the parametersiJ;s,
~Ja(S,/S;)F4 for J;—o0, i.e., the bifurcation of a collinear
DW at the FM/AFM interface in the case of the contact
between an antiferromagnet and a “rigidly frozen” ferro-
magnet. The asymptotic forms of bifurcation dependences
p—-const, j—oo correspond to an infinitely strong exchange
location at a finite distance from the interface is stable onlyinteraction at the FM/AFM interface.
relatively and is associated with the presence of the Peierls Pay attention to the fact that for a certain choice of the
relief. parameters of magnetic medfas in the case presented in

In order to describe the effect of the difference in mag-Fig. 4), a situation is possible when a collinear DW on the IF
netic properties of two magnetic subspaces on the type of EA-structure is relatively stable and is not transformed to a
DW transition from a CS to a NCS, it is convenient to fix the canted structure even in the regions where its energy is
values of 3; and B, (associated with “magnetic lengths” higher than the energies of colline@r andB-structuregthe
|f‘a:1/\/m in FM and AFM) and to construct the critical CS/NCS transition curve intersects the straight lipesp
dependencef(p). The parametep characterizes the differ- andj=1/p in Fig. 4).
ence in magnetic properties of contacting media. In Fig. 4,
the critical dependencgg$p) for CS/NCS transitions are pre- "E-mail: grechnev@ilt. kharkov.ua
sented on the logarithmic scale for the valy®s=0.6 and  E-mail: kovalev@ilt kharkov.ua
B.=0.9. F_or such anisotrop)_/ constants, the collinear struc-m § A. 1. Mitsek. Fiz. Met. Metalloved4, 487 (1962
tures By .Wlth n=1 andC, with US_‘?) are unst.able’ _and 2F. C‘henzsgxdarlll. K. éy, !J.S?Df;yslf.COideng.aM(;ﬁﬁSSél(lg%). .
hence Fig. 4 shows the boundaries of the stability region forsg | stamps and R. E. Camley, Phys. Rev58 15200(1996.
collinear DW only forA-, B-, andC-structures. The regions *“R. L. Stamps, R. E. Camley, and R. J. Hicken, Phys. Re%4B4159
A’B' and C CorreSpond o stable collinear domain walls, 5)(Bilgl?le(..‘aoncharuk A. A. Stepanov, and D. A. Yablonskii, Fiz. Tverd. Tela
while t.he hatched reg_|08 corresponds to noncollinear DW. (Leningrad 31 11’32('19'89. ’ o e '

In region S, there exist several types of canted DW with g Ruympf, Phys. Lett. 4221, 197 (1996.
various distances from the IF, which can be determined by’A. M. Kosevich, B. A. lvanov, and A. S. KovaleWonlinear Magnetiza-
using numerical methods. Figure 5 shows the evolution of a fion Waves. Dynamic and Topological Solitofis Russiar}, Naukova

. . . . .. Dumka, Kiev(1983.
collinear DW in the regior® upon an increase ipnabove the
critical value for a fixed parameter=1.2. It can be seen that Translated by R. S. Wadhwa

St

A D R T T A
b Lt 2S¢

[ I T A

FIG. 5. Noncollinear configurations of DW fop;=0.6,8,=0.9, and
p=1.2 and various values ¢f 0.64 (S1), 0.655 §2), and 0.66 §£3).
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Possible types of phase transitions as well as the spectra of coupled magnetoelastic waves are
studied in an easy-plane ferromagnet with a rigidly fixed face. It is shown that the

presence of such mechanical boundary conditions leads to a change in the type of phase
transition. The dynamic properties of the system become most interesting at the point of absolute
instability of the system rather than at the phase transition point19@8 American

Institute of Physics.S1063-777X98)01004-4

INTRODUCTION N, L, .
) ) ) +f dr T(axx+syy+szz)+277(sxy+sxz
Experimental studies of magnetoelastME) properties
involve various methods of fixing the sample in the experi-
mental setup, which impose certain mechanical boundary +s§z)+)\(gxxsyy+ Exx€z7T EyyEz7) | - Q)
conditions. The latter determine the structure of spontaneous
deformations in a magnetically ordered crystal. In this equation, the following notation is usddn—n’) is

The magnitude and structure of spontaneous deformahe exchange integra3>0 the anisotropy constant; the
tions affect thermodynamic as well as kinetic characteristicE coupling constant$, the spin operator at theth site,\

of a magnet. and 7 are the elastic moduli of the cryst&, is the operator

The importance Of the ana|ySiS Of meChanicaI boundar)bf local rotationS, which can be represented in the fﬁlm
conditions has been noted by a number of auttiseg, for = (9% 19&) (1 + &), where T is the unit operatorg;
_example, Refs. 1 and 2but this question has not been stud- = u; +(l/2)(uik_wjik)(uki+wkj) and the finite strain tensor,
led extensively so far. and uy; = (1/2)(0u; [ax;+au; 1ax)) and wy = (1/2)(@u; /9%,

In this paper, we analyze the effec.t of mec,han'ca_l—(?uj/axi) are the symmetric and antisymmetric compo-
boundary cond|t|on43 in the case when this effect is MaNhents of the distortion tensa@w; / 9x;, respectively. The first
fested most clearly* We study the spectra of ME waves in three terms in(1) describe the magnetic subsystem, the

the vicinity of a spin-regrientation pha_se transition_ in afourth term the magnetoelastic coupling, and the fifth term
easy-plane ferromagnet in a magnetic field perpendicular e elastic coupling. Further, we assume that the sample un-
the easy plane. der investigation is fixed rigidly in th&@0X plane(see Fig.

1), which corresponds to the following mechanical boundary

conditions:
FREE ENERGY OF AN EASY-PLANE FERROMAGNET
UNDER MECHANICAL BOUNDARY CONDITIONS Exx= €27~ Ex;=Eyx=0;
Let us consider the simplest situation in which the ef-  &,,=Uy,= —wy;; (2

fects under investigation are manifested most clearly, i.e., the
low-temperature regiofif <T., whereT is the Curie tem-
peratureg. Without loss of generality we assume for simplic-

ity that the spinS of a magnetic lon 1S equal to unity. Subsequent calculations will be carried out in the for-

As a model system, we consider an easy-plane ferromagy, »jism of Hubbard operatoP€ In terms of Hubbard opera-
net(X0Y is the b_asal planein a uniform magnetic field tors, we can exactly take into account the energy of one-ion
parallel to the axis 2. anisotropy and the energy of ME coupling.

_ The Hr?mntonlfan of such %nsyste? in the rotart:on— Hubbard operators are constructed on the basis of wave
Invariant theory of ME interactioncan be written in the  ¢,,tions, which are the solution of the one-ion problem:

form
To(N) (M) =Epnthy(M) (3

and have the fornx™"| ., (M"))(1,(M)|. These operators
describe the transition of a magnetic ion from the sMt¢o

—-n’ L+ R'_lsf R—lgg (n the stateM’ (M = _1,0,1)
)5S V; (Rir"Sn) (Rig Sp)eyy (n) The one-ion Hamiltonian#,(n) has the form

2

1
_ = 2
Eyy= Uyy T 5 Uyy+2uy,.

n

H=—H 5§+§2 (Rilsin)z_% 2, In
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Z from the direction ofH towards the easy plane. The emer-
gence of a nonzero angkin the standard theory of spin-
reorientation phase transitions is interpreted as a phase tran-
sition, andé plays the role of the order parameter.

Henceforth, we assume th#&<1, i.e., we are in the
vicinity of the transition from the angulam¢ 0) to the fer-
romagnetic(FM) (6=0) phase.

The solution of Eq.(3) leads to the following results.
The energy levels of a magnetic ion can be determined to
within 6%, but we shall give here the results accurategto
since exact expressions are very cumbersome:

B — 1S Bl2—H

E,=——-H+ — 07
2 2 pl2—H
BN
Ep== ——— 0% @
X 2 H2-p2a
FIG. 1. Fixation of the sample.
— 1(S) BI2+H
E,l:é‘f'H_ 0< >B _02
2 2 Bl2+H

i _
To(n)=—(H cos 0+1y(S))S;— > H(S!—S;)sin 6 where H=H+1y(S). We shall write a modified one-ion
problem taking into account the contribution of spontaneous
deformations to the one-ion Hamiltonian in the form

T o(M) (M) =Ep (M), ©

~SS, — S, Sy }sin? +i g {srsitsis where 7y(n) =.7o(N) + ZdN) + Famd ), Fmdn) the
fourth term in Hamiltonian (1), and 7Z,ndn)
~ S-S, Sﬁ}sin 29, = (1/2)B(R;;'S,)2— (1/2)B(S2)?. The last term describes the

. i deviation of the anisotropy axis from the direction existing in
wherel, is the zeroth Fourier component of the exchange;,, undeformed crystal.

integral andf the angle between the directions of magnetic
field and magnetic moment. _ we obtain following expressions for energy levels of a mag-
This angle can differ from zero for two reasofsee Fig. netic ion:
2). First, shear deformations decline the anisotropy axis from
the direction existing in an undeformed crystal. Second, as _ B (
vu

+ /2—3 (S2)2 cog 60— g {(sh)?+(s)?

Finally, taking into account spontaneous deformations,

— 1
the magnetic field decreases, the magnetic moment deviates El:E_ H+ E
+8(21)+8(31>+8£11) ;

- H2BI2 .,
Eo= VU;?/)_ m u§,°z) +s(lo)+s(20)+s(30)+820) ;

i

~ B — 1 o 0)2
E_1:E+H+E VU§y)+ﬂU§,Z)+

HBIZ o
—Uu 7
Bl2+H 7

@
E4

+8&71)+8(271)+8(371)+8£171), (6)

whereu” are spontaneous deformation arftf’ the correc-
tions to energy levels in powers of the angle
The expressions for these quantities are very cumber-
some, and hence we shall write only some of them by way of
Y an example, where the energy levels defined by formidlas
appear in them as additive terms:

o9 u® V—E+E(u<y°>+u<y°>) ()
4 ’

\

\
\
A

\

NN

X

FIG. 2. Orientation of magnetic moment as a function of spontaneous de- g(ll): 0 yZ
formations of the crystal and magnetic field. H-pB/2 2

y
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e g2 (H—,B/Z)E(S)—H,B/Z_Eu(o)z |
2H-8 4 *

Since we are studying the low-temperature limit, we
confine our analysis only to the inclusion of the lowermost
energy level. It can be seen from expressidBsthat the
lowermost level in the given case &,. The subsequent
calculations will be made in the approximatiop(S),
n>B,v,H.

Spontaneous deformations and the angle of deviation of
magnetization from the direction of the magnetic field can be
determined from the condition of minimum of the free en-
ergy density:

F=Fq—TIn Z, (8)
where
7 2 2
o= el 276l 8.

FIG. 3. Solutions of the equation of state. Dashed curve corresponds to the

is the elastic energy density and
gy y second-order phase transition tor 0.

z:% exp(—Ey/T)

y— —— —

is the partition function. Sinc&; is the lowermost energy a= B(BI2—v) { B V:3+ B(BI2— V)]

level, we haveZ~exp(—E,/T), and Eq.(8) assumes the 167° 2 49 4n
form 2
/12— /12—
+,3(B 37/) V_B+B(B v) +E. 12
AT o0 or = 128y 87 3
F= 5 Eyy +2ney; +E;. (9

It can be seen fron{1l) that the free energy density
Substituting(6) into (9) and minimizing the latter expression differs from the standard form in the presence of the term
in ug‘i,) and u§,02), we obtain a system of equations in sponta-proportional to#*. This term is due to the inclusion of rota-
neous deformations. These equations have the following sdion invariance as well as the presence of nondiagonal spon-

lutions: taneous deformations which are due to the mechanical
3 2 boundary conditions under investigation. A comparison of

u@=_ Y 62 B(BI2—v) + 0_ B(pl2—v) expression(11) with the corresponding expression for a
v 27 167° 8  167° completely free sample or a sample pressed from all Sides

readily shows that they differ basically in the presence of this

4 2 _
O BB2—v) term. Izyumov and Syromyatnikd¥ proved that the pres-

4 327 ’ ence of the cubic term in expansi¢hl) makes this transi-
12—y 12— b 12— v tion a first order phase transition.
ulY=0 '84 —6° 'B('gz > ) +6° B(/;Z 5 ) Minimizing (11) in the order parametet, we obtain the
K 7 7 equation of state of the system, i.éd(c+b#+as?)=0,
0% Bv2(BI2—v) which has two nonzero solutions:
4 327 (10 b . b2 ]2 .
Substituting the explicit form of spontaneous deforma- 0r=- 2a~|\2a] a (13

tions into(9), we obtain the free energy density as a function

of the order parameter: These solutions are real-valued in the case of a positive dis-

criminant, i.e., forc<b?/4a. Solutions(13) as functions of

B ¥ ¢ , b . a magnetic field are presented in Fig. 3. The multiple values of
F=- ﬁ“L 2 0"+ 3 o7+ 2 0", (12) the order parametetin the field range between the poirids
andA correspond to instability of states on a segment of the
where type OA on the 8(H) curve. For
C:H_Eﬁg/z_”( _E_E+W} ¢>ca=b?4a (14
2 4y 2 4y 87 '

a nonzero value of the order parameter cannot exist, and
b_iﬁ(ﬁ/Z— v) [,3 vB  B(BI2— V)] hence the fieldH, (determined from(14)) specifies the

64 27V 4, T T 4y boundary of absolute instability of the disordered phase. On
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the other hand, the fielll, (determined from the condition

c=0) corresponds to the absolute instability boundary of the ) > Iﬁf,XﬁXf, '
ordered phase. :,’nﬂ’

It can easily be seen that the fields, andH are con-

nected through the simple relation =1(n—n")T(M)T(M);

nn’
Ha—Ho=Db?%4a; 6,=—Dbl2a. (15 nn,_|(n n)L(M)y(a) (17)

where

ﬁ ﬁlz_v ﬂ VB B(Blz V) nn,—l(n n)(y(a)')’I( ﬁ)+ [')/L(a)yi( ﬁ)

T3 T4y |V 2 3y 8y |

x 0 _
and the quantitiea andb are defined if12). +yi(—a@) h(ﬂ)]]-

It should be noted thatl, corresponds to the field of a
second-order phase transition in the absence of the cubic
term in expansiorf11).

On the other hand, the phase transition occursHgr
<Hc<Hp. The value of this field and the corresponding . N
value of the order parameté&g can be determined from the S :g vi(@)Xs
joint solution of the equation of state and the equality of free
energies in the ordered and disordered phases:

The quantitied”; (M) and y,(«), v, (a) determine the
elatlon between the spin operators and the Hubbard opera-
tors, which in the general case has the fofm

s =(89)%;

§=2 Ti(MHY+ X ¥ (a)X”.
P ’ )
2 3 27 In our case, the quantitieE,(M) and y,(a), y,(«)

. . ! ) . have the following form(to within linear terms inf):
The magnitude of the transition field and the jump in the

order parameter at the transition point are determined from I'y(1)=1, I'|(0)=0, I'\(-1)=-1,
the expression

) (a1) (@)= 6 H— ,8/2
2b 2b yilay)=—vylaz)=
= _ - = \/_ H /2’
Hc=Ho+ 92 0= 33 (16) B
Substituting the values of the coefficiergsand b into vilas)=v(as)
these expressions, we obtain an estimate for a jump of the 6 H+pBI2.
order parametef.~ 8%/ 7°. This estimate shows that the ag)=— =i
p c~BIn Yi(ae) == yi(a@s) v ATy

magnitude of the jump is small fg8<< 5, and hence we are
dealing Wltlfl.a first order phase transition close to a second- v, (a7)=v, (@)=, (ag)=0;
order transition.

yi(az) =y, (as)=v2;

1o(S
SPECTRA OF MAGNETOELASTIC WAVES OF AN EASY- v (az)=—i0 M

PLANE FERROMAGNET UNDER MECHANICAL HZ_B2/4

BOUNDARY CONDITIONS The quantitiesy; are the root vectors determining the algebra

Let us now analyze the spectra of coupled ME waves irPf Hubbard operators. These vectors can be found from the
the vicinity of the first-order PT. relations"?

It is well known that the elementary excitation spectra of M pq _ a(p,q)
the system are determined by the poles of the Green's [Ha X0 1= Onn (Spm = 5Mq)x S (P, Q)X

function® We define the total Green’s function as follows: (18)
, . -, The subsequent calculations will be carried out in the
G** (n,7,n",7")= —<TYﬁ(r)Y;,“ (7)), mean field approximation; hence we shall require in the fur-

. ~ , ther analysis only the “transverse” component of Hamil-
whereT is Wick’s operator,Y;(7)=e”"Yse " the Hub-  tonian(17), which has the forfh
bard operator in the Heisenberg representation, aid

=+ . The Hamiltonian7;, is the exchange com- P 1 E I(n—n") A aBBanﬁ
ponent of Hamiltoniar(1) which has the following form in nt 2 43 2 n“n’e
the representations of Hubbard operators: n.n’
By 1 MM’ M, M’ 1 Ma, Mva Where
Hm==5 M% o HAHy = 5 ME IMeHMXE, Aa_(Z'y(a))_ Aa_(ﬁ(@) A (n( a))
n,n’ n.n’ tArmm) ) 2 0 , 3 0 ,
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o o' interact with the magnetic subsystem, and their energy—
momentum relation has the conventional form.

The last equation i119) defines the energy—momentum
relation for coupled ME waves emerging due to the interac-
tion of magnons witht-polarized phonons. In the mean field
approximation, the irreducible component in Larkin’s sense
has the form

= .

39 (K, ) = Sparb(a) G§ (),

whereb(a)=((aH)); G(wn)=[iw,+(aE)] ! is the ze-
roth Green’s function.

Taking into account what has been said above as well as
the explicit form ofK,(k,w,), i.e.,

FIG. 4. Equation for Green’s functio@“”'(k,wn).

Koo =~ 1oy 668 wn)b(a)
,Wp) = ) Wy o
Ba:(m(a) _ Ba:(n(a))_ B— yj(a)) t 1-QuDi(k,wp) 0
Tlrmy)r P2 o )© -8 0o /) XTA(—K,1)GE(wn)b(B),

The Hamiltonian.7,, of transformations, which de-
scribes the conversion of magnons into phonons and vic
versa, can be written in the fofm

where Qu=T*(—k,t)Gg(wn)b(a) T~ %(k,t), we can write
fhe dispersion equation in the form

‘ [(K)  0?(K)A
H=2, [2 PuHY+ PaX“], 1 100, @il
nM «@ Eio 27Egp
where y 1 (K)
1 « AS+2AA0*  B26?
PM<a)=TZ (ba+ b OTH (k). w?— (k)| 1+ 0
N ko 27Eq nE1-1
Here N is the number of sites in the crystal lattice, w2(K)AgA B2
b*, \(bx)) are the creation(annihilation operators for i bl i
phonons with the polarization, and TM(®)(k,\) are the 7E10
transformation amplitudes. K
We shall carry out subsequent calculations assuming that (k)
the wave vector of phonon propagation is directed along the , 2 A§+ 2AA0°  B26?
axis OX(kIl0X). In such a geometrye?, e, and e? are o= wp(K)| 1+ = T
nonzero components of the unit vector of phonon polariza- =10 TE1-1
tion. , - 12(k) H—/a/z)2
The equation for the Green’s functi@®d*® (k,w,) pre- Eio Ho 12

sented in Fig. 4 is similar to the Larkin equatidhe solid
line corresponds t&“*' (k,wp); %' (k,w,) is the compo- E;p  wi(k)A2
nent irreducible in the Larkin sense, the hatched circle cor- I(k)+E o

responds to the amplitude of transformations, while the 10 £7=10
double dashed line is the Green’s function for a fiee

polarized phonon with the energy—momentum relation
w,(k)=c,k (c, is the velocity of sound (k) =0. (20

X
Dy (K, 0p) = 20, (K)/[ 02— 02(K)]. W= 20| 1+ AGHIRAD  B26?
These quite complex equations can be solved owing to 2710 7E1-1
the split dependence on the root vectorin our geometry, While deriving Eq.(20), we assumed that the magnitude
the dispersion equation splits into three equations: of the ME gap is much smaller than the lowermost energy
01(K) = (K); wz(k)=w.(K); (19  level ie.,
det 5, + @ G&(wn)b(a)BIA K (K, ) BIAF| =0, o<B; (B=E-§: 11=10-1).

In addition, we have introduced the following notation:
It can be seen fromil9) that the longitudinally polarized Y

and one transversely polarizé€e) acoustic modes do not Ag=v—pBI2;
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ﬁ|g<s>2+§(H+ﬁ)2
A=—(v—BI2 —
=B | T 12
1XS)?  pl2—w B
4n(H—BI2) n(H—BI2) |H+ B2
( v
+v| 1+ — ;
47
~ HH-HZ B 14S)
B=(v ﬂlz)[ﬁz—ﬁzm 4y H-pBI2|

The solution of EQ.(20) has the following form(to
within the terms of the order of?):

w?(k) = wi(k)

~AAE 1~ B*(E1o+ o) o2

nE1—1
2 2 2
H—p/2\" | A
N it ) ~—°(1+~—° 02]
H—pBI2] Ejo 27(Eqot10)
2
X ak2+H—é—V—
2 4q
2 -1
ot
H-pB/2] Ey ’

wherea=I0R(2), R, being the radius of interaction.

Mitsai et al.

ak’<abi+

Bl2—v (,8 vB B(BI2— V)))

4y 27 E_ 87

the quasimagnon spectrum has the ME ga{k)= ak?
+dg, where

Bl2—v (ﬁ vB B(BI2— V))

domair Ty 2 |G -

2 7 4y 87

while the quasiphonon spectrum has the foarh= wtz(k)
X(ak?+H—Hp)(ak?+H—H,+dy) ! and is softened at
the point of absolute instability of the disordered phése
the long-wave limit: ©?= w?(k) ak?/d,.

CONCLUSIONS

The presence of mechanical boundary conditions
strongly affects the critical behavior of the system as well as
its dynamic properties.

Above all, this effect is manifested in the change in the
functional dependence of the free energy density on the order
parameterd. The emergence of the cubic term makes the
phase transition a first-order phase transition.

As expected, the soft mode of elementary excitations is
absent at the point of the first-order PT. The softening of the
quasiphonon mode takes place at the point of absolute insta-
bility of the disordered phase.

The authors thank N. M. Lavrinenko for valuable critical
remarks and fruitful discussions.
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Comparative analysis of the results of measurements of soft magnetic resonant modes in weak
ferromagnets with different temperatures of spontaneous reorientation is carried out. It is
shown that the longitudinal oscillations of magnetization make a contribution to the energy gap
even in zero magnetic fieln the case of spontaneous reorientatiand increases with

increasing temperature alone. ®98 American Institute of Physids$§1063-777X98)01104-9

1. INTRODUCTION point of termination(onse} of the reorientation through the
second-order phase transitioRT-2). The intervalAT=T;

In most cases, the spin dynamics of orientational mag- . .
pin dy g—T2 can amount to from a few to tens kelvins for different

netic transitions observed in experiments can be describelgEOF d. like th d entation t T
correctly by taking into account only the precession of mag- and, like the averaged reorentation lemperatidie

netization and disregarding its longitudinal oscillations. ThisF:ugglF+ T2)/2, is an individual characteristic of a given
allows one to interpret correctly magnetic resonance experi- ) . N
P y mag b The three ground staté%,,I',, andI', depicted in Fig. 1

ments at temperatures considerably lower than the tempera- d to tw blatt Kl f i b
turesTy of spin ordering. However, longitudinal oscillations a correspond fo two-sublattice weakly ferromagnetic sub-

of magnetizatiohshould also be taken into account at higherSyStem of ordered. SpIns n- iron. He|@=M1—M2 and
temperatures apart from precession. F=M,+M, are antiferro- and ferromagnetism vectors re-

Analyzing soft magnetic resonant modes in several rareSPECtively, whileM, andM are the magnetizations of sub-
earth orthoferrite$REOF RFeQ, (R = Yb, Tm, and B3 lattices. As the temperature changes, a number of spontane-
and in FeBO,,* we established that the c’ontri,butions of re- OUS PT-2 are realized in succession. For example, a decrease

orientation due to precession and longitudinal oscillations of? T_IN ErFeQ,d leads to a sr(]aquebnce of t:cansmoﬁa—
magnetization to spin dynamics always coexist and are add -24’F,2,4_F2' :n lr:?_rl?l In the a Sence o spontangous
tive and competing. The ratio of partial magnitudes of thesdransitions, the p .aSE4 aways.sgts. n aﬂ_<TN. (e.g., in
quantities depends on the parameter=Teg/Ty Which YFeQ;). The application of an infinitely weak fleIH|||c.at

was called relative spontaneous reorientatiBgg{is the av- Th< T2§f HlladaIET}Tl |rrr11med|atlely trﬁmséorms thehcolll_lnlzar
eraged temperature of spontaneous reorientatiorTanthe ~ Phasesl’z and 1’y into the angular phasky,. As the fie
temperature of spin ordering for ifarThis parameter is in- increases, reorientation alwz_iys occurs from the _angular phase
dividual for each orthoferrite since the values of temperatur(-{'0 a collinear Phase determined by the onentatlorh-l_oFor
Tegfor them can differ by more than an order of magnitudeH”a' the transitionl’,,—T", takes place. Such a detailed ref-
for virtually the same values of temperatdig=700 K. This  €rence to the well-known factsee, for example, Ref.)5
allowed us to carry out appropriate experiments in the ranggoncernmg the structure of the reorientatiop-1', is made

of rsg=0.1-1 by choosing antiferomagnets with the compo-

in order to emphasize that the transitidng,—I"'> and " 5,—
sition indicated above. This research is devoted to substarJT-4’ which are absolutely identical in the static case, differ

; Jasically when we consider spin dynamicghe difference

redistribution of contributions to spin dynamics of spontane-i€S in the following. The theofyhas been constructed for

ous reorientation from precession to longitudinal oscillationgansitions in the iron subsystem occurring under the action
of magnetization. of the applied field. The most important conclusion of the

theory is that in the main approximation, the numerical value
of the experimentally observed frequency gap at the point of
completion of spin reorientation obeys the relatiog
~(x)/x.)"Hy(x) and x, are the longitudinal and trans-
The study of soft magnetic resonance modes in rareverse susceptibilities antl;, is the transition field at the
earth orthoferrites revealed that considerable energy ggps relevant temperatuyeThus, the gap can increase both with
are observed at the points of completion for spin reorientalongitudinal susceptibility and with the applied field. Figure
tion. Figure & shows the structure of the spontaneous reori-lb shows that simultaneous increase xpn and Hy, is ob-
entation between the symmetric phasgsandI', through  served only for the transitiorls,,—I",. Conversely, fol ,,—
the angular phasE,,, which is most typical in these com- I', an increase in the field is accompanied by a decrease in
pounds. The values of temperatrg(T,) correspond to the x| . The latter circumstance naturally does not imply that an

2. FORMULATION OF THE PROBLEM AND PRELIMINARY
INFORMATION

1063-777X/98/24(4)/6/$15.00 267 © 1998 American Institute of Physics
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s longitudinal oscillations to the energy gap is quite large, but
1 it is due to both cofactors in the expression for the gap.
! Although the theorywas developed for transitions induced
v(b) ( ! T by an applied field, we can conclude from general consider-
T T4 — IN ations that the contribution of longitudinal oscillations of
T magnetization to the spin reorientation dynamics can also be
expected for spontaneous transitions if the latter occur at
sufficiently high temperatures. Let us substantiate this as-
sumption proceeding from the results of our experiments on
REOF with different values of the parameteyi.

oy i 60 kOe. For such values dof and H, the contribution of
I—2 (Gz Fx) : l-24ze sz)l rd(Gsz)
i G

z(c) 1

I
]
]
]
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!
]
[]
|
{
!
!
!
!
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Tn 3. DISCUSSION OF EXPERIMENTAL RESULTS

Ty Tnz To Ty T It should be noted at the very outset that the energy gap
observed in REOF with relatively low values @fy in the
FIG. 1. (a) Basic states for spontaneous transitions in the ordered iron spiggse of spontaneous transitions can be successfully explained

subsystem in rare-earth orthoferritd3,(I'»4,14,1"12). Ty, T1, T2, and Ty, . o .
are the points of spontaneous second- order phase transitions from the payg—hen Only the precession of magnetization Is taken into ac

magnetic phase of iron to the ordered phEgespin reorientation transitions  COUNt. I most cases, we managed to explain quantitatively
I',,—T4.T5-T,, andl';,-T',, respectivelythe latter transition occurs only  the reorientation dynamics as the result of interaction of dif-
in ErFeQ,). (b) Low-field fragment of theH— T phase diagram for rare- ferent oscillatory subsystems of REQErdered spins of
garth orthoferrites ip the vi_cinity of (_)rienta'tional transitidng,—I", (in the iron, paramagnetic rare-earth ions, elastic, and dipellec-
field H||a), ',,~T,4 (in the fieldH||c) in the iron subsystem, and the meta- . X o
magnetic transitiol;,,~I'», (in the fieldH|c in the erbium subsystem in tromagnet|¢ SUbsyStenjson the basis of a modified theo;?y'
ErFeQ. T, is the tricritical point. Notation of phases and the structure of These results were used as the starting point in the search for
transition in the temperature rang@,—Ty is shown forH| a. effects associated with manifestations of longitudinal oscil-
lations in the spin reorientation dynamics. The experimental
technique and corresponding methodical approaches required
increase inHy, is always compensated by a decreasgjin  for this purpose were described in detail in Refs. 2—4. Since
and the effect predicted by the thebr§ncrease in the gap the theory disregards the above mechanisms of gap forma-
width upon an increase in the external fielslsuppressed. In tion (due to the interaction of various oscillatory sub-
the general case, the longitudinal susceptibility and field casystemy, it leads to the conclusion that the gap width tends
affect the gap widths differently. For definiteness, we shalto zero asH—0. Since this contradicts the reality and wide
henceforth take into account the model situation in which argaps are observed in all REOF even fér=0, the effects
increase in the transition field corresponds to an increase iassociated with manifestation of longitudinal oscillations
longitudinal susceptibility, i.e., the situation typical of the should be sought in the form of increments of these “initial”
I',,—I', transition in the fieldH||a. Accordingly, we shall be gaps after the application of the field. For this reason, the
interested only in the energy gap, in the vicinity of the  general methodical approach in experiments was as follows.
temperaturéT=T,. The theory was developed and tested At first, we reconstructed the energy gap for the corre-
for the first time just for such a transition in YFgQdn this  sponding spontaneous transition. Then the temperature—field
material, no spontaneous reorientation takes place, and hendependence of this gap was measured in a comparatively
only theI',,—I", transition can occur in the field. THé—T  weak field (up to 10-12 kOe) oriented strictly along the
phase diagram of YFeQin the fieldH|/a is such that this  crystallographic axis. The sought effect was estimated from
transition can be induced in the experimentally admissibléhe magnitude of the derivativels/y/dT and dvy/dH. The
temperature range only by fields of 70—80 kOe. This meantatter derivative must be positiveaccording to Refs. 1)7
that it is impossible to eliminate the effect of the field on thebut the derivativedvy,/dJT is also always positive for the
energy gap in YFe@ If, however, a reorientation of the I',,—I', transition. If the above-mentioned temperature—field
same type occurs spontaneously, the induced reorientatiadependence of the gap is such thag,/dT, dvg,/dH # 0 for
can be caused by an infinitely weak field, and all the effectd —T, andH— 0, respectively, we can state that longitudi-
associated with manifestations of longitudinal oscillatiéihs nal oscillations make a contribution to the spin dynamics of
they exis} can be rightfully associated mainly witlp. A the field-induced as well as spontaneous transition. Since the
spontaneous Morin transitioh;—I", occurs atT=40 K in  transition field in this case can be quite small, the prevailing
DyFeGQ; in which the effects of longitudinal oscillations of contribution to the effect will be determined for a certain
magnetization were observédHowever, theH-T phase magnitude of the field by the longitudinal susceptibility
diagram of this orthoferrite is such that the transitlonn—I', ~ alone. Naturally, this conclusion does not follow from the
we are interested in can occur near the Morin temperaturtheory’ and the results obtained while testing this model
only in the field =40 kOe. However, in the temperature for YFeO, and DyFeQ’ appear rather as the strong field
rangeT>78 K in which the experimentswvere carried out, effect. For this reason, a detailed comparison of the actually
this transition can be induced only in a field not weaker tharobserved spin dynamics with the theory is hardly correct. In
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TABLE |. Characteristics of spin dynamics of orientational transitions in REOF agB@gemeasured experi-
mentally by us.

Substance
Parameters YbFeQ; TmFeQ ErFeQ (1) NdFeQ SmFeQ FegBOg ErFeQ (2)
Type of transition [oy=T5 =Ty Tpy=Ts Tpy=T5 Tpp=Ty Tpp=T5 Typp—Tos
Tsr=(T1+T,)/2, K 7.4 88 95 123 463 415 3.9
Energy gap for spontaneous 375 20 26.5 56 35 175 26.1
transition at the poinT=T,, GHz

Tsr= Tsr/Tn 0.01 0.14 0.15 0.17 0.7 0.8 1.0
vl dT for T—=T,, GHz/K 0 0 0 (6] 0.3 0.5 60
dvgal dH for H—0, GHz/kOe 0 0 0 0 - 0.7 4

Remarksi(a) Asterisks mark expected valugb) The following substitutions should be made for Erz€@):
Tsr, Ty andT, should be replaced bYy, and vy, by voys,.

this research, we shall use only the main conclusion of theusI",,—I', transition in YbFeQ, TmFeQ, and ErFeQ re-
theory (and experimental teti.e., the fact that an increase mains unchanged upon the application of a comparatively
in the gap with the field is an indication of a contribution of \ye5k field. This means that the energy gaps in these orthof-
longitudinal oscillations of magnetization to the reorientationgites at the points corresponding to this spontaneous tran-
dynamics. According to experimerftS this contribution can  gjtion are formed mainly due to precession mechanisms. For
increase upon a decrease as well as an increase in tempera- — 0. 15, the contribution of longitudinal oscillations of
ture. We shall confine our analysis to the latter case. magnetization to the gap width is negligibly small against
Let us analyze all the experiments in the ascending ordefis” hackground and is not manifested in experiments to
of parameterrsg. For this purpose, it is convenient 0 \ithin the attained accuracy of measureméaee Refs. 2)3
present the main results and information on REOF and tpe magnetic resonance measurements for NgFeO

Fe;BOg obtained in our experiments in the form of a table. g4 that the range of angular phase and the energy gap

It can be seen from Table | that orthoferrites characteryiq, in this orthoferrite are very sensitive to the quality of

ized by relatively low temperatures of spontaneous reorieng,q jnitial raw material for the samples. For this reason, the

tation I'54~1'5(7sg<0.15) have the gradientvo,/dT=0.  oyheriment meeting our requirements would be characterized
Moreover, the results of measureméfftshow that in yiter- by a large error. However, no measurements were made for
bium, thulium, and erbium orthoferrites this gradient is equa'NdFeQ since it was clear beforehand that such measure-

to zero not only forH =0, but also in a nonzero field. .ments would not give any new qualitative results other than

. The field dependencgs of energy gap width pre;ented 'those obtained from experiments with ErkRehdeed, 7
Fig. 2 show that the gradiedty,/dH in these REOF is also =0.17 for NdFeQ, i.e., this parameter is very close for

equal to zero not only in zero field, but also in fields up to 6_neodymium and erbium orthoferrites. Hence an increase in

10 kOe. The general result of measurements can be formtfﬁe gap width with the field and temperature in NdEeO
lated as follows: the gap widthy, inherent in the spontane- could hardly be observed

The compound SmFeQOwith a record-high value of
7sg= 0.7 among REOF attracts considerable attention of the
researchers. However, the attempts to make magnetic reso-
nance measurements in this compound were not successful
in view of a low intensity and a large absorption line width,
which is apparently due to strong attenuation introduced by
the rare-earth subsystem at a large valugd gf inherent in
this REOF. For this reason, it was essential to find a suitable
magnet that does not belong to the well-known set of REOF
and has a high value ofgg. Such a magnet was §&Oq
isomorphic to REOF, which is a weak orthorhombic ferro-
magnet forT<Tgr=508 K. This compound exhibits &k
=Tgg=415 K the spontaneous reorientatibp—I", typical
of REOF, but occurring jumpwise and not through the angu-
lar phase. Thed—T phase diagram corresponding to it dif-

: P 4
FIG. 2. Field dependences of energy gap widths in different orthoferrites: oferS from that for REOF only in thal;=T, in Fe;BOg.

40

Vor GHz
O

20

10

0 4 H, kOe6

the curve corresponding to the transitibg,—I", induced by the fieldH|ain
TmFeQ(A),ErFeQ(O), YbFeQ, (dark triangley and FgBOgz (M), and on
the curve corresponding to the metamagnetic transitfipn— I',, induced
by the fieldH||c in the erbium subsystem in ErFg(@). The dashed line is
the linear extrapolation of the field dependence of the gap width jBGg
in the field regionH>8 kOe.

However, the structures of transitions induced by the applied
field are absolutely identical to those realized in REOF. In
this case also we shall be interested only in reorientation in
the fieldH||a. It can be seen from Fig. 2 that the energy gap
width in FgBOg increases with the field. The gradient
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dvge/dH#0 in this case even foH=0 and amounts to
0.7 GHz/kOe. The gap width also increases with tempera-
ture, its gradient beingvy,/dT#0 even at the point of
spontaneous transitiondvg,/dT~0.5 GHz/K at T=TgRg.
This means that the “initial” gap inherent in spontaneous
transitions is formed not only due to precession
mechanism§, but also due to longitudinal oscillations of
magnetizatiort. This is a direct consequence of a high value
of the parametetsg which attains the value 0.8 for FBOg.
It should be stipulated that the above valuedof,/dH was
determined by the linear extrapolation of the field depen-
dence of the gap width in the range of the strongest field.
This gives~ 15 GHz for the initial gap, while the experimen-
tally obtained field dependence of the gap witkke Fig. 2 - - ) ) )
gives ~17.5 GHz. A detailed substantiation of the need to 0 0.2 0.4 Ten 0.6 0.8 1.0
use this approach is given in Ref. 4.

In all the cases considered above, field-induced transiFIG. 3. Values ofdv,/dH at the points of spontaneous transitions in dif-
tions occur for an exchange energy which is much highgr ferent compounds for corresponding dimensionless temperatyres(T;

. : : .. +T,)/2Ty: measured©) and expected4 ) values. Suffixe¢l) and(2) to
3 orders of magnitudethan the anisotropy energy. For this ErFeQ indicate that in the former case we are dealing with Fhe—T',

reason, the rati_Q(H Ix. in this case cannot in principle be transition in the iron subsystem, while in the latter case we Haye-I",4
greater than unity and that too &&= Ty only. It was found transition in the erbium subsystem.

that the inverse relation between exchange and anisotropy

can be realized in ErFeOSuch a possibility appears in view

of antiferromagnetic ordering in erbium at=Ty,=4 K. At  ents have the following valuesivy,/dT=60 GHz/kOe,
this point, a spontaneous combined order—order transitioAvgy,/ dH=4 GHz/kOe. However, it cannot be stated in this
occurs in the iron subsystefaonventional smooth reorien- case that the existence of such large gradients of the gap
tation of G, but now in thezy plane, and disorder—order width nearT=Ty,,H=0 indicate an adequate contribution
transition in the erbium subsystefantiferromagnetic order- of longitudinal oscillations to the “initial” gap widthygy, at

ing of spins in erbium along the-axis). The rare-earth sub- this point. In all probability, the above gradients emerge only
system acquires the properties of a metamagnet due to a hig the field. It should be noted that the structure of the tran-
one-ion anisotropy of erbium, which is much stronger thanrsition typical of the spontaneous reorientatiop,— I", (see

the energy off —f interaction. The fieldH||c induces a meta- Fig. 1b) does not change upon the application of the field
magnetic transition in this subsystem, which involves theH| a, while the fieldH|/c transforms the spontaneous transi-
collapse of the magnetic moments of erbitfrFigure d  tion I',—I';, into the transitionl';,,~I",4. This means that
shows schematically a fragment of the-T phase diagram the latter can be realized only in the fidlotherwise it could
corresponding to the transition to the temperature region imot be a metamagnetic transitignAntiferromagnetically or-
which it takes place as a PT- 2. In Erkghis corresponds dered erbium in this case becomes ferrimagnet with the dif-
to the temperature interval=T,— T\,=2.7—-4 K(T; is the  ference in the magnetizations of sublattices in the form of the
tricritical point). In our earlier measurements made onz-component of ferromagnetism of Er. In all probability, the
spherical sample’!? the interval of the applied fieltH in maximum gradients of the gap width in field and temperature
this temperature range was 0-4.1 kOe. A detailed descrippt T=Ty, andH=0 are associated just with the change in
tion of high-frequency experiments with this metamagneticthe structure of the initial phases. As regards the contribution
transition can be found in Ref. 3. Here we only recall that arof longitudinal oscillations to the gap width in the case of a
exceptionally high longitudinal susceptibility and a vanish-spontaneous transition, it must correspond to the value
ingly low transverse susceptibility are typical properties ofy;/x, =1 at the poinfTsg= Ty, according to the arguments
metamagnets. For this reason, even a formal application gfresented in Introduction. The measurements of high-
the theory should lead to the corresponding increase in thefrequency susceptibilify give the valuey;/x, =3 at this
gap width. Indeed, according to Fig. 2, the energy gap widttpoint.

at the metamagnetic transition curve increases almost by a Figure 3 shows the resultant two-dimensional diagram
factor of 1.5 in a comparatively weak field. Direct measure-characterizing the evolution ofvy/dH for H=0 with a
ments of the high-frequency susceptibility give the ratiochange in the parametegg. Obviously, this diagram can be
X|/x.=7. The temperature dependencesygfyx, and of supplemented with the third coordinate characterizing the
the gap widthvgy, also correlate even in details. This is the field dependence afyvy/JdH. For this purpose, we must carry
most convincing evidence of the fact that the increment obout high-field measurements of the gap width in the REOF
the gap width in a field shown in Fig. 2 is associated withpresented above according to the technique used in Refs. 1,7
longitudinal oscillations of magnetic sublattices of erbium.for YFeO; and DyFeQ. Among the compounds represented
In the present research, we are interested in the field and this diagram, such measurements were made only for
temperature gradients of the gap width in the vicinity of aFgBOg.° The smooth curve connecting “experimental”
spontaneous transition. For— Ty, andH—0, these gradi- point in Fig. 3 can give an idea about the valuesgof/JH

avo/8H| H-=  GHz /kOe
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for H=0, which can be expected for some other REOF pro-accord with the results of measurements presented here for
ceeding from the known valudg.g., for DyFe@, NdFeQ,  ytterbium, thulium, and erbium orthoferrites for which the
SmFeQ). In all probability, the situation with DyFeOand  gap width is also independent of temperature in the region
NdFeQ will be the same as in ytterbium, thulium, and er- T<<100 K.

bium orthoferrites, i.e.gvq/dH=0. On the other hand, the

cont.ributic.)n of Iongi.tudi.nal oscillations to thg sponta.neous4. CONCLUSIONS

reorientation dynamics in SmFg@nust be noticeabléwith

dvg,l IH=0.3 GHz/kOe). This is natural since tfig,~I', (1) The spin dynamics of orientational transitions in real
transition in this case occurs for comparatively large value of ~ €xperimental conditions is formed under the effect of
x)/x. . It follows from the temperature dependence of precession as well as longitudinal oscillations of magne-

x|/x, obtained by Balbashev et aland the value ofrgg tization. The ratio of corresponding contributions to en-
=0.8 for SmFeQ that the susceptibility ratio is-0.7. Un- ergy gap widths for spontaneous transitions is mainly
fortunately, the entire set of REOF contains no appropriate ~ determined by static properties of a given compound and
compounds for filling the gap between NdReghd SmFe@ can be characterized by the dimensionless temperature

on the given diagram. This gap could be filled in principle by ~ Parameter, viz., the ratio of the spontaneous transitiqn
appropriate isomorphic compounds. However, the most ob- temperature to the temperature of ordering of the spin
vious and probably attainable way of obtaining an appropri-  Subsystem.

ate continuous set is the method of mutual substitution of2) Commensurate contributions of precession and longitu-
rare-earth ions in REOF with the soft mode of the same dinal oscillations of magnetization to the energy gap
origin, but with noticeably differing temperatures of sponta- widths at the points of quntaneous transitions should be
neous reorientatiorie.g., Tn¥* and Sm*). But even the expected for values of this parametei0.5. In strong
diagram presented here allows us to state with a certain de- Magnetic fields, however, longitudinal oscillations can
gree of confidence that it is reasonable to seek the contribu- Play significant role generally for an infinitely small
tion of longitudinal oscillations to the spin dynamics of spon- _ vValue of this parameter. _

taneous reorientation at the modem level of accuracy of3) An analysis of the entire body of experimental data pre-
measurements and the quality of raw materialsrgg>0.5. sented here as well as in Refs. 1-10 leads to the urgent
On the other hand, the corresponding effects must be ob- need in creating a new, more comprehensive and univer-

served for all above-mentioned “low-temperature” orthofer-  Sal theory describing the spin dynamics of orientational
rites undergoing transition induced by quite strong fields. ~transitions. The contributions from precession and longi-

Such effects were actually observed in DyR€Cbut the tudinal os_cillations of magneti;ation to spin dynamics
same effects can be expected with confidence for ytterbium, Must dominate at the boundaries of the temperature re-
thulium, erbium, and neodymium orthoferrites also. Fhe gion of spin ordering, i.e., af—0 andT—Ty, respec-

T phase diagram of the corresponding compound can be used tively. For most of the experimentally observed soft

to estimate the magnitude of the required external field. For M0des and energy gaps in magnetic resonance spectra,
example, this field for th& ,,—I", transition in ErFe@ must we _have_ to accept the unusual statement_that they cannot
be not weaker than 60—70 k@see theH—T phase diagram be |dent|f|ed as modes of purely precession or_of p_ur_ely
in Ref. 13. Only in such fields the value ofsg=Tr/Tn relaxation origin and by no means of pyrely spin origin.
—0.5 can be expectedT(; is the temperature of induced Moreover, soft magnetic resonant modestheir classi-

transition. Finally, Table | and the figures do not imply that €&l meaningapparently can never be observed in experi-
higher values of the energy gap width in the case of a spon- Ments; the more so, they cannot be observed evenin prin-
taneous transition corresponds to a larger contribution of lon- ~ CiPle in view of fundamental limitationge.g., due to
gitudinal oscillations to the spin reorientation dynamics. No ~ SPontaneously broken symmetry Since coupled oscil-
correlation between the values of these quantities can be [&tions of various subsystems of a magnet always take
traced in the results presented here. This means that the “ini- Place in actual practice at the points of reonentaﬁo_n,
tial” value of the gap and its increment in the field are due to ~ €N€rgy gaps do not vanish even if we disregard longitu-
different mechanisms. They make additive contributions to ~ dinal oscillations.

spin dynamics. The competition of these contributions in a  This research was supported by the Foundation of Fun-
certain transition region 6f andH can lead to the situation damental Studies at the Ministry of Science of the Ukraine.
when one of these contributions becomes insignificant

against the.background of.the other contribution which besg_ .. danshin@host.dipt.donetsk.ua

comes dominant. In our opinion, the features of such a com-

petition were observed earlier for YFg@nd DyFeQ.® As T _ .
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LOW-DIMENSIONAL AND DISORDERED SYSTEMS

Thermal conductivity and electrical resistivity of the layered compound Nb 1—xSN,Se,

V. |. Beletskii, O. A. Gavrenko, B. A. Merisov, M. A. Obolenskii, A. V. Sologubenko,
G. Ya. Khadjai, and Kh. B. Chashka

Kharkov State University, 310077 Kharkov, Ukrdine
(Submitted November 3, 1997
Fiz. Nizk. Temp.24, 360—366(April 1998)

The thermal conductivity (x=0,0.15,0.3,0.6f=2-200 K and electrical resistivity (0<x
=<0.5;T=6-300 K of layered crystals Np ,SnSe, are measured in thab plane. The metal—
semiconductor transition is observedxat0.5. The magnitude of the resistivity anomaly

observed at 33 K and associated with a transition to the charge density wave phase increases with
increasingx for x>0.15. The thermal conductivity of the metallic sampl&s<(Q.5)

increases with temperature &t>-90K, which is in accord with the nonlinearity of th&T)
dependence. The absence of such an increas€Tih for a semiconducting sample indicates that
this singularity is connected with the electronic subsystem. The observed nonmonotonicity

of the p(x) dependence may be associated with the existence of a sharp peak in the electron
density of states near the Fermi level. Approximation of Xl{&) dependence reveals the

existence of a phonon scattering mechanism with a relaxation rate proportional to the square of
the frequency. ©1998 American Institute of Physids$1063-777X98)01204-3

1. INTRODUCTION Au+0.07%Fe thermocouple. The resistivitywas also mea-

. sured in the layer plane by the standard four-probe tech-
The transport properties of layered superconductors arﬁique

of interest due to the fact that in several cases, the hig
anisotropy of the properties of the electron subsystem asso-

ciated with the singularities of the crystal structure leads tg> DISCUSSION OF RESULTS
the emergence of a state with a charge density WwaWwW) 3.1. Electrical Resistivity
comp_etlng W'th. the superconducting state. qublu_m di- Figure 1 shows the temperature dependence of the elec-
selenide, which is a layered superconductor of this kind, al- . o N

lows the investigation of CDW and superconducting transi trical resistivity of Nb,Sn,Se, samples X=0-0.5. The
o : ) . : ‘temperature dependengg(T) is of metallic type forx
tion in easily attainable temperature regions. As Nb is re- P P Ge(T) yp

=<0.45 and typically semiconducting type far=0.5, the
placed by Sn, the compound NbSnSe undergoes a X C .
metal—-semiconductor concentration transition »at0.5 magnitude of resistivity of NbsSry.sSe; being three orders

while the basic structure of the NbSype is preserved. of magnitude higher than for compounds with a lower con-

) ; ntration of Sn. Thi in war ncentration-
The present paper aims are studying the effect of re.E:e tration of S S points towards a concentratio

placement of niobium by tin on heat and charge transpor%nduced metal—insulator transition in the interval G46
. 2 <0.5. i [
processes in the compound NbSnSe, over a wide tem- 0.5. The dependences(T) display weakly manifested

perature interval anomalies |n the vicinity oﬂ'd=3_3 K associate_d with the
’ CDW:-transition. These anomalies are manifested more
clearly on the temperature dependences of the derivatives
dp/dT presented in Fig. 2. It is well knowrihat CDW can
2. SAMPLES AND EXPERIMENTAL TECHNIQUE be suppressed in layered superconductors by intercalation or
doping. However, CDW-effect for electrical resistance is en-
Single crystals of NbSewere grown by the method of hanced in Nb_,SnSe;, for x>0.15. Figure 3 shows the con-
direct gas transport in an atmosphere of Se in a gradiertentration dependence of the jump in the derivative of the
furnace at 750°C and a mean gradient of 5 K/cm. Theresistivity p|/pj,, wherep| is the resistivity derivative at the
growth time was about 240 hours. The composition of thenitial segment of the CDW transition, ang| is the resistiv-
obtained crystals was analyzed by the x-ray electronic techity derivative at the final segmeiithe choice ofp, and p,
nique on the set-up KRATOS-800. The crystals grown infor the sample N§,Sny 5Se is illustrated in Fig. 2 It can be
this way had sizes of the order of<@2x0.1mm. The ther- seen from Fig 3 that this jump has the highest valuexfor
mal conductivityh was determined in the plane of the layers ~0.4, i.e., near the concentration corresponding to metal—
by the method of uniaxial steady-state thermal flow. Theinsulator transition, the dependenggy/piok correlating
temperature difference was measured by using a chromelwith the dependenceg|/p;, (see Fig 3. It can be concluded

1063-777X/98/24(4)/5/$15.00 273 © 1998 American Institute of Physics
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FIG. 1. Temperature dependence of the resistivity of NBn,Se.. 0.0 0.1 0.2 0.3 0.4 0.5
X

from Fig. 3 that the compound witk=0.15 is the most FiG. 3. Dependences,o k/piok.p{/ P, P00 and T, on tin concentration
“defective,” and the compound witlk=0.4 is the least “de- in Nb,_,SnSe.
fective” from the point of view of resistivity and the mag-
nitude of the CDW-effect.

It can be seen from Fig. 2 that th€(T) dependences Debye temperature &=222K)2 and J,(x)[se%(€
are qualitatively similar for different Sn concentrations. The—1)~2z"dz s the Debye integral. This curve is in qualitative
solid curve shown in Fig 2 is the temperature derivative ofagreement with the experimental dependence except in the
the functionfs_4(T)=A(T/©)3J3(0/T), where ® is the vicinity of the CDW-transition and the high- temperature
region T>100 K. The functionf_4(T) describes the tem-
perature dependence of the resistivity of a metal containing
s- and d-band electrons for the case when phonon-induced
s—d transitions dominatd An approximation of the experi-
mental results by the function

pia(T)=po+A(T/0)%J5(O/T) ()

shows that at temperatures beldy, i.e., in the range of
existence of charge density waves, the value of the parameter
A is much larger, and op, smaller, than the corresponding
values forT>Ty. Table | shows the values of the param-
eters A andp, before (T, <T<20K) and after T>40 K)

the CDW:-transition. Thus, although the overall variation of
p(T) in the CDW transition region is smallcontributions
from individual mechanisms of electron scattering undergo
significant variations.

10

dp/dT, Q-m/K

TABLE |. Approximation parameters for resistivity of Nb,SnSe,.

10°

X

1 L llllllvl

1 Parameter{)-m 0.00 0.15 0.30 0.40 0.45

10 Tk 100 po(T<20K), 10°8 5.56 949 1135 213  2.26

po(T>40K), 10°8 8.95 13.50 21.50 6.85 6.50

FIG. 2. Temperature dependence of the derivatwid@ for Nb, _,SnSe. A(T<20K), 1078 5.85 7.90 17.00 6.85 6.06
The notation is the same as in Fig. 1. The solid curve shows the temperatudT>40 K), 10 ° 2.12 2.88 5.49 2.15 2.04
derivative of the functiorf_4(T) (see formula1)).
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value for the constant Athe expressichfor the constani\
contains the ratidNy/Ng, where Ny and Ng represent the
density of d- and s-electrons, respectively, at the Fermi
level).

Figure 3 shows the dependence of the superconducting
transition temperatur@, on x, the width of the transition
being about 0.2 K for all samples. Note that the dependence
T.(x) is weak although, like resistivity, the superconducting
transition temperature is also sensitive to the density of states
at the Fermi level. It is possible that in this case, we can use
the results obtained by Hopfiéldvho showed that for tran-
sition metals, the electron-phonon interaction constant with
which the value ofT is associated depends not on the total
density of statedN(Eg), but on the partial density of all
electron states at the Fermi level with the exception of the
d-state(the contribution fronp-type states dominates in the
case of transition metalsConsequently, a weak dependence
of the density ofs- and p-states orx in Nb; _,Sn,Se, leads
to a weak variation ofl ;.

0 100 200 300 400 It can also be assumed that, since niobium diselenide
T,K belongs to superconductors with a strong couplifigfor
which McMillan’s relation

1.00 €

0.95

0.85

0.80

FIG. 4. Departure of the experimental values of resistigiyom the func-

tion pig(T) = po+A(T/®)35(O/T) for Nb,_,Sn.Se, (the notation is the 6 oxd — 1.041+\) @
same as in Fig.)1 Solid curves correspond to approximation by the function €7 1.45 \— ﬂ* (1+0.620)|"
[1+0.48expt-540T)] 1. The inset shows the temperature dependence of

plpiq In the vicinity of the CDW transition. holds, N being the electron—phonon coupling constant and
n* the effective parameter of Coulomb interaction, the weak
variation of T, upon an increase in tin concentration can be

The absolute value of resistivity is maximum foar  due to renormalization of the electron—phonon coupling con-

=0.3 (see Fig. 3 For T>Ty, the dependences(T) are  stant associated with the introduction of a heavy impurity

guite close for pure NbSeand for compounds with tin con- (the ratio of atomic masses of Sn and Nb~4.27).

centrations close to the metal—insulator transitior=0.4

andx=0.45) (Fig. 1). 3.2. Thermal Conductivity

At temperatures above 100 K, the experimental depen-  rigyre 5 shows the experimental results on the thermal
dencesp(T) deviate from the approximate expression give”conductivity of the compounds Nb,SnSe with x
by (1) towards decreasing resistivity. Such an effect of resis— 0,0.15,0.3, and 0.6. No sharp variation was observed in the
tivity "saturation” is also observed in other compounds With temperature dependence of the thermal conductivity in the
a d-band® The deviation of the experimental values of re- yicinity of the superconducting transition, which is in accord
sistivity from the approximate relatiofl) is represented in  \ith the results obtained by Roeske et&The thermal con-
Fig. 4 in the form of the ratig/pj4 . It can be seen that these qyciivity of samples with metal conductivityx&0.5) in-
deviations practically fall on a single curve for all samples, creases with temperature above 100 K, i.e., at the same tem-
which is approximated quite well fof>Tq by the expres-  peratures where noticeable departures from the dependence
sion [1+ 3 exp(-E/M)]™* (8=0.48, E=540 K). A similar (1) are observed. Similar peculiarities were also observed for
expression was also used for describing the high-temperatuggnher metallic compounds with a-band, e.g., VSi?
dependences(T) for transition metal alloysand associated TiSe,,'2and TaSe!® However, no such increase is observed
with the additional contribution to the conductivity of elec- i, the semiconducting sample S, (Se whose room-
tron states in one _of the bands the energy at Whlose.bOttO'%mperature resistivity is of the order of Q0L m. The fact
exceeds the Fermi ener@y by an amoun€. Considering  hat the semiconducting compound does not display an in-
the complex structure of the energy bands of NbSand the  crease in the value of(T) indicates unambiguously that this
fact that Nb states make the dominating contribution 10 the,ecyliarity is directly related with the electron subsystem.
elegtronlc properties of Nb@ethe interpretation offered by In order to determine the main mechanism of thermal
Claisse et af.can also be applied to the present case. resistivity in Nb_,Sn.Se,, we approximated the experimen-

Peculiarities of the transport properties observed for thgy| gata under the assumption that the total thermal conduc-
system Nb_,SnSe, can be interpreted unambiguously by ity A can be treated as the sum of electrag)(and pho-
taking into consideration the exist_ence of a shar_p _peak on thgon (\p») components. In the region of elastic scattering of
density ofd-states near the Fermi energjn the rigid-band electrons, the electronic component of thermal conductivity

model, an increase in the valuexithanges the band occu- i, the normal state is defined by the Wiedemann-Franz law
pancy, ancEg crosses the peak of the densitydsbtates at a

tin concentratiorx~ 0.3, which corresponds to the maximum  Ae=LoT/p, €)
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TABLE II. Approximation parameters for thermal conductivity of An estimation of the electron contribution to the thermal
Nb, - SnSe. conductivity of N _,SnSe, samples with a metal-type con-
ductivity (x<<0.5) in the normal state carried out by using
formula (3) showed thah) amounts to 10-30% of the total

Parameter 0.00 0.30 0.60 thermal conductivity. A precise splitting of the thermal con-
Ky, 10428 1.25 4.05 14.3 ductivity into components\, and A, was carried out for
Kz, 10:in’1-82 - - 1.34 samples of NbSeand Nk ,Sn, ;Se, at temperatures below
53&: s 11%-15 7;-7 13(2)-8 10 K, where elastic scattering of electrons at defects domi-
b ~ B 6 nates p~py) (see Fig. 1L The validity of Wiedemann—
lins 1009 m _ _ 22 Franz law for NbSg at T<<10 K was confirmed in the ex-
K,, 1074 0.3 200 - perimental work of Roeske et &l.The electronic thermal

conductivity in the superconducting state was approximated
by formulaA$=\2f(T/T,), the functionf(T/T.) being de-
_ g fined in Ref. 21. The scattering of phonons by electrons was
wherelLy,=2.45<10" °*W-Q/m. The phonon component of taken into account by introducing the term
thermal4 conductivity was approximated by using theK4wg[A(T),T,w], whereK,, is a constant, and the function
formulat g[A(T),T,0] is also defined in Ref. 21, and(T) is the
kg [Kp\® 2 [0 yeY band gap. The valua(0)=1.7&,- T, from the BCS theory
P22, (ﬁ) f (@127 Yy, T) dy, (4  was used in the approximation, _and the temperature depen-
denceA(T)/A(0) was tabulated in Ref. 22.
wherey =% w/kpT (o is the phonon frequentyv the aver- Below 10 K, the phonon—phonon scattering does not
age velocity of sound, and(y,T) the total phonon relax- make any contribution to the thermal resistivity, and hence
ation time. The parametel® andv were not determined the corresponding term it6) was omitted during approxi-
separately for each sample, but since the elastic properties @fation. The values of parameteks;,K;,K,, and d for
NbSe and SnSg do not differ significantlyl,s'ls identical NbSe and NB,Sn ;Se are presented in Table Il. It was
values® =222 K andv = 1.75x 10°m/s” were used for ap-  found that the experimental results cannot be approximated
proximating the thermal conductivity of all Nb,SnSe,  quite well in the temperature rande< T, by assuming that
samples. all phonons are scattered by electrons. It is well knt\tinat
The contribution of electrons in heat transport and phothe acoustic vibrations polarized across the layers in layered
non scattering is negligibly small in the semiconductingmaterials are virtually not scattered by electrons. Hence we
sample NB4Sn ¢Se. It was found that the temperature de- carried out computations under the assumption that phonons
pendence of the thermal conductivity of j\f$n, ¢Se is best  pelonging to one of the three acoustic branches are not scat-
approximatedthe error in the temperature interval 2— 300 K tered by electrons , i.e., the corresponding coeffici€pt

0

is ~1.8%) by using the following expression for *: =0 for them(the remaining coefficients were the same for
all vibrational branches Such an assumption made it pos-
T i=m M Kie*+H K Te® ex% ~ 5T +Kzw?. (50 sible to approximate with a good degree of precisitm

within 1.5%) the experimental thermal conductivity data
The first term on the right-hand Sid(El:v/d corresponds  both in normal and superconducting stateslid curves in
to the scattering of phonons at the sample boundadeis ( Fig. 5. The use of independent sets of approximation coef-
the corresponding mean free pgtthe second term corre- ficients for each of the three acoustic phonon brarféhes
sponds to Rayleigh scattering at point defects, and the thirdiould enormously increase the number of fitting parameters
to phonon-phonon umklapp processes. A fourth term proporas well as the uncertainty associated with them.
tional to w? had to be introduced for describing the low- Note that the behavior of the thermal conductivity in the
temperature segment of the dependex€E). An analogous vicinity of T, can also be approximated satisfactorily under
contribution to the phonon scattering was also reported irthe assumption that phonons belonging to all three acoustic
other works devoted to the thermal conductivity of layeredbranches are scattered identically by electrons, but by using
dichalcogenide®!® Khadjai et al® attributed the contribu- the valueA(0)/k,T.=1.1 instead of the value 1.76 from the
tion to the relaxation rate proportional & to phonon scat- BCS theory. However, it was shown experiment&lishat
tering by crystal lattice distortion fields produced by pointthe band gap in NbSds close to the theoretical value, and
defects in layered crystals. hence we assume that the former assumption is more realis-
In order to approximate the experimental data in thetic.
high-temperature region, the minimum possible mean free Analyzing the obtained values of the approximation pa-
path v 7 of phonons had to be restricted to the minimumrametergTable I), we observe that the coefficiedtis close
length | i,. The existence of the smallest possible high-to the thickness of the corresponding sample. For samples
temperature thermal conductivity defined hy,, was ana- with x>0, the values of the parametd¢s andK; are larger
lyzed by Cahill et af° for materials with a strong phonon than for pure NbSgbecause of a larger number of defects in
scattering. the samples upon replacement of Nb by Sn. The valu€,of
The values of approximation parameté&rs,K,,K;,b,d  determined by the electron—phonon interaction is much
andl ,,;, are presented in Table II. higher for Nk ;Sn, sSe than for NbSe, which is in accord
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40 =0.3. For samples with metal-type conductivity, mutually
PRy correlating deviations of thermal conductivity and electrical
° resistivity are observed at temperatures above 100 K. The
observed peculiarities in the electrical resistivity, electronic
thermal conductivity and phonon scattering by electrons for
Nb, _,SnSe samples are apparently associated with the fact
that replacement of Nb by Sn changes the occupancy of the

20

o 10 d-band whose density of states has a sharp peak in the vicin-
c 8 ity of the Fermi level.

E 6 To approximate the thermal conductivity of
: - Nb;_,SnSe with an accuracy close to the experimental

one, we must introduce into the total phonon relaxation time
a term proportional to the square of frequency. At high tem-
peratures, the phonon mean free path is restricted to a certain
minimum value.
The behavior of thermal conductivity in the supercon-
oyl ducting transition region points towards a weak interaction
between electrons and a part of the phonon spectrum, most
100 Lo ) .
T, K probably the vibrations polarized at right angles to the layers.

FIG. 5. Temperature dependence of the ther_mal_ conductivity _Of*E-mail: george.ya khadjai@univer.kharkov.ua

Nb, _,SnSe (® correspond tx= 0.6, rest of the notation is the same as in

Fig. 1. Solid curves correspond to approximati(see text The dashed ——
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It is shown that the damping decrement for acoustic waves in a layered conductor with a quasi-
two-dimensional electron energy spectrum depends considerably on the orientation of the
magnetic field relative to the layers in a wide range of magnetic fields if charge carriers can drift
along the sound wave vector. The positions of extrema on the angular dependence of the
sound damping decrement contain detailed information on the Fermi surfac&99® American
Institute of Physicg.S1063-777X98)01304-9

Layered conductors having a strong anisotropy of metal- 1 (T
type electrical conductivity and placed in a magnetic fidld vx=tanfug; ve=F f Uo(th)dty. (©))
exhibit a number of effects typical of quasi-two-dimensional °
conductors;® such as acoustic transparency stimulated byThe displacement of an electron over a period of motion
the magnetic field and the orientation effect, i.e., the presalong the wave vector is given by
ence of sharp peaks and narrow valleys on the dependences " .
of kinetic characteristics on the angbetween the normal — an . [anp,
n to the layers and the vector of a s?ﬁg magnetic field when 0,T=—tan 021 (F) fo dtan(t,pH)sm( T)
the radius of curvature of a conduction electron is much .
smaller than not only its mean free pathbut also the elec- — _tan 02 (ﬂ
tromagnetic or acoustic wavelengthk1/It will be shown i1\ h
below that the orientation effect is possible in a wider range
of magnetic fields including the case wher>1 if charge _anpy(t,py)tan 0]
carriers can drift in the magnetic field along the sound wave h ’
vector k. The energy of charge carriers in quasi-two-
dimensional conductors

T an
J dtsn(t,pH)sin[—p“
0

h cos 6

4

If we take into account the fact that, and p,, and
hencee,, depend weakly on the integral of motigmy
* =p, Sin#+p,cosh in a magnetic field, the electron drift
e(p)= 2, en(Px.Py)coganp,/h) (1)  velocity alongk in the main approximation in the small pa-
n=0 rameter of quasi-two-dimensionalityof the electron energy

depends weakly on the momentum componestp-n, and  SPectrum assumes the form

their drift along the magnetic field is negligibly small, while o .

o9 , : : _ an ianpy
charge carriers in two-dimensional conductors, for which all 3" = —tang im >, | — exp{ —] I,(tan 6), (5
the components with a nonzenoin formula (1) are equal to a=1\ h h cos 6

zero, do not drift at all. The coefficients of the cosines in

o . where
formula (1) decrease strongly with increasimgso that the

maximum value of the functioa,(p,,py) on the Fermi sur- (T ) tan 6
face e(p)=¢f is equal toyer<er. The drift velocity of In(tan 6)=T o dten(t)exp —ianp,(t,pn) -
charge carriers alonk is proportional ton, and the orienta- (6)
tion effect can occur only in perfect single crystals in which . o ]
the drift over the mean free timeis much larger than the It can easily be seen that the principal term in formula
sound wave length. (5), which is proportional td,(tané), vanishes at certain
Let an acoustic wave propagate in the plane of the layer¥alues of tary, and the angl& has many values, near the
along thex-axis. It follows from the equation zeros of the functiori,(tan¢), for which the drift velocity
vy of charge carriers along the sound wave vector coincides
dp e ith the veloci i i d
= = = [vxH] @) with the velocitys of propagation of an acoustic wave, an
dt c their interaction with the wave is most effective. Conse-

quently, we can expect the presence of narrow peaks on the

of motion of a charge in a magnetic field that for 0 ;
curve describing the dependence of the damping decrement
H=(H sin 4,0, H cos¥), the following equation holds for of sound wavesg P ping

the velocity components averaged over the period of motion
T=2mm*cleH: I'=Q/pw?u?s 7
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Here e and m* are the charge and cyclotron effective Q={ —

on the orientation of the magnetic field relative to the layers. <|¢|2>
T

mass of a conduction electroty, the time of its motion in

the magnetic field¢ the velocity of light,a the separation f}”dt g(t’ )f”Tdt”g (t"yexplik-[r(t")—rt" 1}
between layersh Planck’s constantp the density of the - 2 cost{T/7)—codkv,— w)T] .
crystal, u the displacement of ions, arglthe velocity of
propagation of the acoustic wave with frequensywhich (14

will be regarded as monochromatic in the subsequent analyn the numerator of this expression we have omitted small
sis. The dissipative functio® can easily be found if we corrections in the parametefér<1 andwT<1. Assuming
know the solution of the Boltzmann kinetic equation for thethat the cross section of the Fermi surface by the plane

charge carrier distribution functiof(p,r,t): =const contains not more than two points of the stationary
phase, at which charge carriers move in phase with the wave,
ﬁ_l_ ﬂ_l_ [vxH] — @ of =W_o(f ). (8) i.e., vy(ty) =vy(ty)=s, we obtain the following expression
ot or c op el for Q:
The collision integraW . (f ) vanishes if we substitute 2eH

into it the equilibrium Fermi distribution function ch(2—7rh)3
fo(e —pXu) for charge carriers in the concomitant reference

system moving with the velocity=du/dt of ion displace-
ments.
The electric field in the same reference system, i.e.,

2mh cosdla (T/7)27 kv, (1)
Xf PH T77)2+ 4 siff(ko,— w) T/2

X{]g1|’[1+sin(kAx)]+[hy [ 1—sin(kAx)]—igs(hy
9 —hI)cogkAx)}, (15

where g,=9(t1), h;=h(t;), the asterisk marks complex
conjugate values, and

~ (UXH) mu
E=E+ +—
c e

can be determined by solving the Maxwell equations

A7iow —
curl curl E= ——j. (10) Ax=x(t2)—x(t1)=[py(tl) py(ta)]C

eH cos#
In the linear approximation in the small strain tensor t,
u;;=du; / 9x; for the crystal lattice, the solution of the kinetic +tan 0f vo(t,py)dt. (16)
equation for the nonequilibrium distribution functioh !
=fo(e—pu) — ¢(p,r)exp(—iwt)dfy/de for charge carriers in If the displacement of the electron alokgover the pe-
the =~ approximation for the collision integralWq(f ) riod T is much smaller than the acoustic wave length, i.e.,
=(fo—f )/7 assumes the form krn tan #<1, the value okAx weakly depends op,,, and
T the expression in the braces in formuyled) can be taken
y=[exp( vT+ik'7T)—l]_1J dt’'[g(t) outside the integral. However, the denominator depends sig-
t nificantly on py for kl» tan#>1 sincev, oscillates upon
+h(t")Jexplik-[r(t) —r(t)]+p(t’ =)}, (11) variation of py. After simple calculations, for

- 1<kl n tan #<l/r we obtain
h =1r—i =—iwA;{t)ku;, h(t)= -E
where v=1/7—iw, q(t) loAji(tku;, h(t)=ev(t)-E, L(a)eHhr cos

and the components of the deformation potential tensor {191/ 1+ sin(kAx)]

Ajj(p) describe the energy renormalization of conduction ~akvc(2wh)®
electrons under the action of crystal deformation +1hy [~ 1sin(kAx)]—igy(hy—h*)coskAx)},
oe=Ajj(p)uj; (12 17

taking into account the conservation of the number of charggyhere ¢ =ku 7, and
carriers. Here and below, the subscrigi™ on t, is omit-

ted. Using the solution of the kinetic equati@hl), we can L(a)=(2/m)
calculate the dissipative function by using the formula

2 1
1T siv ¢ (18

2eH In formulas(15) and(17), we have omitted insignificant
~c(2wh)® J de 5(8_8F)J dpy corrections in the small parameter equal to the ratio of the
velocity of sound to the Fermi velocity of conduction elec-
trons in the plane of the layers. If we use the approximation
of the quadratic momentum dependence of the function
£o(Px,Py), the quantitye assumes the form

T ~ ~
X jo dtwwcoll( ¢)E<¢Wcoll( ¢)> (13)

For kr>1, the integrand in formuldll) is a rapidly
oscillating alternating functiort’, and we can use the sta-

abD
_ P
tionary phase method for calculating the dissipative function a=kln tan 6 Jo 2h tané, (19
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whereJ, is the Bessel function having an infinite number of r/l+a?(1+ a?) ! sirP(kD)
zeros on the real axis, aridl, is the diameter of the Fermi I'=(wlv) = 7 (26)
. P 1—sin(kD)+(r/l)
surface along the axis, . _ _ o _
Maxwell's equations(10) make it possible to find the In the case when sikD differs significantly from unity,

relation between the functiom and the ion displacement the acoustic transparency of a layered conductor decreases
Using the solution of the kinetic equati¢hl), we can easily by @ factor ofkl# tan ¢in the presence of charge carrier drift
find the expression for the current densjtyx)=(ev;#), along the wave vectofwe omit insignificant factors of the

which has the following form in the Fourier representation: order of unity in formula26)). For a fixed value of magnetic
field and for the values of= 6., when the value o& van-

j'(x):f dk exp(ikx)[o<»(k)hlé-(k)+a--(k)kwu(k)]. ishes, the damping decrement of the sound wave as a func-
' A N ' tion of tan# assumes the minimum value, while for &
(20 =-—1 and for the same orientations of the magnetic field

HereE. ;(k) andu;(k) are Fourier transforms of electric relative to the layers of the conductor the latter becomes
field and ion dlsplacement while the acoustoelectron coeffiabsolutely transparent. For ta®-1, the minima in the an-

cients are given by the formulas gular dependence df are repeated periodically with the
. same period as fdtr<1. From the magnitude
Uij(k):ez<vi(t)f_mdt,F(tvt,nk)Uj(t,)>’ (21) A(tan 6)=2mh/aD,
. of the_se periods, we can deterr_nine the diam&grof the
aij(k)=e< vi(t)Ldt’F(t,t’,k)AJX(t’)>, (22)  Fermi surface to a sufficiently high degree of accuracy.
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a longitudinal acoustic wave, in the main approximation in

the small parameten we have

iwH cosé/c+ gkwayx
1- §Uyy
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Propagation of electromagnetic waves is studied theoretically in layered organic conductors with
metal-type conductivity, whose Fermi surfa@part from a slightly corrugated cylinder

a priori contains two sheets in the form of weakly corrugated planes. It is shown that the presence
of such a group of charge carriers significantly affects the magnitude of wave attenuation.

© 1998 American Institute of Physid$S1063-777X98)01404-2

The unusual behavior of the magnetoresistance of a fanklectrons with a one-dimensional energy spectrum do not
ily of ion-radical salts with charge transfer based on tetrathi+espond to the magnetic field and, as in the ddse0, carry
afulvalene of the type (BEDT-TTF),MHgQ(SCN), information about the field in the skin layer into the bulk of
indicated~° that the Fermi surface of layered organic con-the sample in the form of Reuter—Sondheimer w&asth
ductors is quite complicated. One of the types of topologicah velocity v,=v cose. If the charge carriers are reflected
structures of the electron energy spectrum of these materialdmost specularly at the surface of the conductor, the relation
which explains the experimentally observed field depenbetween the Fourier transforms of the electric field and the
dence of the resistivity is a Fermi surface containing twocurrent density
guasi-one-dimensional sheets in addition to a weakly corru- .
gated cylinder. These sheets are weakly corrugated planes on E(k)zzf dXE(x)cogkx),
which the velocity of charge carriers has a preferred direc- 0
tion in the layer plané®!! A combination of quasi-two- B
dimensional and quasi-one-dimensional cavities in the Fermi j(k)zzf dxj(x)cogkx) 2
surface of such conductors may be manifested significantly 0
in high-frequency phen_omena. By way of an _example, let US.an be treated as local:
consider the propagation of electromagnetic waves along

layers in a conductor whose charge carriers obey an energy— j;(k)={o;(k) + a'-(l-l)(k)}Ej(k). 3
momentum relation of the type o .
. The contribution to the rf conductivity components of charge
pxtp ap carriers with a quasi-two-dimensional energy spectrum has
e(p)=—5 -~ +A cos—=,e1(p) == pNo, D the form

wherea is the separation between layehsjs the Planck’s 2e%H T
constant, the unit vectdy lies in the plane of the layers and i (K) = c(2mH)® f dpy fo dtv;(t,pn)
forms an anglep with the direction of wave propagation

(x-axis). vt ,
The conduction electron velocity, along the normah X j_ocdt vi(t",pr)exp{v(t’ —t)}
to the layers depends weakly on the momentum component ~
p,=p-n, so thatAa/h=v,p<v,, Wherev, is the velocity X cosk{x(t',py) = x(t,py)}=(e’v;Ru)), 4

of electrons with Fermi energyg= mvglz belonging to the

weakly corrugated cylinder and is the Fermi velocity of while the contribution to the electrical conductivity

charge carriers belonging to a plane sheet on the Fermi sur- " wful
face. In a very strong magnetic fieléth=(0,H cosd, H aij (k)= o1 (K)N;Nj, Ul(k)=—z(k.v)2+v : 5)
1

sin #), when the radius of curvature of the trajectory of
charge carriers with a quasi-two-dimensional energy spedrom charge carriers with an energy—momentum relation
trum is much smaller than the skin-depshtheir contribu- &4(p)=*p-Nv is obviously independent of the magnetic
tion to the high frequency current is not sensitive to the statdield.

of the surfacex;=0 of the conductor since the fraction of Here,e is the electron charge;; =1/ —iw, 7 andw,
electrons colliding with surface boundary and interacting ef-are the mean free time and frequency of plasma oscillations
fectively with the electromagnetic field is of the orderé¥. of conduction electrons with a one-dimensional energy spec-
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trum, T=2mmc/eH cosé is the time period during which

Gokhfel'd et al.

a=(y,z) )

the charge carriers belonging to a quasi-two-dimensionaj,e can easily determine the Fourier transforms of varying

Fermi surface cavity move along a closed orhit=1/7

electric field, and then use inverse Fourier transformation to

—iw, and 7 is the mean free time of charge carriers. Theyetermine the electric field distribution in the conductor also.

component of the electron momentum along the magnetic

field py=py sin 6+p, cosd is an integral of motion in view
of the equality

dp/dt=(elc)(de(p)IpXH). (6)

We assume that the electromagnetic wave is monochro-

matic and has a frequenay, while t andt’ in formula (4)
are the times during which the charge moves in a magnet
field. Integration in formuld4) is carried out over all states
of charge carriers with Fermi energy- .

Using Maxwell’'s equation in Fourier representation

[k?— w?IC?]E 4(K) — 4 i ] o(K)/c?=—2E/(0),

(k)= Yooyt a1(K)(9y? COS?e+ o, tart cos?e+
yy\K) =

The skin depth can be determined easily with the help of
the dispersion equation

def 8,5~ £0,5(K)}=0;a,8=(y,2),

whereé=41i w/(k?c?— w?), and
Top(K)= 0 45(K) + 0 () = [0 ax(K) + 05 (K) [ 0g(K)
+ oy (K) [ oy (K) + 03 (K)]. 9

Using the energy-momentum relati¢h) for charge car-
riers and formulag4), (5) and(9), we obtain the following
expression for the matrix componeﬂgﬁ(k) in the main
approximation in small parametefs kr and y=T/7<1:

®

ic

YOxy sin Z(P)

o1(K)cos®p+ yoyy

o1(k)tgé cos?e
o1(K) cos?p+ yoy,’

Byz( k) :azy( K)=0,

azz(k) =032z, (10

where gy is the contribution foH=0 from charge carriers
to the conductivity along the layers in which the Fermi sur-
face cavity has the form of a corrugated cylinder.

It can be easily seen that in the absence of a drift of
charge carriers along the direction of propagation of electro
magnetic waves, i.e., fop= /2, the attenuation length of un

the electric fieldE, in an extremely strong magnetic field is
the same as in the absence of the latter, {27 w(og
+0,)} Y2 The attenuation length of the electric fiel),
depends significantly on the magnetic field orientation rela
tive to the layers, i.e., on the anglebetween the normal to
the layers and vectdf, and may attain a value of the order
of 8,/ 5? for certain values of the angkewhen the electrical
conductivity across the layers decreases shafply.

However, the attenuation length of electromagnetic

waves varies significantly if charge particles can drift in the
direction of wave propagation. In order to simplify calcula-
tions, we shall assume that the vectirandk are parallel to
each other, i.e.p=0. In this case, the dispersion equation
assumes the form

( 720'0+ 0,2 COS _Za)gl(k)
YOxyt o1(k)

00'22{0'0+ aq( k)} _
YOxyt o1(k)

1-¢

2
+2 X7 (11)

cluded from the solution of Eq11) that the propagation of
two weakly attenuating waves is possible. Fory<<1,
these waves attenuate over distane®s=6,/7 and &,
=6p/y, while for y<#n<1 the attenuation lengths;

= /7y cosfincreases for one of the waves as the magnetic
field deviates from the normal to the layers and, conversely,
the attenuation length of the second wave decreaseséyith
i.e., 6,= 30y cosd/n. In the expressions fod, and J,, we
disregard insignificant numerical factors of the order of
Under conditions of anomalous skin-effect, when the
mean free path of charge carriers is the largest parameter of
the problem having the dimension of length, one of the
waves attenuates over the mean free path of charge carriers

in moderately strong magnetic fields fg®, /I <|y|<1 and

50/ 7°<I, while the other wave attenuates over the depth
=(501)Y¥ 7. In quite strong magnetic fields, whepd, /|
=|y|, the attenuation length of one of the waves decreases
with increasing magnetic field, while that of the other in-

creases:

81=1|v|cos 0/ 5; 5,= Sym!| y|cos 6. (12

The obtained results can be generalized easily to the case
of a weakly corrugated plane as one of the Fermi surface
cavities. In this case, only numerical factors of the order of
unity in the above formulas need to be refined according to
the specific form of the electron energy spectrum, while the
effect of the quasi-one-dimensional Fermi surface cavity on

the high frequency properties remains the same in organic

If the depth of penetration of an electromagnetic wave,,,quctors of the typéBEDT-TTF),MHg(SCN),.
into a conductor considerably exceeds the mean free path of

charge carriersl&v ;) and the dependence of, onk can The authors are obliged to the Ministry of Science for
be disregarded to a high degree of accuracy, it can be coriinancial support of this resear¢®rant No. 2.4/19p
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The process of matrix isolation of nitrogen atoms in soligdidstudied by the method of
condensation from the gaseous phase. In order to vary the flow rates of nitrogen atoms and
molecules at the sample surface over a wide range;H¢ mixtures of various

compositions have been passed through the gas discharge zone. It is found that the EPR line
width for N atoms in N increases upon a decrease in the nitrogen flow rate from the discharge
zone to a cold substrate. It is shown that this increase is due to an increase in the
concentration of atomic nitrogen in the matrix leading to an enhancement of the dipole—dipole
interaction between atoms. It is established that a decrease in the intensity of recombination

of atoms in the course of diffusion at the sample surface due to a decrease in the surface density
of these atoms plays a decisive role in the growth of the concentration of matrix-isolated

atoms in the experiments. It is found that for a constant flow rate of atoms from the discharge,
their concentration in the matrix increases and attains saturation upon an increase in the
discharge intensity. The dependence of concentration on the discharge intensity is attributed to a
change in the degree of dissociation of molecular nitrogen in the dischargé99®

American Institute of Physic§S1063-777X98)01504-17

1. INTRODUCTION is much shorter than the desorption tityg,, and desorption
can be neglected. In our experiments, we used the EPR
In experiments on matrix isolation of atoriscluding N method for studying the process of matrix isolation under the
atoms in solid N) by the method of condensation from the conditions when the IN-He gaseous mixtures with various

gaseous phase, the rate of flow of matrix parti¢feslecules  nitrogen concentrations ares used. The experiments were
or atomg to a substrate is usually much larger than for a flowmade on the setup described earfier.

of matrix-isolated atoms. Under these conditions, surface dif-
fusion and recombination of atoms at the matrix surface do
not play a significant role since adsorbed atoms are rapidl
covered by layers of condensed matrix particles, are fixe
and have no time to migrate over the surface. In order to  The EPR spectrum of nitrogen atoms trapped in pure
create matrix isolation conditions, under which the flow rate(containing no Hemolecular N has the form of a triplet due

of matrix particles(N, molecules to the substrate is compa- to hyperfine interaction of the electron stdl8,, with a
rable with or even smaller than the flow rate of matrix- nucleus having the spih=1 and is characterized by the
isolated N atoms, we passed g-le gas mixture instead of following parameters. The hyperfine structure constant
pure nitrogen through the gas-discharge zone to the suiHSC) for these atoms isA=11.85(6) MHz, the relative
strate. For a considerable dilution of nitrogen with helium,matrix shift of the HSC isAA/A;=13.46)%, where A;,

the degree of dissociation of nitrogen molecules increases 10.45 MHz is the HSC for a free nitrogen atom, the
significantly and attains 100% for very low concentrations ofg-factor isg=2.00201(12), and the line width measured be-
N, in He. Since helium evaporates and is evacuated from theveen the points of extrema of the derivative AsH
setup, the flow rate of matrix Nmolecules can become =0.49(3) G. In order to eliminate the effect of the electron
smaller than the flow rate of matrix-isolated N atoms. Bydipole—dipole interaction between N atoms on the line width,
varying the concentration of Nin He, we can change the we ensured a low concentration of atoms in the sample. For
degree of dissociation of nitrogen, i.e., vary the ratio of flowthis purpose, we deposited the gas passed though a low-
rates of atoms and matrix particles to the matrix substrateintensity pulsed discharge with a perigd=500 us and a
which allows us to study the effect of surface diffusion andpulse durationr=36 us. The substrate temperatUrevaried
recombination of atoms on the process of their matrix isolafrom 1.5 to 4.2 K during the sample deposition and did not
tion. We assume that the concentration of nitrogen atomaffect the line width. The estimation of the intensities of
adsorbed at the surface of the Matrix is so large that the anisotropic(dipole—dipole@ and isotropic(contac} interac-

time of their surface diffusion before the recombinatitp)  tions of the electron spin of an atom with nuclear magnetic

é. EXPERIMENTAL RESULTS

1063-777X/98/24(4)/7/$15.00 284 © 1998 American Institute of Physics
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2.5 - zone to the matrix surface. The dipole—dipole interaction be-
tween the electron moments of N atoms in the matrix must
make a contribution to the width of their EPR lines, which
increases with the concentration of these atoms. A compari-
son with the theoretical curves shows that the shape of a line
changes from the Gaussiddischarge in pure nitrogério
Lorentzian(even for the concentratiogy,~1%). This can
be explained as follows. It is well knovrhat the shape of
the line is Gaussian when the paramagnetic centers broaden-
ing the line are arranged regularly and Lorentzian when they
are distributed chaotically. For a low concentration of atoms,
EPR lines are broadened due to ultrahyperfine interaction
with the nuclear magnetic moments of matrix molecules, i.e.,
broadening centers are distributed regularly, and hence the
lines are Gaussian. For a high concentration of N atoms, the
line broadening occurs mainly due to their electron dipole
spin—spin interaction. In this case, the line is Lorentzian if
the concentratiom of atoms does not exceed 0dy1 where
co=1/r3, andr is the separation between nearest sites in the
matrix crystal latticé since in this case atoms are arranged
0.001 0.01 0.1 1.0 ) ) i
chaotically. For a higher concentration, we approach a regu-
(N2 J/([N2] + [He]) lar distribution, and the contribution of the Gaussian compo-
FIG. 1. Dependence of the EPR line width for N atoms in the¥trix on nent increases aga?nlt will be clear from the subsequent
the concentration of molecular nitrogen in the-Mle gas mixture in the ~analysis that the maximum atomic concentration in our
discharge: measured line wid(®, curvel), Lorentzian component of line  samples was of the order of 0.01 Thus, the observed
width (dark triangles; curve2 describes the approxi_mation of the depen- change in the shape of the line confirms the interpretation of
dence for the Lorentz component by a power fungtion . . . . .
line broadening by an increase in the concentration of N
atoms in the N matrix. The observed decrease in the spin—
) ) _lattice relaxation timeT; upon a decrease in the concentra-
moments_of m_olecules located at crystal lattice sites give§on of molecular nitrogen in the gas mixture from which the
the EPR line widthAH=0.61 G close to that recorded in our g5 i was prepared can serve as an additional confirmation

experiments 0.5 G). of the proposed explanation for line broadening. Thus, for
_ For subsequent experiments, we preparggHie gas . _1 "the timeT,=6.9x107° s, while T;=8.3x10"" s
mixtures with concentrations of molecular nitrogen in helium, 2
varying within the interval [N,]:[He+N,]=0.07—100%. ) ,
These mixtures were passed through the zone of a pulsefiuared concentration of paramagnetic cerﬁg@onse-
discharge whose parameters were constast380 us and quently, the gtomlc concentration in the sample increases by
7=70 us. The products of the gas discharge were depositef factor of. nine upon a decrease in the molgcular nlf[ro'gen
on a substrate kept at a low temperature, and then the EP§oNcentration by a factor of 100, i.e., approximately in in-
spectra of the obtained samples were studied. The temper¥€"S€ Proportion to the square root of the molecular nitrogen
ture of liquid helium estimated from the vapor pressure inconcentra_tlon in the gas mlxture. It will be proved b_elow _that
the helium bath being evacuated wag.=2 K, while the exactly this depende_nce is also obsgrved for _the line width.
temperature of the substrate during sample deposition was W€ assume that in our case the increase in the degree of
To=2.5K according to estimates. It was found that thedissociation of ~molecular nitrogen, i.e., the ratio
HSC and theg-factor in the recorded EPR spectra of nitro- INJ(INJ+[Nz]), in the discharge upon a decrease in the
gen atoms coincide with the corresponding values for N in/@lué of ¢y, can be one of the reasons behind EPR line
pure N,. This means that as a result of deposition of thebroadening. This is due to the fact that the recombination of
mixture N:N,:He, atoms are trapped in the formed nitrogennitrogen atoms in the discharge zone slows down as a result
Crysta”ites_ In contrast to the HSC argjfactor’ the EPR of dilution with helium. In order to verify this assumption,
linewidth for nitrogen atoms proved to be very sensitive towe carried out experiments in which the degree of dissocia-
the composition of gaseous mixture passed through the digion of molecules was changed by varying the discharge in-
charge zone onto the substrate. Figure 1 shows the depef@nsity at a constanty,=0.01. The duration ofr and the
dence of the line widtlAH on the molecular nitrogen con- period 6 of discharge pulses changed at a constant amplitude
centration in the gas mixture, ie., on the ratioandcy,. Figure 2 shows the dependence of the EPR line
cn,=[N2J/([N2]+[He]). It was found that the line width in-  width for nitrogen atoms on the discharge intensity measured
creases upon a decrease in the nitrogen concentration in tive the units of »=7/(7+ 0), which is proportional to the
mixture. It was proposed that such a broadening is due to agenerator power supplied to the discharge. The valeel
increase in the concentration of nitrogen atoms in the sampleorresponds to a continuous discharge, i.e., maximum degree
due to a change in the atomic flow rate from the dischargef dissociation of nitrogen, and hence the maximum concen-

2.0

1.5

AH,G

1.0

0.5

for Cn,= 0.01. The timeT, is inversely proportional to the
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P " though the mechanism considered above contributes to line
. broadening, it cannot be responsible for an increas&th
when the value ot:,\,2 decreases from values of the order of

one percent.

0.8

1

3. SURFACE DIFFUSION AND RECOMBINATION OF
NITROGEN ATOMS

In order to explain the form of the dependence presented
in Fig. 1, we must consider the trapping of nitrogen atoms in
the N, matrix. We shall estimate the concentration of atoms
in the sample as a function of the flow rate to the surface
taking into account their surface recombination. Let us sim-
plify the problem assuming that desorption of atoms can be
neglected in this case. We shall consider the following
mechanism of trapping of atoms in the matiik) adsorption
of atoms at the matrix surfacé?) diffusion of adsorbed
0 F 4 atoms over the surface, during which a fraction of atoms

collide and recombine, while the remaining atoms are
trapped at the steps of growth islets and subsequently either
1 1 L 1 1 undergo recombination, or are trapped in the matrix. Pro-
0 02 04 06 08 10 ceeding from this model, we shall calculate the concentration
n of N atoms trapped in the Nmatrix. Letl , be the flow rate
of atoms from the discharge tube to the sample surflage,

FIG. 2. Dependence of the EPR line width for N atoms in theritrix on the rate of their trapping at the growth steps, and the quantity

the discharge intensity: measured line widturve 1), Lorentzian compo- . ! . e ..
nent of line width(curve 2). On the abscissa axis, we lay out the quantity 1/Kat r€Ciprocal to this rate is the lifetimig, of a free atom at

n=1l/(7+ ), wherer is the duration of discharge pulses afdhe pulse  the surface relative to its trapping on a step. L&t 1/be the
repetition period. lifetime of a free molecule at the surface, i.e., the character-

istic time of its trapping at a growth step. We shall wrote two

simple balance equations for the numiogy of atoms mov-
tration of nitrogen atoms in the matrix. The valye=0 cor-  ing freely over the surface and the numiogy, of free mol-
responds to the extremely low discharge power for which theecules on the sample surface in the case of complete disso-
concentration of atoms in the sample is so low that the effectiation of molecules in the discharge and the absence of
of the electron spin—spin interaction of atoms causing broadmolecular flow to the surface. We denote &yhe recombi-
ening is negligibly small, i.e., broadening occurs only due tonation rate constant for atoms at the surface. Then we can
nuclear moments of the matrix crystal lattice. It can be seetvrite

06

-&...--’.-.~---.----

AH, G

02}

from the figure that the line width is an increasing function | Koo @N2=0; )
of the discharge intensity attaining saturation, and hence this & a2t “rat =
dependence can be explained qualitatively by a change in the 1 @

degree of dissociation of molecules in the discharge. Since 3 (Tar~ Kaa) =KmoiNmo-

the EPR line in our experiments is broadened due to two o ) ) )
interactions one of which leads to the Gaussian shape of thEn€ coefficient 1/2 appears in E() since we are dealing
line and the other to the Lorentzian shape, the shape of th&ith diatomic molecules.

resultant line can be described by the convolution of the [N accordance with the adopted model, N atoms are
Gaussian and Lorentzian distributions. Knowing the experi{rapped at steps which form the boundary of the growth of
mental line width AH and the Gaussian contribution the second layer of densely packed sphefese centered
(AH)s=0.49 G, we can fintlthe Lorentzian line width cubic lattice of molecular nitrogen at helium temperatyres

(AH), reflecting the concentration of atoms in the sample@nd then an atom diffuses to the corner of a growth step,
Figure 2 also shows the points corresponding to the value4here it has six nearest neighbors. In this case, the concen-
(AH) =[AH2—(AH)2]/AH. Since the width of the tration of atoms in the sample is described by the following
Lorentzian component is proportional to the concentration ofduation:

phara:jmagnstic atonfwshin the samplidis c?rve alsg describes - KaNat( 1~ Ca®p®,

the dependence of the concentration of trapped atoms on the Cy= .
P PP & [I att katnat( 1- Cat)6pg1]/2+ I mat

discharge intensity. In addition, the curve in Fig. 2 indicates
that dissociation of molecules for the discharge parameterghis relation is valid for a more general case, when dissocia-

typical of our experiment§6=380 us and7=70 us) for  tion in the discharge is incomplete, and an additional mo-
which the dependence of the line width on the concentratiotecular flow is supplied to the sample surface at a tatg.

of nitrogen molecules in the gas mixture was obtaifeee In Eq. (3), the following notation in usedZ; is the concen-
Fig. 1) is complete even focN2= 0.01. Consequently, al- tration of atoms in the sample, defined as the ratio of the

()
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number of matrix-isolated atoms to the total number of par-

ticles (molecules and matrix-isolated atonia the sample,

and p,,, the probability that a particle incident on a growt

Yu. A. Dmitriev and R. A. Zhitnikov 287

Ca~2/A (5)

h or, for zero flow rate of the matrix gas and complete disso-

step is a molecule formed as a result of recombination at thgiation of molecules in the discharge,

surface, or a molecule from the discharge, i.e.,

kmolnmol+ I mat
moll mol+ katnat+ I mat,

pm:k

o2 2%k o
T Ve

i.e., the concentration of atoms in the sample is inversely

where the numerator contains the rate of molecular flow tgyroportional to the square root of the flow rate of atoms from
growth steps and the denominator contains the total flow ratghe discharge to the surface. Consequently, for complete dis-

of particles(including atoms and moleculeto these steps.
The numerator of the fraction in expressi@ is the number

sociation of molecular nitrogen in the discharge and a con-
stant flow rate of the gas mixture to the substrate, we obtain

of atoms trapped in the matrix per unit time, which is equalthe following dependence of the line width on the concentra-
to the flow ratek,n,, of atoms to the growth sites, multiplied tion of the N, impurity in the N—He mixture:
by the probability of the absence of recombination at the step

corner for an atom occupying this site. This probability is

defined as the product of the probability of the absence of a
trapped atom among the six neighbors of the step and t
probability that the next six neighbors are molecules. Th
denominator in3) is the number of lattice sites occupied by

molecules and atoms per unit time.
The values ofn, can be determined from Eql), and
the expression fop,, assumes the form

i VI+ 21541421 g

P 2l 1t21!

1
mat

wherel =21 a/k3, | /.= 2l ma@/K> or, if we introduce the

notation 2a/k3=at2/0,5=1/q, we can write

|/ = lat ;o I'mat
at o ! mat— :
q q

Since the maximum value @ ; cannot exceed-0.1 (atoms
at the neighboring nodes of the lattice matrix recompine
can put (+C,)®~1-6C, in Eq. (3). This leads to a qua-
dratic equation folC,;, whose solution has the form

cat=li2 [(13+A)— {(13+A)°— 48],

where

(4)

I+21)

! ! ’ 6
N AN THIC ]
Vit2i V=12 +1+210 )

he
e

)

An expression of the typ&) for the atomic concentra-
tion in the sample, in whicla and |, appear to the power

(AH) —1/\fcy,

—1/2, while ky; appears to the first power indicates that a
decrease in the number of free atoms at the surface is mainly
due to their surface recombination rather than due to trapping
at the growth steps. Indeed, puttikg=0 in formula(1), we
obtainng~ 1 ,/a for the number of atoms at the surface. In
this case, the flow rate of atoms to growth steps is equal to
kol at/@. Considering than,,,~1./2, we obtain the follow-

ing expression for the atomic concentration in the sample
with a low C;:

Kavla/a 2 2v2

C N - =T
“ laf2 VIa@/ K \/l—a’u

i.e., we arrive at relatio6).
The solid curve in Fig. 1 describes the approximation of
the experimental dependence dfH), as a function ot:N2

(symbols in the figure by the power function AH)ﬁ
=X1(CN2)X2. The exponent was found to be indeed close to
~0.5(see(7)): X,=—0.44. It is interesting to note that this
conclusion is confirmed by the data on the spin—lattice re-
laxation time for a lower dilution of molecular nitrogen with
helium also. For example, it was shown in Sec. 2 that a
decrease im:N2 by a factor of 100 reduceB,; by a factor of

9, which corresponds to an increase in the atomic concentra-
tion by an order of magnitude. Using formul® and experi-

It was noted above that the width of the Lorentzian com-mental values of line width, we can determine the valukof
ponent of the EPR line for nitrogen atoms is proportional tofor the molecular nitrogen concentratiam;l% in the
the atomic concentration in the sample. Consequently, knowmixture, which was used in our experiments involving varia-
ing the experimental value of\(H)_, we can determine the tion of discharge intensity. This givé§(1%)=5.5x10’. In

concentration of atoms in the sampleAH), ~10 %p,,

wherep,, is the density of atom$The density of nitrogen

molecules in solid molecular Nis py,=2.77x10% cm >,

such experiment&see Fig. 2, an increase in the atomic flow
rate to the substrate due to an increase in the discharge in-
tensity leads to an increase in the atomic concentration in the

Hence we obtain the following expression for the atomicsample. This contradicts the dependence presented by for-

concentrationC,~4x 10 4(AH), . The maximum value of

mula (6) describing the results of experiments in which the

(AH),_ obtained by us here is 2.1 G, which corresponds taatomic flow rate from the discharge increases due to an in-

the atomic nitrogen concentratioB,~10 3. This means
that the value ofA determiningCy; in formula (4) is much

crease in the concentration of molecular nitrogen in helium.
Such a discrepancy can be explained as follows. In experi-

greater than unity in the range of atomic concentrations usethents with a discharge with varying intensity, we are dealing
in our experiments. This gives the following expression forwith incomplete dissociation of molecular nitrogen in the

Cat

discharge. Using formul&), we take the flow rate of undis-
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sociated N for the matrix gas flow raté,,,;. Obviously, the
quantityl ;+ 21 ,,= B in this case is constaifor an invari-
able Cy, and the gas flow through the dischaxgiee., inde-
pendent on the discharge intensity. This means B{ato)
=5.5x 10" for Cn,= 1% and for any intensity of the dis-
charge. We can write the expression for the quanitgp-
pearing in formula4) in the form

B 6

A:
V1+21%
or, taking into account the inequaliti€®>1, B> \/E A

~B/\/21 . Substituting this value into formulés), we ob-
tain

B+vV1+21,—-1
B—y1+2I+1

2v2

Cat% ? \/E (8)

Yu. A. Dmitriev and R. A. Zhitnikov

eter byl ,;, we obtain the following expression for the aver-
age velocity of an atom moving over the surfadé;

=l . Consequently, for the constaat[equation(1)] we
have a~2ly|\av/Ssup, Where Sq is the area of the sub-
strate. The order of magnitude of the lifetimg of a free
atom on the surface relative its capture at a growth step is
determined by the time of its diffusion over the surface, re-
quired for displacement over a distance of the order of the
microcrystal sizel .. In the random walk model, the dis-
placement of an atom from a given point over a certain time
interval is proportional to the square root of the number of
jumps during this time, and henég,~| /v, Whencet,
~(1/v)(Lg/ )2 Substituting the obtained expressions for
a and ty into formula (9) and assuming tha|=Qey,=5
X10° s™%, we can estimate the time,,, between two con-
secutive jumps, which is a quantity reciprocal to the hopping
rate v;

Thus, the dependence of the concentration of atoms in the

sample on their flow rate to the surface in the case when the E~
flow rate varies due to a change in the discharge intensity v

(see Fig. 2is indeed opposite to that given by formul@

10 'S i

(10
2l

describing the results of experiments with a change in thén the other hand, the timg,,, can be expressed in terms

concentration of molecular nitrogen in heliufeee Fig. 1
Unfortunately, it is impossible to verify expressi®) quan-
titatively from experimental points in Fig. 2 without knowing

the law governing the growth in the degree of dissociation
and hence we

upon an increase in the discharge intensity,
have to remain content with the qualitative coincidence.

4. SUITABILITY OF THE MATRIX INSULATION MODEL AND
SOME NUMERICAL ESTIMATES

of the activation energy of surface diffusidty,:

_ Esurf
Tiump™ 70 ex W ,

Where 7,~10" 13 s. We can estimate this activation energy
by using relationg10) and (11). These expressions contain
the quantities Sq=1cnf, l=4.0A, Iy=11A, T
=2.5K, and the crystallite size is of the order of Quin.
Indeed, Ref. 3 contains the valueslgf, for various cryoc-

(11)

The results presented in Secs. 2 and 3 lead to the comystals including solid Ar for which the mean valuelof; at
clusion that the concentration of trapped atoms in our experithe condensation temperature 6.0 K is 60 nm. At a given
ments with low flow rates of molecular components to thetemperature, the size of crystallites is mainly determined by
deposition surface is mainly determined by their surface rethe heat of sublimatio®,,, whose values for Ar and Nare

combination occurring as a result of diffusion of atoms overclose:Q

the surface.
The dimensionless quantity,, determined from the ex-
perimental width of EPR line§ormula(6) and Fig. 1 is the

N2 =250 J/g andQ4’, =200 J/g? The size of crystal-

sub
lites of the order of 0.Jum in solid hydrogen films obtained
by slow deposition(with a rate of the order of 1 mmole/h
and smaller was noted by Tanetal® As a result, from

flow rate of atoms to the substrate, normalized to the ratio relations (10) and (11) we obtain Eq,{N—N,)es~66 K.

q=0,5Aat% . (9)

However, another mechanism of atomic loss is also possible,
i.e., the recombination of atoms trapped by the surface of a

Since the flow rate of atoms to the surface in the case o¢ryocrystal but yet not thermalized, which migrate over the
complete dissociation of nitrogen in the discharge can beurface, losing gradually their excess kinetic energy. The
estimated from the flow rate of the gas recorded in experivalue E,{N—N,).~66 K was obtained by us under the

ments, we can obtain the experimental value of this ratio.
While determiningq, we used the data on the,on-
centration in the mixture N-He, which is equal to 10°.
For example) ;(0.1%)= 10, and the flow rate of atoms to
the substrate isl,=5x10"3s™*. Consequently,|ey,=5

assumption that the diffusion of nitrogen atoms over the sur-
face of the N matrix is of the activation type. If the value
obtained in this way were considerably smaller than the es-
timate that should be expected proceeding from the available
experimental or theoretical data, this would indicate that dif-

x10° s™%. Let us now estimate the values of the quantitiesfusion of nonthermalized atoms makes a significant contri-

appearing in the expressidf) for g. Since we are consid-

ering processes at the surface, the problem is two-

dimensional. While evaluating, it is expedient to assume

bution to recombination.
Let us evaluateEg,{(N—N,) by using another method
based on the available data. For example, the experimental

that the recombination cross section is equal to the doublegialue of surface diffusion activation energy for hydrogen

internuclear spacing Iaz in a nitrogen molecule. Moving

molecules on the surface of solid, i known to be 23 K.

over the surface, an atom jumps from one potential well toThe activation energy of surface diffusion of a particle is

another with the hopping rate Denoting the lattice param-

proportional to its energy of absorption at the surface of a
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cryocrystal, which is proportiondin the first approximation 0.05
to the product of polarizabilities of a matrix particle and the

particle being adsorbed. Such a treatment allows us to obtain

a rough estimate of the surface diffusion activation energy

for N on N, proceeding from the experimental value of 0.04 +
EeuH,—H)=23 K and polarizabilities a(N)=7.5a3;

a(Hy) =5.17&3; a(N,)=11.743, wherea, is the Bohr ra-

dius. This gives the following estimate:
EsuN—N,)est=76 K. In all probability, this estimate is 0.03
slightly lower since we must take into account not only the
change in polarizability, but also a considerable increase in
the mass of the adsorbed patrticle as well as the matrix mol-
ecules as we go over from hydrogen to nitrogen, which must 0.02
obviously lead to a higher value &, ;{N—N,)sto. Thus, we

can assume that a significant fraction of nitrogen molecules

is formed as a result of surface recombination of atoms that

have not thermalized as yet. 0.01}F

Cat

5. ON LIMITING CONCENTRATIONS OF MATRIX ISOLATED

ATOMS
0 1 1 1 1 1 1
Among other things, intense studies of matrix isolation 250 500 750 1000 1250 1500
of free radicals aim at accumulating high concentrations of I

. . . . at
radicals required for analyzing fundamental processes in sys-

tems with a high density of unpaired spins as well as forFIG. 3. Calculated dependence of the concentration of nitrogen atoms in the
developing new kinds of fuéthThe available theories used N, matr.ix on} the norme.llized ﬂqw rate tp the substrate in the (2:a§e of com-
for estimating the maximum possible concentrations in!ete dl_ssomatlon of_nltrogen in the discharge. Hefe= 21 a/k is the

o . . i . dimensionless quantity proportional to the flow ratg of atoms to the
matrix-isolated atoms, including static theories based on theypstrate.
calculation of the number of ways of arrangement of par-
ticles forming the matrix as well as dynamic theories in
which the value of limiting concentration of radicals was caused by a decrease in the substrate temperature, which
determined by the beginning of chain recombination in the'‘freezes” the mobility of thermalized atoms, and a decrease
sample, do not take into account the recombination in thén the temperature of the géN:He) supplied to the substrate
course of diffusion of atoms over the sample surface. At thaince the diffusion length of nonthermalized atoms decreases
same time, the results of the present research show that this this case. An analysis of formul@) also shows that the
channel of the decrease in the concentration of matrixsupply of additional matrix gas to the substrate does not lead
isolated atoms is very significant. Formyl) makes it pos- to an increase in the maximum possible concentration of
sible to construct the dependence of concentration on thatoms in the sample.
quantityl,, i.e., the atomic flow rate to the sample surface,  The analysis presented in this section shows that surface
normalized to the ratig=0.5At5. Figure 3 shows this de- recombination should be taken into account in the theoretical
pendence calculated for conditions under which no addiestimation of the limiting concentration of atoms trapped in
tional matrix gas is supplied. It can be seen from the figurehe matrix.
that for a constant there exists a value of the flow rate at
which the atgmlc concentration attains its maximum vaIgeG' CONCLUSIONS
equal approximately to 4.5%. The reason behind the possible
existence of such a peak lies in gradual transitiopon a In this research, we measured the EPR line width for
decrease in the flow rate of atoms to the surfdoem the  nitrogen atoms trapped from a gas discharge in solidoX
recombination of atoms moving freely over the surface tovarious values of the atomic flow rate to the sample surface.
their recombination predominantly after their trapping atlt was found that the concentration of atoms in the sample is
growth steps. In order to attain this maximum, we must redinversely proportional to the square root of the flow rate of
duce the atomic flow rate to the sample surface by a factor aditoms to the surface for constant discharge parameters; in the
3x10* as compared to the minimum value attained in ourcase of a constant flow rate, the concentration increases and
experiments. If we do it only by reducing the concentrationattains saturation upon an increase in the discharge intensity.
of molecular nitrogen in helium, this concentration must beThe dependence of the concentration of matrix isolated at-
smaller than 10%%, which is difficult to attain since such a oms on the flow rate of atoms to the surface was explained
condition presumes extremely high purity of gases. We couldby the loss of atoms due to surface recombination, while the
try to reduce the gas flow rate through the discharge as wetlependence on the discharge intensity was explained by a
as the concentration of Nimpurity in He. Obviously, an change in the degree of dissociation of molecular nitrogen in
increase in the concentration of trapped atoms may also ke discharge. It was proved that surface recombination re-
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Low frequency vibrational spectrum of CsDy  (MoO,),
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Transmission spectrum of CsDy(Mg)3 single crystals is measured in polarized light in the
longwave IR regior(10—100 cm?) at low temperatures 6—40 K. The change in the
vibrational spectrum during first-order structural phase transitign-@38 K) is detected
experimentally. The vibrational spectrum of CsDy(MgQ®is analyzed in the model of “quasi-
chipped off” vibrational modes. ©1998 American Institute of Physics.
[S1063-777X98)01604-1

INTRODUCTION It is also worth noting that a first-order structural phase tran-
sition (T.~135K) was also observed in the isostructural
We investigated a compound belonging to the series ofliamagnet CsBi(Mog),, whose external manifestations are
rhombic double alkaline-rare earth molybdates undergoinghe same as in CsDy(Mo,.*!
low-temperature structural phase transitions of the type of All the above-mentioned facts indicate that, judging by
cooperative Jahn-Teller effe¢CJTB.}? This compound the physical properties, the phase transition in
also displays a structural phase transition accompanied by @sDy(MoGQ,), differs from the CJTE type phase transitions
considerable rearrangement of the electronic spectrum dftudied earlier in compounds containing rare-earth ions.
Dy®* ions2 A distinguishing feature of this phase transition Hence it cannot be stated with certainty whether the phase
is that it is of jump type and is accompanied by hysteresis atransition in CsDy(MoQ), is indeed a CJTE type transi-
T, is passed from above or below, hence it was identified agions.
a first-order phase transition. Later, it was observed during The dynamic theory of structural phase transitions asso-
specific heat measuremehthat a structural phase transition ciated with the CJTE is based on an analysis of temperature
in CsDy(MoQ,), is accompanied by an enthalpy jump dependences of the low-frequency electron—phonon mode
AH=0.64+0.2 kd/mol. Other parameters determining theenergies. In the case of ferrodistortional ordering, the analy-
structural variations in this compound during phase transitior$is is usually confined to the interaction between an electron
were also found to vary significantly. The energy of thebranch and an acoustic branch. The frequency of the latter is

ground state off-electrons in Dﬁ* ions decreases by equal to zero at the structural phase transition temperature. In
~80 cm 1® Raman and IR spectral measurements revedhe real situation, the number of active modes is much larger.

that the optica| phonon frequencies also vary abrLﬁJﬂy. Other Spectral branches are considered either with a view to
Studies of the temperature dependence of the unit cefXplain the physical singularities that cannot be explained on
parameters have shown that the lattice parameteof the basis of a single-mode behavior during a ferro- or anti-
CsDy(MoQy), undergoes a significant variation0.67% in  ferrodistortional type ordering. Hence the experimental in-
the structural phase transition regibn. formation about the low-frequency phonon spectrum of these
Such an abrupt variation of parameters in the structure ofystems is quite important.
the compound being investigated is not characteristic of In order to find the peculiarities of the crystal lattice
phase transitions of cooperative Jahn—Teller effect typedynamics, as well as the nature of structural phase transition,
which were treated as second-order phase transitions with %€ carried out experimental studies of the low-frequency ab-
slight rearrangement of energy spectrum of rare-earth ions iorption spectrum of CsDy(Mofp, crystals by using the
earlier investigations of vanadates as well as in molybdates/ongwave IR spectroscopic technique.
The effect of the external magnetic field on the temperature
of structural phase transition in CsDy(MgQ was also
found to be unusual. It was shown by El'chaninova et al.
that the phase transition temperature remains practically un- The compound CsDy(Mog), crystallizes in rhombic
changed in fields up te-7 T which is not characteristic of space groung’h with parametera=9.51 A, b=7.97 A and
CJTE type phase transitions. An analysis shidvisat the ¢=5.05 A of the unit cell containing two formula units of the
contribution to the latent heat of transition from the enthalpycompound:? The structure consists $Dy(MoO,),]... and
variation in the electron subsystem of Dyis insignificant.  [Cs] . layers alternating along the paramedeiithin each

EXPERIMENTAL TECHNIQUE

1063-777X/98/24(4)/5/$15.00 291 © 1998 American Institute of Physics
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o The doublet structure gradually disappears as the tem-
FIG. 1. The form of the transmission spectrum for a CsDy(MgQ@rystal

in the frequency range 10—100 cMat 6 K for two polarizations of incident perature is raised ,t& 40K (,See Flg' 2 In order to Con.fl.rm
light: E|b(a) and El|c(b). The arrows indicate the bands formed at a tem- that this structure is associated with the phase transition and

perature below the structural phase transition point. not with the initial high-temperature phase, we measured the
absorption spectrum of the crystal CsTh(Mg®which has
the same structure as CsDy(Mg® but which does not dis-
: ; play a structural phase transition. The doublet structure of
lons form a chain structure the bands was not observed in this césg. 3), and hence it
can be uniquely verified that the doublet structure emerging
in the ~57 cm ! band for E|c polarization and in the

[Dy(M0Q,),].. layer, the Dy ™"
along theb-axis. The Dy ions are located in distorted oxy-
gen octahedra and have a very low local symmeiry,
Hence the lowest multipleétH 5, of the Dy** ion is split
into eight Kramers doublets by the crystal field.

Crystals of CsDy(Mo@), were grown by spontaneous
crystallization technique from solution in the melt. Such —
crystals have a faintly yellow color and characteristic dimen-
sions 10k 10X 1 mm, and are easily split into layers in the
(100 plane.

Measurements were made on an IR spectrometer with a "E’"‘E
cooled InSb photoresistance, as well as a cooled germanium ol
bolometer. Measurements were made in the frequency range
10-100 cm®. The samples were of the size<A0x 1 mm.

Upon an increase in sample temperature beyond the struc-
tural phase transition point, the transmission decreased con-
siderably, and hence temperature measurements were made
selectively. A polarization microscope was used for orienting
the samples along the crystallographic axes.

Absorption, rel. units

EXPERIMENTAL RESULTS

Figure 1 shows the frequency dependence of the IR ra-
diation transmission at low temperatures @ K). It can be i i | 11 i |
seen from the figure that the spectrum contains five absorp- 50 55 60 50 55 60
tion bands for a polarizatiok|b of the radiation and five -1
absorption bands for a polarizati@c. A characteristic fea- C M Fore)quency, ccr:n Tb(MoOa)
ture of the measured spectra is two bands with doublet struc- sDy(Mo0s)2 S 004)2

ture at freqUQnCies 56.2 and 59.9 chfor POlal_'izationEHC’ FIG. 3. Absorption bands of CsDy(Mq} and CsTb(MoQ), crystals at
and frequencies 84.5 and 88 Cfnfor polarizationE|[b. low temperatures.
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a a N chipping off” of one or several vibrational modes whose

:-—-M——*m*t-—-M—ﬂ-m-ﬂ polarization vector is oriented along one of crystallographic

s ® directions can take place in such lattices. Such a “quasi-

chipping off” is similar to the quasi-chipping of phonon

® branches in a layered crystal, which are polarized at right
o
®
@

angles to its layer§

We assume that quasi-chipped off modes in the given
crystal are two coupled phonon modes corresponding to syn-
phase and antiphase shear displacements of two layers rela-
tive to each other, the first layer being formed by*Gens
and the second byDy(MoO,),] " ions.

] If we completely disregard the interaction between these
¥ F branches and the remaining vibrational modes, these oscilla-
DY(MoOsq), ICS lDy(MoO4)2 Cs tions can be described by the following system of equations:

+1 -1
FIG. 4. Schematic diagram for the structure of CsDy(MpQin which m‘l’ZYCs: a{ZYCs_[Y(E)y(I\)/loo4)2+Y(Dy(l\)/loo4)2]}
layers have different masses and are charged oppositedy layers are

i 1 -1
bounded by dashed lines meYDy(MOO4)2:a'{ZYDy(MOO4)2_ [Yg )+Y(CS )]}, )

wherea is the effective force constant corresponding to the
~87 cm ! band forE||b polarization is associated with the retrieving force acting during a displacement of a layer of
structural phase transition in CsDy(Mg)@. The transmis- ions parallel to the remaining layers, a¥gs andYpy(moo,),
sion of IR radiation decreases considerably upon an increasge the displacement of Cs and Dy(Mg@layers, respec-
in temperature, hence the spectra were recorded for spectrigely.
gaps comparable with the absorption band half- width. This  The system of equationd) is similar to the system of
rules out the possibility of a proper analysis of the shape andquations describing vibrations of a linear chain with two
intensity of the absorption bands. For the same reason, wens in a unit cell, but in our case the polarization of oscil-
did not determine the phase transition temperature. lations is transverse since oscillations propagate at right

Apart from the above-mentioned bands, the transmissioangles to the layers.

spectrum also displays the following absorption bands for  In this model we have two vibrational brancheptical

the polarizationE|jb: a high-intensity band at frequency and acoustical The values of limiting frequencies for these
~59 cm !, which is actually the depolarized component of branches are

the band at~57 cm 1(E|c), a weak band at frequency
~41cm !, as well as a band at frequeney70 cmi *. The
band at frequency=41 cm ! for polarizationE||c is quite
intense and broad. Another high- intensity absorption band )
observed in the regios 87 crmi ! is actually the depolarized for the optical branch and

component of the band split in the polarizatigffo. w,=[2ak¥(a/2)2/(M=m)]¥2 for k=0, ()

wo=[2a(1/m+1/M)]¥? for k=0, 2

wo=[2alm]*? for k=/a, (3)

w,=(2alM)¥? for k=la, (5)

for the acoustical branch, whete=2mv is the cyclic fre-
quency and the quasi-wave vector.

Using the experimental values of frequencies
=58.1cm?! for E|c and v,=86.1cm?! for E|b at T
=40 K, we can determine the elastic shear moduli from for-
mula (2) for different polarizations E|c and E||b). Using
formulas(3) and(5), we can find the frequencies of optical

nd acoustic branches at the boundary of the Brillouin zone.
he same model was employed to find the velocities of
. transverse sound, which were compared with the data ob-

and the layer C5. has a massi<M (Fig. 4. These layers tained by ultrasonic methodS.All numerical calculations

alternate along the axis which corresponds to the largest . . .
. : . . were made for the high-temperature phase since the velocity
parameter of the unit cell. Such a system is multilayered with 7 L
of sound was determined at room temperature. The limiting

a lattice period along one of the crystallographic directions,f . o .
i - 2T requencies of vibrational branches as well as the velocities
exceeding the characteristic range of ionic interactin, f sound are given in Table |

which leads to a decrease in the effect of long-range order o(? Using the values ofr obtained above and the formula

regular |on_arrgngement n th? grystal on the phonon spe%r dispersion of the optical and acoustic branches from the
trum and vibrational characteristics. . . )
one-dimensional model, i.e.,

It was shown by Feodosyev et%4lthat, under the effect
of local anisotropy of interaction between ions, “quasi- w?=a(1/m+1/M)+ a[ (1/m+1/M)?

DISCUSSION OF EXPERIMENTAL RESULTS

The crystal CsDy(Mo@), studied by us has a layered
structure. The ion interaction forces inside the
[Dy(MoQ,),].... layers are stronger than the binding forces
between these layers and the "Csublattice which also
forms a layer. This is due to the fact that ‘Csons are
monovalent.

The crystal CsDy(Mo@), can be presented in the form
of a packet of alternating layers with opposite charges an
different masses: theDy(MoOQ,),].... layer has a masM
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TABLE |. Values of shear constants limiting frequenciesw, and w, of
optical and acoustic branches, as well as theoretical and experimental values
of the velocity of sound®.

Energy, cm? Velocity of sound

k=mla v, m/s
o

Polarization N/m k=0 oy o, theory experiment

Ellb 228 861 762 40 3.1 (2.71x0.1)x10°
Elic 104 581 515 27 2.1810° (1.74:0.1)x1C°

Remark:IR radiation with polarization&||b andE||c induces displacements
corresponding to acoustic waves with displacement vector polarizatjins
andul|c.

Energy, cm’!

— 4 sirf(ka/2)/mM]Y2, (6)

we can calculate the dispersion of acoustic and optical
branches over the entire Brillouin zone. |
It can be seen from the Table that the calculated values |
of the velocity of sound are in satisfactory agreement with :
the result of ultrasonic measuremetft$n our opinion, small ]
discrepancy in the values is due to the following circum- 0 L
stances: at temperatures above the structural phase transition, ®/
the first excited electron state of Byions (~30 cm ) lies k
In the.reglon O.f acoustic SpeCtrLﬁ“.NhICh leads to thelr In- FIG. 5. Dispersion curves of the low-frequency spectrum of a
teraction Ieadlng to the formation of a qua5|-ga|a ( CsDy(MoQy), crystal, calculated by formulég) of the proposed model.
~6 cm ! according to estimatgsand ultimately to a de-
crease in the velocity of sourtd.It cannot be ruled out,
however, that this decrease can be due to anharmonism of Thus, a comparison of low-frequency absorption spectra
interlayer vibrations. at temperatures lower and higher than the phase-transition
The splitting of absorption bandg =58.1cm ! in the  point enabled us to establish the main peculiarity in their
polarizationE|c and »,=86.1 cn ! in the polarizatiorE|b  formation.
at a temperature below the structural phase transition point Let us estimate the energy of uniform deformation in the
indicates that the proposed model satisfactory describes ttgtructural phase transition region in CsDy(MQ&ET.
mechanism of formation of the low-frequency vibrational =38 K) as well as the energy of transformation in the course
spectrum of the CsDy(Mog), crystal. of this phase transition.
The formation of a superstructure in a direction perpen-  According to El'chaninova and Zvyagthe lowermost
dicular to the layer§Cs]}, and[Dy(MoO,),].... leads to electron state of DY ions in CsDy(MoQ), at T, is low-
the splitting of the absorption bands and v, in the corre-  ered abruptly byAv=80 cm *. In this case, the energy of
sponding polarizations due to the convolution of the Bril-the electron subsystem of BY ions changes byAE
louin zone. According to the diagram presented in Fig. 5, the=1 kJ/mol. This variation of energy is associated with a
spectrum also acquires bands with the frequencies 40 cm change the enthalpy in the structural phase transition region,
for the polarizationE|b and 27 cm? for the polarization which was determined experimentally by Anders et ahd
Ellc. In Fig. 1, these bands are marked by arrows and aramounts taAH = (0.64+ 0.02)kJ/mol and with the energy of
manifested as weak bands in the absorption spectrum. Thaastic deformation of the crystal lattice.
emergence of these bands in the spectrum and a good agree- According to x-ray diffraction datathe parametea in
ment between the values of their frequencies and the calcuesDy(MoQ,), at T, undergoes a jump by 0.68%, corre-
lated valuegsee Table)l prove the correctness of the chosensponding to an increase in the valueadby ~0.064 A, while
model. The calculated values of frequencies at the boundargther parameters virtually remain unchanged. This leads to a
of the Brillouin zone at the pointr/a on acoustic branches uniform deformation of the crystal along this direction. We
are in accord with experimental data, while the experimencan estimate the elastic energy of this deformation by using
tally obtained values of corresponding splittings on opticalthe force constant obtained on the basis of the above model.
branches are slightly smaller than the values calculated by The data obtained by Zvyagina et'filon the velocity of
using the proposed model. This can be due to the fact that tHengitudinal sound fok||a andu||a (whereu is the displace-
frequencies of optical branches are close to the frequenciesent vector of ionsfor this compound can be used to evalu-
of interlayer vibrations of the laygfDy(MoQ,),]...., and ate the elastic modulua on interlayer bonds considering
hence the vibrations of the cesium sublattice are more locakhat longitudinal acoustic waves are vibrations of
ized than in the proposed model. [Dy(MoOy),].... layers as a single entity along the direction

10

2a n/a
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of the a-axis in the crystal, i.e., across the layers. Accordinga single entity along the corresponding crystallographic axes.
to estimatesp=24 N/m. Using this value and the value of The proposed model describes the low-frequency vibrational
the jump in the order parameter in the structural phase spectrum.

transition region, we can estimate the elastic energy of uni-  The numerical estimates of energy transformations in the
form deformation of the CryStaIAU:0.3 kJ/mol. ThUS, course of the structural phase transition in CsDy(l\mO
AU+AH=0.94 kJ/mol, which approximately corresponds |eaq to the conclusion that this transition is apparently a co-
to the change in the energy corresponding to the |°Werm°%perative Jahn—Teller effect.

electron state of DY ions (AE=1kJ/mol). Proceeding In the material under investigation, the electron—

g]om ,:Nhit hals tr)]een tsa|d z_itpov_e, vaeS:an state conﬁde_rﬂy thﬁteformation interaction of the electron subsystem of Dy
€ struclural phase transition in ©.S y(MQ@occurs_ W jons with the crystal lattice dominates over the electron—
out a change in the free energy of the crystal lattice and is

determined only by a change in the energy of the electroﬁ)honon Interaction. . .
subsystem of DY ions, i.e., is a cooperative Jahn—Teller The struc.tural phase. transition  of C.:‘]TE type n
effect. CsDy(MoQ),), is accompanied by the doubling of the unit

Since the phase transition in CsDy(Mg@due to CITE cell parameter in the direction perpendicular to the plane of
is accompanied by the emergence of a uniform equilibrium@Y€r packets.
spontaneous deformation of the crystal, the Hamiltonian of ~ The author is grateful to N. F. Kharchenko, N. M.
the system must contain, apart from the electron—phonofiesterenko, V. I. Fomin, E. S. Syrkin, and S. B. Feodos’ev
interaction, the electron—deformation interaction also. Théor fruitful discussions of the results of this work.
constant of coupling with the uniform deformation of the  This research was carried out under the financial support
lattice can be regarded as the limiting value of the constanef the INTAS foundationGrant No. 94-93b
of coupling of electrons with the acoustic mode for the wave
vectork=0. According to the form of uniform deformation
in our case, this mode is the longitudinal acoustic mode with
k|la andul|a.

Thus, the electron—deformation interaction plays the E-mail: kutko@ilt.kharkov.ua
leading role in the dynamics of structural phase transition in
CsDy(MoQ)),, although we cannot rule out the electron—
phonon interaction also, which is responsible for the forma-
tion of a superstructure in the crystal. In our opinion, this
superstructure is formed along thedirection in the crystal;  *A. 1. Zvyagin, T. S. Stetsenko, V. G. Yurko, and R. A. Vaishnoras, Pis'ma
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