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The first observations 30 years ago of molecular clustering via quantum diffusion in soiind H
nuclear magnetic resonan@@MR) and pressure experiments are described. A previous

review on quantum diffusion and tunneling up to 1986 is updated to reflect progress in the last
ten years. In particular | review the effect of clustering on heat capacity in solidnd

on the thermal conductivity in solid H The configurational relaxation time observed in &

1.75 K is found to scale with that intat the same temperature in terms of the predictions

of ortho—para resonant conversion-induced hopping. The relaxation times measured simultaneously
on the same sample in NMR and conductivity experiments reflect different configurational
processes. The theory of molecular hopping and pairing in sgli ldutlined and compared with
experiments. The tunneling frequency of HD in solig ¢educed from transverse and

longitudinal NMR relaxation experiments between 0.03 and 14 K is discussed. The hopping of
ortho-H,, invoked as a mechanism in the enhanced ortho—para conversion in presence of

O, impurities, is mentioned. Finally, recent tunneling results for H, D agdadions in solid

H, during the studies of low temperature reaction dynamics are also briefly described.

In the Appendix, the hopping frequency determination in HD from NMR transverse relaxation
time measurements is reviewed. 98 American Institute of Physics.

[S1063-777X98)00106-4

1. INTRODUCTION reviewed. In the Appendix, the analysis of NMR mea-
surements to obtain the HD hopping frequency is reviewed.
It is an honor for me to have been invited by Professor2 QUANTUM DIFFUSION AND TUNNELING IN SOLID H
V. G. Manzhelii to write an article for the 30th anniversary A.ND D 2
of the first observation of ortho-Hmpurity quantum diffu- 2
sion in a solid para-H matrix. | would like to start this A. The initial observation of  0-H, clustering in solid H
article with a few reminiscences on how this phenomenon  The gpservation of molecular motion in solid, lHelow

was observed. A previous reviewas given an account of 4 K was not the result of a systematic search, but was a
work done until fall 1986 that, besides quantum diffusion infortunate accident brought about by a puzzling problem dur-
solid hydrogen, includes tunneling of HD impurities in hcp jng NMR experiments. L. I. Amstutz, J. R. Thompson, and |
H, and recombination of H in fvia tunneling. Since that were engaged in studying the NMR spectrum of ortho-H
time further progress—both theoretical and experimental—mpurities in a hcp matrix of para-H Ortho-H, has a
has been made in this field and there has been increase@clear spin =1 and a rotational angular momentuhs 1
awareness of the interesting tunneling reactions as a newhd gives a proton NMR signal, while para-Hasl =0 and
type of low temperature chemical reaction. J=0, with no NMR signal[Henceforth, in order to avoid

The publication of the earlier review article permits re- confusion farther in this review, | usd€1) and 0=0) to
stricting the description of experiments and theory sincejenote respectively ortho- and para-HWe were trying to
1986, and one of the purposes of this review is to drawmprove recent experimeritsvhere the NMR “pair spec-
attention to some of the open questions that need to be agum” of nearest §=1)H, neighbors had been studied as a
dressed. | may be forgiven for including some details andunction of temperature, which led to the first determination
figures of yet unpublished experiments at Duke University of the electric quadrupole-quadrupole interaction energy pa-
and also for comparing the '81 HD tunneling results with rameter in solid H, I'/kg=0.82 K, a value that has stood
more recent ones obtained by the group of N. Sullivan.  the test of time.

This article is organized as follows. Sections 2A and  We were studying the NMR spectrum of a sample with
2 B contain an account of the initial observation of quantumortho molefractionX(J=1)=0.01, which shows two signal
diffusion in solid H,, followed by experiments since components:)aa sharp intense line at the Larmor frequency
1986,—both in H and in D—and by the theoretical treat- v, that represents the signal of the “isolatedJ=€1)H,
ment of the hopping process in solid, HSection 2 C deals molecules surrounded by 12J€1)H, nearest neighbors
with HD tunneling in solid H including mechanisms rang- and b a structure with three peaks, placed symmetrically on
ing from quantum to classical diffusion. In Section 2 D, atomeach side of the sharp line. The center of gravity of this
tunneling in both H, D, and in their mixtures is briefly structure is located at a frequeneyT)= v, = sv(T) where
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n for unknown reasons over the range from 3 to 0.4 K the
T=2K number of isolatedo-H, decreased with temperature and
equilibrated with a characteristic timgT). That timer in-
creased with decreasing Conversely, a§ was increased,
these isolatedJ=1)H, reappeared, as evidenced by the re-
covery of the signal amplitude. We wondered how this pro-
cess could take place, as we knew that classical activated
diffusion rate was negligible at these temperatures, because
the energy barrier for vacancy hopping~4£00 K in solid
H,. We concluded that there had to be some other tunneling
mechanism or molecular interchange with a rate that was not
strongly temperature dependent. From previous vone
realized that the internal energy of isolatet=1)H, pairs
was lower than that of the isolated=€ 1)H, “singles”, and
it suddenly occurred to us that what we had witnessed was
the clustering of §=1)H, into pairs as the temperature de-
creased, and their unclustering as the sample was warmed
up. The next step in our analysis was then to form the free
energyF of the total system ofJ=1)H, in the solid matrix,
~20 -10 0 10 20 including both “singles,”Ng, and those molecules forming
nearest neighborJ&1) “pairs”, N,, with respective frac-
tions Ng/N and N, /N, whereN is the total number of
=1)H, particles. By minimizing this free energy, it was pos-
sible to calculate the equilibrium fraction of these two types
at a givenX(J=1) andT. The transient of the signal in-
l crease(or decreasewith time was found to be represented
0 dv by an exponential exp{t/7). The experimental results for the
. . relaxation time as a function of temperature, but without a
FIG. 1. Representative NMR absorption spectrum gfatiX(J=1)=0.06 . . o .
and T=2 K. The spectrum under the curve represents the three pairs orf'umerlcal calculation of the equilibrium fractioh&/N as a

satellites with their predicted respective intensifiég. X(J=1)=0.005, the  function of T, were presented in our original publication.
satellite intensities are ten times smaller than in this Figure. But we believed that a quantitative measurement of

Ng/N from NMR experiments would be affected by system-

atic uncertainties from electronics, geometry etc. Therefore
Sv(T) increases from=0 to 20 kHz asT decreases from 4to another approach was explored: while the NMR experiments
0.4 K. A representative spectrum for=0.06 is shown in  were still in progress, pressure measurements at constant vol-
Fig. 1. The structure represents the “pair spectrum” of nearume with a sensitive strain gauge were carried out in another
est J=1)H, neighbors and the temperature dependence ofryostat by Ramm and myself on samples gfiith similar
ov reflects the orientational ordering of these pairsTade-  low (J=1) concentration. We expected that after cooling the
creases. For such a low value ¥f£0.01, the signal of the sample to a final temperatureT;,, the pressureP
pairs was weak at the initial temperature of our measurement (JF/JV)1 was going to change with time @, while the
T;~2 K and our attention was focused on the NMR centerfree energyF tended to its minimum value. The change
line. We fully expected that when we decreagedhe inte- AP(T)=[P(4.2 K)—P(Tj;,) ] to be observed between the
grated amplitude of this line would increase, because it isnitial temperaturg4.2 K) andTy;,, could then be compared
proportional to the nuclear susceptibiligy which in turn is  with calculations from simple statistical mechanics. This ex-
expected to obey Curie’s laye T~ 1. We found indeed that, pectation was indeed fulfilled and the relaxation time for the
after rapidly cooling the sample by aboAfT~0.5 K, the equilibration process at each temperature could be obtained
signal amplitude rapidly increased, as expected. But then, tby automatically recording the pressure versus time. The
our surprise, it passed over a maximum and decreased to aransienf P(t) — P(t=)] at the temperatur€;,, was found
equilibrium value over the course of several hours. When wéo follow again an exponential with the relaxation timeAs
warned the sample back 6, the amplitude rapidly de- the molecules cluster, the pressure is predicted to decrease,
creased at first, then increased slowly back to the originaleflecting a more ordered orientational state in the system,
value we had at the beginning of the experiment. We firsand this was verified by the experiment. Just as in NMR
suspected that these observations resulted from a drift in thexperiments, the characteristic time to cluster upon cooling
amplifier of our NMR detection equipment, and we spentincreased a3y, was decreased. These experiments and their
much time checking and calibrating carefully our electronicsanalysis were first presented in preliminary form in the thesis
However both our Robinson spectrométand the phase- of Ramn? and a statistical analysis was also publihed
detection amplifier system were found to perform withoutwhere the equilibrium concentration of “singles,” “pairs,”
any drift in time. We then started to investigate this anoma-and “triangles” of (J=1)H, and the pressure changes were
lous NMR signal behavior systematically and concluded thatalculated. The energy levels of the triangular configurations
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used here had been calculated by Miyagi, and independently 36
by Harris!

Within a few years, optical experiments in other labora- —
tories confirmed and measured the effects from clustering in
H, .80 The insight stimulating these experiments was pro-
vided by the important paper by Oyarzun and van
Kranendonk! who identified the mechanism of molecular
motion as the “resonant ortho—para conversion,” a mecha-
nism distinct from tunneling, and by which d€1) particle
excitation can propagate through a lattice d#(0)H, mol-
ecules, leading to “quantum diffusion.” The authors calcu-
lated that this mechanism was faster than that of quantum
mechanical tunneling.

The final publication of Ramm’s experiments was de-
layed by more than ten years by other seemingly higher pri- 28
orities, but in hindsight for no good reasons at all. The pres-
sure results were finally publishEdtogether with more
recent clustering experimentsshowing quite novel results |
at temperatures as low as 0.02 K. These revived greatly the 0 100 200
interest in this topic. t, h

Cot» MJ/ mole - K
w
N

FIG. 2. Time dependence of the heat capacly of D,[X(J=1)
=0.028, T=1.73 K]. Open circles: experimental values. Open squares: ex-
perimental data obtained after melting and recrystallizing the sample. The
solid line represents the theoretical curve calculated on the assumption that

Detailed investigations of molecular clustering in the hy- 1o diffusion occurd(r = o).1°
drogens were carried out at the B. Verkin Institute for Low
Temperature Physics and Engineering in Kharkov by calori-
metric methods that follow the earlier detailed studfed
very interesting result was the unambiguous demonstratiodistribution of J=1)D, became randomized again, just as it
of (J=1)D, clustering in a matrix of =0)D,, called, re- was initially at the beginning of the experiment. However the
spectively, “para” and “ortho”. As van KranendodR has  mole fractionX(J=1) had decreased by conversion, and the
pointed out, the molecular hopping frequencyia resonant C,, measured again at 1.65 K, was considerably lower than
ortho-para conversion is8 «y?/R3, wherey is the nuclear before this thermal cycling operation. This decreaseCpf
gyromagnetic factor and®, is the intermolecular spacing from the value at=0 was then due solely to conversion.
with Ry(H,)/Ry(D,)=1.05. The ratio for the deuteron and From the combined analysis of the two experiments, the au-
proton factors isy(D)/y(H)=0.154, and hence the hopping thors deduced a clustering characteristic tim{@®,) =630
frequency in B is much smaller than in J A calculation *50 h atT=1.65 K.

B. Research on H , and D, since 1986

1. Calorimetry

on p. 266 of Ref. 15, and which included other factors tiyan Comparing this result with predictions is difficult: al-
gives though theory provides an estimate of the resonant conver-
1(Dy)=0.48x 10 2w(H,). ) sion frequency, the predictions of the average number of

hops per particle to achieve clustering is uncertain, and will
To detect the effect of clustering in,DBagatskiiet al!®  be discussed in a later section. However a more immediate
measured the specific he@l, of a sample withX(J=1) check of the predictions can be made by comparing the clus-
=0.028 as a function of time. Two processes contribute to &ering time in B, and in H under similar conditions of
slow variation ofC, with time: g the irreversible J=1)  X(J=1) andT. Because the anisotropic electrostatic inter-
—(J=0) conversion rate that caus€g to decrease and)b actions, characterized by the paramdteare comparable for
the clustering with a characteristic timeof the isolated] H, and D, [T'(H,)/I'(D,)~0.8], we can expect that the
=1 particles into pairs via resonart€ 1)« (J=0) conver- number of hops to achieve clustering is also comparable,
sion, leading to an increase @f,. Hence these two pro- while the ratio of the hopping rates if given by Ed). From
cesses tend to compensate each other, but the good measaressure measurements in, Ft T=1.7 K and with X
ing accuracy enabled the authors to isolate the two=0.025, 7(H,)=3.0 h!? The ratio 7(H,)/7(D,)=0.46
contributions in the following way: the experiment started X 10”2 is then in surprisingly good agreement with the pre-
with the sample having random distribution of tipeD,, dictions given by Eq(1). (This scaling of the hopping times
which is reached after cooling the crystallized sample fromis only valid at ““high” temperatures, i.e., abovwe0.5 K, but
the melting point at 18.7 K. As shown in Fig. €, slowly  should not work at low temperatures where the hopping
decreases with time during which the measurements are r@robability is more sensitive to the electric potential distor-
peated at the same temperature over a period of 250 h. Thmn in the surroundings and to its gradient. There the direc-
sample was then heated to the melting point and cooled badions for a most probably jump for Dand for H, under
to 1.65 K over a time of about 2 h. During this time, the similar conditions could be quite different, resulting in clus-
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FIG. 3. Experimental values of the configurational relaxation tinversus 'g -
T in solid H, with added Ne impurities having a concentratitfNe). Open = F T=0.2K(X=3.2%),
triangles:n(Ne)=0.02%, X(J=1)=0.5%. Inverse open triangles(Ne) oy : .
=0.04% X(J=1)=0.5%. Solid circlesn(Ne)=0.06%, X(J=1)=0.5%. =~
Solid triangles:n(Ne)=0.06%, X(J=1)=1%. Solid squares: Hwith 'g Ay
X(J=1)=0.5% and added impurity of 2% ,DThe solid curve represents
averaged values of for pure H,.*°
T=0.15K(X=1.7%)
tering trajectories of different length$.See also Section T=0.1K(X=2.9%)
2 B3) \
Another interesting aspect in the calorimetric studies is .
the effect of heavier impurities on the clustering time con- =0.09K (X=1.5%) * N

stant 7 in solid H,. Minchina et al!® reported that at two 0 10 20 30 40

temperatures, 0.5 and 1.3 K, where the experiments were t,h

carried out, the introduction of Dimpurities first de_creasezs FIG. 4. Normalized thermal resistivity ~%(t)/«~%(0) versus time at sev-

from the value of pure Kl Beyond a concentratioX(D,) eral temperatures for samples grown at constant density. To avoid over-

=0.02, 7 increases monotonically for doping up X(Dz) crowding, the origin of the vertical scale for the various isotherms has been

— ; shifted from 1.00. The solid lines are fits of exponential transients to the
0.3, but by less than a factor of (Ref. 18.. Experlmen_ts data, as described in the teifter Ref, 21

were subsequently carried out on Hoped with the heavier

impurity neon'® Mixtures with X(Ne)<6x 10" * showed a

decrease of by the order of 30%, consistent with the result _

for D2 |mpur|ty dop|ng These results are shown in F|g 3the unusual results reported in Ref. 21. To analyze the re-

The reasons for this intriguing phenomenon have been di§u|ts, the addlthlty of the thermal resistivities from phonon

cussed in Ref. 19 in terms of lattice distortions by the heavyscattering is assumed, namely

|n_1pur|ty3 put this needs to be further clarified. According to kXX, T)= K(le:O)H (T)+ K(Jl:l)H (X,T). 2)

Fig. 3, ris independent oX(Ne) in the 0.02—0.06% range. It 2 2

has been assumed in Ref. 19 that the upper limit of solubility = Here K(_J];O)HZ(X,T) is the resistivity of a pure

of Ne in H, is not higher than 0.02%. =0)H, crystal and represents the phonon scattering by the
A further calorimetric experiment by the same group atiice as determined by grain boundaries, lattice imperfec-
probed whether quantum diffusion ofJ€1)D; in (J  tions, etc. The second termryt 1), (X, T) is the contribu-

— i 0 -

s %L';?ncotgi (t‘)]e_tik;s_egrvéffl,gja(r;[zl‘]ej\gt)%Bif: %_Cg)rﬁ tion from the inelastic phonon scattering by the excitation of
ponding X T /=2 .72 the rotational energy states in thé=1)H, molecules. Dur-

was investigated. No evidence of a clustering on the specmf:n the clustering process, we expegf,ti., (X,T) to

heat after a period of 290 h at 1.7 K could be found, indicat- 9 gp ' PeRE= 1%

ing the characterizing clustering time to be in excess ofhange as a function of time. _ _
10* h. The experiments were carried out in a special thermal

conductivity cell made of a proton-free commercial plastic,
o “Kel-F”, that enabled the NMR spectrum to be scanned
2. Thermal conductivity continuously while conductivity measurements were per-
Simultaneous thermal conductivity and NMR experi- formed automatically as a function of time. The cell was
ments at Duke University were carried out on a sample otooled rapidly from a standard temperature, usually 2.2 K,
solid H, grown at constant density, corresponding to a preswhere clustering is small, to a final temperatdrg which
sure of~ 90 bar, and from which information of the cluster- was then stabilized for periods up to 45 h. During this time
ing could be obtaine& More recently, further conductivity data on the conductivity and on the central NMR line ampli-
experiment® at a similar pressure were carried out in an-tude, the latter being the signal of the “isolated’ (
other cell where the sample was grown at constant préSsure=1)H,, were recorded. A sample of the results, suitably
instead of constant volume. Such a check with a differenhormalized to the initial observed resistivity 1(0) is
crystal growth arrangement was made necessary in view afhown in Fig. 4 for the earlier experimefitswith the



Low Temp. Phys. 24 (6), June 1998 Horst Meyer 385

17.3 ; T
—,; 72k T, =02K 0.5 g A\
o~ i
=. - T 0~ e e e - - °]
. 1741 ° ¢ f
x ~ [ o x e .
e | T -05f ® 4 L
S 1704 ¥ - o o Gorodilov
- -1.0F X Clarkson
mg 16.9 F — Theory (Kokshenev)
_ 150 et ol e i
' 16.6 01 02 05 10 20
16.7 I ot L. 1L FIG. 6. The normalized changkex Y/« -, VversusT for two series of
- 0 (I=1)H,
0 10 2oﬁme ?‘0 40 S0 experiments WherE(’Jl:l)H2 is the average resistivity of thd€ 1)H,. Solid

circles: 1.5%<X<3.4%, solid triangles: 0.9%X<1.1% from Ref. 21.
FIG. 5. A representative time evolution of the resistivigy'* at T Open circles and diamonds: fof=1 and 2% from Ref. 24. Crosses:

=0.2 K andX(J=1)=0.01 obtained with a sample grown at constant pres- 1-0%<X<2.5% from Ref. 22. The solid line is the prediction by
sure. This should be compared with the curve for the same temperature #okshene? for X=1%.

Fig. 4. The solid line is again a fit of exponential transients to the deaim

Ref. 22.

laxation times from NMR measurements are presented to-

samples grown at constant density. Figure 5 shows a repr@ether with those fronC, and from«. For simplicity, | do
sentative, vertically expanded time profile fer }(t) for x ~ not show the data from conductivity experiments below
=0.01 andT;,=0.20 K, obtained with the sample grown at 0.3 K, where the situation becomes rather complex, with the
constant pressufé.The curve is similar to that in Fig. 4 for formation of “pair” clusters that subsequently hop and con-

the saméTy,,. In both figures, the solid lines are fits to a sum gregate to form larger clustefsee Fig. 7b in Ref. 21Based

rate of J=1)H, pairs into larger J=1)H, clusters, and

-1 —
k ()=A+B exp—t/7)+C exp —t/7p). (3 which accelerates with decreasing temperature, it is reason-
The thermal transport and NMR data show remarkableable to expect that the clustering relaxation times observed in
features, the two principal ones being as follows: calorimetric and thermal conductivity experiments will pass

a) Thermal resistivity change. Abovie=0.3 K, the re-
sistivity increases as clustering proceeds. The equilibration
can then be represented approximately by a single exponen-
tial term with a time constantr;. The changeAx !
=[xk }t=2)—«k"1(0)] is positive. However asT de-
creasesA« ! decreases and changes sign near 0.3 K. The
time profile of k ~1(t) becomes more complex with decreas-
ing temperature, first rising and then decreasing to its equi-
librium value. As a resultA« ! becomes negative. This is
shown in Fig. 6 where the results at Kharkov obtained by
Gorodilov et al,?* the predictions by Kokshenev at high
temperatures and the publishéd and unpublished data in
this laboratory are showriThe single data point obtained in
Ref. 26 has been omittedGiven the various uncertainties,
there is good consistency between the various measurements.
The unexpected behavior change in sigmaf ! near 0.3 K
is therefore confirmed.

b) Relaxation times. The transients shown by the expo-
nential decay of the “isolated” J=1)H, (from NMR) and
by the change of conductivity, and measured simultaneously
on the same sample, show different relaxation times. This is
illustrated in Fig. 7 for a representative temperature above
T=0.3 K. While both observations reflect clustering, they
represent different aspects: the NMR shows the signal of
“singles” decaying with time, while measurements of ther-
modynamic averages such as heat capacities and thermal
conductivity reflect the complicated dynamics af1)H,  FiG. 7. Simultaneously recorded thermal resistivity and NMR signal inten-
cluster formationpairs and larger groupsin Fig. 8 the re-  sity versus time at 0.7 Kfrom Ref. 2J.

k7104, em K- pw™!

N W~
o X

NMR Intensivity , arb. units

t, h
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g0 Conductvity 4 (J=1)H, particles in a solid §=0)H, matrix?®-3 As al-
s Sé‘é}:?s'an etal, * o ready calculated by Oyarzun and van Kranendbakd dis-
20F 0 ¢ Gorodilov * © o cussed by van Kranendonkthe order of magnitude of reso-
E Calorimetry X 4,9 x nant J=1)«~(J=0) conversion “hopping” frequency,
f 4 Minchina ag for an “isolated” (J=1)H, surrounded only byJ=0)H,,
= 10F \\\‘ is of the order of X 10® s ! Electrostatic quadrupole-
o 72 \\\\ quadrupole intera.ctions. WithJ_@ 1)H, neighbor§ produces
i \\ . N o randomly fluctuating orientations, corresponding to an en-
i \\\ se X, ergy band width that increases rapidlyX&)=1) increases.
4 \\ . NL?ASal P This reduces the probability of an energy-conserving jump.
% Washburnetal, & © For X=10"2, the reduction factor is calculated to be 10
§ . hence the hopping frequency is only(X=0.01)=5
2\71““““,“@“‘, T o x107° s 1. Meyerovich and collaborators note that this
0.1 0.2 04 0710 2.0 3.0 small frequencyy, is very sensitive to inhomogeneities of
T.K the potential relief U(7)=Uy(a/7)°, where Uy/kg

R N . . ~0.8 K, and depends on the orientation. They explore the
FIG. 8. Observed configurational relaxation timeérom various experi- existence of a strong directional bias. which will influence
ments in pure solid K Solid squares NMR, isolatedJ€1)H,; open ) 9 - SRR
squares: conductivity, obtained during simultaneous experiiéigmen  the time where oneJ=1)H, impurity approaches another
circles and diamonds: conductivity from Ref. 24. Crosses: conductivity withone to form a pair. Stimulated partly by the observation of
sample grown under constant press(irem Ref. 23. Solid triangles: calo- éhe maximum in the characteristic time of pair formation
rimetry from Ref. 14. The shaded area includes the NMR results on isolate 0.3 KL331 ich ad d the id h di
(J=1)H, impurities (Ref. 13. near 0.3 K;*** Meyerovich advanced the idea that a direc-
tional bias might lead to such a maximum even if the indi-
_ . _ vidual hopping rates should show a monotonic behavior with
over a maximum and decrease with decreasing temperatufe je., an increase ag decreases. The two energy-
below 0.3 K. . o ~ conserving mechanisms for enabling hopping in the presence
_ As can pe seen from Flg. 8, the characterlstlc clusteringf an energy mismatck; ;= U(r;)—U(r;) from sitei to site
times 7 obtained from NMR in both eXpeI’Im'entS performedj are a Spontaneous emission of photons with an energy
at zero pressutdand at a pressure of approximately 90%bar hw/2m=¢;;>0, and b inelastic scattering of thermal
agree within the considerable experimental scatter.rébe-  phonons. The former process is only possiblesfor>0 and
nant (J=1)«(J=0) conversionmechanisrft leads to the s highly anisotropic, while the latter operates for any sign of
prediction of a roughly 10% increase in the hopping fre-¢, .. When e<hw/2m, the hopping time is much larger
quency for a density increase of 5%, which corresponds 10 ghan that calculated for phonon-assisted hopping and is given
pressure change from 0 to 100 bars. This pressure effegly =1, The authors calculate the average pairing time with
might be too small to detect, given the scatter in the meathe help of a computational model fo¢=10"2 and 1073,
surements .O.fr' By contrast,mass quantum diffusioof (. One (@=1) impurity is moving while all the others, ran-
=1) impurities, as produced by Fhe7motlon of three-bodydomly distributed, stay fixed. The single particle diffuses in
cyclic permutation in the J=0) latticé” is predicted to de-  the cell and can pair with any one of the immobile impuri-
crease by a factor of 60 for this 5% density increase. Theretes. The motion of the particle is tracked and the times of
fore the observations mentioned above favor resonant CorllTopping are adjusted as the energy mismatqmnd partide
version over tunneling as the dominant mechanism ofjistribution change. In the calculation, hcp lattices with 100

quantum diffusion, at least below 4 K. ~ to more than 19 lattice sites per cell were generated when
The thermal transport measurements can be summarizgHe concentration decreased from ab¥at 102 to 10~ 3.
as follows: at temperatures abowe0.5 K, the time depen- The calculation gave the number of paired impurities as

dence and the sign of the resistiviey * after a temperature 5 function of time, assuming a random initial distribution of
quench toTy, indicate that clustering of isolated “single” impurities over all sites, except at the origin, from where the
(J=1)H;, particles takes place, but dg, is decreased, there (iffusing particle starts, and its nearest neighbors. However,
appears to be competition between several clustering varignstead of a smooth curve indicating the pairing process to be
tions, and the time dependenceof* becomes more com- exponential with time and characterized by a timehe plot
plex. It is probable that clustering into larger configurationsgave a staircas€Fig. 9 which the authors interpreted to
causes the trend of~'(t) to change direction. The initial indicate that the pairing process is characterized by a set of
increase of«~*(t)—which reflects the simple clustering of times rather than by a single They speculated that the
single particles—is compensated within a few hours after thetajrcase should become smoother when account is taken of
temperature quench and is exceeded in magnitude by theéh averaging effect by the motion of other particles. For their
effect from the clustering of larger groups. The quantitativechoice of a characteristic time the authors used the time
Understanding Of '[hIS phenomenon I’emains to be Clarified. prof"e t(n) describing the initial Stage of pairin@he first
step of the staircageHeren=N/Ny, whereN is the number
3. Theory on the pairing of  (J=1)H, impurities of impurities that have been paired aNg is the total num-
Significant progress has been made in recent years in tHeer of impurities considered in the calculation. In a plot ver-
understanding and the simulation of the pairing procedure ofus temperature, they show that this timgasses over a
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the theoretical curve should be shifted to the left by 0.2 K,
from 0.5 to 0.3 K, and stretched vertically to make experi-
- v mental and theoretical maxima coincide. This procedure
- ol should improve agreement between experimental and theo-
retical data. However, the position of the maximum and the
shape of the curve were not very sensitive to the fitting pa-
rameters, and such a shift would require changing the un-
1 known renormalization coefficient by an order of magnitude
away from its expected rangéOn the other hand, this in-
sensitivity is a good sign demonstrating that the existence of
o, ) . . the maximum is a stable general phenomenon. Better agree-
0 1t 2 3 4 50 0204 06038 ment with experimental data requires improvement of an
In{1-vy) in(1-vy) over-simplified computational mod&.
FIG. 9. The fractiory of pairs versus timén hourg for a cell size with 100 . The numerical calculation leads to the following conglu-
lattice sites, corresponding ¥(J=1)=1X 102, pictures the pairing of 88 sion, as State,d _by th_e_ aUthﬁPa_he low temperatgre Peak m_
impurities, each marked by a symb@). a overall picture; b the initial  the characteristic pairing time is caused by a directional bias
stage of pairing of 38 impuritie&fter Fig. 2 of Ref. 31 It is from the initial in the diffusion, which is conditioned by the interaction
stage that the pairing time is derived by the slope of the straight line. mechanism of the pairing particles with the surroundings.
One of the diffusion mechanisms—the hopping with inelas-
tic phonon scattering—is biased against mutual approach of
the particles and opposes pairing. When this mechanism

NOW R e N
1)
Time, h

Time, h-103

-—
T
|

maximum nearT=0.4 K. By contrast, the characteristic

time of the final stage of pairing is much longer and steadily ; . .

) . . : : dominates at temperatures above the maximum, ia de-

increases with decreasifig The authors then discuss in de- . . . .
.crease in the temperature results in a slow-down in motion,

tail the numerical value of the two independent parameters it ; L
. : o .including the pairing. AST further decreases, a temperature-
their calculations that produce a reasonable fit with experiz . . o i
: : .. _independent motion with emission of phonons becomes in-

ment. They find, for instance, that the temperature position

. L : " creasingly important, and this neutralizes the first mechanism
of the maximum inr is rather insensitive to the value of ; L
A and increases the pairing rates.
(&4/¢), where¢&, andé¢ are constants appearing in the expres-

sion for the time of the phonon-assisted impurity hopping.]cro SO far, theory has considered the clustering dynamics

The lower o of e tmat o conaed wih e 1o L S8e0 L 1) ooty o e ) pares e
value® 10° s * while the upper bound was about two orders P

of magnitude higher. of pairs at a given temperature, as based on the Free Energy

. . . __minimum) were ignored within the considered model with
In Fig. 10 we present experimental data and theoretical . . : . .

. single-particle motion. The theory assumes all single impu-
curves from Ref. 30. Two unknown computation parameters

. S rities will cluster, which should be nearly realized only be-
(bare tunneling frequency, and a coefficient in its tempera- low ~ 0.5 K
ture renormalizationwere chosen so as to fit the position o .
. ) . Furthermore | note that the calculation of the character-
and height of the maximum(T) to experimental data. The

main difference between experimental data and computa{-snc clustering timer has been made from the initial pairing

. . . . L stage, as computation affrom the later stages gave a sub-
tional results is in the position of the maximum. In principle, : . .
stantially larger value. The experimentally observed transient

of the “single” (J=1) signal[n(t) —n(t=«)] followed an
exponential decay all the way, and not just in the initial

30¢ ® L 0.43% < X< 2.8% stages, as shown by all the NMR experiméehitd?! It is
20k Washburn = 0.2% < X< 1.0% hoped that these problems in the theory can be addressed in

the near future.

<10} \\\\ \
© 71§' g_\\\\\\ C. Tunneling of HD and of (J=1)H, in solid H ,

There has been considerable activity in the study of low-
temperature tunneling motions, both of moleculd®) and

Theory

. _” - 061 9% . of atoms in a matrix of solid K (This process of motion is,
AN ﬁ 1./?1 ¥ L of course, different from quantum diffusion resulting from
0.1 0.2 04 07 1.0 20 3.0 ortho-para resonant conversion i, lnd in D,.) Further-

T.K more experiments have been reported gnarion tunneling

o o ) ) - (see Section 2D First the detailed NMR studies by the
FIG. 10. Characteristic pairing time of isolated=1) impurities. The

shaded area represents the NMR data monitoring the signal decay of tr%rOUp of .Sulllvan,. shqwmg evidence of HD tunneling, wil
“isolated” (J=1) impurities®2 The solid line represents an average of D€ de_scrlbed. T_h|S.W|” be fOHO‘_’VGd by. the account of an
the predictions foiX=10"2 and 1.9< 10" (after Ref. 29. experiment that indicates tunneling motion d=1)H,.
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FIG. 12. The observed and calculated temperature dependence of the spin-

lattice relaxation timeT, of the HD impurities(1.1%9 in H, with X(J=1)
=1.8%. Symbols: data of Radlt al3* Solid curve: theory®
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k energy transfer, and their intrinsic relaxation rate to the lat-
f - tice is very slow. However, as shown in Ref. 35, the cross-
1\' relaxation from the HD spin system to that df< 1)H, per-
mits a faster relaxation. Furthermore, this mode of energy
transfer is sensitive to the motion of the HD molecule. In the
high temperature regiméor T>11 K), the mechanism of
cross-relaxation is attributed to the motion of vacancies,
while in the low temperature regimer«8 K), quantum
tunneling of HD impurities is the responsible mechanism.
The longitudinal relaxation time measurements showed a
-50 ' 0 +50 pronounced minimuniFig. 12 which was analyzed in Ref.
35. Starting from the low temperature end, where the cross-
. ®, kHz relaxation time is nearly constant and is determined by the
FIG. 11. The NMR derivative line shapes of the proton spectrum of HDquantum tunneling frequenclyof the HD particles, impurity
(1.199 and J=1)H, (X=0.018) in solid =0)H, at temperatures below scattering with an activation ener@sr becomes important
4 K, where they can be separatdtom Ref. 39. and leads to a decrease Df. The progressive excitation of
vacancy motion with an activation ener@g then pulls up
T, as the temperature increases. The theory is thus able to
account for the observed minimum. The quantum tunneling
Pulse measurements3 were carried out at 268 MHz frequency so derived i§=1.3x10° Hz, which is of the
and both the longitudinal and the transverse relaxation timesame order as the hopping frequency & )H, impurities
T, andT,, of the proton nuclei were measured. The samplegrom resonant conversioil. The energies obtained by fit to
consisted of HD and ofJ=1)H, impurities in a matrix of the data ar&r/kg=91 K andEg/kg=100 K. Itis the sum
solid (J=0)H,. The most extensively studied sample con-(Er+ Eg)/kg that determines the limiting high temperature
tained 1.1% of HD and 1.6% ofJ&1)H,. Although the slope seen in Fig. 12, and which agrees with previous deter-
proton line shapes of HD and,t¢an only be resolved below mination of the activation energies id= 1)H,. It should be
~ 4 K (see Fig. 1}, they have very different relaxation noted that, in pure solid Hwith such low values ofX(J
times. Therefore the respective signal contributions can be=1) as used here, this temperature dependendg & not
separated and this is most striking fbf. It is known that  observed, but the addition of HD impurities leads to a tem-
the spin-lattice relaxation time in pure,Hor such low ¢ perature profile of botA’; andT,—a pronounced minimum
=1)H, concentrations is of the order of ms and has only aand a sharp rise withi— and permits the separate determi-
weak temperature dependend8ee, for instance, Ref. 36 nation of these activation energies.
and references therginThe characteristic molecular orienta- The transverse relaxation times show a similar behavior
tion fluctuation frequency spectrumg from the intermo- to the longitudinal ones, but with a less pronounced mini-
lecular electric quadrupole-quadrupole interactions modulatenum. Figure 13 shows a representative curve Tgrwith
the dipolar interaction between the two protons. Fdr ( 1.1% HD and 2.1%J=1)H, between 15 and 4 R There
=1)H, concentrations of a few percenbo/27 is compa- is a weak linear temperature dependence wedoK where
rable to the Larmor frequency of the order of 10 to T, rises to~ 3 ms near 0.1 KFig. 4 in Ref. 34. Again the
10° MHz, and this favors rapid energy transfer from the spinresults could be interpreted by quantum diffusion of the HD
“bath” to the rotational energy bath, and from there to the impurities at temperatures below 6 K. This value ofT, is
lattice. The protons of HD do not have this mechanism ofhigher than calculated for HD in a rigid Hattice, and this

1. HD tunneling from NMR experiments
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0.3 | ! 1 ! L FIG. 14. 3 The T, data in the temperature range of 50-100 mK as a
0.07 0.1 0.15 0.19 0.23 function of X(J=1). Solid circles: from Ref. 38, open triangles: from Figs.
Inverse temperature, K-1 3 and 4 in Refs. 34 and 39) Bhe derived tunneling frequencly versus

[X(J=1)], as obtained from th&, data via equation®)—(11) (in Ref. 34.
FIG. 13. Observed temperature dependence of the transverse nuclear relax-

ation timeT, from the proton signal of HD and)& 1) H, impurities in solid
(J=0)H, for three different samples. Squares: 1.1% HD, 1.8% {)H,;

triangles: 1.1% HD, 2.1%J=1)H,; circles: 0.05% HD, 2.5%X=1)H, > Enpanced ortho —para conversion in solid H , with O,
(after Ref. 34. (The data represented by the asterisks are from Ref. 36 impurities

Tunneling appears also to be important in thle=(@)
—(J=0) conversion in solid klcatalyzed by @impurities,

) o . ~as shown by Shevtsost al*® Here the conversion rate for
leads to the conclusion that diffusion narrows the linewidthgmail concentrations of Qwas studied between 4.2 and 7 K.
(or raisesT,). As the temperature increases, first vacancyrne authors report a very different conversion rategni-
impurity  scattering with an activation energ¥g/ks  tyde, as well as temperature dependgriem that for pure
=91 K, and then vacancy motion with an activation energygq)iq H,. Diffusion of (J=1)H, is invoked, and a fit of the
(Es*Er)/kg=196 K explain the data very well. Neglect- ron0sed model to the data gives a diffusion coefficient
ing the_ small temperature dependence that is attributed tB(T)=D0 exp(—96/T). The activation energy is compa-
formation of J=1)H, clusters at temperatures below 4 K, rapje to that obtained by the group of Sullivan for the HD
the diffusion coefficient can be represented by tunneling in this temperature region, where the potential en-
ergy of (91+6) K was attributed to impurity-vacancy
scattering® The prefactor Do=3%x10"'* cné/s corre-
sponds to a tunneling frequeney10® times smaller than
that for HD and smaller tharw, for the resonant J
=1)«(J=0) conversion of an isolated pair id€ 0)H,,*°

wherew, is of the order 18 s 1.

Dy =[DJuantumy pdassi-Ee/keT]g~Er /keT @

where DJ@™M™-16x10°° cm/s and DE*Si=59
X102 cn¥/s. From the value oDJ"*™™, the authors cal-
culate a tunneling frequency df=1.5 kHz. (See, how-
ever, the revised analysis belgw.

Rall et al3* pointed out that it would be valuable if both
results obtained at Duke University and at the University of A very interesting development over the last fifteen
Florida could be compared at the same temperature. In fagtears is the systematic study of low temperature chemical
such a comparison can be made readily for the temperatureactions. Here electron spin resonance techniques are used
range below 0.1 K, where the temperature dependendg of to observe the H or D signal intensity in a matrix of soligl H
is only weak, and is based on the experiments carried out 84D or H,—D, mixtures. The atoms are produced by the irra-
Duke’’8 as presented in Ref. 38. The details of this com-diation of the solid sample by rays from a C& source or
parison and their analysis to obtain the tunneling frequéncy with x-rays, and their ESR signal shows an exponential de-
are deferred to the Appendix. Briefly, the result is thatThe cay with time that is interpreted as recombination through
data obtained in both laboratories under comparable conditunneling. This research elucidates chemical kinetics near
tions of X(J=1) of temperature and of r.f. pulse length are 4 K and below, where all the thermally activated reactions
of the same order. The uncertainty lies in the analysi$,of are suppressed, and only those driven by quantum tunneling
to obtain the tunneling frequency. This frequency, when detake place.
rived with the use of the relations reviewed in the Appendix, A major portion of this research has been carried out at
is lower than theJ.s=1.34 kHz claimed by Raletal®*  Nagoya University by the group of Miyazaki, and a review
While tunneling of HD in the matrix of {=0)H, no doubt of papers before 1990 has been presented by him in Ref. 41.
exists, its frequency, as obtained from the Duke data, is oAmong the many reactions studied experimentally and also
the order of 3< 10 Hz, and independent of(J=1) and of theoretically, a very interesting one has been the irradiation
T within the experimental uncertainty. The reanalyzed UFof a solid D,—HD mixture byy rays at 4.2 K*? Simultaneous
data® give Jo~800 Hz. The results are shown in Fig. 14b ESR measurements of H and D atoms, made after the irra-
where the DU and the UF data are compared. diation, showed clearly the D signal to decrease while that of

D. Tunneling of D or H atoms and H 5 anions in solid H ,
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FIG. 15. The rate constait for the tunneling reaction HBDD—H+D,, 3 4 S 6 7
solid circles: experimental data; curves: calculations based upon different Temperature, K
potential surfacegafter Ref. 43. FIG. 16. The decay rate constant of Hnions in x-ray irradiated solid)(

=1)H, over the temperature range 2.7—6.6 K. The solid curve shows a two
term fit to the data, as explained in the téafter Ref. 45).

H increased with time. The results indicated convincingly the

occurrence of the reaction the tunneling atom and the nearest neighbor host molecules.
HD+D—H+Ds,. (5 [Itwas found that the average distance H-HD wes A,
. _ . Another interesting investigation is that of the decay rate
The signal transient curve obtained fb+=4.2 K was found  of H, anions® In the reaction accompanying the decay, the

to be the same at 1.9 K, indicating that the reaction rate wagnjons change into electron bubbles, as represented by the
temperature independent. Because the potential barrier f@quation

this reaction isAE/kg~5x10* K, the reaction cannot occur _ _
by thermal activation, but must take place by quantum tun- Mz THD—Ha+HD+€yppc. @)

neling. Several types of calculations of the rate constants irthe ESR spectrum of electron bubbles has been observed to
this tunneling regime have been carried out and were listedecome more intense while that of the Hecreases. The
in Miyazaki's review. In a review of more recent papéts, decay rate constant has a rather striking temperature depen-
the temperature dependence of the above reaction has begénce, as shown in Fig. 16. Here soli#=0)H, has been

investigated in detailed fashion and shows a dramatic temyradiated with x-rays. The measured decay rate constant can
perature dependence of the reaction condtatefined by the  pe represented by a sum of two terms. The first is a

relation thermally-activated process atm®% K with an activation en-
d[D] ergy of AE/kg=93 K, the same as in the reaction given by
o —k[D][HD], (6) Eqg. (4). The second term is a phonon scattering process in

qguantum diffusion. The tendency of the decay rate constant
where the components in brackets signify the fraction of theowards temperature independence below 3.2 K might indi-
reactants. cate quantum diffusion in the absence of phonon scattering.

This behavior ofk is shown in Fig. 15 wher& sharply  The possibility has been raisBdthat the origin of anion

decreases with falling temperature as thermal activation bemotion might be through reaction with a tunneling impurity
comes frozen out. Below 4 K remains constant. From the HD molecule. However another mechanism of anion hop-
temperature dependence between 6.5 and 5 K, the affthorging is given by the conversion
derive an activation energ§E/kg=95 K, which is similar - .
to values between 85 ang&105 ?( obtained for vacancy diffu- (J=0)H; +(J=0)H~(I=0)H,+ (J=0)H,. ®)
sion in solid HD from NMR transverse relaxation time Because of the light mass of the excess electron, and the
measurement¥. This result is discussed in terms of the dis- symmetry between the initial and final compound, this con-
tortion of the solid hydrogen lattice structure by the H andversion might occur by quantum tunneling of the electron.
the D atoms, which is caused by the large zero-point vibraHowever information on the anionHin solid H, is insuffi-
tion of these atoms. The authors argue that in the tunnelingient so far to permit more discussion.
process, the deformation accompanies the atoms. When a
vacancy moves to another site by thermal actlyatlon, _th_%_ CONCLUSION
atom tunneling is accelerated by the vacancy motion. This is
vacancy-assisted tunneling reaction, which becomes Much progress has been made in the past ten years in the
temperature-independent below about 4 K. Investigation ofinderstanding of quantum diffusion and tunneling phenom-
the ESR fine-structure and the linewidth for H atoms in solidena in the solid hydrogens. It is hoped that this review will
HD furthermore gave information on the distance betweerstimulate further investigations in several areas. Since the
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tunneling study of HD, H and D atoms in solid hydrogen is al. Yu, X. Li, and D. Clarkson who contributed significantly
very active subject of research at present, | restrict myself téo the study of quantum diffusion at Duke University.
the topic of J=1)H, quantum diffusion through the reso- | have profited greatly from stimulating interaction with
nant conversion process. A. M. Meyerovich, N. S. Sullivan, and S. Washburn who
i) More and better NMR experiments are certainly gave detailed advice on a draft of this paper. In particular |
needed with dilute mixtures below 0.1 K to explore whetheram grateful to the first two for clarifications and discussions
the clustering timer tends to a constant value, as suggestedf several aspects of their papers.
by theory. Also my sincere thanks go to D. Murphy for recasting
ii) Although the theory of single-particle clustering is several of the figures into a presentable form.
already quite complex, it is hoped that still further improve-
ments can be made to bring theory into better agreement
with experiments and to clarify the problem of the transient5
decay, which is observed to be exponential during the Wholei-*:
process and not only in the initial stages of clustering.
iii) The complicated time dependence of the thermal re-  First | review the data for the transverse relaxation time
sistivity after the quench to a final temperatiig, needs to T, obtained at the University of FloriddUF) and at Duke
be quantitatively explained as a function Bf It would be  University (DU) under comparable experimental conditions.
interesting to find out whether calorimetric experiments alsorhis is followed by a data analysis to obtain the HD tunnel-
show a complex time dependence at temperatures belojtig frequency.
0.5 K after a temperature quench. It might be noted that the statistical rigid-lattice NMR
iv) There is also the intriguing question of what happensiull width at half maximum(FWHM) for the HD spins is
to clustering at largerJ=1) concentrations than a few %. given by A pyuy=63.4 X(J=1) (kHz) in Ref. 34. The nu-
Pressure experimenfsat constant volumePy(t), suggest merical coefficient is larger by a factor of about 3 than that
that asX(J=1) increases, the clustering time decreasespresented in Ref. 37, E(7a), and was based on a model by
Could quantum diffusion play a role in the martensitic trans-Delrieu and Sullivarf’ (This width was denoted by in
formation (from Pa3 cubic to hexagonal close packelat  Refs. 27 and 37.The new value of\pyy, Which is larger
accompanies the orientational order—disorder transition? Thhan the experimental one deduced frdm data, indicates
transformation, which is observed fo¢(J=1)>0.55, has  “motional narrowing” of the(Lorentzian line, and signifies
been known for about thirty years and is very different forthat HD tunneling is taking place.
solid H, and D,. The dynamics of the thermal cycling and  The data at UF were obtained with r.f. pulse amplitudes
phase stability for this transition have been recentlygiving a field of 15 G in the rotating fram®.For a /2
reviewed*® While the effect of quantum diffusion on the pulse, this corresponds to a pulse length~oft us. In the
irreversible §=1)—(J=0) conversion rate can be ob- py experiments/8 pulse lengths for ar/2 pulse were be-
served in various types of experiments at low concentrationgyeen 11 and 10@s and theT, results were extrapolated to
when clustering has occurred, it also appears that diffusion atero pulse length. The UF sample concentrations were
intermediate concentrations is still efficient in bringing aboutc(HD)=1.1%, X(J=1)=2.1% and C(HD)=1.1%,
a random distribution of theJ&1)H, in the matrix as the  X(J=1)1.8%. Those of the DU sample IV we@(HD)
conversion proceeds. It is difficult to observe directly this=0.04% and 0.55% X<1.3%, whereX(J=1) decreased
diffusion fromP,,(t) measurements, because the time depenthrough conversion over the period of the experiment. The
dence ofPy from the J=1)—(J=0) conversion masks data taken neafF=50 mK are shown in Fig. 14a. Because of
any molecular rearrangement effect due to diffusion. the significant dependence ©§ on pulse lengti!*¥the DU
This short review has been restricted to the solid hydroT, data nearX=1.3%, converted to 4us pulse length,
gens in three dimensions. The very interesting subject ofyould have been respectively 0.7 ms larger than for zero
molecular motions in thin films of i HD and D has re-  pulse length, namely= 3.1 ms, which is comparable with the
ceived much attention, especially over the past ten years, anghta obtained at UF, namely 3.4 ms #{J=1)=2.1% and
a review on this topic is certainly due. For the reader’s con4.6 ms forx(J=1)=1.8%.
venience | list some of the recent WO?&_SEJ' where refer- The next Steghe calculation of the HD Jump frequency'
ences to previous research in this field are given. has uncertainties which were discussed previotfskhe dif-
ficulty lies in the correct choice of the rigid lattice second
moment of the HD line for low values of(J=1) and in the
presence of clustering. It is therefore interesting that for short
This review is dedicated to the memory of Neville Rob- #/2 pulses of 11us or less, T, does not seem to change
inson(1925-1996 whose gift of several “Robinson” spec- significantly as clustering proceeds in tirieig. 4a in Ref.
trometers was crucial both in the NMR research that led t88 and Fig. 4 in Ref. 34
the first observation of clustering in solid,tdnd to its fur- For comparison of the data of UF and DU in a consistent
ther study over the next 20 years, and also in my Underway, | use Eqs(18), (28), and (30) in the paper by Rall
graduate Advanced Physics Laboratory at Duke University.et al3* (Note: the “X’’ in the denominator of Eq.(18)
My thanks go to my former associates L. |. Amstutz, should be suppressé®. The tunneling frequency, is then
J. R. Thompson, D. Ramm, S. Washburn, R. Schweizergiven by

. APPENDIX: THE HD HOPPING FREQUENCY AS DERIVED
ROM T, MEASUREMENTS

4. DEDICATION AND ACKNOWLEDGMENTS
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where the second momelt,° of the HD rigid lattice NMR
line is given by

3 C(HD) N
8 X(J=1) 9
Here Mgz is the second moment of the,Hine. For this

©)

HD_

HD — M52(X). (10

guantity the high temperature limit value under the assump

tion of random (=1)H, distributiorf’ was taken,
MH2(X)=90 X (kHz)> (11)

Inserting the respective values ¥{J=1) andC(HD) into
the equations, the values &f;; are obtained as shown in Fig.
14b. There appears to be no significant variatiod gfwith

X(J=1) in the DU experiment, but a discrepancy exists with
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* * *

Thirty years ago L. I. Amstutz, J. R. Thompson, and H. Meyer detected quantum diffusion in solid hydrogen. This
discovery has considerably influenced the evolution of the concept of tunnel processes in solids and stimulated numerous
experimental and theoretical studies. Many aspects of this interesting phenomenon are not yet clear and its further investigation
will undoubtedly reward researchers’ efforts with results of fundamental importance. Professor H. Meyer, F. London Prize
winner, agreed to contribute to the celebration of the anniversary and to write a paper for our Journal describing the progress
achieved in quantum diffusion in solid hydrogens during the recent decade. Professor H. Meyer is not only one of the authors
of the discovery; it is to his further studies that we owe the first experimental detection and investigation of the most interesting
features of quantum diffusion in hydrogen.

Editorial Board
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Long-wave fluctuation kinetics and quasi-linear relaxation for zero-point sound
in a normal Fermi liquid
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A universal phenomenological approach to studying macroscopic fluctuations is proposed and
general kinetic equations for long-wave fluctuations in a normal Fermi liquid are derived.

These kinetic equations form the basis of the theory of quasi-linear relaxation for zero-point sound
in a normal Fermi liquid in the paired fluctuation approximation. The conditions for the

existence of the quasi-linear approximation are considered19@8 American Institute of Physics.
[S1063-777X98)00206-0

INTRODUCTION simple phenomenological approach developed in Refs. 18
and 19 and verified for concordance to the microscopic ap-
groach for gaseous media. This approach is based on the
application of the procedure of averaging kinetic equations
(without taking into account fluctuatiopsver random initial
conditiong® or over a random external fortegenerating
fluctuations.

Before going over to direct derivation of equations in the
kinetic theory of long-wave fluctuations in a normal Fermi
liquid, we shall make a few remarks concerning the approxi-

Macroscopic(long-wave fluctuations play a noticeable
role in a wide range of physical phenomena in classical a
well as quantum systenlt is well known that fluctuations
are very important in the theories of turbulefitand “long
hydrodynamic tails,”®~8 as well as in the theory of interact-
ing modes»® A microscopic approactbased on a generali-
zation of the Bogoliubov method of brief descriptjdo the
construction of the kinetic and hydrodynamic theory of long-
wave fluctuations was developed in Ref(s&e in this con- . .

: ) mations that will be used here.
nection Refs. 11 and 12 alsdt was established that the . S . .

: - S . A “normal Fermi liquid” is the term applied tradition-
equations of quasi-linear relaxation in plasma can easily be L : . .

. . o . ; ally to a degenerate Fermi liquid preserving basic properties
obtained from general fluctuation-kinetics equations in the : . : X

of systems of noninteracting fermions. We shall mainly be

approximation of paired fluctuations for a weak COUIOmb.interested in neutral Fermi liquids. It is quite possible, how-

interaction between particles. In this case, a decisive role is . S .
N ; o ver, that the results obtained by us here are valid in prin-
played by the terms in kinetic equations describing the effect.

of a self-consistent field on the svstem dvnamics. In view o iple for charged Fermi liquids also since the latter also ex-
y Y ' hibit weakly attenuating zero-point sound vibratigAgzor

spec!flc propemes as;ocated with the.de.pen.dence O.f trWﬁis reason, we shall emphasize typical properties that are
Hamiltonian of a quasiparticle on the distribution function o i
common for charged and neutral Fermi liquids, the main

(see, for example, Refs. 131 &ffects similar to collision- : S i
S roperty being the dependence of the Hamiltonian of excita-
less relaxation in plasma must be observed for normal Femﬁ

liquids (both charged and neutjaNaturally, this is only one r:(())r(ls t)e o (?(n t)th:es (Xquis)lplag,r_ti?lfo_zg;\fgfﬁsﬁglsgudr;gleo_n
(although peculigrphenomenon that stimulates the construc- ’p’h e, f PN I . hich | issible in th
tion of a kinetic theory of macroscopic fluctuations in a nor-gard the existence of particle spin, which is admissible in the

S T . L solution of a wide range of problems. In other words, we
mal Fermi liquid developed in this article. The derivation of )
. o o ) assume that the state of the system can be described by the
equations for quasi-linear relaxation in the case of “zero-

one-particle distribution functiom(x,t)(x=(x,p)) which

point sound” is considered here as an application of the gendepends on the coordinateand momentunp at instantt

eral equations of long-wave fluctuation kinetics obtained by . . .
A and does not depend on spin variables. It will be seen from

us for a normal Fermi liquid. . L :
subsequent analysis that many simplifying assumptions
could be omitted in the approach proposed here, but this

1. KINETIC EQUATIONS FOR LONG-WAVE FLUCTUATIONS would lead to unjustifiable complication of calculations with-

IN A NORMAL FERMI LIQUID out changing basically the main results.

Naturally, we assume that the main condition of the ap-

While constructing the kinetic theory of macroscopic plicability of the theory of a normal Fermi liquid, i.e.,

fluctuations in a normal Fermi liquid, it is most convenient to
use, for better visualization, not the microscopic
approachit2which often involves considerable mathemati- ~ €F> T, @
cal difficulties (which in principle can be overcomevhen

applied to complex systems, but an equivalent universal ani satisfied, wherd is the temperature in energy units.

1063-777X/98/24(6)/8/$15.00 393 © 1998 American Institute of Physics
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Under the above assumptions, the kinetic equation deconnected with the generating functiofdlu; n,(t)] through
scribing the nonequilibrium state of a normal Fermi liquid in the relation

the absence of fluctuations can be written in the form

de(Xx;n) dn(x,t)
ap X

J t)+
atn(x,)

de(x;n) an(x,t) B
X p

where L(x,n)=L(x,p;n(x’,p")) is the collision integral

whose explicit form will not be requiresee, for example,
Refs. 13-17, 20-24 The form of quasiparticle energy
e(x,p;n) as a functional of the distribution functiam(x,t)

L(x,n), (2

F(u;na(t)) =exp(Go(u;n) + £(u;ga(t))), (7)
where
Go(u;n)=2 fdxu(x)n(x,t), (8)
P

g1(x,t)=n(x,t) =n(x,t), while g,(t) denotes the entire set
of correlation functionggys. It can easily be seen that the
correlation functiong introduced through formula&)—(8)

are fluctuations of a one-particle distribution function deter-
mined by the distribution of initial conditionsee Eq.(4)].

will be specified in Sec. 2 while considering collisionless Thus, macroscopic fluctuations in a normal Fermi liquid can

relaxation at zero-point sound in a normal Fermi liqyid

be described either in terms of momenta defined3)yand

should be recalled that the explicit form of the energy of(4), or in terms of correlation functiong,(t) (it should be
interaction of quasiparticles in the phenomenological theoryecalled that the term “macroscopic” or “long-wave” fluc-
is unknown, and its parameters should be determined frortuations in the given case can be used in view of the validity

experiments
In the approximations stipulated above, E2).describes

of the Wigner approximation in the description of the system
only on temporal and spatial scales much larger than the

kinetic phenomena in a normal Fermi liquid generally onlycorresponding atomic characteristic scal@he equations of

for definite initial values of the distribution functiam(x,t).
Such a situation, however, is quite spedisde Ref. 2 The
case when the initial conditions for the kinetic equat{@n

motion for these parameters are just the kinetic equations for
macroscopic fluctuations in a normal Fermi liquid. Before
we go over to the derivation of these equations, let us prove

are random is more general, and hence this equation shouttlat any quantityA[ n;g,(t)] which is an arbitrary functional

be averaged over such a distribution of initial conditiés.

of a random distribution function(x,t) averaged over ran-

such an approach, the one-particle distribution function satdom initial conditions in accordance with formuld), i.e.,

isfying Eq. (2) is random in view of the specified initial
conditionsi(x,t) =n(x,t;n(x’,0)). The symbol “ " above

A(N;ga(1)=(A(N)), n=(n), (9)

n emphasizes the random nature of this quantity. An attempgatisfies the formula

to average the kinetic equatidf2) over initial conditions
necessitates the introduction of the quantities

Ne(Xq,.. Xs;t)=(N(Xq,t)...N(Xs,1)), 3
where
<)=f Dﬁ(X,O)W[ﬁ(X,O)]... (4)

indicates averaging in the space of functiorfm{x,O)

X (W[n(x,0)] is the corresponding probability densityhe
guantities ng(x4,... Xs;t) which are analogous to many-
particle distribution functions can be obtained $fold dif-
ferentiation with respect to the functional argumerix)
=u(x,p) of the generating functional

F(u;na(t))=<exp( > f dxu(x)ﬁ(x,t)) > ,
p

where n,(t) stands for the entire set of the quantities.
Further, we introduce the generating function&{u;g) of
the correlation functiongg(Xy, . . . Xs;t)(s=2)

©)

1
z/(u;gaa)):;g’; dxy ...

xz dxgu(Xq)...U(Xs)gs(Xq,.. Xs;1),
Ps

(6)

[ 6
A(n;ga(t))=eXp[ ;;(E; ga(t))}A(n), (10)
where the functional operatof( 8/ 6n;g,(t)) is the generat-
ing functional ¥(u;g,(t)) in which the functional argument
u(x) is replaced by the operation of functional differentiation
with respect ton(x,t). In order to prove relatior§10), we
note that, according t¢5), the quantity(A(n)) can be writ-
ten in the form

A(n)>

(A(N))= < expl’ > f dx’'n(x")
o

on(x")
n=0
_e[ 2. )
=Flagi n()AD) (1)
Considering that
gd
eXP[Go(%; n)]A(rJ)=A(rJ+n), (12

in accordance witl{8) and taking into account formul&),
we arrive at the expressiorn$0).

The evolution equations for the quantities
ng(Xy,...,Xs;t) or, which is the same, for the generating
functionalF[u;n,(t))] are derived from Eq(2) by writing it
in the form convenient for the subsequent analysis:

(9 o 92 .A
r n(x,t)=_%(x;n), (13
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where we have introduced the notation such a quasi-linear relaxation at weakly attenuating oscilla-
A tions with characteristic plasma frequencies is known long
de(x,n) dn(x,t) ago (see, for example, Refs. 31 and)32

ZA(x;n)=L(x;n)+ r D

de(x,n) IN(x,t)
(14) 2. QUASI-LINEAR RELAXATION AT ZERO-POINT SOUND IN

ap ax A NORMAL FERMI LIQUID
Differentiating definition(5) with respect to time and using One of the conditions for the existence of quasi-linear
relations(12) and(13), we obtain relaxation is associated with the possibility of propagation of
3 s long-lived oscillations in the system with a collisionless
— F(u;na(l))=exp{GO(u,n)}exp{ 5;( U+ —: 9a(|))] mechanism of dqmping. Such ospillations w_ith charact.eristic
at on plasma frequencie&.g., Langmuir frequencigsnust exist

in a charged Fermi liquid. As a result, quasi-linear relaxation
X D j dxu(x).Z(x;n). (15  based on the exchange of fermions by plasmons, cannot dif-
P fer basically from a similar phenomenon in a nondegenerate
Taking into account?) and(8), we can write Eq(14) in plasma. For this reason, we shall not consider the possibility

the form of the equation of motion for a one-particle distri- ©f typical plasma oscillations existing in a charged Fermi
bution function averaged over random initial conditions!iquid and try to construct a quasi-linear theory based on the
n(x t)=<ﬁ(x t), ie. §X|stence of ;ero-pomt sour!d., viz., a specm_c phenomenon
' A inherent only in normal Fermi liquids irrespective of whether
an(x,t) F{V’( 5 )
=expg ¢ 5n ga(t)

the fermions are charged or neutral.
pr Z(x;n), (16) We shall consider a simple model of a normal Fermi
liquid assuming that the dependence of the excitation energy
and the equation of motion for the generating functionalfunctional on the distribution function is given kigee, for
Z(u;ga(t)) of the correlation functiongg(xq,....Xs;t)(s  example, Refs. 23 and 24
=2):

d(u;g,(t ] 1)
(a—?())z[exp{%w %; ga(t)

e(x;n)=g(p)+ >, de’f(x—x’)n(x’,t), (18
<

—ff(u;ga(t))} , _
In other words, we shall actually confine our analysis to spa-
tially homogeneous and isotropic energy—momentum rela-
—exp{ 5//( 5n; ga(t)”] tion e(p) for quasiparticles and the dependende;n) on
the distribution functiom(x,t)=n(x,p,t) only through the
’ densityp(x,t) =2 ,n(x,t). The functionf(x—x") in formula
X2 J dx u(x).Z(x;n). (17 (18) describes the interaction of quasiparticles.
P We shall also be interested in kinetic effects in the sys-
Equations16) and(17) completely describe the dynamics of tem under investigation in the collisionless approximation,
macroscopic fluctuations in the system under investigation. lwhich immediately imposes certain limitations on the time
should be noted that the functionaf(x;n) in these equa- interval of the approximation under investigation:
tions(see(14)) is the only quantity determining the evolution To<t<T,, (19)
of macroscopic fluctuations at its kinetic stage as in the case ) ) ) ) o
of ordinary (fluctuationlesskinetics. This corresponds to the Where 7 is the relaxation time determined by the collision
Onsager principlé! according to which macroscopic fluc- integral. The timery bounding this interval from below can

tuations evolve according to the laws of macroscopic physic8€ determined from the requirement of applicability of Egs.
(in the case under investigation, the kinetic equatib®) is (16) and (17) to the description of the fluctuation—kinetic

such a law. It should also be noted that the explicit form of stage of evolution in a collisionless normal Fermi liquid.
, o . o Indeed, the slow rate of time variation of “many-particle

the functional #(x;n) was not required for deriving Egs. .~ .~ . L i Y

(16) and (17). distribution functions” ny(x4,...Xs;t) [see(3)] satisfying

s s wortnie o ot at 417 has the soe 15 (1 50117, % M0 s P iont
tion =0. In this case, Eq(16) is transformed inta13). P

NS .. . tions as compared to the characteristic tint# variation of
However, the solutiory’=0 corresponds to very special ini- ) N .
. " N ) ; the functionng(Xy,... Xs;t); wt>1, wherewy, is the char-
tial conditions g4(t=0)=0, s=2, which necessitates the - AR . .
o - . . acteristic frequency of vibrations. Since we are going to
clarification of the role of large-scale fluctuations in the ki- single out only the vibrational frequenesy(K) of zero-point
netics of a normal Fermi liquid. The possibility of a consid- 9 y quenayp P

: . . sound from the entire possible spectrum of characteristic fre-
erable influence of macroscopic fluctuations on the system . S : : : .
uenciegsee below; the time interval in which this approxi-

evolution can be demonstrated by constructing the theory gfuencie L : .
guasi-linear relaxation at zero-point sound in a normal Fermgﬂ't?onnls valid is determined in accordance w(l9) by the
liquid, bearing in mind the certain above-mentioned similar

properties of a normal Fermi liquid and a plasma for which  1<wg(K)t<wq(k) 7, . (20
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It should be noted that the conditions under which the quasi¢in formulas(24) and(25), we take into account the fact that

linear approximation in a nondegenerate plasma can be valithe paired correlation functiog(x,x’;t) in the spatially ho-

are described most comprehensively in Ref. 34. mogeneous case depends only on the difference between the
Let us now derive the equations of quasi-linear approxi-coordinates< andx’:g(x,x";t)=g(x—x";p,p’;t).

mation. We shall confine our analysis only to the effect of  According to (21), the Fourier componeng,(p,p’;t)

paired fluctuations on the system dynamics, which is in acsatisfies the equation

cord with the approximations of the quasi-linear theory in

conventional p|asmas_ gk(pllpZ):ik(vl_VZ)gk(plva)
In the approximations stipulated above, the equations of an(py)
kinetics of long-wave fluctuations taking into account only ik 9P, kE gk(p’,p2)
paired correlation functiong(x;,X,,t) based on(16)—(18)
can be reduced to the form an(p,)
—ik f_ k(PP 2
onx) [ as(p) @ U(X) 3 9P k% 9-dppy 20
ot ap ox  ox ap nx) where
af( —X')
2 f dx' ————g(xx), (21 =220 29
p
a*3(01) i+ dU(xy) d Equations(23) and (27) combined with(24) and (27) are
gt 90X2)= apy Xy Ix, dp, 9(x1.%2) initial equations in the derivation of the basic equations of
the quasi-linear theory of a normal Fermi liquid. The next
+( ~ 92(p) i+ dU(Xp) i]g(x X,) step is the solution of Eq27). According to the method of
P2 Xy Xy dpz 12 separation of variables, we shall seek the solution of this
equation in the form
an(xqy) 9 f dx'f
ipr o 2 | HTaTXDI ) 9i(P1,P2:1) = (P, DG (P2.1). (29
an(xy) 4 In accordance witti26), the functionsg,(p,t) andg_,(p,t)
+— Z f dx’" f(xa—x")g(x1,x"), are connected through the relation
Py X
where the quantityJ(x) is deflned by gk (P =g-k(p.1). (30)
Equation(27) leads to the equation of motion for the quan-
ux=2 JdX’f(X—X’)n(X’)- (22) ity gu(p.t):
p!
Equations(21) together with(22) form a closed system of gu(p,t)=—ik-vg.(p,t)+ik on(p) ex(t), (31)
equations describing the evolution of a normal Fermi liquid p

for time periods specified by relatidi20). These equations where the following notation has been introduced:
are simplified considerably in the spatially homogeneous

case. The first equation i21) can be written in the form
PD=F > gi(p.t). (32)
an(p) J P

=~ % 3(p), 23 _ o : .
ot Ip; (P) @3 Since we assume that the distribution functig(p,t) in the

state of the system under investigation varies slowly with
time in the interval(20), we shall seek the solution of Eq.
(31) in the form of the expansion of the functigp(p,t) into

a Fourier integral with respect to time:

where the quasiparticle flux densify(p) in the momentum
space is given by

1
HPI= s [ OKkTLS autpt0. )

in which the quantitied, ,g,(p,p’;t) are the Fourier trans- 9(p.t)= f_mdw X0 G(p, @),
forms of the interaction functiori(x—x’) and the paired (33)

correlation functiong(x—x’,p,p’,t) respectively: * .
"g(x=x".p.p".1) respectively qok<t>=f_ dw expt — i wt) oy(w),

fk=J dx exp(—ik-x)f(x),

(25) assuming thab(p in (31) does not depend on time at all in
the main approximation. According {81), in this approxi-
gk(p,p';t):f dx exp( —ik-x)g(x,p,p’,t). mation we obtain the following equation for the Fourier
transformg,(p, ):
Sinceg(x,x’)=g(x’,x), the quantityg, satisfies the relation

, at(p)
g5 (P.p"i)=0k(p.p';1) (26) —i(@=kV)gi(p,0) =ik =25~ ei(@). (34
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Taking into account32) and(33), we can write the solution  tum in formula(37) for £,(k,w) in the main approximation
of this equation in the form can be calculated under the assumption tha¢p)/Jdp~
9, k(p. ) =A,(K,p) 8(w—Vv-k) —(p/p) 5(p—pF): 'I?h|3 leads to the following energy—
_ momentum relation:
Ak, w) an(p)

a 0 = £k >1 4
sk (o—kviio) < op 0 Y wg = *skve, $>1, (40)

where the quantity, must be determined from the equation

Zv(k,w):ﬂj(k,w)szzp A, (k,p)8(w—V-k), so+1

1+F, 51

-0 (42)

Sk
1- E In

where the quantitied\,(k,p) are arbitrary functions sub-
jected to the natural limitation associated with the fact thaand the following notation has been introdudee (22),
the functionsg(x; —X,,p1,P2;t) determined fron(25), (29),  (25), and(29)]:

(33), and (35) must satisfy all the properties of correlation

functions. The symbolic discrete or continuous parameter fip7
“labels” or orders the entire admissible set of such func-  UF=Y(Plp=p. Fx= 27230,
tions. The quantitye(k,w)=¢&*(—k,— o) in (35), defined

as Formulas(40) and (41) define the energy—momentum rela-
tion for zero-point sound in a normal Fermi liquid with a
guasiparticle Hamiltonian defined §%8). It should be noted
that the problem concerning the necessity of taking into ac-
count the effect of deviations of the distribution function
n(p) from the “step” distributionn(p)= 6(pg—p) on the
¥requency of zero-point sound can be solved in principle; at
any rate, this can be verified by solving the equations in the
quasi-linear theory which will be derived belgwe shall not

(42

an(p)

0 (w—k-v+i0)~1 (36)

e(k,w)=1+f k>,
p

and being an analog of the complex permittivity of the
plasma(it should be recalled that here we are not necessaril
speaking of a charged Fermi liqujdafter the replacement of
summation ovemp by integration in accordance wit{83),
can be written in the form

do it here.
e(k,w)=¢g1(k,w)+iey(k,w), (37) Considering further that the derivativgdeq(k,w)/
dw}|,- . (k) Satisfies the formula
(k,w)=1+(27) 3f kpfd kan_(p)( —k-v)?t i
R 7 k P ap @ ’ deq(k,w) F+1-s? 1
Too | 1 o) 43
an(p) @ w=wy(k) S o

sz(k,w)=—fk(8772h3)_1f dp-k T S(w—Vv-k),
P and using(39), we obtain the following expression fay, :
while deriving expression€37), we have used the formula

(k) Sﬁ_ 1 fk
1 =w
(2+10) =P ——i74(2), N O (2-1)—Fy 87%4°
. o an(p)
where the symbdP indicates that we take the principal value X [ dp-k 0—p S wo(k)—k-v). (44)

in subsequent integration.
~ The functionsg, (p,t) can be found from(35) taking  Thjs expression shows that in contrast to the energy—
into account(33) with the help of the residue theory, which momentum relation for oscillations determined by the behav-

necessitates the determining_of zeros of the functifd ). _ior of the one-particle distribution function fqr~pg, the

As usual, we shall determine the zeros of the functiongyantity y, is determined by the behavior of the distribution

e(k,w) from the equation function at the “tail” for e>¢g, and hence fluctuations of
e(K,wo—i7)=0, wo|>|l. (38) the one-particle distribution function may play a significant

) . _role. The validity of this assumption can easily be verified if
Under the assumption of the smaliness of the imaginaryye assume that the distribution function is isotropic in the
componente,(k,w) as compared to the real component ,omentum space, i.en(p)=n(p). Integrating in(44) over

e1(k,w) of the permittivity e (k,w), the frequencyw, and  gngles and going over from the integration with respect to

the decrementincrement y, must be defined as momentum to integration with respecte=e(p) in the re-
de1(K, o) -1 maining integral, we can write the expression fgrin the
e1(k,00)=0 and 7k=82(k,wo)(T form
(l)=w0
(39 7 Fisk(sg—1)

=wo(K) 5 —————
In concordance with the requirements imposed by the condi- 7= @olk) 2 (sg—1)—Fy

tions of applicability of the theory of a normal Fermi liquid, .
the derivative dn(p)/dp must have a sharp peak for xﬁ de
p=pge. Consequently, the integral with respect to momen- &

(45)

p(e))2< VE )2 an(e)
Pe v(e) de '
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where the boundary energy=¢r can be determined from Using(51) as well as formulag24) and(32), we can present

the relation the flux densityJ;(p) in Eg. (23) in the momentum space in
the form
—  — 9e(p) de(p)
ex=2(Px), o | T (46)
P=Px P=pg Ji(p)=(27T)_3f dk ki g,k(P.t)e, (1), (52

For this reason, we can refer to the quantityas an incre-
ment or as a decrement on equivalent basis depending on th » )
sign of the derivativein(e)/ds (note that in the case of Where the quantitieg«(p,t) and ¢, _(t) are defined by

equilibrium distribution, the derivativén(e)/de is always formu_las(47). . N
negative. It is appropriate to make the following important remark.

Taking into account formula&32), (35), (40), and (45), According to(20), expressior(47) contains rapidly oscillat-

we can present the results of evaluation of integral88) in ing terms leading to the emergence of the same terms in
formulas (51) and (52). On the other hand, it was noted

the form above that Eqs(16), (17), and(21) can be used only when
1 . _ the parameters of abbreviated description vary slowly with
erk(O=5{eu+e, (O}, @7 time [see(20)] (by the way, this allows us to seek the solu-
] tion of Eq. (27) in the form (33) and (47)). Obviously, the
9o k(P 1) ~exp —ikvl)A,(p,k) emergence of rapidly oscillating terms is associated with the
CAkkv) an(p) 1 ch(_)ice of the r_ngthod of solutipr_1 of E€R7). For this reason,
+2i (KK-V) D + > @, k(1) while determining the explicit form of the quantities

ok(p1,p2;t) andJ;(p) in subsequent analysis taking into ac-
x(wo(k)+kv—i0)*1—¢;k(t)(w0(k)—kv count(47) and (48), we must retain only the terms that do
not contain rapidly oscillating factors of the type exp
1i0)- 1k an(p) (Fiwgt) or explik-vt).
ap "’ Such an slightly artificial approach is equivalent to aver-
aging of expression®1) and(52) over characteristic periods

of zero-point vibrations, which are smaller than the charac-

where the functions; (t) are defined as

@, ()=F2m7i wo(K)A LK, = wo(K) Jexp — yt teristic times of variation of a one-particle distribution func-
) tion. The disregard of rapid oscillations allows us to reject
Fiwg(K)t). (48 the assumption concerning the independence of the one-
In view of (30) and (35), these functions are connected Particle distribution functiom(p) of time (it should be re-
through the relation called that such an approximation was used in our analysis
. B starting from Eq(34). This means that all the physical quan-
(e, (D) =0, (V). (49 tities describing the state of the system under investigation

While deriving formulas(47), we have taken into account Vary slowly with time, the characteristic scales of this depen-
the fact that the value of is smaller than the frequency dence being of the order of characteristic times of temporal

wo(K); for this reason, we used the approximate equality invariatior_l of_the one-particle distribution functior{p,t). _
(47). Taking into account the above remarks, we can write the

It should be noted that, apart from convenience, the inbasic evolution equations of the state of the system under
troduction of quantitieso %, () is dictated by the fact that the [nvestigation in a simple form. The structure of the equation
operators of creation and annihilation of zero-point soundor the one-particle distribution function remains the same as
quanta in the quasiparticle approach to an analysis of oscil?3 (for convenience, we write this equation once again
lations in a normal Fermi liquid can be introduced by formu-
las similar to(47). For this reason, the quantity i) _ I

5= ap ), (53)

ha=2 eriDe, (D=2 |er (D (50 _ o
v v where the fermion flux density;(p) in the momentum space
coincides with the distribution of intensity of zero-point vi- €an be written, in accordance witd7), (48), (52), in the
brations in a normal Fermi liquid over wave numbrsBy ~ form
virtue of (29), the most general form of the solution of Egs. ®)
27) is gi b an(p
(27)is given by Ji(p)=—Dij(p) T (59
i
9k(P1.P2:1)= 2 9y k(P1.1)G,, (P2, b). (51) o - _ _
v The diffusion coefficienD;;(p) in the momentum space is
This formula explains the indexintroduced in the functions defined as
A,(p,k): att=0, the number of functioné (p,k) must be
large enough to construct with their help an arbitrary initial

1
correlation functiongi(p1,P2;0)="=,9,(P1,0)9,, - «(P2,0) Di(P)= 16,2 J dkkikj o wo(k) —kv)li(1), (59
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where the quantityl, (t) proportional to the distribution of which leads, in accordance wi$s8), to the expression for
the intensity of oscillations over the wave numbes given,  the characteristic time, of stabilization of quasi-linear con-
in accordance with{48) and(50), by the formula ditions:

1
-1
—— wy -, wo~Sve/R. (61
gOng 0 0 F
It can easily be seen that in view of the smallness of thesince the inequalityo > 1 must be satisfied in accordance
increment(decrement y, in (45) and the slow rate of its \ith (19) and (20), we arrive at the following relation con-
variation with time, the quantity(t) satisfies the equation pecting the initial conditions and the function of interaction

between quasiparticldsee(18), (24), (41), (42), and(59)]:
(goéF?) " 1>1. (62

The system of equation$3) and (57)’, which is closeq Obviously, this relation is satisfied the better, the smaller the
by formulas(45), (54), and(SS) and describes the relaxation amplitude of pulsations and the dimensionless Landau am-
of zero-point sound vibrations and fermion relaxation, can b litude.

regarded as equations of the quasi-linear theory of the nor-
mal Fermi liquid, or equations of quasi-linear approximation.

The analytical structure of these equations is identical to the 7,<7y (63
structure of equations of the quasi-linear theory of Langmuir L .
plasma, in which the possibility of quasi-linear relaxation of 10lds due to the fact that the characteristic timeof stabi-

plasma at the frequencies of characteristic plasma oscilldiZation of quasi-linear conditions must be shorter than the
tions was noted for the first timésee Refs. 32—34 in this characteristic timery~ 1/, of Landau damping for zero-

connection. point sound[see(45)]. In order to clarify relation(63), we
shall write the expression from Ref. 35 for the damping co-
efficient y, for zero-point sound in two limiting cases of
large and small dimensionless Landau amplitudgsn sta-

Let us consider the condition for the existence of quasidistical equilibrium which is described by a one-particle dis-
linear approximation at zero-point sound in a normal Fermitribution function at a nonzero temperatdreThe value of
liquid. According to(53) and(54), the characteristic time, damping coefficient for zero-point sound in this case is most
of stabilization of a quasi-linear mode can be estimated asignificant fors= 1, which is observed, according 41), for
follows: 0<F,=<2. We can prove that if the condition

74~ PE/D(PE). (58) -

—=1
We assume that at the initial instant, the paired correlation &r(s—1)
function has the form

(D =4m*f(kext —27d) 2 Ak wo(k)I%. (56 Tq~

d
P () =—2y, (D)1 (1). (57

The inequality

CONCLUSION

(64)

is satisfiedT is the temperatupei.e., we can disregard ther-
(Xy—X)? mal corrections to the frequency of zero-point sound, and the
g(xl—xz;pl,pz;O)ng§(|pl|,|p2|)exr< - T) relation (41) remains valid, the following expression for the
(59 quantity s holds:

where g, is the amplitude of initial pulsationg(p,,p,) a s~1+2exd—2(1+1/F)}.

certain function defining the momentum dependence of the

paired correlation function, anR the characteristic size of Taking into account this relation and proceeding frot8),
spatial localization of initial pulsations. Using simple but We can arrive at the following expression for the nondissipa-
cumbersome calculations, we can estimate the value of théve damping coefficient for zero-point sound:

quantity 1,(0) appearing in the expression f&r(p) [see (s—1)ep -1
(55) and (56)]: Y= m(sS— 1)(ex;{2w —T +1} wo(k),
—R%k? "
1(0)~goé(svr)?F2pER? exp( 2 ) (60) wo(K)~kvg, k~1R. (65)

wheres and F, as before, are defined by formulégl) and ~ According to this formula, relatio63) is equivalent to the

(42), and the quantity is given by the formula condition
* *° (S_ l)8|: -1 1
E= dz zzﬁ dz,25&(2,,2,), m(s—1 [GX%ZW—-F]. >0,
Ppr v PPE st ( ) mT goéF?
in which the boundary momentuﬁcan be determined from 0<F,=s2. (66)
conditions(46). Using (55) and taking into accour(60), we ) _ ) _
obtain the following estimate fob (pg): We can also verify that in the opposite case of large dimen-

- sionless Landau amplitudés>1, condition (63) assumes
D(Pr)~9oéF pPrwo, wo~sve/R, the form



400 Yu. V. Slyusarenko

Low Temp. Phys. 24 (6), June 1998

F er 1 The author is grateful to the Academician S. V. Pelet-

exp(§ ?) > ﬁ' minsky, National Academy of Sciences of the Ukraine, for

valuable discussions of the obtained results.

The following circumstance is worth noting. Generally «

speaking, the coefficient, of collisionless damping of zero-
point sound is much smaller than the coefficient, 16f
damping due to collisiongr, is the relaxation timg and

(67)
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DBy macroscopidlongwave, large-scaléluctuations, we mean in the tra-
ditional sense the smoothing of parameters describing the system in terms
of pulsations whose partial localization scales are comparable with char-
acteristic spatial scales for forces of interaction between particles or

hence relation$62) and (64)—(67) do not ensure the stabili-
zation of quasi-linear conditions during the time inter(@0)
in all cases. However, forQF,<2, when vy, satisfies ex-

pression(65), the coefficient of collisionless damping of

quasiparticles:?
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The influence of high-density current pulses on the structure and superconducting properties of
HTSC ceramics YB#u0, is studied at room temperature. A gradual increase in the

pulsed current density causes appreciable structural changes: when a certain threshold value is
reached, the melting of large grains occurs and is accompanied by partial breaking of
intergranular contacts resulting in degradation of superconductivity. A further increase in the
current density leads to the recovery of superconducting properties, which is probably due to the
formation of superconducting bridges between grains aligned along the current flow. The
superconducting transition temperature remains unchanged in such samples, but subsequent
thermal treatment leads to an increase in the superconducting transition temperature.

© 1998 American Institute of Physid$1063-777X98)00306-5

The discovery of the La—Ba—Cu—O superconductingtechnology of manufacturing three-dimensional articles from
system by Bednorz and Mar! stimulated a competition in HTSC material.
obtaining materials with superconducting parameters better The treatment by passing the direct current is one of
than for this system. During intense studies of HTSC matesuch methods, which was used for other technological pro-
rials, most publications were devoted to the superconductingesses, but was new in processing HTSC mateffits 1).
compound YBaCu,0O, with the superconducting transition Voltage pulses from a sourca setup with a capacitive
temperaturel .= 90 K. accumulator were applied to copper electrodggpressed to

The superconductor YBEW0, attracts attention of re- the end faces of sampke (which was in the form of a cyl-
searchers due to the possibility of its employment in elecinder as a rulg by press slabs3 (which were electrically
tronic instruments and strong-current devices applied idnsulated from its casing by insulating laye2s The output
many branches of technology. High-temperature supercorP—f the discharger gf the source was connected with the press
ductors were initially synthesized in the form of granular S'aPs through flexible copper busbéts _
structures. In such structures, current flows mainly through Our aim was to determine the possibility of formation of

broad contacting surfaces of granules extended akbg a grgin—oriented structure in order to imp_rove C“”e’_“'
planes’ If the lengthL of granules is larger than their thick- carrying parameters of Y-based HTSC materials by treating

nessh, the effective density of transport current in the ce-the samples by high-density current pulses at room tempera-

ramics considerably exceeds the Josephson current density 1n In order to understand the nature of phenomena arising

the direction of thec-axis (L/h>1). .upon the passage of current through HTSC materials, it is
Inter_granula_r cgntacts are not always perfect on th_e Miyworth noting that the structure of HTSC ceramics is similar
croscopic level in view of the presence of amorphous intery, 5 cerain extent to the structure of metal powders in the
layers, a large number of weak links at the grain boundariesyiie of free packing or a pressed sample with a porosity
disorientation of these boundaries, and a small number 0fq_o504 without annealing. Both types of samples are char-
pinning centers. The currents flows in such structures alongcterized by porosity, the presence of imperfect contacts be-
paths piercing chaotically the sample volume, which leads tyeen structural units(crystallites, granules, grains, and
suppression of the critical currefit’ The current-carrying powder particlesas well as a nonuniform density distribu-
characteristics of the sample can be affected by the methagbn over the volume. What are the changes induced by the
of directed texturization, e.g., in a gradient temperature fiel¢cyrrent passed through an HTSC sample containing such de-
in which a structure of the “masonry” type is form8d=or  fects in the structure and properties of the material? To an-
this reason, the development of new technological conditionswer this question, we use the approach developed for un-
which produce a positive effect on the superconducting propelerstanding processes occurring during processing of
erties of HTSC systems and the creation of grain-orienteghowders by electric currefit.
structure is an interesting and promising trend in the modern  Under the action of an electric pulse on a metallic pow-

1063-777X/98/24(6)/4/$15.00 401 © 1998 American Institute of Physics
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Pulse
source

FIG. 1. Schematic diagram of treatment by electric current pulses: mechanFIG. 2. Microstructure of particles in YB&u,0, ceramics after annealing
cal load(1), insulating layei(2), press slal§3), sample(4), copper electrode  at 1173 K, X 150.
(5), and flexible busba¢6).

sample preparation is known in principféjt will be de-
scribed here only briefly.

der, the sample is heated rapidly and its particles are High-purity powders of BaCqQ Y,0O5 and CuO were
fritted >~2 When the current passes through a defectiveused as initial materials for preparing samples. These pow-
HTSC ceramic in the norm&honsuperconductingstate, we ders taken in the molar ratio 2:0.5:3 were mixed and an-
should expeci(in analogy with processes occurring in the nealed for 28 hours at 1173 K. The obtained cake was
collective of metal powder particlegl) the destruction of crushed, sieved and mixed. The cake particles were in the
weakly conducting layers between adjacent crystallitegorm of a mixture of crystalline polyhedrons with clearly
(granuleg in directions close to the general direction of elec-manifested angles and rounded vorti¢egh different radii
trical current;(2) the formation of liquid bridgesmenisc) of rounding (Fig. 2). The obtained powder was pressed into
between crystallites, an(8) the strengthening of links be- pellets of diameter 5—10 mm and height 5—7 mm. The pel-
tween granules with the formation of “filaments” parallel to lets were annealed for 24 hours at 1123-1233 K, and then
the direction of currenfwe assume that the direction of cur- the temperature was lowered to 623-673 K, and the sample
rent is parallel to the axial direction of the imaginary cylin- was held at this temperature for 4 hours.
drical system of coordinatgsAs a result of the pinch effect, The results of x-ray diffraction analysis and x-ray spec-
the “filaments” must be compressed according to the prestral microanalysis of the composition of particles of
sure IawP~(rg—r2), wherer is the radius of the cylindri- YBa,CuO, powder (for x<<6.5) before the thermal treat-
cal sample and the radial coordinat®? This can lead to ment indicate phase homogeneity. The results of x-ray analy-
breaking of intercrystallite barriers in the radial and azi-sis of the samples after the last stage of thermal treatment
muthal directions, and hence to a denser packing and inproved that the prepared samples have the phase composition
provement of the quality of intercrystallite contacts in bothdescribed by the formula YB&u;Og g and have an ortho-
these directions. In view of the difference in local electricalrhombic structure with the lattice parametexs:3.818 A,
resistance in different regions of the HTSC samfdepe- b=3.895A andc=11.665 A. The analysis was carried out
cially at the boundaries between partiglethe values of lo- on a diffractometer DRON-3M with the ®y, radiation. The
cally liberated electric power can exceed the values abovgrains of fritted material are separated by boundary layers.
which the thermal effect of current leads to local melting The ac permeability measurements revealed that the super-
with the formation of a conducting liquid bridge converted conducting transition temperatuiie. of the material of the
after cooling into an interlayer with the previous or changedboundary layer is lower thai. of the bulk material, and
composition. However, a conducting liquid bridge can be-Josephson junctions are formed between a boundary and a
come unstable under certain conditions, and its bredkinggrain. The composition of the boundary layer material has
leads to the violation of an electric contact between particlesnot been determined. According to the authors, this compo-
Local electrical explosions on a microscopic level are alsasition is nonuniform(especially as regards the oxygen con-
possible. Thus, the passage of an electric current can lead tentration. In all probability, the chemical composition of
phenomena affecting the conductivity of the HTSC samplahe material of the boundary layers is affected by the reac-
in opposite directions, and the extent of improvement or detions of barium with water and C{from air. An electron-
terioration of conductivity is determined by their competi- microscopic analysis of microscopic structure revealed the
tion. absence of impurities in the boundary layers.

The effect of high-density current pulses was analyzed Compact samples were subjected to processing by cur-
for Y-=Ba—Cu—0O ceramic samples. Since the technology ofent pulses from the discharge of a capacitor charged to
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FIG. 4. Effect of electric pulses on the temperature dependence of resistivity
of YBa,Cu;O, : initial sample(1), after the passage of current through the
sample(2), and after annealin¢B).
the previous composition of YBE&u;O,. As an exception,
some samples exhibited a change in the composition of
the interlayer between granules with the formation of
YBa,Cu;O, (80% and Y;_,BaCuQs (where
b x=0.33-0.44,6=0.5 with T.=55 K (20%).

Figure 4 (curve 1) shows the temperature dependence
p(T) of the resistivity of the initial sampldT,=90 K,
p=6.0x10"2Q)-cm at 20 °Q. Curve? in Fig. 4 shows that
after the passage of a current pulse corresponding to an
applied voltage below 0.45 kV under a mechanical pressure
not exceeding 5.0 MPa, the resistivity increases monotoni-
cally to 1¢ Q-cm as the temperature is lowered to 4.2 K.
Such samples do not exhibit Meissner’'s effect. We can
propose that such a treatment does not lead to the formation
of liquid bridges, or weak links between granules are broken
as a result of electrical microexplosions. Since electrons pos-
sess a high energy, they might cause local phase transforma-
FIG. 3. Microstructure of HTSC material after treatment by electric pulses:tions- All this leads to a change in local properties, which
% 150(a) and x 1000(b). deteriorates the superconducting characteristics of the

sample.

_ An increase in voltage or mechanical pressure leads to a
0.2-0.5 kV under a mechanical load of 0.1-1.0 kN, corréchange in the microscopic structure of the sample, which
sponding to a pressure of (4-2210° Pa. At the upper lim-  creates premises for the formation of grain-oriented struc-
its of electrical and mechanical loading, current pulse signalgyre, put the superconducting transition remains the same as
have the form of rapidly attenuating sinusoid with a periodin 5 sample not subjected to treatméatirve 1 in Fig. 4).
of 80 us, which is characteristic of the pulse source used byjowever, subsequent annealing of such a sample in air
us. Under a load smaller than 0.1 kN, current signals wergor 10—15 hours at 1233 K leads to an increase in the super-

from a few microseconds to two tens of microseconds. The

filling structure of these signals has not been studied in de-
tail. CONCLUSIONS

The passage of current pulses for the initial voltage ex{1) The passage of pulsed electric current through a bulk
ceeding 0.45 kV caused significant changes in the sample sample of Y-based HTSC ceramic leads to the formation
structure(Fig. 3), which was manifested as a local orienta- of a grain-oriented structure.

tion of crystallites along the direction of the current. (2) The treatment of samples by pulses of discharge current
Since the resistance to electron flow has elevated values from a capacitor charged to a voltage below 0.45 kV
at certain points of a fritted ceramic sample.g., at the under a mechanical pressure not lower than 5.0 MPa

points of junction between the bulk material and the bound- leads to a deterioration of the superconducting properties
ary layer in each grain or granule or at the points of contact of the material.

between granules of graindiquid “bridges” can be formed (3) The superconducting properties remain unchanged if the
on the path of the electron flow. After solidification, these = sample is treated by pulses of discharge current from a
bridges are transformed, as a rule, into interlayers having capacitor charged to a voltage 0.45-0.5 kV under a me-
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The energy balance technique is used for contactless measuring of integral electrical
characteristics of annular samples of Y—Ba—Cu—O ceramics. Dependences of the loss resistance
and internal inductance of HTSC samples on transport current are obtained. The critical

and resistive states of samples are studied at various frequencies of transport current as functions
of the applied constant magnetic field. ®98 American Institute of Physics.
[S1063-777X98)00406-X|

INTRODUCTION to an external agency, we must consider it from the energy

Investigation of the electric and magnetic properties 0fpomt of view. Let us write the first law of thermodynamics

high-temperature superconduct@esT SC) is one of the most :‘jqr.':jhedsarl;nple m(;he fotrm of an energy t)lglance engar’tncﬁn.
important problems in modern low-temperature physics. In vided charges do not appear In a noniinéar medium upon

several models of HTSG@e.g., Bean's modél, spin-glass the passage of a current through it, this equation can be rep-
model? Josephson medium modegnd percolation modd resented in the form

the superconducting ceramic is treated as a nonlinear me-
dium with a considerable dispersion in space and time. In the

present work, we describe a contactless technique for meggere (1) is the voltage across the terminals of the nonlin-
suring the dependence of loss power and inductance on ﬂ?eear samplej(t) the current passing through HY(t) the

transport current as well as delay time in annular YBaCUQnagnetic field energy for the sample, aRdt) the power
superconducting ceramic samples for various values of thg << in the sample.

constant applied mag_netic field and the frequency pf the Thus, knowing the variation of the magnetic energy and
transport current passing through the sample. These integrglssinative power in the sample from the intrinsic properties
electrical characteristics carry vital information about theyt ihe nonlinear medium. we can use E).to determine the
critical and resistive states of HTSC and can be used not only|i5gey(t) across the sample for a given law of variation of
to confirm the validity of the theoretical model used for itS yhe cyrreni(t) through it. In order to solve this equation, we
description, but also to evaluate various parameters of thg, st first get rid of the explicit time dependenceWfand
superconducting ceramic like the critical current, penetratiorp 54 present them as functions of the current passing
depth and the velocity of propagation of magnetic field perynrq,gh the sample. It must be noted, however, that for an
turbations. For example, a sharp variation in the sample iNfetial medium with a nonlinear conductivity the energy and
ductance during a transition from the critical to resistive statg¢g power are generally functions of not only the instanta-
and a considerable delay in the propagation of electromagse s value of the curreift), but also the past history of
netic perturbations can only be associated with a compargpg agency, i.e., the values of current at the previous instants
tively slow movement of the magnetic vortex structuresgt time. This dependence may be in the form of quite com-

characteristic of Bean's model. In the percolation model, the,jicated nonlinear delayed potentials. For a quite slow varia-
inductance depends weakly on transport current and the d&w of the currenti (t), we can write to a high degree of

lay is negligibly small. The widely used steady-state IVC doaccuracyP(t) = P[i(t—7)] andW(t) =W[i(t—7)], wherer
not provide sufficient information about the electromagnetics 5 small delay £<T), T being the period of the current
processes occurring in a superconductor and cannot be useghi-h can be assume'd to be identical faf and P if we

for example, for determining the magnetic field propagation, g me that both the dissipative power and the magnetic en-

in space and time since the IVC obtained from almost a"ergy in an HTSC are determined by the dynamics of distri-

models .of the (;ritical state are qualitatively similar undery «iqn of hypervortice§.Let us expand these functions into
appropriate choice of parameters. Taylor series in the vicinity of the time instafit

u(t)i(t)=dW(t)/dt+P(t), @

ENERGY BALANCE FOR SUPERCONDUCTORS di 7 d?

it—7n)=it)— 7+ —= -,
From the point of view of the circuit theory, an HTSC ( )=1) dt = 2 d?

sample is a nonlinear inertial two-terminal netwdrkves-

tigation of inertial nonlinear elements is a complicated prob- = P[i(t)] di d_P+ 7_2 d_2I d_P+ di 2 dz_P B
lem that does not have a general solution. In order to deteﬁ( =PLO]=7 dt di 2 \dt? di \dt/ di? '
mine the response of an element with nonlinear conductivity 2

1063-777X/98/24(6)/5/$15.00 405 © 1998 American Institute of Physics
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4 and 5, an adjustable amplifier 6, an integrator 7, a summa-
tor 8, and input amplifiers 9 and 10 supplying signals to the
horizontal and vertical sweeps respectively of a two-channel
oscillograph 11.

The current source 1 generates an alternating curgent
in the Rogovskii hooplL; and the primary winding of the
transformer 3. Let us assume ti\tis the mutual inductance
of the Rogovskii hoops with the annular sample, the mutual
inductance between the hoops is zero, and the mutual induc-
tance of the windings of the transformer 3Nk, . Denoting
by u; the emf induced in the first Rogovskii hodp, we

FIG. 1. Measuring circuit diagram.

. di dW 2 /d3 dw can write the energy balance equation of the typefor the
W(I)ZW[I(U]—TaWJF?(WW pickup:
2 g2 . d Lif
(907 awW Ugia =g | WD+ ==+ Miiy | +P(1), (4)
dt/ di? '
. - _ wherei is the current in the sample itself. From the law of
dw(t) = dW(t) ﬂ: aw _ r didw | di electromagnetic induction, we obtain
dt di dt |\ di dt diz ") dt’ _ : : .
Mdi L,di; Mdi M,diq
We now introduce the active resistance of a nonlinear ~U1=-g=+ —g—: U=—g5= Us=——4—, 5

elementR(i)=P(i)/i? and its differential inductancé (i)

=2dW(i)/d(i?)=(1/i)(dW/di). Confining ourselves to Whereuy(t) andus(t) are the voltages across the hoop
terms having the first order of smallnesssiand to the first and the secondary winding of the transformer 3, respectively.
derivatives ofW and P with respect to the curremt we can  Solving the system of equatiof) and(5) jointly, we obtain

substitute the expansid@) into the energy balance equation M d
(1): M_1 uszl = at W(t)+P(t), (6)
(=L() di+R(')' 2R(1)+i dR) a () 1 [t
u(t)=L(i) 5 i)i— D+ = 5.
dt T di/ dt i(t)zmﬁ uy(t’)dt’. (7

Thus the responsa(t) to an arbitrary actiori(t) can be

calculated in the first approximation from the known charac-t can be seen easily that E@) is the energy balance equa-
teristics of the nonlinear elemeR(i),L(i) and the delay~. ~ tion for the sample itself, and with the exception of a con-
Let us consider the inverse problem of determining the charstant multiplier,u; can be treated as the voltage across the
acteristicsR(i),L (i) andr of the nonlinear element from the a@nnular sample cut along the generator perpendicular to the
measured values of(t) andi(t). This problem can be split current lines if the surfaces of the cuts are clamps.

into two parts, viz., measurement of the voltagé) and the Substituting expansiof®) for P(t) anddW/dt into (6)

solution of Eq.(3) containing all these unknown quantities. and confining to terms having the first order of smallness in
7 and to the first derivatives &V and P with respect to the

MEASURING TECHNIQUE AND PROCESSING OF RESULTS ~ currenti, we arrive at the following equation:
For characteristic values of the sample resistance M : . dR) 1 di o
. : — Uug(t)=|L(i)— 7| 2R()+i = || 5zt R(i)i. 8
10 °-10 %0, contact methods are inapplicable for voltage ~ My (=L ) ai )| @ TR ) ®

measurements due to a rather large value of the contact 1§ing into consideration the measuring circuit diagram
sistance and different potentials of contact surfaces due hown in Fig. 1, we obtain the voltage supplied to the hori-
different positions of the Fermi level in the sample and at thezontal and vertical sweep of the oscillograph:

contact’ Inductive methods using one or two solen§itido

not allow measurements under the conditions of developed (t)= KiKs f‘ Uy (1) dt = K1KsM it ©
skin effect since they do not take into account the current X RsC J_» 2 RsC '

distribution over the sample cross-section. The most infor-

mative technique involves contactless measurement of resis- () =K (K Ug(t)— KiRo y (t))

tance and inductance of an annular sample with the help of " 4| hans R, 2

Rogovskii hoops since the mutual inductance of such hoops

with the sample is independent of current distribution over = KaKoMy HL(i)—T(ZR(i)+i d_R)

its cross-section. Figure 1 shows the circuit diagram for M di
measurement¥. The circuit consists of a current source 1 K,M?R,] di

controlled by the voltage supplied by an external generator - m a+R(i)i], (10

12, a pickup containing two identical Rogovskii hoops; (
=L,) embracing the annular sample 2 and the transformer 3yhereK,,K,,K; andK, are the amplification factors of the
as well as a signal processing block containing preamplifieramplifiers 4, 5, 9 and 10 respectively.
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FIG. 3. Dependence of the loss voltage of a superconducting sample on
-0.8 -0.4 0 u 0.4 0.8 current at various frequencids(in Hz): 100 (curve 1), 150 (curve 2), 200
X (curve 3), 250(curve4), 300 (curve5), and 350(curve6).

FIG. 2. Hysteresis loop on the oscillograph screen for various values of
R,:R,=0 (curve 1), R,>0 (curve 2). Curve 3 is formed by points of
intersection of the hysteresis loop upon variatiorRet
The system of equation&3) connectsL(i),R(i) with di-

rectly measurable quantitid®, andU(i). The delayr ap-

Equations (9) and (10) describe a closed parametric pears in these equations as a parameter and can be deter-
curve (hysteresis loopseen on the oscillograph scregéfig.  mined from physical considerations by imposing constraints
2). It can be seen from Ed10) that the shape of the loop on the form of the function.(i).
depends on the properties of the sample as well as the resis-
tance of the variable resist®t,. If the quantitiesL (i) and
R(i) do not depend on the direction of the currenhrough
the sample, the loop will be symmetric relative to the origin

of coordinateaiy=0, uy=0. In a certain range of values of The circuit described above was used for investigating
resistanceR,, the loop may have points of intersection gnnylar superconducting samples prepared from yttrium ce-
where the following conditions are satisfied(t;) =i(t2),  ramics according to the standard technique. Figures 3 and 4
uy(t;)=uy(t,) t; andt, being, respectively, the instants of gpow the dependence of loss voltddéi) =R(i)i (current—

time corresponding to the build-ufiront) and fall-off (de-  yojtage characteristicand integral inductance, respectively
cay) intervals of the half-period of the currei(t). Equating

RESULTS OF MEASUREMENTS

the right-hand sides of Eq10) obtained for the instants of o2W(i) 1o
time t; andt,, we arrive at the expression L)=—z—=x JOL(Il)dll
K,M?R, [di di _
K,M;R, | dt (t)— dt (tz) | = L(D) for a cylindrical sample of length 40 mm, outer diameter 30

_ mm and inner diameter 11 mm for different frequencies of
S I di the current. Figures 3 and 4 shows clearly the subcritical
— T 2R(|)+|— _(tl)__(tZ) . . . . .
di) |\ dt dt region ofU (i) with a low loss resistance that is transformed
abruptly into the resistive region. With increasing frequency

or of the currenti(t), the loss resistance of an HTSC sample
K, M? o o increases both in subcritical and resistive states. Since the
K,M1R, Ry=L(1)— 7| 2R()+1 5 /. (1) inductance of a loop is directly proportional to the area of the
Substituting this relation int¢10), we obtain
KoKgMy
Uy(ty) =Uy(ty)= - R(i)i. (12

As the resistance of the variable resisi®y changes, the
points of intersection of the loop defined by E¢(®.and(10)
are displaced over the oscillograph screen and assume
possible values of the currentfrom zero to its maximum
value, thus constituting the smooth curli). Equations
(11) and(12) can be written in the form

KlMZ R, 4 L 1 1 1 1 1 1

= < 0 1 2 . 3 4
KoMy Ry i A

. . dR
L(I)_T(ZR(I)+I ar

FIG. 4. Dependence of the inductance of a superconducting sample on
U(i). (13 current at various frequencids(in Hz): 100 (curve 1), 150 (curve 2), 200

R(i)i=———
KoK4M4 (curve 3), 250 (curve4), 300 (curve5), and 350(curve6).
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FIG. 5. Dependence of the delayon the transport current frequency. FIG. 6. Dependence of the critical current of a superconducting sample on
constant magnetic field at various frequendieén Hz): 120 (<) and 200

(+).

surface stretching over it,;(i) should apparently depend on ig(H) 1
the current distribution over the sample cross-section. The j_(0) 1+ (H/Hy)?*’
ra'nge of v'ar|at|on of (i) can be determined as follows: the whereH,=6.7 Oe. This function is shown by a solid curve
minimum inductance corresponds to the state when the mags e figure
netic field is expelled into the inner cavity of the annular
sample(3.5 nH), and the entire current flows over a thin

. . CONCLUSIONS
surface layer. The maximum inductance corresponds to a
uniform current distribution over the entire sample cross-  The experimental results presented in Figs. 3—6 and pro-
section. Hence while processing the results of measuremenggssed by the energy balance method are in good accord with
we chose the delayin such a way that the inductante(i) the model of critical and resistive states of a granular super-
does not decrease but tends to its maximum constant val@nductor based on pinning and viscous flow of

for i>i.. Such a value of the delay could be selected onl))”lypervorticeéi. Figure 7 shows in arbitrary units two

for frequencies 100—200 Hz. The plots shown in Fig. 4 re_current—voltage characteristics of a plate made of a granular

. : superconductor, calculated by using this model for an alter-
veal thatL;(i) increases sharply at these frequencies upon ﬁating transport current, curv@ corresponding to a fre-

transition from critical to resistive state. The correspondingquency ten times higher than cureNote that this curve is
delay times shown in Fig. 5 are hundreds of microsecondsy qualitative agreement with the experimental curesnd

but the conditionr<<T is still satisfied. A sharp increase in g in Fig. 3. In both cases, a sharp kink is observed in the
inductance and considerably long delay times amounting tpoegion of the critical current,, at low frequencies, which
about 10% of the transport current period indicate that thevanishes as the frequency increases.

HTSC state is determined by the viscous flow of magnetic ~ The fact that the a.c. loss resistance in a ceramic super-
vortex structureghypervortices With increasing frequency, conductor is nonzero in the subcritical current region and

the inductance decreases due to skin effect and for a certafigPends weakly on current in this region but increases with

amplitude of the transport current, the hypervortices apparf_requency is explained by an enhancement of the vortex lat-

: . tice vibrations, and hence an increase in losses, upon an in-
ently have no time to occupy the entire superconductors dur- :
. . . X crease in frequency.
ing the time for whichi(t)>i.,. Hence the conductance does
not attain its highest constant value at frequencies exceeding
200 Hz. In this case, the delayis determined in accordance
with the model of critical and resistive state of HTSC devel-
oped in Ref. 6. According to this modet,must decrease in 0.08}
proportion to 11 for a delay time of the order dfv (I is
the skin-depth and the average velocity of hypervortiogs
we consider that the velocity of hypervortices increases in §
proportion to the frequency of the alternating transport cur- g 0.04
rent under conditions of developed skin effect while the skin-
layer thickness decreases as the square root of the frequency: -
Figure 6 shows the dependence of the critical current of
an HTSC sample on the applied constant magnetic field for : é —L ‘; 1 6
two frequencies of the alternating transport currienit can i/icr
be seen that the dependence of the critical current on COMG, 7. Theoretical current—voltage characteristics of a superconducting
stant magnetic field is described quite well by the functionsamplef,/f,=10.

nits
N

L]
b,
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The dependence of the superconducting transition temperature on the thickness of films of
niobium, VN, TaN, and YBsgCu,0,_, are determined experimentally. It is shown that, in addition
to the proximity effect, the fluctuations of the electromagnetic field and order parameter of

the superconducting phase may also play a significant role in superconductors with a small
coherence length. €998 American Institute of Physid$$1063-777X98)00506-4

The study of the effect of geometrical size.g., film  tering in a dc getter-diode discharge system using a mixture
thicknes$ of superconductors on the transition temperatureof argon and nitrogeh.The YBCO (1-2-3 films were ob-
T is interesting in view of the fact that the physical nature oftained by pulse laser depositidn.
this effect continues to be a matter of controvesyth from For thick films in which the superconducting transition
experimental and theoretical points of viewn many cases, temperature corresponds to the values for the bulk material,
a decrease in the film thicknedsleads to a decrease in the we measured the temperature dependence of the upper criti-
value of T; as a rule. However, the functional form of the cal magnetic field nealf,. Using the model proposed by
dependencd (d) differs considerably for different super- \Werthamer, Helfand, and Hohenbérgye can estimate the
conductorgsee, for example, Ref)1The size effect in thin  upper critical field at zero temperature from the experimental

films may be due to two reasons. The first reason is thgalues of dH.,/dT|t :H,(0)=0.69(dH,/dT|1 ) T,. Us-

proximity effect, which causes the normal component ofmg the familiar relationH .,(0)= ¢/2m&%(0), where ¢q is

electrons to diffuse into the superconducting layer and thug, o magnetic flux quantumgl=2.07-10~ 15T - m?), we can
reduces the volume occupied by Cooper pairs in the phasg '

3 _ stimate the coherence length for each sample.
space”® (Naturally, one has to assume that a thin layer of

| lis f d h ;  th q The following values of physical parameters were ob-
normal metal is formed on the surface of the supercon uc?’ained from the experimental data: NUch/dThC*

ing film in this case. The second reason is the emergence o _ _ _
strong fluctuations of the electromagnetic field and supercon- 1'5th§? e/dKACE;%'TOC%K’_ '; (C)ZLE(%)JKQ '3_:_(00:61' ngg)NHzcz (r(l)r;

ducting order parameter, which are especially significant foFOr
high-resistivity films and increase with decreasing film ~138kOe, £(0)~5nm  for VN; dHe, /d Ty ~
thickness® —11.5k0elK; T,=9.6K; H.(0)=76.2kOe, &(0)

In this work, we describe the results of an analysis of the=6.5 nm for TaN; anddchldTchw —11.3 kOe/K; T,
Tc(d) dependences obtained for films with different values=92 K; H_,(0)~717 kOe, £(0)=~2nm for YBCO
of the coherence length. It is shown that, for traditional (1-2-3) 101113
low-T. superconductors with a high value §fthe proximity For all samples, the value df, was determined at the
effect plays the main role in the decrease in the transitionniddle of the resistive transitioR(T). However, while an
temperature with thickness. The experimerfig{d) depen- increase in the external magnetic field in traditional low-
dences are described quite well by the theoretical model dgemperature superconducting films of Nb, VN or TaN leads,
veloped by Kresin and de GenrfeHowever, according to s 3 rule. to a parallel displacement of the resistive transition
the predictions of the models developed by Kdliand curve (especially for thick film&) anddch/dThc is prac-

nghm dnlkov, the Iluqtu?rt:ons of the delegtromﬁgnetli :I(?_:,lg ically the same irrespective of whethEg is evaluated at the
and order parameter in the superconducting phase o eginning, middle, or end of the superconducting transition,

f|!ms_ .W'th anomalously smgll values gf may also play 4 the situation is quite different for YBCO films. An increase
significant role in the lowering of the superconducting tran-. e . .

I . . - in the external magnetic field in this case results in a consid-
sition temperature in addition to the proximity effect.

erable broadening of the superconducting transition. Hence
the slope of the temperature dependence of the upper critical
1. EXPERIMENTAL RESULTS field is found to be different for different values of resistance

Investigations were made on films of pure niobium, Va_correspondmg to the superconducting transition.
nadium and tantalum nitrides, as well as YBCIB2-3). Nio- For example.dHc,/dT|y = —33.5 kOe/K forR(T)/Ry
bium films were prepared by using the standard technique of 0.9, i.e., at the very beginning of the transition from nor-
electron-beam evaporation in vacufimitrides of transition ~mal to the superconducting state, ardHc,/dT]s =
metals(TaN, VN) were prepared by reactive cathode sput-—6.4 kOe/K forR(T)/Ry=0.1, i.e., at the end of the transi-

1063-777X/98/24(6)/4/$15.00 410 © 1998 American Institute of Physics
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] - _ FIG. 3. Dependence of the superconducting transition temperature on thick-
FIG. 1. Dependence of the superconducting transition temperature on thickiess for YBaCu,0,_, films. The solid curve was obtained theoretically
ness for niobium films obtained at different substrate temperatures. Soligaking the proximity effect into account, while the dotted and dashed curves
curves were obtained theoretically taking the proximity effect into account.yere obtained by using the fluctuational model fge= 100 € - cm (curve
1) andpy=1.0 Q2 -cm (curve2).

tion (Ry is the resistance of the normal phasehe obtained

results are in good_ agreement wiFh the results of measurgsaied with the fact that we have presented not only our
ment ofd HC2/dT|TC|n monocrystalline samples for different results, but also the results of other authdr® who ob-
orientations of the basahb) plane relative to the magnetic tained their samples on substrates of different materials by
field vector:dHc, /dT|y = —(4.6-7.1) kOe/K forHL (ab)  ysing different techniques. It can be seen from the curves
and — 23 kOe/K forHll(ab).* that theT(d) dependence becomes steeper with decreasing
It can be assumed that the observed temperature broadeherence length, and a noticeable decrease in the supercon-
ening of the superconducting transition in a magnetic field isducting transition temperature is observed in films of smaller
probably linked with strong anisotropy &f.,(T) in various  thickness.
crystallographic directions. Such a statement is valid for Two theories have been developed to explain the ob-
polycrystalline films which represent most of the samplesserved effect in thin films. The first is based on the assump-
investigated by us. Thus, by choosing the valud pht the  tion that all superconducting films are sandwiches formed by
middle of the superconducting transition curve, we eventusuperconducting and nonsuperconducting materials. As a
ally obtain a certain averaged coherence length characteristigle, this is associated with processes of chemical interaction
of the given sampl@. of the sample surface with the atmosphere, and with the for-
Figures 1, 2, and 3 show the experimental results of thenation of an oxide layer, which is typical especially of tran-
dependence of the transition temperature on the thickness sftion metals. The second approach assumes an enhancement
films of niobium, vanadium and tantalum nitrides, andof the role of fluctuations of the superconducting order pa-
YBCO. The observed spread of the experimental points forameter and of electromagnetic field upon a change in the
small values of the YBCO film thickness is apparently assogeometrical parameters of the superconductors. The prob-
ability of observing this effect is the highest in samples with
a high resistivity and small mean-free paths of electrons, i.e.,
° ] with small values of the coherence lengthince £(0)
—— =0.85(0l,) ), where &, is the microscopic coherence
length, and,, is the electron mean free path.

2. DISCUSSION OF RESULTS

De Genne5offered a theoretical description of the prox-
imity effect by considering the example of two-layered sand-
wiches for superconductors with a weak electron-phonon in-
teraction. Kresii developed this approach for
: oy superconductors with a strong coupling, like certain transi-
0 50 100 150 200 250 300 tion metals and alloys based on them. Hence we can use the

d,nm expressions presented in Ref. 3 for an analysis of the ob-
F16. 2. Devend . sucti B . I;[ained experimental results.
T e heanay_The expressions defining the dependence of the super-
taking the proximity effect into account, and the dashed curve was obtaine@onducting transition temperature on film thickness can be
by using the fluctuational model. presented in the form
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14 temperature at which the film was deposited on the substrate,
the smaller the depth to which the diffusion of oxygen atoms
into the film occurs. Arrows indicate the relative thickness of
the film surface layer with an enhanced oxygen concentra-
tion: the thickness of this film is=0.32 (~35 nm) for
Touu=300°C and~0.1& (~20 nm) for T4,;~=800 °C, d
being the total film thickness~110 nm).

It can be seen from Fig. 2 that an analysis of the experi-
mental dependenceB;(d) for vanadium and tantalum ni-
trides using formulagl) leads to the valué=4. Assuming
that the ratio of electron density of states in normal and su-
perconducting layers as well as the characteristic phonon fre-
quencies for them do not differ significantly from the corre-
sponding values for niobium films, we can determine the
normal surface layer thicknest,~2 nm. For the sake of
comparison, Fig. 2 also shows the theoretitgld) depen-
dence obtained in the Kulik’s fluctuational motiely using
the expression

Teo— T €°R* 8fi |
12 Teo 8% : e’R* |’

d, rel. units whereT,, is the transition temperature obtained without tak-
FIG. 4. Concentration profiles for oxygen and hydrogen ions in niobiumiNg fluctuations into consideratiomR* =(0od) " is the re-
films obtained at different substrate temperatufleg;= 300 °C (curves1) sistance of an area element of the filo is the residual
andTg,,=800 °C (curves?). conductivity, ande?/164=1.5x10"° Q1. The residual re-
sistivity po of the nitride films was found to be 57.9
pnQ-cm for TaN and 55.4.Q-cm for VN. It can be seen
T, 5 N, s from Fig. 2 that the obtained curve differs sigr)ificantly from
In(_l_—) =— d—; o= I d, In(_l_—). (1) the experimental results. Apparently, fluctuations of the or-
. s s . der parameter of the superconducting phase and of the elec-
Here, d; is the thickness of the superconducting film layer,tromagnetic field in transition metal nitride films do not play
d, the normal film layer thicknessl . the transition tem- a significant role, and the observed decrease in the supercon-
perature for the superconducting layer without proximity ef-ducting transition temperature is mainly associated with the
fect, N, andNg are the electron density of states in the nor-emergence of the proximity effect.
mal and superconducting layers, adad is the characteristic This conclusion is confirmed by the high corrosion re-
phonon frequency. It can be assumed naturally digatd,, in sistance of the nitrides of transition metals. Hence thin films
thick films if the normal layer thickness is taken equal to thebased on such materials are practically not oxidized upon
thickness of the surface film which reacts with the atmo-exposure to atmosphere.
sphere. Hence the superconducting transition temperature An analysis of the experimental dependenteg&d) for
tends to attain saturation in films of large thickneds ( YBCO films using the de Gennes—Kresin model shows that
~T.o). the best agreement with the theoretical curve is obtained for
Assuming thatT.=9.2 K for Nb and thatdg corre- the value§=2 of the fitting parameter. This theoretical de-
sponds to the real sample thickness, we used the method péndence is shown by a solid curve in Fig. 3. Assuming that
variation of the model parametérfor calculating the theo- a non-superconducting surface layer can be formed as a re-
retical dependence$ (d) describing the experimental de- sult of departure from oxygen stoichiometry in YBCO
pendences most accuratébee Fig. 1 It was found that, for (1-2-3), it can be concluded that the mean density of electron
niobium films obtained at a substrate temperatdig, states in the vicinity of the Fermi surface will not change
=650 °C, the experimental and theoretical curves have clossignificantly, i.e.,N,/Ng~1. Taking the characteristic pho-
est resemblance fat=40, while the corresponding situation non frequency appearing in the model equal to half the De-
for films formed atT,;,;=400 °C is observed fo6=70. bye frequencyws~200 K 2! we can estimate the thickness of
Putting wg~110 K andN,,/Ns~0.8 for Nb films?® we  the normal layer asl,~2.5 nm. The existence of such a
can estimate the normal layer thickness for the investigatetidefective” layer is confirmed by surface resistance studies
samples. For a niobium film obtained &j,=650 °C, the in the microwave frequency rangeas well as by the data
value ofd, is found to be close to 20 nm, while the corre- corresponding to the concentration profiles of secondary
sponding value for films formed alg,=400°C isd, ions®
=28 nm. These results are in very good agreement with On the other hand, it can be seen from Fig. 3 that in
those obtained from an analysis of concentration profiles o€ontrast to films of nitrides of transition metals, tig(d)
oxygen ions by using secondary-ion mass-spectrometrgdependence for YBCO films may be described quite ad-
(Fig. 4). It can be seen from the figure that the higher theequately by the fluctuation model. For example, cutvis

12 Film

Substrate
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T
- - -~ - -

I, arb. units
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calculated from formula(2) for residual resistivity Po 21t should be remarked, however, that the shape of the resistive transition

=100 -cm, while curve 2 is obtained for py=1.0 curve in a magnetic field may also depend on thermogctlvatlong! magnetic
. L flux creep, especially at the end of superconducting transition when
uQ-cm. Such values of residual resistivity were actually g1)r 0.

observed for most of the YBCO films investigated by us.

CONCLUSION
1yu. F. Komnik, Physics of Metal Film§in Russiaf, Atomizdat, Moscow

Experimental dependences of the superconducting tran-(1979.

. . . .2
sition temperature on film thickness show that a decrease inP- d¢ Gennes, Rev. Mod. Phy5, 225 (1964.
the coherence length leads to a sharper decrease in the val o Z. Kresin, IEEE Trans. Magrel, 524 (198.
g p UE 0. Kulik, Pis'ma zh. Esp. Teor. Fiz.14, 341 (1971 [JETP Lett.14,

of T, for smaller thicknesses. Such a situation can be ob- 228 (1971]. )
served in superconductors with a suppressed proximity efYu. N. Ovchinnikov, Zh. Ksp. Teor. Fiz.64, 719 (1973 [Sov. Phys.

—resi _ JETP37, 336(1973].
fect. Indeed, thd ¢(d) 'dependence for low r.eS|stance Super EM. A. Vasil'ev, G. G. Kaminskii, V. G. Prokhoret al, Ukr. Fiz. Zh.22,
conductors must be in the form of steps in the absence of 1455(1977.

proximity effect, and the transition temperature attains a’v. A. Komashko, V. A. Noskov, and V. N. Statkevich, Sov. Phys. Crys-
value characteristic of bulk samples during the formation of tallogr. 27, 1204(1982.

: : : : : 8V. G. Prokhorv, V. I. Matsui, and V. A. Vas'ko, Supercond., Phys. Chem.
the first monolayer of the growing film. In high-resistance Technol.6, 505 (1992,

superconductors, including HTSC, thie.(d) dependence sy R. werthamer, F. Helfand, and P. C. Hohenberg, Phys. R&¥.295
may differ significantly from the ideal curve even in the ab- (1966.

sence of the proximity effect due to the emergence of strong’V: M. Pan, V. G. Prokhorov, and G. G. Kaminsky, Fiz. Nizk. Terp.

. s e 968 (1980 [Sov. J. Low Temp. Phys, 470(1980].
fluctuations of the electromagnetic field and order parameter,,” Pan, V. G. Prokhorov, V. A. Komashket al, IEEE Trans. Magn.

However, it is hard to draw an unambiguous conclusion in 25 2000(1989.
favor of any of the above mechanisms responsible for a de”?l. M. Dmitrenko, A. S. Sidorenko, and N. Ya. Fogel’, Fiz. Nizk. Tengp.
crease in the value G for HTSC films because of a strong ,1153(1982 [Sov. J. Low Temp. Phys, 583 (1982

D ; . . V. M. Pan, V. G. Prokhorov, S. V. Gaponat al, C ics29, 392
effect of the peculiarities associated with the microstructure, (1989 an roxhorov apont &, Lryogenic

crystal structure and defect concentration on the supercon‘r, K. worthington, W. J. Gallagher, and T. R. Dinger, Phys. Rev. 5.
ducting and physical properties. On the other hand, a solu1-51160(198ﬂ. o N
tion of this problem is extremely important for the applica- >- C- Fan and R. E. Somekh, iApplied Superconductivityed. by

ti f h terials in band t del li D. Dew-Hughe} Int. Conf. Ser. No. 148, Vol. 2, 92@995.
Ion of such materials in band-pass resonators, delay lines, af, Yeadon, M. Aindow, and J. S. Abell, idpplied Superconductivitied.

other elements in microwave technology requiring low by D. Dew-Hughey Int. Conf. Ser. No. 148, Vol. 2, 991995.
resistance-associated energy losses and a high value of tH&. Kamigaki, H. Terauchi, and T. Terashima, J. Appl. Ph§8, 3653

f r (1992).
Q-facto 18|, Raistrick, M. Hawley, and J. Beery, Appl. Phys. Lei8, 3177(1991).

- . .193. Burger, M. Lippert, and W. Dorsch, Appl, Phys58, 49 (1994.
The author is indebted to S. P. Chenakin for an anaIyS|$0M. E. Gershenzon and V. P. Koshelets, ZIksf. Teor. Fiz.77, 1134

of niobium films with the help of the VIMS technique. This (1979 [sov. Phys. JET®0, 572 (1979].

research was carried out under contract No. 2/573 with thé&s. E. Stupp, T. A. Friedmann, J. P. Rieeal, Phys. Rev. B43, 13073
Ukrainian Ministry of Science and Technology. ,, 199D

V. F. Tarasov, V. F. Taborov, V. G. Prokhorov, and V. M. Pan, Czech. J.

« . o Phys.46, 1067 (1996.

E-mail: pvg@imp.kiev.ua M. A. Vasiliev and V. V. Martynyuk, J. Electron Spectrosc. Relat. Phe-
YAn increase in the applied magnetic field may change the dimensions of nom. 68, 485(1994).

fluctuations and a considerable broadening of resistive transition curves for

their films?? Translated by R. S. Wadhwa



LOW TEMPERATURE PHYSICS VOLUME 24, NUMBER 6 JUNE 1998

ELECTRONIC PROPERTIES OF METALS AND ALLOYS

Evolution of oscillations of semiconfined electron plasma
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The evolution of an arbitrary initial nonequilibrium distribution of electrons and electric fields is
investigated in a structure consisting of semiconfined media, viz., plasma and insulator
(vacuum). The comprehensive spectrum of potential oscillations of electric fields is obtained. It
is shown that the set of frequency eigenvalues is determined by the properties of the

electron distribution function in equilibrium and perturbed states. In a cold plasma, volume and
surface oscillations with the Langmuir frequency can propagate along with surface

plasmons, while only a surface plasmon field exists in the insulator. In the presence of spatial
dispersion, all types of volume and surface oscillations emerging in the plasma are emitted

to the insulator. In addition to the field of intrinsic oscillations, an electric field of anomalous
penetration associated with the effects of ballistic transport of conduction electrons at

low temperatures also exists in the plasma. For a cold plasma, delay effects are taken into account,
and the spatial and time distributions of the fields in the insulator are foundl 993

American Institute of Physic§S1063-777X98)00606-9

INTRODUCTION electron distribution functiorf(®)(r,p) and the electromag-

In order to analyze comprehensively the electromagneti©®€lic f_|eldsH(°)(r) and E((?)(r) are defined. We study the
oscillations in confined plasma-like media, we must solve th&volution of the distribution functiorf(t,r,p) and fields
general problem on the evolution of an initial perturbation inE(t.7) at all subsequent instant of time in such a structure.
such media. Such a problem for unconfined plasmas was 1he complete system of Maxwell's equations in the
formulated and solved by Land&uA nonequilibrium elec- Plasma(medium 1,y>0) has the form

tron distribution at the initial instant was defined in the entire 4 14D
volume of the plasma, and the electron distribution function curl H=—j+ —-—-; D=ggE;
_ ) : c c dt
and electric field were determined for all subsequent instants (1)
as well as dependence of frequency and decrement of oscil- 9
lations on the wave vector. Oscillations of a semiconfined curl E— c H; div D=4mp; divH=0,

plasma were considered in Refs. 2—6, but the initial condi-
tions were not taken into account. Consequently, the obwheree, is the dielectric constant of the lattice; the charge
tained vibrational spectrum cannot be regarded as comprend current densities andj are defined as
hensive.
In this research, we study the evolution of an arbitrary _ f ; _ f .

initial perturbation of the field and electron distribution in the p=e] ftr.p)dp, j(tr)=e | vi(t.rp)-dp. @
ts;;uzt;tﬁecg?sstm? ?f ser?lﬁon]fc!nlead' plsstrrr:a agq '.nsglitot'l'he nonequilibrium distribution functioffi(t,r,p) for con-

) Ot penetration of the Tield In both media 1S delery,, o, electrons satisfies the linearized kinetic equation
mined; the interaction of surface and volume oscillations at
the interface is studied, and eigenfrequencies and decrements f fo(p)
of oscillations are obtained. We analyze the ballistic mode E+v~Vf+eE- p vk 3
existing in a solid-state plasma at low temperatures.

Heree,v,p,fo(p) andv are the charge, velocity, momentum,
equilibrium distribution function, and reciprocal relaxation
time for conduction electrons.
The field in the insulatofmedium 2,y<0) is described
Let us consider a heterogeneous structure consisting dfy the equations
two semiconfined media, i.e., ésolid-state or gaseols
plasma and a nonabsorbing nondispersive medinsulator curl H= E @. D=s,E;
or vacuun). At the initial instantt=0, the nonequilibrium cat’ ’ @

FORMULATION OF THE PROBLEM. SYSTEM OF
EQUATIONS. INITIAL AND BOUNDARY CONDITIONS

1063-777X/98/24(6)/8/$15.00 414 © 1998 American Institute of Physics
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Owing to the symmetry of tensofB), the system of
equations(1)—(4) splits into two independent subsystems:
- o Ex.Ey,H, (E-wave and E,,H,,H, (H-wave. We shall
The boundary conditions to Eqel)—(4) are the continuity  consider arE-wave below since it permits a solution in the
conditions for the tangential components of the electric andorm of surface plasma waves in a heterogeneous structure.
magnetic fields at the interfaCﬁCO and radiation condi- Using the boundary Conditions] we obtain the expres-
tions: all the quantities appearing in the equations vanish fogjons for the fields in the two mediae shall write formulas
y— = at any instant of time. We assume that the surfaceynly for the x-components of the electric fietd
y=0 is a perfectly reflecting wall at which electrons experi-
ence specular reflection, i.e., the relation

f(vy>01t):f(vy<01t)|y:01

19 ) )
curlE=——-—; divD=0; divH=0.

c ot

o+io (_’j(,_)e_i“’t

1
ity |,

(5

is satisfied for the distribution function at any instant of time. (0)(q)
The coordinate system is chosen so thatxtaxis coincides f day,€eY 2% (0.0)

with the direction of propagation of the wave on the surface

y=0; accordingly, the dependence of all these quantities on |_§0>(q) 1 O(q)
the x coordinate is proportional to exg(x) in Egs.(1)—(4) t o + >
In order to solve the problem with the initial conditions, we A" (/e @] mAlw) [ (0.q)
must expand all functions of timein Egs.(1)—(4) into Fou- L%q)
rier integrals fort>0: + (0D (w.q)
wo+io X P
P(ty)=>— CdwP,(y)e ', ©O)(q) = do@% [ o
e (6) g7 (0¥cD)e, f q'? |&'(w.q)
Pw(y)=f dtP(t,y)e*". ? qs
0 _ .
. - . . CZ q72_(w2/C2)8t(w'q/) ’ y>0, (10)
Integration is carried out on the entire complex plane
along the straight line parallel to the real axis and passing i wtic doe ot
above all singularities of the integrand. As a result, the sysE,,(t,y)= 22 f _
tem of equations in the Fourier representation contains the (2m —etio @
values of electric and magnetic fields and the nonequilibrium M©(q)
distribution function at the initial instant. f dqye' yY o =0T e )
The condition(5) for specular reflection of electrons at €2
the interface makes it possible to continue the fidkjgr) /—2_( 21c?)
. . . q)( w €7 7| | 27((,02/(32)8
and currentg,(r) from the regiony>0 to the regiony<<0 T A(e) e VIV 2
so that theirx-components are even functions pf while meLA ()
y-components are odd functioAsThen the expression for Lfo)(q) Lﬁo)(q)
the currentj, can be written for the entire spacex<y > +— YPVISR]
<oo: 9% (0,0)  g°—(w/c)e(w,q)
©(q)
Jw(y)—f dy' oily=y'DE, ) +i%(y), (D T = (@ld)e,) A

wherej©(y) is determined by the initial distribution func-
tion f©(r,p). The tensow;(|y|) in the Fourier representa-
tion is knowrf to coincide with the conductivity tensor of an
unconfined isotropic plasma:

. dpu;(dfo/Ipy)
rito=—ie? [ LTS o
(i=xy), (a=(ax.qy)),

while the Fourier transform of the curreff®(r) has the
form

j(o)(q)ziem?’f dv

(m is the effective mass of the electyoiiere we have used

vi©(q,v)
w—q-V+iv

(9)

the assumption on the possibility of expansion of the initial

function f©(r,p) into a Fourier integral in coordinates.

Here the subscripts “1” and “2” mark the two media,
ande' ande! are the longitudinal and transverse permittivi-
ties

aiq
ol(o, q>—80+7q—2k oi(,0); (12
2i a9
e'(w,q)=¢eq+ o ( Sik— — k)0'|k(w a;
1 1 (= dq
A(w,Qy) = o VO — (w?c?)e,+ p Jim q—zy
0 q;
X - — .
(0,0 ¢ g°—(0?c?)e'(w,q)
(13
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The functionsL{P(aq) and M(®)(q) are determined by the in the plasmay>0) and
Fourier transforms of the electric and magnetic fields at the

. A ey fo+io )
nstantt=0: Ead(t.y)=5— f dwe ™ "'Ex(,0,,0);
—o+io
Li%(@)=a,La-D(a)]; (14 | (18
E,, (t,y)=—1E,(t,
Lo L o) quD§O)(q)_qu§0)(q) . 2y( y) (1Y)
t (q)_E Gy Zl(q)+E q? ' in the insulator y<0). Here and below, we assume that

d,>0. The electric field at the surfadg (w,q,,0) is given

DO(q)=e0EL" (q) — 473 (q); by
w w? 2 % o da.dpf©@

M©(a) = ax(GES (@) + | ayHB () — 7 & E<°><q>] _ 2e% f f %dpT(a.p)

=2 c| 2 ¢ "2 B0 m0=30) | L) . (@ (@—qviin’
The initial fields in the two media and the initial distribution
function f(°)(q,p) are connected through the Maxwell equa- Alw)=1+ Axed f” day 20)
tions and the boundary conditions at the surfgeeQ for 7 ) g (w,0)
t=0. . . " :

In formulas(10) and(11), the first terms in the brackets It can easily be seen that all singularities of the inte-

[proportional to exfi@,y)] correspond to the space—time har- grands |n(|17)—(20) are connected with the longitudinal per-
monics of the field in an unbounded homogeneous mediuritiVity & (@.q) which strongly depends on the form of the
(in the plasma10) and in the insulatof11)) created by the e_qwhbnum functionfy(p) and conditions of spatial disper-
initial perturbation. The second terms (00) and (11) de-  S'OM-

scribe the time harmonics of the field, which emerge as a Cold Plasma _

result of reflection and refraction of spatial harmonics at the L€t us first consider the simplest case of cold plasma on
interfacey=0. It can be seen that the evolution of the field is ("€ @bsence of spatial dispersion and for

determined by singularities of the functionfw),&'(w,q), fo(p)=ned(p);  FO(y.p)=n©(y)5(p) (21)
ands'(w,q) in the plane of the complex variable. (Fol- 0 o ’ ’

lowing Landaut we assume that the initial function of com- wheren, andn(®(y) are the equilibrium and perturbeet
plex variablesp is an integral function of, while the inte- the instant=0) electron concentrations, respectively. In this
gral case,

f‘”d f9(q,p) w3 _4me’ng

e T o—q-vtiv’ (16) 8'(va)58(a’)=80—m' wp=—"

continued analytically to the lower half-plane is an integralzng the fields have the form
function of w.) _

In the general form, taking into account delay effects and _eq [t dwe™ 't (= n(o)(CIy)
thermal motion of glectrons in the plasma, an analysis OTE“(t’qX’y)_? —otic we(w) yoog°
formulas (10)—(16) is very complicated and cumbersome.

For this reason, we consider the following special cases:

€d

jqyy __ 9%
ey eqte(w)

X

equ}<y>0); (22)
(1) potential oscillations ¢—o,v1#0);

(2) cold plasma ¢t=0. is a finite quantity. eq (=+ic  dwe i@t
FabAY = | et e(@)]

SPACE-TIME DISTRIBUTION OF POTENTIAL

w 0)
n
OSCILLATIONS FIELDS FOR WEAK SPATIAL DISPERSION > f da, q(ZQy) e (y<0). (23)

In the limiting casec—, all the functions(14), and
(15) can be expressed in terms of the initial distribution func-In the plane of the complex variabte, the singularities of the
tion f(9)(q,p) for conduction electrons. In this case, the fieldsintegrands in(22) and (23) are determined by the roots of
(10) and (11) have the form equationse(w) =0 and eq+e(w)=0, which describe the
volume (Langmuin and surface oscillations in the structure

1 w+tio . © dq qieiny . . - . .
E(ty)=— dwe it 2e y under consideration. After integration with respectugfwe
uty)=50 o —» §%&'(©,0) obtain
” f9(q,p) 1 2ieq
X f_md m_l—ngx(quxvo) p Ex(t,0x,y)=— = cos wpte” 2

% (0)
(i=x,y) (17 xf day n ng) (Y — e~ W)

— o0

J‘oo q qieiny
X T
—w R ge'(w,q)
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_ 2o, cos wgte™ (2t ay
gotey
= n%(q)
XJ_ —qrde (y>0); (29
2ieqy
— _ — (vI2)t+qyy
Eou(t,0x,Y) . coswgdte
= n%(q)

It follows from formula (24) that, along with the Langmuir
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got ey 2 5 Ed
A(wuqx): 2 2 (@ _ws)+_Qer
go(w”— wp) €

3

22 228 gy, are<l. (30)

Eog W
It can easily be seen that, as a result of integration with
respect tow in formulas(17)—(19), the field becomes a su-
perposition of oscillations with different frequencies;(q)
(the roots of the equatios'(w,,q)=0) andQq [the root of
the equation(30) A(Q,,q,)=0]:

Re w,=wy

3
1+§q2r§);

i (31
volume oscillations of frequenc¢p=wo/\/s—, the plasma o U(2e%3)
exhibits two types of surface oscillations with different fre- Im w,= _wpw/w/g —;
quencies, viz.w, and Q- rqg
Re Q=0 14+ 28 }
® eQs=w = Oyq|;
ws= T (26) s 2eo(eoteq) (32)
VeoT &y 83
Im Qs=—vs=— V27T — Q7.
wg being the frequency of a surface plasmon. Near the inter- Qs ¥s 83 Gr

facey=0, the electric fields of volume and surface oscilla- |t should be noted that the plasma exhibits both voljithe
tions at frequency = wy are compensated. As a result, only first term in (17)] and surface oscillations with frequency

the field of a surface plasmon at frequeney(26) is formed
in the insulator. Attenuation of the field24) and (25) is
determined by the collision frequenay

Maxwellian Plasma

wn(g) (31). An analytic expression for volume oscillations
can be obtained knowing the specific form of the initial func-
tion f(©(q,p). The field of surface oscillations with fre-
guencyw, is given by

The inclusion of spatial dispersion of permittivity leads
to the emergence of additional wau@s compared with cold
plasma.

For a nondegenerate electron gas with the Maxwell dis-
tribution of the equilibrium functiorfy(p), analytic formulas

2ieq,r 1
ES(t,ax.y) = % e*quJ dé
0 -1

" cog wpt +3/2w,t£2]e M en(O

(8) and(12) for the functionss'(w,q) (see, for example, Ref. £+ q)z(rﬁ
2) and(20) for A(w,qy) can be obtained only in the form of £O(£,p)
asymptotic expansions. In the collisionless limit-{0) x*dp &P (33
1-¢(vylvy)
| [ wg 3q2v$ (the symbol/ indicates the principal value of the integral,
Ree(w,q)=eo 1= 5|1+ —=]|, @>qur; and £=q,ry). Let us consider surface oscillations with the
) (27)  frequency()g (32). The corresponding field in the plasma
can be written as
Res'(w,q) =50 1+ % , w<qur (28 ES(10Y) =E®(1,0,0G(Qs,0,Y); (34)
o E®(t,q,) =2ieq, cosQgte 7st oalls
(vr=VJT/m is the thermal velocity of electrong, the elec- T § ° goteq
tron gas temperaturé =v+y/w, the Debye radius, ang? - (0)
=q2+q?), we have xf dc fdpf (%) (35)
o —» 0% (Qs,9) Qs—qv’

The Green’s functiorG(w,qy,y) describes the spatial field
distribution

| 80(1)5(1) (1)2
Im E = 7T/2 q3v.?. exp — 2qzv.2|. y 29
( ) Oy (= dqyeiny

7 ) PPN (0,q)°

Henceforth, we shall assume that the conditions of weak sp&-onsidering that fo—0 the contribution tce'(w,q) [see

tial dispersion (8) and(12)] from resonant particles for whiaftv=w (Lan-

dau dampingis smaller than the contribution from nonreso-
nant particles, we can represéw,qy,Yy) in the form of an
expansion in the small parametdm &'(w,q)/Re&'(w,q)].

As a result, we obtain for the case of weak spatial dispersion

[Im 8||<|Resl|. G(w,qx,y)= (36)

Wp>> Qv T> V.

In this case, the functioAw (20) has the form
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1 - Ol The field is a superposition of oscillations with different
G(Qs,0x,y) = sy © Wi ——e Yira frequenciesw,, and Q4 attenuating at the depthdl/ along
s 0 the y-axis.
iw Oy Degenerate Plasma
- > 0 3 In the case of a degenerate plasma with the Fermi distri-
V2me?(Qvi03 bution function, the permittivity is given By
Xf dvy|vy|3e’”§/2”$“(95/”y)y. (37 | 3wf) 1 o w+QvF} _
© Ree €p 1+q2—sz' 1 > qur In o—qur ; (41)
The first term in this equation is the contribution from the
pole g>=0 to integral(36) and describes, as in cold plasma, 37 w,zjw
the penetration of the longitudinal—transverse field associ- Im &= €05 43,3 TOQUE<@0<Quf;
g = = (42

ated with the collective behavior of electrons. The second
term is the result of inclusion of the pol(w,q)=0 for 0, |w|>que

large values ofy,> 1/r 4 [see the asymptotic expansi2s)]. ] ) ] ]

The third termGs characterizes the ballistic transport of the (V¢ iS the Fermi velocity of electropsThe functionA(w)
field by charged particles along theaxis (Van Kampen differs from expressiorf30) only in the imaginary compo-

waves.? It can be estimated for large valuesyof nent and the definition afy
y> 1/qx>rd, (38) 3 (,_)g =
_ Im A(w)==7 3 0xVF; Ta= : (43
by using the steepest descent method €o® V3w,
. wgqu _ 3yl In formulg(l?) fpr the fi_eld in. the plasma, we must_tak(_e into
G3(Qs,0y,y) =i V302200 e ST account in the integration with respectdothe contribution
se7(Qs) from the branching points of the functiosl(w,q) (41) in
33 [Qy\?R 2x addition to the contributions from polé€81) and(32). As a
X COS{T e ) - ?} (39  result, the field in the plasma is the superposition of the fields

This expression shows that electrons form a field which de-  E1,(t,0x,¥) =E{%(t,0x.y) + ES(t,0x.Y)
creases at large distanc&8) according to an exponential (0
law with y?® in the exponent and contains, along with at- +EL(4ax,Y),
tenuating term, an oscillating term. At distance
y>(3/4)°Q2/(q3v?) this field is stronger than the field de-
scribed by the first term if87) and will be referred to as the
field of anomalous penetration at the frequefityof surface
plasmons. The smallness of its amplitude is determined b
the following two factors. First, it is due to the smallness of Of
the dissipative component of permittivity Ish Second, the
ballistic transport involves all electrons with velocities _ - — Y Ax"a —y/ty
; : . , . G(s,0x.Y) e+ e .

0<v,<=, which resonantly interact with various spatial e(Ls) &g
harmonics of surface plasmons and create fields with various
phases in the bulk of the plasma. Express@9) is the result  In order to calculate the fielEi{}(t,q,.y), we must include
of interference of these fields. the integration over the banks of the cut along the real axis

A comparison of the expressions for fields and dampinddvr,*) and (—qug,—%). The contribution from the
decrements of surface oscillations with different frequencie®ranching points of permittivity41) was considered for the
wy, (33 and Q4 (34)—(37) (with the same penetration depth first time by Siliar! who solved the initial problem for the

equal to 1d,) shows that the amplitudg{?) is smaller than longitudinal field in an unconfined degenerate electron gas.

the amplitudeE(S), but the lifetime of oscillations with fre- However, the integration over the banks of the cut in the

whereE{)) andE{ are described by formuld83) and(35).

The imaginary part ofG(w,qy,y) (36) in the component

E{, which is determined by Ine'(w,q), has a form differ-

ipg from that in(37) and is negligibly small for large values
y>r4. Thus, for a degenerate gas we have

quencyw, is longer. confined structure under investigation differs considerably
The field of surface oscillations in the insulatpr0 is ~ from the one-dimensional casie the possibility to calculate
described by the formula the field distribution in space. The two-dimensional nature of

the wave vector leads to the emergence of two terms with

Bieq,ry a0y 1 ¢ 3 ) oscillating factors in the integrands of integrals with respect
Eadtigxy)=— =¥ | décog wpt 5 wplé to gy in (17):
0) .
—im w6t dpf@(&,p) = oy expxifayy —vetyVag+agl; (44)
X @ —F—— +E¥(t,q,) M.
1-(vylvr)é

(40) expi[ay +vetyag+as]. (45)
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The main contribution to fiel&{?) we comes from the terms SPACE-TIME STRUCTURE OF FIELDS IN THE INSULATOR
proportional to exponeni#@4) since the method of stationary TAKING INTO ACCOUNT DELAY EFFECTS

hases for large values of the parameters . L
P 9 P Let us trace the evolution and analyze the distribution of

topq,>1 (46) electromagnetic fields in the insulator taking into account
X delay effect and field penetration from the cold plasma. In
(the remaining terms are smaller by a factor®brq,). The  the case of a cold plasmai(w,q)=¢'(w,q) = &(w). in the
stationary phase point is defined as expression(11) for the field. It is convenient to analyze the
function EZX(t y) (11 as the sum of three termg,,
y =3i_1,E£V(t,qy,y). The first terme{Y is the field of a
Qy1=0x N v (47 volume wave with the frequency
VETY
c
At distancesy smaller than the electron path traversed over o, (q)= cqa

, (50)
the timet, i.e., \/8—2

1 which is created by the initial perturbation in the insulator
tvp>ys> —, (48 (the first term in formula(11)). The expressionE&z)

A X(t,04,Y) is described by the last term in the brackets in
(11) and determines the field of the wave associated with the

the fieldE{? is oscillating: A _ , , ; 3)
initial perturbation(15) in the insulator. The third terri;

43 OF (wg,0,,0) X(t,qy,Y) associated with the penetration of the wave from
E(P)(t =i —— Ja-r 00 A the plasma to the insulator and having the form
1x (4L,0x.Y) E - Jo AT (o)
3\ wp

=tic Oy~ (0?/c?)s;

(3)
B (La0y)= 277) €5 f—ocﬂa wg(a))A(w)

X e—iwt—\yh/qi—(wzlcz)sz

aa
><cos{ OxVt2ve—y?+ L

o O=qo(t,y)ve<w,, (49)
» P (q)
e XJ LAY P (W) e(a)
do(t,y) =0y Ny (51)
F

-y

w
(0) —— __ (0)
In the case when the inequality opposite to the left inequality  © (@)= 7 e(@)| GyHA(0)(a) = = B ()

in (48) is satisfied, the fiel@{?)(t,q,,y) attenuates exponen- ©
tially (E$®)~ exyf —qy/y*— t22]). +axeold-Ey(a)],

It should be noted that the anomalous penetration fleld
(49 is of a different physical origin as compared to the 0s-°
cillating field in a Maxwellian plasm&39) since it is associ-
ated with the nondissipative component of permittivity
Reé'(w,q). Ballistic transport of the field energy involves all P
electrons drifting from the surface to the bulk of the plasm
and interacting with a large set of space—time harmonics oft
the field. In view of the sharp boundary in the Fermi velocity e
distribution for electrons, a group of particles in the vicinity — A(w)= g2~ (w?/cd)e,+ —2 VaZ— (0?Ic?)e(w).
of the maximum values ob,=vg plays the major role in e(w) 52
this procesgthe contributions of the remaining particles are
mutually compensatedThe smallness of the amplitude of The poles
the field E{?) is of a power nature and is determined by the
small number of electrons in this group. A(wy)=0 (53

Until now, we assumed that integrél6) in formulas
(17)—(19) describes an integral function of the complex vari- appear under the conditios(w,;) <0, while w,; describes
ablew in the lower half-plane. Generally speaking, the func-the frequency and attenuation of a surface polariton. Expres-
tion (16) can have a number of singularities fer=w,,  Sion(52) has two types of branching points: the points on the
whose position in the plane depends only on the form of real axis
the initial perturbation and is not associated with the proper-

s the combination of the functiondl4) in which J©(q)
=0. The integral representation of the fi&{) has only one
singularity in the space of the complex variakleviz., the

pole (50). The integrand for the fiel&{?) contains in thew
aplane the poles and branching points of the functidim)
part from the polé€50). For a cold plasma, we have

ties of equilibrium plasmas. The field determined by the sin- P COx (54)
.. . . 1’2_ —_—
gularities of the function(16) contains terms of the type /82

E,(y,q,)e 'met-iReet and can be regarded as the field of
perturbed oscillations. and the complex branching poinis= w3 4
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Re wg 4=+ /w'23+czq§/80; function in the equilibriu_m_ gnd perturbed states. In a cc_JId

) plasma with a perturbed initial electron concentration, which
| __ bwp 55 is distributed in the entire half-space, surface and volume
M w34~ 2(Re w3)?" (59 oscillations at the Langmuir frequenay, exist along with

the surface oscillations at the frequensy (26). The ampli-
tudes and phases of partial fields with frequeagyare mu-
tually compensated near the interface between the media,
and the field with such a frequency does not penetrates the
insulator. In the vacuum, field oscillations occur only at the
frequencyws. If the perturbed electron concentration is lo-
calized at the interface at the initial instant, the oscillations in
the insulator as well as in the plasma exist only at the fre-
quencyw of a surface plasmon.

oie(w)=c?g?, (56) In a Maxwellian plasma with an electron distribution

the polesw=w,;, and the branching point&4) and(55). In function perturbed at the initial instant of time in the entire
nis . . .
this case, it is more convenient to choose the integrationalf'Space’ partial fields do not compensate one another at

contour so that it includes the lines of the cut,¢q,/s5) the interface in view of dispersion of Langmuir oscillations.

(0,60 /\e,), and (s, w,). The integrals with resxpect @ For this reason, surface oscillations emerge in the insulator
] X ] ] . .

along the lines of the cut in the tern&z) and E§(3) can be @andin the plasma not only at the frequenay, but also at

evaluated asymptotically by using the stationary phaséh® frequencyw, (31). The damping decrement of these os-

method for large values of the parametgct/\s,. As a ciIIations_ has the same _for.m as the L_a_ndau. damping in. a
result, we find that the insulator exhibits oscillations of anonconfined plasma. This is not surprising since the entire
different origin along with the known modes, viz., the vol- Set of plasma oscillations of frequencieg(q) is emitted to

ume wave of frequency,(q) (50) and the surface polariton the insulator at the boundary.

of frequencyw,,; (53). One of these is the contribution from In the presence of thermal motion of electrons, the
poles(56) to the integrals with respect o and is associated Plasma becomes transparent at frequengy»s<wp) owing

with the penetration of the field of volume wawg from a  to ballistic transport of the energy of surface plasmons by
semiconductor to an insulator. It can be written in the formcharges to the bulk of the plasma. In other words, volume
of the integral with respect tq, : waves(Van Kampen wavesare excited as a result of the
Cherenkov resonance between electrons and spatial harmon-

In the expression foES(z), we go over in the plane from
integration in the limits ¢« +io,~+ic) to a closed con-
tour including the segment{(R+io,R+ico), a semicircle
of radiusR— in the lower half-plane, and rectilinear seg-
ments along the line of the cut—cay/\e,,coy/\es),
(w3,2+ 1M w3) and (—o+i Im w,,w,.) The singularities of
the integrand in the third field tera{® are the poles, viz.,
the roots of the equation

—g() (=)
Ex, =B B (57) ics of surface plasmons. The phase velocities of these waves
- - (02cd)e coincide with the velocity of particles along the normal to
Ell)=— f y "2—2 p© the surface. The field of the surface plasmon is transformed
Aeper ) o g°A(*w))

at the boundary into the field of volume waves. The interfer-
_ Tyl , , ence of these waves with differegf leads to an anomalous
Xex;{ Tio(qyt—i Y Voi ez—qxc2 . penetration effect, in which the resultant field penetrates the
plasma to distances much larger than the penetration depth of
The field of the second type is the result of evaluation ofsurface plasmons in a cold plasma. The field amplitude in
integrals with respect t@ andq, along the banks of the cut this case is an oscillating function of the coordingte
in the plane of the complex variabte This field is formed Anomalous penetration of the electric field is also ob-
by oscillations emerging in the insulator as well as thoseserved in a degenerate plasma. However, the physical origin
penetrating into it from the plasma. For large values of theof this effect differs completely from the case of a Maxwell-
parametect/\e,>y>1/q,, this field has the form ian plasma. First, the effect is associated with the nondissi-
@(ct/\/s—z—y) pative component of permittivity Rg rather than with the
—————"[APOt,y)+B(MO t,y)] dissipative component for which the conditiofim |
VoxCt/e; <|Reg|| in the collisionless limit. For this reason, the ampli-
37 tude of the field in the degenerate plasma is larger than in a
— (58  Maxwellian plasma. Second, electrons interact with a large
4 set of space— time harmonics of the field, and there is no
(0(x) is the Heaviside  function, ©®(x>0) mechanism of frequency selection. As a result, the period of

Ex(ty)=

X COf{ QyVC2t2 e, — Y2+

=1;0(x<0)=0). oscillations is a function of two parameters: the coordinate
and the timet. In a nondegenerate plasma, the dependences
CONCLUSIONS on the parameterg andt are separated.

Thus, we have obtained a comprehensive spectrum of If we take into account the delay effects in the cold
eigenfrequencies of the electric field in a plasma and a norplasma—insulator structure, the field in the insulator is a su-
dissipative nondispersive mediufwvacuum or insulatgrbor-  perposition of the fields of the surface polarit@&$), volume
dering it. The set of eigenfrequencies of such a system isscillations of frequencies, (50) and w, (56), and the os-
determined by the singularities of the electron distributioncillating field (58).
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A two-dimensional model generalizing the Peierls model to the case of coupled fields of
magnetization and elastic displacement distribution is proposed for describing the structure of a
complex magnetoelastic topological defect which has the form of the bound state of a
dislocation and a magnetic disclination in an antiferromagnet. The obtained system of nonlinear
one-dimensional integro-differential equations has solutions for magnetic vortices and for
magnetic disclinations connected with dislocations and having regular asymptotic forms at large
distances and no singularities at the core of the topological defectl998 American

Institute of Physicg.S1063-777X98)00706-3

INTRODUCTION structure of the AFM(different sizes of magnetic and crystal
cells). Such a “topological interaction” leads to coupling

; . ) tbe'tween dislocations and magnetic disclinations or domain
ordered media have been investigated recently both theoreti- . L o . .
walls. This fact was indicated qualitatively for the first time

cally and experimentally.The variety of existing magnetic in Refs. 3 and 4 on the basis of simple geometrical consid-

structures is responsible for a wide range of such excitationse:rations Late® a simole one-dimensional model was bro
nonlinear spin waves, domain walls, dynamic magnetic soli- ' ' P P

tons, magnetization rotation waves, etc. “Topological mag_posed, which ~ generalized _the We”‘k’?ow_” Frenkel -
netic solitons” form a special class of localized states OfKontorova model for coupled fields of elastic displacements

magnet<. Thoroughly investigated domain wall®W) can around a dislocation and the field magnetization distribution
be regarded as the simplest one-dimensional form of sucfround the MD core. This model made it possible to describe

objects. Multidimensional magnetic topological excitationsdu@litatively a complex magnetostructural topological defect
such as two-dimensional magnetic vortida4v), magnetic (MSTD), but lead to wrong asymptotic forms of the fields at

disclinations(MD) and frustrations, Bloch lines in domain !arge distances from the defect core in view of its one-

walls, Bloch points and three-dimensional topological soli-dimensional nature. _ .
tons have a more complex structdrén analysis of mag- It has been established that the topological coupling be-

netic vortices and disclinations has become especially impofveen dislocations and domain walls in an antiferromagnet
tant in view of the development of new layered, quasi-two-Can lead to important physical consequences, i.e., a change in
dimensional, and two-dimensional magnets in which thehe dislocation density, and hence in plastic properties of
magnetic order is broken due to the formation of a largecystals, and the emergence of specific intrinsic modes in the
number of two-dimensional topological defe¢kosterlitz— crystals during the magnetic phase transition to the antifer-
Thouless mechanismSince the number of structural topo- romagnetic state. For this reason, it is necessary to study in
logical defects(two-dimensional analogs of dislocatioria greater detail the magnetostructural defects theoretically on
two-dimensional systems must also be anomalously largdhe basis of more adequate two-dimensional models. An ex-
the question concerning the interaction of these two types okmple of such an approach using numerical calculations was
defects naturally arises. This interaction in ferromagnetgresented by Ivanoet al®

(FM) is determined by weak magnetoelastic coupling which ~ Here, we propose a simple two-dimensional model gen-
can be taken into account in perturbation theory. Howevergralizing the well-known two-dimensional Peierls mddel
most existing two-dimensional magnets are antiferromagnet$ie case of coupled fields of atomic displacements and mag-
(AFM) in which the ordinary weak magnetoelastic interac-netization and generalizing the one-dimensional model pro-
tion is accompanied by an additional strong interaction beposed earliérto the two-dimensional case. Using this model,
tween the elastic and magnetic subsystems, which is of tone obtained a system of two coupled one-dimensional
pological type and is determined by the multisublatticeintegro-differential equations permitting analytical investiga-

Various types of nonlinear excitations in magnetically

1063-777X/98/24(6)/10/$15.00 422 © 1998 American Institute of Physics
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tion. We obtained approximate solutions of these equation®ne-ion anisotropy of the type of the easy magnetization
describing the distribution of displacements and magnetizaplane, we consider an easy-plane, strongly anisotropic AFM.
tion around a magnetostructural topological def®tETD), Such a medium can contain topological solitons of the MV
having no singularities at the defect core, and possessintypel According to the results of numerical calculations, all
correct asymptotic forms at large distances from the centespins in such nonuniform states lie in the easy plane when
We also obtained exact solutions for MV, which describethe easy-plane anisotropy exceeds a certain critical Value.
their structure adequately at large as well as at small disThe local state of magnetization in this case is characterized
tances from the vortex core. by only one quantity, viz., the azimuthal angle of spin rota-
tion at a given point. In other words, such a system can be
1 CONTINUAL MODELS OF TOPOLOGICAL DEFECTS IN d_escr_ib_ed by a scalar_mod_el. Morepver, we shall assume for
TWO-DIMENSIONAL ELASTIC AND MAGNETICALLY simplicity that magnetic anisotropy in the easy plane is equal

ORDERED SYSTEMS to zero. o . _
We denote the deviation of the spin of thenth atom in

the xz plane from the direction of the-axis by ¢,,,. Then

In the description of the elastic subsystem, we confinghe potential energy of magnetic interaction in the classical
ourselves to the scalar model of the crystal, assuming thafeisenberg model can be written in the form
only one component of the displacement vector differs from
zero. ITet us c_on&der the two-dimensional elastlg pI_am) ( W=M?3 >[Iy cog @m— Pn-1m)
in which lattice atoms are labeled by two indices: nm
(x-coordinaté andm (z-coordinate¢. We denote by, the 43

. P . co - —1)1 6

displacement of th@mth atom from the equilibrium posi- 2 CO%@nm— Pnm-1)] ©
tion. Then the potential energy of elastic interaction of atomavhere M, is the magnetic moment andj andJ, are ex-

1.1. Dislocation in the continual theory of elasticity

can be reduced to change interaction constants in the directions ofxthend
z-axes, respectivelyd;>0 in the case of AFM
« 2, P 2 In order to take into account antiferromagnetic orderin
Ulzgn E(unm_un—l,m) +§(unm_un,m—1) , (D g g

(which is “staggered’ in thexz plane, it is convenient to
where @ and 8 are the constant of elastic interaction alongintroduce (instead of the variableg,y) the new variables

the directionsx andz, respectively. In the long-wave limit, #nm-

the dynamic equations far(x,z,t) have the form " n+m=2s
nm:

mutt_a’azuxx_lgbzuzz: 0, 2 $nm= 7+ dpm, N+m=2s+1’ 0
wherea andb are lattice constants in the directiongndz,
andm is the mass of an atom.

A static dislocation corresponds to the following solu-
tion of this equatiof

. p i —M§d1a% P — M5dob%y,,~0, (8)
arctar{; g),

wheres is an integer. Then expressid) in the long-wave
approximation leads to the following form of the dynamic
equation for the quantitys(x,z,t):

a
u(x,z)=ﬁ

)

where ,u=ﬁ2/4,u§y is the effective mass of magnetic
moment (y is the easy-plane anisotropy constant angl
Bohr's magneton

A static MV corresponds to the following solution of
this equation:

where ¢ = (a/b)/alB (for definiteness, we assume that the
x-component of the displacement vector differs from zero,
and the Burgers vector coincides with the lattice conssant
along thex-axis).
Solution (3) correctly describes the distribution of the z

displacement field at large distances from the defect center l/f(X,Z):afCta’(; 5), 9
(x=z=0), where deformations are small:

where ¢=(a/b)+J,/J,. This solution describes a MV for
(4)  Which a circumvention around its center£z=0) along a

closed loop leads to rotation of spins through ®y analogy

(7LI_ a x{
9z 2@ X+ 720%’

ou a 2t with the physics of liquid crystals, such a defect can be re-
— . (5)  ferred to as a magnetic disclination with the Frank in¢tex
X 2 X°+2z2°¢ ~2).

However, this solution has a singularity at the disloca-  Solution(9) correctly describes the magnetization distri-
tion center and does not describe the structure of the disldsution away from the center of the vortex:
cation core.

Y X&
72 e (10
1.2. Magnetic vortex in the continual model
Let us consider a perfect AFM without dislocations. Y 743 (1)

Since most quasi-two-dimensional and layered AFM possess dx X2+ Z2£2°
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However, the long-wave approximation becomes inap- In the static case, Eq2) can be reduced to the Laplace
plicable at the center of the vortex, where the discretenessquation, and the solution of the Neuman problem for the
effects are significant. scalar fieldu(x,z) in the half-spaceg>0 andz<0 can be

reduced to the following relation between the fialg,z) in
the bulk and the strainu/dz|,— .o at the surface

B l/ZJJrOC , au
. dx E

2

2. PEIERLS MODELS FOR DISLOCATION AND MAGNETIC
VORTEX U(X,Z%O): +
o

2ma

2.1. Dislocation in Peierls model z=+0

(x—x")%2 z

The one-dimensional Frenkel-Kontorova model is the n
aa’® Bb?

simplest model that provides a correct description for the
dislocation core and takes into account the discreteness of
the lattice at the core. In this model, elastic subspace
“above” the dislocation slip planez>0) and “below” it

xIn , (13

hile the relation between strain components at these sur-
aces is defined by the simple relation

(z<0) are replaced by two elastic chains whose interaction gy B\¥2b . [au
takes into account the discreteness of the lattice and the pe- Ix = 1(; a H 5) ) (14
riodic nature of the potential of interactions between par- z=*0 z=%0
ticles. This potential is usually chosen in the form of a trigo-\where the notation
nometric function
2 - 1 F(x")
a 27(Uuy—u_) HF=— | dx' — (15
U=B 3 {1-cog———|1, (12) T (X" =x)

whereu., (x) andu_(x) are the displacements of atoms in typical of the Hilbert transformation of the functiéi(x) has

o been introduced.
the upper £>0) and lower £<0) chains(in the long-wave .
approximation. The amplitude of the potential is chosen so - Using th? property ,Of skew symme’Fry of the
that it matches with formulél) in the linear limit. The equa- -transformation and relatiofl4), we can easily connect
tion for the differencew=u. (x)—u_(x) of displacements the stresses at interfaces with longitudinal strains on them:

in the upper and lower chains emerging in this model has the u ~/ou
form of a static sinusoidal Klein—Gordon equation. The so- a|z_i0=,8b(—) =+(aB)Y%aH —)
. . . . - . 0z | _ oxX/|._
lution of this equation corresponding to a dislocafibas no z=*0 z==0 (16)

singularity at the center of the dislocation and correctly de-

scribes the structure of its core. However, at large distances Equating these expressions to the forces at the interface

the fields decrease according to an exponential rather thandgtermined from formul#12), i.e.,

power law(see Eqs(3)—(6)) in view of the one-dimensional

nature of the model. f oo oBa g 2T 17
Peierls proposed a two-dimensional generalization of the = 2 a’

Frenkel-Kontorova model, in which the solution for a dislo- d sub . he obtained relati ¢ h
cation has no singularity at the center of the dislocation angnd subtracting the obtained relations from one anotner, we

correctly describes the field distribution away from the core. arrive at the final integro-differentigl equa_tion fgr t_he relative

We shall consider below an analog of the Peierls modep|splacementsv=u+—u_ on the dislocation slip line:
for a vortex in an easy-plane magr@t Sec. 2.2 and the 27w a\ Y2 aw
generalization of this model for coupled fields of elastic dis-  Sin = - W(E H(g) . (18
placements and magnetizatigm Sec. 3. Here, we shall
briefly describe the derivation of Peierls results for a simple  For convenience, we go over to the dimensionless coor-
scalar model, which differs slightly from that usually pre- dinate and dimensionless relative displacement:
sented in monographs and in the original work by Peierls.

Let us consider an elastic plane containing a dislocation ZLX_»( W_W_>W (19
at the pointx=z=0. The dislocation slip lingthe line z a ' '
=0) divides the plane into two half-spaces in which relative_l_akin these renormalizations into account, we can write E
displacements of atoms are small in the case of strong arz—ls) ingthe form ' 9
isotropy (&> ), and the long-wave description of solutions
on the basis of the differential equatiofi®) is possible. d -
However, the displacement along the dislocation slip line at g (Hw)= o7 sin 2w, (20
the boundary between the upper half-spgae, =u(z
=+0)] and the lower half-spadai_=u(z=—0)] can dif- where we have introduced the notatioa (/)2 for the
fer by a value of the order of interatomic distareeConse-  “elastic length,” i.e., the size of the dislocation core in the
guently, we can describe the interaction between the boundtirection of thex-axis.
aries of the half-spaces by using expresgiti) employed in Equation (20) has the structure similar to that of the
the Frenkel-Kontorova model. Klein—Gordon equation emerging in the one-dimensional




Low Temp. Phys. 24 (6), June 1998 O. K. Dudko and A. S. Kovalev 425

model, but one spatial derivative is now replaced by the Hil-According to the Peierls model, we introduce the magnetiza-
bert transformation. This equation has a simple solution detion rotation angley, = ¢(z=+0) in the row of atoms

scribing a dislocatioh above the vortex center and the angle= (z= —0) in the
o . | row below the vortex center. The magnetic interaction be-
w= E+arctan|—= —arctan—. (21)  tween these rows of spins must be taken into account fully
X

and described by formul@2). The remaining volume of the
Solution (21), as well as the solution of the Frenkel— two half-spaces will be described by the differential equation

Kontorova equation, has no singularities at the dislocatiort8)-

center. On the other hand, it has regular asymptotic forms at The magnetization field distributio(x,t) for the MV

large distances matching with the description of a dislocatiorn the two half-spaces can be expressed in terms of the dis-

in the continual linear theory of elasticity. In the initial vari- tribution of density of effective forcegin fact, moments

ables, solution(21) coincides with solutior(3) if we putz  f.(x) acting on the linez=0 as follows:

=b in the latter solution.

(X 220)—+; f dx’ In w
! = 2\ 2
2.2. Peierls model for a magnetic vortex 27T&MS\/E Jia"Mg
At the first stage, we can propose a magnetic analog of i z’ T (x) (23
the one-dimensional Frenkel— Kontorova model for a correct Jop2Mg) =
description of the vortex core. Following this model, we re-
place the magnetically ordered half-plane above the MV cenhere
ter (z>0) by a chain of antiferromagnetically ordered spins  _ ) ap . Ny
with rotational angles/, (x), while the half-plane below the fo(x)= M032b<5) == Moa\/JlJzH(W)
vortex center £<<0) will be replaced by a spin chain with z==0 z= :(54)

rotational angleg/_(x). ForJ;>J,, the long-wave descrip-
tion is valid along the chainlong thex-axis), but relative On the other hand, the forc&g(x) can be determined
rotations of spins in the neighboring chains can be of thérom the magnetic interaction energ®?):

order of . Consequently, the magnetic interaction between .

the chains should be taken into account completely. The f=(X)=FMgJ sin x, (25
choice of interchain potential in the form of the trigonomet-
ric function (12) was of model nature in the conventional
Frenkel—-Kontorova “elastic” model, while in the case of a
magnet it is more justified since it follows from the Heisen-
berg nature of the magnetic exchange interaction:

where we have introduced the relative rotatppr ¢ — i _
of spins in two chains near the vortex core.

Differentiating relation(23) with respect t, taking the
obtained relations foz=0, subtracting one from the other,
and(25), taking into account, we obtain a closed equation for
W= _MSJZ cog ¢, — ). (22) the difference in the rotational angles for magnetization in

_ ) _ .. spin chains near the vortex center. In the dimensionless vari-
The solution of the Klein—Gordon equation emerging '”ables(19), it has the form

this model for relative angles of magnetization rotation,

which corresponds to a MV, has no singularity at the vortex d - 1

center and correctly describes the vortex core. However, at —— (Hx)==~sinx (26)
. ) ! dx I

large distances the fields decrease exponentially and not ac-

cording to a power law following from a consistent analysisand in fact coincides with the Peierls equati@®) for the

based on a continual descriptipsee(10) and (11)]. function y=2w if we replace the “elastic length'l by the

In order to describe correctly the vortex structure at large‘magnetic length” T= mJ;/J,. The solution of Eq(26)

distances and at its core, we propose a model which is simfescribing a magnetic vortex has the following simple form:
lar to the Peierls model for the magnetic system.

We consider a magnetically ordered plane containing a
magnetic vortex at the point=z=0 and possessing strong
anisotropy of exchange integrals in the direction of the axes
x and z (J;>J,). The characteristic size of the magnetic ~ As in the Frenkel-Kontorova model, the change in the
vortex in thex-direction is considerably larger than its size in function y upon a change ix from — to +« is equal to
the z-axis. The rotation of magnetization vector at the core2m, and solution(27) has no singularities at the center of the
through occurs over a distance of the order of atomic spacimagnetic vortex, but the asymptotic forms of the solution at
ing in the z-direction and over the “magnetic length” large distances in the present case have a regular power form
a\/J;/J3,/2>a in the direction of thex-axis (the “magnetic ~ and coincide with the result9) of the continual analysis for
length” is the term usually applied to the quantitd/A,  Z=Db. The resultant distribution of the magnetization field,
whereA is the anisotropy constant in the easy plane; in ou€.g., in the upper half-plane, can be obtained from formula
case,A=0). Consequently, the discrete nature of the mag{23) by substituting into it the expression for the “force”
netic lattice should be taken into account only on the linef , =M3J,2x1/(T?+x?) following from solution (27) and
passing through the vortex core in the direction ofsthexis.  formula (25).

X
x=7+2 arctanlc. (27)
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Z ferromagnetically(disadvantageous)yfor fixed orientations
¢ l, of spins and relative displacement of atoms in neighboring
‘{ ‘( atomic chains by an atomic spacing. In order to take into
account this circumstance, we can assume that the integral of
>t exchange interaction of a spin from a given chain with all the
spins of the neighboring chafalong thez-axis) is a periodic
- function of the displacement of a given atom with the period
2a (for the sake of simplicity, we assume that this depen-
dence is trigonometric, which is naturally a model assump-
L ] - - tion). In other words, instead of formul&) for the exchange
- —_"-_"-_'——i magnetic interaction we shall use the modernized formula

W= MS%} {‘]1 co onm— QDn—l,m)+‘]2 Cog ¢nm

_‘Pn,m—l)cos{'ﬂ'(unm_ un,m—l)/a]}a (28)
J\ > - which is transformed int@6) for u,m="Un m-1.

It should be noted that in order to take into account the
magnetoelastic interaction, the exchange integral is expanded
into a series in small relative displacements of neighboring
FIG. 1. Magnetization distribution in a two-sublattice AFM with a “stag- atoms. This gives rise to “crossed” nonlinear terms which
gered” spin ordering and with an edge dislocation. are linear in relative displacemer(strain) and contain new
material constants, viz., the constants of magnetoelastic in-
teraction. In the given case, the magnetoelastic interaction is
of the topological type and is characterized by the previous
constant], (the expansion of cO&(Uny—Unm—1)/a] in for-

3.1. Formulation of the model mula(28) in small relative displacements leads to terms qua-

Let us consider the magnetization distribution in thedratic in strain. The inclusion of such a “topological” in-
magnetically ordered state of an AFM containing a dislocaferaction leads to coupling of equations of magnetization
tion. Figure 1 shows this distribution for a two-sublattice dynamics and of the elastic subsystem. In the simple model
AFM with a “staggered” spin ordering in the presence of an considered in Ref. 5, the index runs through only two
edge dislocation. It can be seen that, when the dislocatiokalues, and two coupled chains are described. In an analysis
center is circumvented along the closed contour, we arrive & & two-dimensional subsystem, we must take an infinite
a site belonging to another magnetic sublattice with the opSeduence of coupled magnetic chains.
posite direction of spin. Consequently, a magnetic disclina- 1 he expression for the total potential energy of the sys-
tion with the Frank index=1 (which does not exist in the tem has the form
absence of the dislocatibmust be connected with the edge E=U+W, (29)
dislocation in order to compensate the spin rotation through
. In the case of a layered AFM with alternating ferromag-WhereW is defined by formulg28), and
netically ordered layers, a similar situation arises in the pres- a
ence of a screw dislocation: while circumventing the dislo- U=, [5 (Upm=Un—1m)?+ Up
cation center, we arrive at the neighboring layer in which the nm

3. MAGNETOSTRUCTURAL TOPOLOGICAL DEFECTS IN
TWO-DIMENSIONAL ANTIFERROMAGNETS

direction of magnetic moments must be opposite. This can Upm—Up 1

be attained in the presence of magnetic disclination with the X 1—005( 2 T)“ (30
Frank indexk=1 (such a disclination can be regarded as

“half the magnetic vortex’). Although the above consider- For AFM in the variablesy,,,, we use(28)—(30) to

ations are very simple and visual, an analytic description obbtain the dynamic equations for the quantitigg, and ¢/,
complex magnetostructural topological solitons involvesin the form
considerable difficulties. A simple one-dimensional model

. . m +a(2uqm—Up—1m— +B(2uUym—
proposed in Ref. 5 generalized the Frenkel-Kontorova (Unm)i @(2Unm=Un—1m™ Un+-1m) + B(2Unm = Unm-1

model to the case of two topologically coupled fields: the ™,

field of elastic displacements and the field of magnetization ~ ~Unm-1)F o MoJ2iCOS inm~ ¥n,m-1)
distribution. The main idea underlying this model can be

formulated as follows. If we consider a tetragonal two-  XSI7(Uym—Unm-1)/a]—COL ¥ m+ 1~ ¥nm)

dimensional lattice of atoms with a staggered orientation of . _ _
spins at lattice sites, and confine the analysis to the scalar XN 7(Upm+1~Unm)/al} =0, (31
model of the elastic subsystem, assuming that atoms can Bg(,, )+ ngl{sin( am— ¥n—1m) + SINYnm— Yns1m)}
displaced only in the direction of the-axis, the spins of

neighboring atoms from neighboring chains become oriented  +MgJ2{SIN(¢/nm= tn,m—1)CO$ 7(Unm—Un m-1)/a]
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tostructural solitons of the type of dislocations, disclinations,
. magnetic vortices, and coupled states of dislocations and
'"magnetic disclinations.

+ Sin( Ypm— (/fn,m+1)cos{77(un,m+l_ unm)/a]}: 0. (32

In accordance with the conventional Peierls model,
the volume outside the line=0 containing the center of a
complex magnetostructural defect we replace the differences
in displacements and deviations of spins by spatial derivas. 2. structure of solution. Integrable case
tives, going over to the long-wave description in linear dif-

ferential equations: First of all, we consider the simplest static elastic and

magnetic topological defects which can exist in the two-

MU, — aa®uy,— B*b?u,,=0, (33)  dimensional model described by E¢38) and (39).
21 o 21 1o The average magnetic momelit, vanishes above the
Kb = Mod1@%ho— Mgdob® g, =0. (34 Neel temperature in a magnetically disordered state, and Eq.

These equations coincide with Eqg) and (8), but Eq. _(38) is trgnsforr_ned in_to Eq20) with solution(21) describ-
(33) contains the renormalized constant of elastic interactiodd @ solitary dislocation. _ _
along the z-axis: B* =+ (m/a)>M2J,. However, this In the absence of dislocations and weak magnetoelastic
renormalization is insignificant since magnetic interactiondnteraction, we must puy=0 in Egs.(38) and(39). In this

are much weaker than elastic interactions in actual practic&2Se, Eq(39) is transformed into E(26) in the initial vari-
and B* = 8. ables and has an exact soluti@#v) for a magnetic vortex.

We shall consider below possible static topological elas- ~ The structure of the system of equatio@8) and (39)
tic and magnetic defects in the proposed two-dimensiondieseémbles the Peierls equation, but it is much more compli-
model (note thatu, = —u_ and ¢, =—¢_ in the configu- cated for analysis in view of the presence of “crossed”
ration of the defect shown in Fig.)1We can express the (€rms. The solutions of these equations can be found only in
fields of elastic displacements(x,z) and spin rotations SOMe particular cases. It shpuld b_e nqted that the_ magnitudes
¥(x,z) about a magnetoelastic defect in terms of the distri-of terms not containing spgt!al derivatives have dlffe_rent val-
bution of forcesf and¥ at the interface between the half- US: N EG E*q.(38)_, the c_oeff|C|ent of the purely elas_t|c term
planes(See Secs. 2.1 and 2.2However, expression€l7) '8/[2. af”]= ﬁ/a/Z is small gnder our_assumptlon con-
and (25) change since we take into account the energy oferning .the anlsotrgpy of elastic properties. The coqfﬁment
interaction of elastic displacements and rotations of spingJ2/J1 in EQ. (39) is also small under the assumption of

near the line passing through the defect. This enerayv now h atial anisotropy of the exchange interaction. Finally, the
P g g 9y coefficientw®M3J,/a%\/aB* of the magnetoelastic term in

the form . P S
Eq. (38) is of the order ofyB/a(M§d,/B), i.e., in contrast
U a)? 1 W M2 m™W to the coefficient of the elastic term, it contains the factor
=B o —COS— |~ MgJz COSx COS—~. M2J, /B describing the ratio of magnetic and elastic interac-
(350  tions in the direction of the-axis. In the actual physical
It follows from this expression that situation, this ratio is always very small, and hence the last
P term in Eqg.(38) can be neglected. In this case, the basic
pa  2mw w . mW system of equations is simplified considerably:
f.=F-—sin———— MgJ, cosy sin—, (36)
2 a a a R 1
— (Hw)= — cosw sinw, (40)
- - dx I
f.=%M3J, cos— sin x. (37
a d - 1 _
— (Hx)== cosw sin y, 41
dx I

Substituting these expressiori36), (37) for effective

forces into relationg13) and (23), carrying out the Hilbert
transformation, and going over to the dimensionless coordi
natex and relative displacement, we obtain the final form
of the system of nonlinear integro-differential equations forcoordinate depends on
fields of relative displacementand relative spin deviatioins
at the banks of the cut:

d - B .
—W&(HW)-FWSIHZN

m?M3J, _
+W003X sinw=0, (38
d . ‘J2 1/2
—7 gx (HO+ 3_1) cosw sin x=0. (39

since Eq.(40) describing the elastic subsystem “splits.” In
fact, this systenfwith an appropriate renormalization of the

only one parametet/T
=/3,13,\/Bl a. For an arbitrary value of this parameter, the
system of equation$40) and (41) has no explicit analytic
solutions. However, it is important that from the method-
ological point of view it has a simple analytic solution in the
particular case wheh'T=1, which clarifies the topological
nature of a complex MSTD and its topological distinction
from a magnetic vortex. It should be noted that this assump-
tion is not connected with the smallness of magnetic interac-
tions as compared with the elastic interaction and can be
realized in principle. In an isotropic crystal with=J, and

a= 3, the characteristic lengthandT are of the same order

Let us consider possible solutions of this system, whichof magnitude, but the cores of dislocation and disclination

describe static topological structural, magnetic, and magneare of atomic size, and hence the system can be described in
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terms of differential equations at a considerable stretch. Ircharacterizing the ratio of scales of variation of the fields of

the case of an anisotropic crystal and large valudsaofd], displacements and magnetization rotation. Finally, we can

we can use integro-differential equatio®0) and (41), as-  Write the basic equatio@1) in the new variables in the form

suming that the values dfandl are approximately equal for d - K

close degrees of anisotropy of elastic and magnetic interac- g (Hx)+ () sin x=0. (48)

tions. In this case, the system of equation@) and(41) has

the obvious solution An analysis of this nonlinear integro-differential equa-

tion with varying coefficients is quire complicated. Hence we

W= X, (42 shall analyze its solution for small values of the parameter

This limit is physically sensible since the dislocation size is

for which Eq.(41) for the magnetic subsystem acquires thenormally of the order of atomic spacing, and the width of

form domain walls can be considerably largét.should be borne
in mind, however, that domain walls are absent altogether in
d - 1 . ; : .
— (Hyx)== cosy sin y. (43) the model without anisotropy in the easy plane under consid-
dx eration, and we are speaking of the size of a dislocation core

) ) _ o rather than of the domain wall while analyzing the magnetic
It can be seen that this equation differs significantly fromjgngtn)

Eq. (26) for a magnetic vortex. In solutiof27) for a MV, the
function x varies by 2r upon a change ix from —« to

+o0, Equation(43) has the basically different solution 3.3. Magnetization distribution around a point dislocation
- X First of all, we shall analyze Eq48) in the limit A
X=5+ arctanl—, (44) =0, in which it assumes the form
d - _
in which the functiony changes byr upon a change ix dr (HX)+sgn« sin x=0. (49
from —o to +, and which describes a magnetic disclina- o . .
tion with the Frank indexx=1. We can easily find the asymptotic forms of the solution

Thus, Egs.(40) and (43) have an exact solution fdr ~ for a magnetostructural defect under investigation at large

=T, which describes a complex magnetostructural topologi-d'Stances and at the center of the defect. At large distances

cal defect, viz., a coupled state of a dislocation and a mag(KT’_m) and for small values ofy, Eq. (49 gives x
netic disclination with the Frank indeik=1. The existence ~H(dx/dk). In view of rapid decrease of the derivative
of such a solution is very important since it indicates thedx/d«, the asymptotic form of is determined by the kernel
existence of the above-mentioned topological defect for af the Hilbert transfozrmation, i.exxxllk for k——o (in
arbitrary ratio of the parametetsandT. Variations in the NS casedy/dx=1/x%, and actually ensures the conver-

structure of the solution can only be of quantitative and no@&nce of the integralin order to find the asymptotic form of
qualitative nature. the solution at the center of a disclination, we shall use the

Let us return to the general case of the systé) and skew-reciprocity of the Hilbert transformation and the sym-
(41) for 1#7. Linearizing these equations at large distance metry of the function sif(«) aboutx to transform Eq(49)

over small amplitudes of the fielde and y and replacing the

derivativesdw(p)/dp anddy(p)/dp in the integral terms by dy 1 (= siny( \/B)
&functions, we can easily find the asymptotic forms of so- g~ 7 fo dp Tp-kZ (50
lutions at large distances:
5 The decrease of the function sinat large distances
woel/x,  yol/x  for x— * oo, (45) (sin x<1/k=1/\/p) ensures the convergence of the integral
for p—oo. For small values ok, the main contribution to its
Since w=u,—u_~b(du/dz),-o and x=v¢.—¢_  value comes from smaf for which siny~1. Truncating the
~0 (911 9z) -0 in this limit, results(45) are in accord with  integral at distances of the order of unity, we obtain the
formulas(4) and(10). asymptotic forms of the solution at the center of the defect:
In the system of equation&0) and (41), Eq. (40) for
elastic displacements splits, and we can use its exact solution d_X~ _ E In x (51)
(21) for a dislocation. Substituting this solution into £41), dx T '

we arrive at a closed equation for the functipnin which it g 55ymptotic form has a logarithmic singularity, although
IS convenient to express the coordinate in terms of magnetlﬁ]e fUnCtionX( K) remains finite at the disclination center:
length, i.e.,

~ T 2
x/l =k, (46) X~5= K In . (52)
and introduce the single dimensionless parameter Since the functiors = sin x(«) in Eq. (50) appears in the

_ integrand, the solution of this equation depends on the form
A=I/1, (47) of this functions only slightly. It is only important that the
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function decreases at large distances, ensuring the conver- 1
gence of the integral. Since EO) contains no parameters,

the amplitude and the region of localization of the function

G are of the order of unity.

Considering a number of trial expressions fér[e.g., =
G=1 for k<1 and G=0 for «>1; G=1/(1+«k), G N
=1/(1+ «?)?], we can easily see that the profile of the func-
tion dy/d« following from (50) weakly depends on the form
of G(«), has a logarithmic singularitgs1) at zero, and de-
creases according to a power lavil/x? at infinity.

We can find an explicit analytic solution for the magne- 05 | .
tization profile in a complex defect by using a model piece- ~0 A 1 K
wise linear system in which the Heisenberg exchange inter-

action of spins through the dislocation slip lin@2) is FIG. 2. Distribution of fields of displacementg@ and spin rotationg(b)

replaced by an interaction of the form at the core of a complex magnetostructural defect.
) —(m/2)%+ x2, 0<y<ml2,
W=MIX| (e m2 w0 _
In this case, Eq(49) becomes piece-wise linear: d—X= 1 i k'dk’ l X(ZK,) 15 (56)
dxk (k' — k) (k“+N\9)
dd_K (Hx)=x— g (1—sgnk). (54) Since the functiony decreases in proportion to d/at

large distancesc>1, integral (56) converges at the upper
Differentiating this equation with respect koand app|y- limit. In the case of small values of we are interested in,
ing the Fourier transformation for the functiaty/d«, we  the main contribution to the integral comes from the region
can easily obtain the final expression for the dependencef small «’. Hence we can put sjtfx)~1 in Eq. (56) and
x(k). For k>0, this dependence has the form replace the integration between infinite limits by integration
in the interval[ —1,1]. This leads to the following expres-
sion for the derivatived y/d«:

(Uk—1—n) (N2 k—1+7)

x(k)=m—Ci k sin k+si k cosk, (55

where Cix) and sik) are integral cosine and sine. An analy- X 1
sis of solution(55) shows that the magnetization field at m—-—=—2In\N+—1In

large distances has the asymptotic foxn 7— 1/x, which dx 7 (Uk=1+m (N k+1+7)’

is in accord with the above results. For small valueg,a¢he (57
derivative of the magnetization field at the center of the dewhere n=(x*+\?)"¥ k.

fect has a logarithmic singularitgty/d«>Inyx, wherey is It follows from (57) that there is no logarithmic singu-

the Euler—Mascheroni constant, which is also in agreemerarity at zero if we take into account the finiteness of the
with the asymptotic form obtained earlier. It should be noteddislocation coredy/d«x= —(2/m)In \ for k=0. For small
that solution(55) oscillates near the valugg=0 andy=m values ofk, the profile of the functiordy/d« has the form
with a maximum deviation of the order of 0.1. Such oscilla- )2

tions are typical for integral transformations of piece-wise- 7 -~~-21In )\—2(—) , K<\, (58
joined functions. dx A

dyx
m—=—2Ink, N<k<l. (59
dx
The corresponding distribution of magnetizatioyix) is
Thus, we have proved that in the limit of point disloca- shown in Fig. 2(curve B. The figure also shows relative
tion (\=0), the solution of the basic equati#8) exhibits  displacementsv(x) (curve a. Relative displacements in-
a regular asymptotic behavior at large distances. Howevecrease linearly at the dislocation cove:mr=1/2+ \ /7 (for
the derivatived y/d« in this case has a logarithmic singular- «>0) for xk<\, attaining the power asymptotic formw
ity at zero. In order to eliminate this singularity, we must ««1/k. The magnetization field in a magnetic disclination
take into account the finite width of the dislocation core. Wevaries at a considerably lower rate:y/mw=1/2
return to the basic equatiqd8) with A #0, but will assume, — (2/7?) k In \(0<k<\) at the dislocation core, and the main
as before, that this parameter is sm@k., the size of the rotation of spins takes place at distanges1. (Note that the
dislocation core is much smaller than the size of the disclinumerical analysis of the fields around two-dimensional to-
nation core which is of the order of unity in our dimension- pological defects revealed that power asymptotic forms are
less variables Consequently, we now have two characteris-attained in actual practice at distances much larger than ana-
tic scales in dimensionless variables, irex,\ andxx1, and lytic estimates. For example, the displacement field around a
it is necessary to analyze intermediate asymptotic forms focrowdion(zero-dimensional analog of a dislocatiaitains a
K<\, N<k<1, andk>1. power asymptotic form at distances 30 times larger than the
We can write Eq(48) in a more convenient form corresponding analytic estimat&s.

3.4. Finiteness of the size of dislocation core
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3.5. Bulk distribution of fields of a magnetoelastic the “magnetic length”x,z>L, this expression can be ex-

topological defect panded into a power seriesxiL andz/L. The first terms of
Concluding the section, we consider the distribution ofthiS €xpansion have the form

elastic displacement fields and fields of spin rotations in the gy 4Lz¢
: o . i —(z=z0)= 1%

entire two dlmen5|onal volume f'iround a complex topologi 9z (z=0) b2+ 2282 +7T(x2+22§2)

cal defect. Since the exact solution of the elastic problem for

the difference in the displacements of atoms along the dislo- L2 L?

cation line w(x) for 2D dislocations is known, the two- O X2 2 (63

dimensional distribution of elastic displacements can be _ . . .
found exactly. Comparing this formuld63) with the asymptotic form

Writing solution(21) in the initial variables, substituting (10) of the solution in the linear theory, we arrive at the

the obtained expression fatu. /dx (considering thau.  relationL=ayJ;/J, (in other wordsL=2T in the dimen-
— +w/2) in accordance with(14), and carrying out the sionless variables and indeed has the same order of magni-

transformation of this relation, we obtain the explicit form of tude as the “magnetic length? . . .
the derivativesiu.. / 9z at the interface between half-spaces. Formu_la(_63) _Ieads to the fmal_ approxw_nate_expressmn
Differentiating formula(13) with respect taz and substitut- f‘?f the_ d|str|t_3ut|9n .Of spin  deviations field in a two-
ing the obtained expression féu.. /dz into the right-hand dimensional disclination:

side, we obtain after simple calculations the following final 2b\ &
expression for the strain distribution in th®©2olume: Y(z=0)=arctan| z+—| =,
X{ X, z>aé. (64

au a
72 =07 20 e 2= b)) i i
m ¢z At large distances from the center of the defect, this
_ —= expression naturally coincides with formu®) given above,
where{=(a/b) Va/p. but now the singularity for each half-space is displaced by an
atomic spacing outside this volume, and the general solution
has no singularity.

(60)

Thus, expressiof60) for strain in the Peierls model dif-
fers from the corresponding expressi@h in the continual
theory in the replacement of the coordinatan the denomi-
nator by the quantitg+b/2 for half—spgces W|trg>0 and CONCLUSION
z<0. In other words, the corresponding solution for each
half-space has a singularity outside this volume. Formula We have proposed a new two-dimensional model for
(60) readily gives the distribution of the displacement field in describing the structure of complex magnetoelastic topologi-
the volume around the dislocation: cal singularities in ® AFM. This model generalizes the
Peierls model to the case of two coupled fields of elastic
displacements and of spin deviations. For these fields, we
have derived a closed system of nonlinear integro-
differential equations. In the absence of dislocations, this

Comparing this result with formul&3) following from  system has an exact solution for a two-dimensional magnetic
the continual theory of elasticity, we see that the solution folyortex, while in the presence of a dislocation it has a solution
a dislocation in the Peierls model has no singularity at zergor a coupled state of the dislocation and a magnetic discli-
and coincides with solutio(8) at large distances. nation. For a special case of relation between elastic and

In order to find the distribution of the magnetization field magnetic anisotropieS, we obtained an exact solution for
in the entire two-dimensional volume around a magnetic diSSUCh a defect. In the case when the anisotropy of elastic
clination, we must use formule@3), differentiate it with re-  interactions is much smaller than the spatial anisotropy of
spect toz, and substitute expressi@87) for effective force  exchange interaction, we obtained an approximate solution

b
u(x,z=0)= % arcta+ Zii) ﬂ (61)

into it. This gives for a complex magnetostructural defect having no singularity
_ at its core and having regular asymptotic forms at large dis-
dy  z¢€ p sin x(p)dp tances from the center.

4z b7 ) [(p-x)?+(28)21[p?+ (/23,13 22
(62 *E-mail: odudko@ilt.kharkov.ua
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Low-temperature spectroscopy of nonequivalent Pr 3+ optical centers in a Y ,SiOg crystal
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An analysis of the absorption and luminescence spectra ofS#0¢:Pr** crystal has revealed

the existence of two Bf optical centers associated with the presence of impurity ions at
nonequivalent cation sites. It is found that energy is transported nonradiatively between the
nonequivalent P optical centers. and a preliminary analysis of the transport mechanism

is carried out. ©1998 American Institute of Physid$§1063-777X98)00806-§

1. INTRODUCTION The source of the continuous spectrum was a 100W in-
. candescent lamp fed by a stabilized power supply. The lumi-
Crystals of %,Si05 (YSO) belong to the class of rare- nescence was excited in the crystal under investigation by an

earth silicates which have aroused considerable interest 'Qrgon laser LGN-402 and a tunable organic dye laser

re(_:er_n yeeirzs due _to their prospecFive applicatio_n as  Low temperatures were produced in an optical helium
scintillators.*< The unit cell of YSO contains two nonequiva- cryostat P-118, containing the samples in helium vapor.

!ent ppsitions of the %. ion3' which can be F’CC“Pied by The YSO:P?#" crystals were grown by the Czochralski
impurity rare-earth(RE) ions introduced specially into the method. The charge concentration of Pr was 0.1 at%.

cation sites of the YSO crystal. Such a situation is really, . o : .
. S les fi tigat the f f plates of thick-
observed in crystals of YSO:Nd [Ref. 4] and YSO:Ed" n:gple_ss cr);rl:ves 'gation were In the form of plates ot thic

[Ref. 5] in which two types of optical centers corresponding
to the localization of impurity ions at different cation sites of 3 ANALYSIS OF EXPERIMENTAL RESULTS
the YSO crystal were identified. Investigations of the optical ' . Lo
¥ g P The 4f? electron configuration of a Pt ion in the

spectrum of the YSO:PY crystalS over a wide spectral Russel-Saunders bds8produces four singlet energy levels
range(0.19-3um) have failed to reveal such properties for . . .
ge( #m) prop 1Sy, D5, 1G,, g and nine triplet energy levef®,: 3P ;

Pr* ions. On the contrary, optical spectral investigations of, 20" 2+ 24+ 18 SE 7= DHED S . .

YSO:PP* crystals in limited spectral range have reveéafed P2; H4't HS& hHG’ ;2' Fs; 'I:“' I'I'g_elr rela';lvetF?ér-P

spectral lines which were attributed to various ‘Poptical rahgement, and hence the energy 'evet diagram for '
ion, is primarily determined by the Coulomb electron—

centers. ) . 4 o
electron interaction and the spin—orbit interactidfi.Wwe

In view of the disparities in the results obtained in Refs. hall not i Ker int i . th t
6—8, we made low-temperature spectroscopic studies®f Pr shall not consider weaker ”3 eractions since they are' no
manifested in optical spectd® In accordance with Hund’s

impurity centers in a YSO crystal, used the results for inter- | d Pauli's principl@th J state of the Bri
preting the observed spectral lines and confirmed the pregl‘I € and Faull's princip’e; —the ground staté ot the Frion

ence of two Pt" optical centers associated with the replace_corr_esponds to_the terH,. Ilh_'f5 s also conﬂrmg d by the
ment of nonequivalent ¥ cation sites in a YSO crystal. available experimental dafd: As the energy increases,
other energy level$Hs; 3Hg; °F,; 3F5; °F, and'G, start

appearing abovéH,. The frequency of electron transitions
involving these levels are confined only to the IR spectral
region®1~13The next energy levels determining the optical

Optical absorption and luminescence spectra of apectrum of the Pf ion are 2D;; 3Py; 3P;; llg and
YSO:PP* crystal were studied on an automatic spectrofluo-*P,.511=1®The average energy gap between the centers of
rimeter based on a grating monochromator MDR-23. Thegravity of the levels'G, and?D; is 7000 cmm .23 The level
spectra were recorded on FEU-100 working in the phonortS, is very high on the energy scale-60000 cmt) and
count mode. The control of the step actuator of the monofrequencies of electron transitions involving this level lie in
chromator and the counting of one-photon pulses were cathe far ultraviolet regiort®> We shall confine ourselves to a
ried out by electron modules operating in the KAMAK detailed analysis of the energy levéld,, °D,, and3P, in
mode. The KAMAK crate was connected through interfacethis work since it is easy to identfy them reliably by inves-
with a personal computer based on INTEL-286 processor. tigating the optical spectra of the ¥rion11-1°

2. EXPERIMENTAL TECHNIQUE

1063-777X/98/24(6)/5/$15.00 432 © 1998 American Institute of Physics
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FIG. 2. Fragments of the absorption spectrum of Si®s:Pr* crystal at
various temperatureb (in K): 6.0 (a) and 80(b). Groups of lines belonging
to different optical centers Pt are marked with and without asterisks,
respectively.

FIG. 1. Simplified energy level diagram of Prions in a Y,SiO; crystal:
v,=16538.2(16483.7) ciit, v,=20540.2(20742.6) cit, v;=20981.1

X (20867.2) cm®. The numbers corresponding to the position of Stark
components are given in crh

guished by their sharpnesBig. 2). In each group, the ratio

The crystal field weakly affects thef4electrons of RE  of the linewidth at half the height of the corresponding spec-
ions. Hence its effect boils down to a partial or completetral lines is of the order of 3:1. At helium temperature, the
removal of degeneracy of energy levels in their total mag-interpretation of the absorption spectruifig. 2) is quite
netic moment:'% In the first-order perturbation theory, the simple since it can be expected that of the nine Stark com-
centers of gravity of the energy levels are not displaced byonents of the termH,, only the lowest one will be popu-
the crystal field° The degeneracy of the energy levels of lated (the Stark splitting is usually of the order of tens of
the PF* ion is removed completely by the crystal field of cm™1).12 Using the results of investigation of the optical
YSO since the point symmetry group of both cation sites isspectra of the Bf ion in other crystal matriceS; > one of
C, .2 Under the action of the crystal field of YSO, the termsthe spectral line groups,, ¥1, v, ¥3. v4 and By can be
3H, and'D, are split into nine and five Stark components. identified with the optical transitions from the lowest Stark
The levelP, is not split. According to the qualitative analy- components, of the term®H, to five Stark components of
sis presented here, we can construct a simplified energy-levéie term*D, and the tern?P, (Fig. 1). The correctness of
diagram for the P¥ ion (Fig. 1). The Stark components of such an interpretation is confirmed by the structure of the
the terms®P; and !l5 get mixed and cannot be separatedabsorption spectrum of the YSO¥®Prcrystal at T=80K
reliably in the experimental spectta:}*Hence the appurte- (Fig. 2b as well as its luminescence spectrifig. 3). The
nance of the three energy levelg, a4, and a, shown low-frequency region of the absorption spectrum of the
above®P, in Fig. 1 to particular terms is not possible. How- YSO:PP" crystal atT=80 K acquires reliably identifiable
ever, optical transitions involving these levels correspond tsatellitesd; and 6, to the spectral linegq, ., v3, y4 and
really observable spectral linésee beloyw We shall use the B,. These satellites lie at equal frequency intervals from the
energy level diagram shown in Fig. 1 to interpret the experispectral lines. For lineyg, y,, vz andvy,, the intensity of
mental spectra of the YSO®r crystal and find the exact the spectral satellite§; and 8, is low, hence they cannot be
positions of Stark components of the terfs, and'D,, as  distinguished on the scale of Fig. 2b. Satellites of the spectral
well as the relative position ofH,, P, and>P,. line y, overlap with the high-intensity ling,. The highest

The absorption spectrum of the YSO*Prerystal con-  intensity spectral satellites; and 5, have been observed
sists of two groups of spectral lines which can be distin-only for the line By (Fig. 2b. The constancy of the fre-
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FIG. 3. Fragments of the luminescence spectrum o3%i®:Pr** crystal at
different temperature$ (in K): 6.0 (a) and 80(b).

Malyukin et al.

Excitation of P#* ions at thes,— 3, transition(as well
as at the transitiongy— ag, Sp— @, and §y— «, leads to
the emergence of identical luminescence spectral fragments
(Fig. 3 originating from two spectral lineg, and 8, coin-
ciding resonantly with identical lines in the absorption spec-
trum (Fig. 2). The frequency intervals determining the posi-
tions of the liness; and &, in the luminescence spectrum
(Fig. 3 coincide exactly with those determining the position
of the temperature-dependent spectral satelliteand &, in
the absorption spectruifrig. 2b). Hence nine spectral lines
80,01,65,83,04,05,8g,07,05 (Fig. 3 can be identified with
optical transitions from the metastable levgls and y, to
nine Stark components of the terfil, (Fig. 1). With in-
creasing temperature, the luminescence specftfitig. 3)
shows a change in the intensity of certain spectral lines due
to known mechanisms of phonon stimulation of parity-
forbidden optical transition$!® At T=80 K, the lumines-
cence spectrunfFig. 3b acquires a liney; that coincides
resonantly with the identical line in the absorption spectrum
(Fig. 2b associated with emission from the thermally popu-
lated Stark componeng; (Fig. 1). An exact coincidence of
the spectral lines coresponding to resonance transitions
8o« Bo and 5y By (Fig. 1) in the absorptior(Fig. 2) and
luminescencéFig. 3 spectra of the YSO:PT crystal is in
conformity with the well-known fact that the luminescence
of the PP* ion takes place from two metastable levgls
and v,.%°71° Consequently, one of the two spectral line
groups conforms to the energy level diagram for the impurity
ion PR* (Fig. 1), which makes it possible to determine the
Stark splitting of the terméH,, 'D,, and to determine the
relative arrangement of the termsl,, D, and 3P, of the
same type of optical centers®Pr(Fig. 1).

The spectral position and number of weaker though
sharper spectral lindsnarked by letters with asterisks in Fig.
2) in the absorption spectrum of the YSO*Prrystal do not
conform to the energy level diagram of the impurity iof Pr
with the above-mentioned Stark splitting of territs, and
D,, as well as with the relative arrangement of tertts,,
D,, and®P, (Fig. 1). The spectral lineg, and y§ were
attributed by Hollidayet al.” to the absorption of impurity
ions PP" localized at various cation sites of the YSO
crystal® The half-width positions of the spectral lingg and
vs were 30 and 10 Hz, respectiveiyhich correlates with
the results of our measurements. The number of “narrow”
spectral lines as well as their position in the spectiiig.

2) lead to the assumption that they are indeed associated with
the absorption of impurity ions Pt localized at the other
cation site in the YSO crystdlAll “narrow” spectral lines

can be interpreted by using a simplified energy level diagram
for Pr** ion (Fig. 1), but with different Stark splittings for
terms®H,, 'D,, and with different energy parameters deter-
mining the relative position of the terms being analyzed. The
spectral linesBy , vs. v5>, v5 andy; correspond to the
absorption of impurity centers Pr of the second type, asso-

guency intervals determining the position of the spectral sateiated with the optical transitions from the lowest Stark com-
ellites 5, and 8,, as well as the temperature dependence oponent of the terniH, to Stark components of the tertd,
their intensity lead to the conclusion that they are associatednd to the ternP, (Fig. 1). It can be assumed that the
with absorption from the thermally populated Stark compo-coincidence of the spectral ling] with the spectral liney,

nentsd; and 8, of the term®H, (Fig. 1).

of the first type of optical centers is accidentBlg. 2). We
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shall not analyze the “narrow” spectral lines in the region of was 1:4.5 and 1:9.5, respectively. While exciting lumines-
optical transitions involving the term®¥; andl4 because cence in the linesy, a; anda, (Fig. 2, we did not observe
of their ambiguous interpretation. At present, we have nothe line g in the luminescence spectrum. Hence the process
been able to obtain luminescence spectrum for selective exf excitation energy transfer involves Stark components of
citation of the crystal at the line8% or y& . Hence Stark the terms'D, belonging to praseodymium ions localized at
splitting of the term®H, for the PF" optical centers of the different cation sites. This is logical since Stark components
second type remains undetermined. The parameters obtainbélonging to praseodymium ions localized at different cation
from the experimental spectra and defining the structure oites have close energy values just for the téBp, while
the energy levels of the ®rimpurity ions of the second type the componentsy} and y, have identical energy values.
are shown in parentheses in Fig. 1. However, the mechanism of excitation transfer between two
Thus, an analysis and interpretation of the optical spectréypes of P#" optical centers is not clear as yet. Within a
of the YSO:P?" crystal lead to the conclusidin contrastto ~ single unit cell of YSO, the mean separation between non-
the results obtained in Ref)@hat the Pt impurity ions  equivalent ¥* cation sites is of the order of 3 A. For such
occupy two nonequivalent cation sites in the YSO crystalseparations, the Foerster—Dexler mechanism of nonradiative
lattice® However, the number of nonequivalent positions ofenergy transfer can be operatifeHowever, it is unlikely
the PB* impurity ion in the YSO crystal is not confined to that PF* impurity ions would exist in pairs at nonequivalent
just two. Holliday et al.” used the burnt dip external Stark cation sites of the same unit cell. Moreover, the Foerster—
effect in the YSO:P¥" crystal to show thaty, consists of Dexler mechanism of energy transfer is determined by the
four spectral lines ang§ contains two spectral lines corre- overlapping of the donor emission spectrum with the accep-
sponding to nonequivalent positions of thé'Pion, but only  tor absorption spectrum, and hence the transfer effect must
within the given cation vacancy site. The crystal field ofalso be observed dt=6.0 K (Fig. 3a. This conclusion can
various cation vacancies of the YSO crystal affects the relaalso be applied to the same extent to the conventional
tive shift of the center of gravity of terni#,, 'D,, and®P, mechanism of reabsorption which may take place on account
and their Stark splitting in different way&ig. 2). Hence it  of overlapping of the Stark component$ andy, of various
can be assumed that the spectral satellite observed 8:1 cmoptical centers. The absence of luminescence in tHé Pr
above the spectral lingg, on the energy scale in Ref. 8 centers of the second type®t6.0 K (Fig. 33 and its emer-
corresponds to the absorption of Pions occupying one of gence aff =80 K (Fig. 3b indicate that the phonons in the
four nonequivalent positions within one type of cation sitescrystal matrix participate in the nonradiative energy transport
in the YSO crystal lattice. At helium temperatures, the im-between P¥™ ions localized at different cation vacancies in
purity ion may move within a cation lattice site with a char- the YSO crystal. Such a mechanism is known to éxsid
acteristic frequency determined by the energy difference bethe transport probability is~T*. In order to confirm the
tween the corresponding nonequivalent positions and thealidity of such a mechanism of nonradiative transfer, we
magnitude of the potential barrier separating thesdequire more comprehensive investigations of the tempera-
positionst® The existence of such a movement of impurity ture and concentration dependences of the intensity of lumi-
ions in the YSO:P¥ crystal was confirmed in the results nescence of the Pt centers of the second type.
obtained in Refs. 8 and 17. Thus, we have shown that like many other rare earth
According to the data presented in Ref. 3, different catdons, the Pt* impurity ions may occupy nonequivalent cat-
ion positions of ¥* differ on the microscopic scale in the ion sites in the YSO crystal. The observed transport of the
mean separation betweer'Yand the nearest oxygen ions. €xcitation energy between nonequivalent'Ruptical centers
Moreover, one of the ¥ positions is coordinated by six and in the YSO crystal cannot be explained by the Foerster—
the other by seven oxygen ioAsSince the ionic radius of Dexler mechanism. In order to verify the phonon-induced
PPR*(1.06 A) is larger than that of ¥(0.92 A), the impu- nonradiative energy transport between impurity centers, we
rity ions predominantly replace the cation position with amust study in detail the temperature and concentration de-
larger ion—ligand mean separation during crystal growthpendences of the luminescence intensity of f§eand vy,
This is reflected in the line intensity of the absorption spec-spectral lines.
trum of the P#* impurity ions at various cation sites of the
YSO lattice(Fig. 2). In the case of selective excitation to the
absorption linegy, @y, a; anda, of the PF* impurity ions
of one type, the luminescence spectrunt &t6.0 K contains
pnly their spectral line¢Fig. 33 which is a We!l-knoyvn fact 1p Lecog, J. LuminB0-61, 948 (1994).
in low-temperature spectroscopy of isolated impurity centers?g, c. Grabmaier, J. Lumir60—61, 967 (1994
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not change, the luminescence spectrum acquirds=80 K 4Kristallogr. 15, 926 (1970 [Sov. Ph){_s. Crystallogrl5, 806 (1971 S
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a “narrow” spectral lineyg (the remaining eight lines can- Spektroskopiya0, 288 (1986.
not be distinguished on account of their overlapping with 5m. Mitsunaga, T. Takagahara, R. Yano, and N. Uesugi, Phys. Rev. Lett.
higher-intensity lines 8y,68;,85,83,64,85,8¢,67,0g) be- 68, 3216(1992.

; + ; 6N. V. Kuleshov, V. P. Mikhailov, S. A. Radkevicét al, Optika i Spek-
Ion_glng to the P¥ .C.enters of the S*econd tyBig. 3b. Th? troskopiya77, 244 (1994 [Optics and Specti77, 226 (1994].
ratio of the intensities of the lineg; and y, at the peak in 7k Holiiday, M. Croci, E. Vauthey, and U. P. Wild, Phys. Rev.43,

the absorptior(Fig. 2b and luminescencéFig. 3b spectra 14741(1993.

*E-mail: malyukin@isc.kharkov.ua



436 Low Temp. Phys. 24 (6), June 1998 Malyukin et al.

8Yu. V. Malyukin, E. A. Manykin, N. L. Pogrebnyakt al, JETP81, 260 143, Matthies and D. Welsch, Phys. Status Solids® 125 (1975.

(1995. 15B. R. Reddy and L. E. Erickson, Phys. Rev2B, 5217(1983.
°l. B. Ber_suker,EI_ectroni_c _Structur(_e and Properties of Coordination Com- 16| 5 Osad'ko, Phys. Rej206, 45 (1991).
pounds[in Russiaf, Khimiya, Leningrad(1986. 17yu. V. Malyukin, Fiz. Nizk. Temp23, 993(1997 [ Low Temp. Phys23,

10 ) - : . .
N. A. Kulagin and D. T. Sviridov|ntroduction to the Physics of Activated 746 (1997)].

Crystals[in Russian, Vyssha Shkola, Kharkoy1990. 18 .
LW, N. Yen, W. C. Scot, and A. L. Schawlow, Phys. Rev.186 271 V. L. Ermolaev, E. N. Bodunov, E. B. Sveshnikova, and T. A. Shakhver-

(1964. dov, Nonradiative Energy Transport of Electronic Excitatiin Russian,
12, A. Morrison and R. P. Leavit, J. Chem. Phyd, 2366(1979. Nauka, Leningrad1977.
13H. H. Caspers, H. E. Rast, and R. A. Buchanan, J. Chem. BBy2124

(1965. Translated by R. S. Wadhwa



LOW TEMPERATURE PHYSICS VOLUME 24, NUMBER 6 JUNE 1998

Determination of characteristic parameters of n-Cd,Hg;_,Te from quantum oscillations
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The longitudinal and transverse magnetoresistances are studied in solid solutions of

n-CdHg; _,Te withx=0.19 and 0.226 at hydrogen and helium temperatures. Effective masses
at the bottom of the conduction band are determined from an analysis of oscillation
amplitudes at helium temperatures. The valueg-fdictors are determined from the splitting of
the first magnetoresistance peak. 98 American Institute of Physics.
[S1063-777X98)00906-3

The additional 0-peak and the splitting of 1,2,3,... anx—Yy recorder(Fig. 1). In order to determine the position
peaks of quantum oscillations of magnetoresistance observed oscillation peaks on the magnetic field scale and their
in Ref. 1, into two peaksis widely used for determining maximum number, we used differentiatifRgC-circuits. The
some characteristic parameters of semiconductors, such ascuracy of the method in the stationary field wag%.
the spectroscopic splitting factor and the electron effectivelrable | contains some characteristicsmfCd,Hg; _,Te (n
mass. The effective mass and tpefactor of CdHg,_,Te  and u are the electron concentration and mobjlignd the
solid solution were determined for a number of results of investigations at 4.2 and 20 K.
compositions~’ Transport processes in g, . Te in Let us now consider the results of measurements pre-
guantizing magnetic fields remain the objects of considerablesented in Fig. 1 and in Table 1. In the liquid helium tempera-
interes~!although the use of experimental data for obtain-ture range, the splitting of the first three peakggfandp,,
ing band characteristics of the material involves considerabland the emergence of an additional’-peak on the
difficulties. The problems are generated by the heterogeneity’p,,/dH? curves are observed. It should be noted that the
of the composition of solid solutions of Qdg, _,Te arising  additional 0" peak in sample 1 is observed at 4.2 K nor only
due to the difference between the liquidus and solidus curves the transverse, but also in the longitudinal magnetoresis-
on the state diagrams as well as heterogeneity in the impuritiance. The positions of peaks, andHy, on the magnetic
distribution. Further investigations of the system are requiredield scale are determined by the formdfa¢
to improve the reliability of the characteristics of solutions
with preset compositions. he N 213

In this communication, we describe the results of low- Hﬁznmg (V2r)28 > (WM+M+B)| ,
temperature investigation of solid solutions of M=o
n-CdHg; _,Te with x=0.19 and electron concentration
n=8-10cm 3 (sample 1 and x=0.226 for n=1.08
X 10* cm™3 (sample 2 at T=4.2 K. Such a choice of the
sample parameters makes it possible to compare experimen-
tal data with the results calculated over a wide range of non-
parabolicity of the conduction band.

The samples having the sizex7.7X0.7 mm were cut
from two ingots obtained by recrystallization from the two-
phase mixture and annealed in mercury vapor, were etched in
a mixture of butanol and bromine in the ratio 95:5. Indium
probes were soldered to them. The composition of the
samples were determined from Hall measurements in the in-
trinsic conductivity range by using Schmit's formtda

Ey=1.5%—0.25+5.233 10 *T(1—2.08) +0.327%3,
(1)

whereT is the sample temperature.
The transverseq,) and longitudinal p,, magnetore-
sistance were measured in stationary magnetic fields at IIquIQIG. 1. Dependences of the second derivative of the transverse magnetore-

helium and nitrogen temperatures. The field dependences @ktance of sample (b) and of the longitudinal magnetoresistance of sample
these effects and their second derivatives were recorded [»/b) on the magnetic field strength &t=4.2 K.

-ai’gz/aui’, arb. units -a’;;,,/auz, arb. units

0 5 H.00 10 15
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TABLE |. Physical characteristics af-CdHg, _,Te samples at 4.2 and 20 K.

m*/mg, 102 mg/mgy, 1072 lg|
n, s

Sample x, mole T, K Eg, meV 10% cm2 10° cné/V s Exp. Theor Exp. Theor Exp. Theor y
1 0.19 20 61 14 184 - - - - - - -

4.2 55 8 265 0.81 0.88 0.44 0.49 112 104 0.95
2 0.226 20 119 3.12 45 - - - - - - -

4.2 115 1.08 70 1.38 1.32 1.08 1.03 58 74 0.28

A N 213 According to Tsidil’kovskii** the spectroscopic splitting
= 2/3 c 22/ i [
Hy=n"*-— (v2n?) M21 (VWM+yM=-g)| . (3 factor determining the scale of the splitting of Landau levels
- can be represented in the form

where B=gm*/2m,, m* being the effective mass of an Mo A
electron at the Fermi level amu, the mass of a free elec- lg|=2— 3E.+2A" (4)
tron Mo *=g

The value of 3 was determined by us from the ratio whereA is the energy of spin—orbit splitting of the valence
H, /H," for split peaks of the first maximum and amounts toband. The obtained values gffor the two samples make it
0.454 for the first sample and 0.4 for the second sample. possible to estimate the energy of spin—orbit splitting

The value of the electron effective mass at the FermiA~0.8 eV.
level was determined from the ratio of experimentally mea-  In the case of narrow-band materiadsy> E,, and hence
sured amplitudes of the peaks for sample 1 for 7.8 kOe alhe spin—orbit interaction weakly affects the value of the
T=4.2 and 2.19 K and was found to be =8.1- 10 *m,. g-factor. At the same time, thg-factor strongly depends on

The determination of the Fermi level ener@E for  small variations of concentration in the vicinity of the junc-
small quantum numbemd should be refined. The resonance tion between a gapless semiconductor to an ordinary super-

condition conductor, which is associated with the corresponding varia-
L L H tion of the effective mass at the Fermi level.
e The departure from parabolicity of the conduction band
N
=N+ 2 +— =—— . . .
Er (N 2 fre 2 Phoc, where m*c’ in the Kane model is characterized by the parameter

y=keP/Ey,"® whereke=(372n)? is the wave vector for

and formulasg2) and(3) lead to electrons at the Fermi level, and the matrix element of the

. (N+1/2+ B12) momgntum ({p)lelr(?tor for GHg,_,Te alloys .is R=8
EF =121 — " X 107° eV-cm™ =" The spectrum of charge carriers is para-
[ZN_oVM+ M+ 5] bolic (E~k?) when the conditiony<1 is satisfied, this is
(N+1/2— B12) observed near the bottom of the conduction band. As thg
EN-=1.21E; band gets filled, the energy—momentum relation starts devi-

[ER‘A :1N+ NGRS ating from the quadratic law. The parameterf®r samples 1
PP o o3 - . . and 2 given in Table | give an idea about the extent of non-
where Ep=(#%/2m™)(37°n)"" is the Fermi level in zero  parapolicity of the conduction band at the Fermi level in both
magnetic field. For smalN, the oscillations of the Fermi  5caq

level in a magnetic field can noticeably affect the values  Tapje | shows that the values of the effective mass at the
being meastl[ed. For exan11+ple, fer=0.454 we haveEe Fermi level and at the bottom of the conduction band as well
=115%¢, Ep =1.0&¢, Eg' =1.06E¢, and so on. SinCeé ag the value of the-factor at the Fermi level are in good
the value of the effective masa™ at the Fermi level was  5greement with the theoretical values both for a sample with

determined from the ratio of oscillation amplitudes . & strong deviation from parabolicity in the conduction band

of the conduction band, where?=[1.06(2E/Eg)+1],

which gives m§=4.38 10 ?m,. Calculations based on This research was carried out under financial support of
Kane’s two-band model give the values =0.88 10 2m,  the Russian Foundation of Fundamental Studpesject No.
andm} =0.49 10 °my. 97-02-16545

Here E;=0.055 eV at 4.2 K andEg=ehm* A(1/H)
=0.022 eV, where\ (1/H) = (2e/Ac) X (1/(37%n))?2is the  *E-mail: kamilov@physics.sinol.ru
period of oscillations. Using the values gfand the effective
massm* obtained at 4.2 K, we obtain the value of the kh.I. Amirkhanov, R. I. Bashirov, Yu. E. Zakiev, and A. Yu. Mollaev, in
g-factor at the Fermi |eve||;g| =112. Abstracts of Papers to the IX All-Union Conference on Low-Temperature
; P ;. Physics Leningrad(1962; Kh. I. Amirkhanov, R. I. Bashirov, and Yu. E.
Carrylpg out a similar procedure for sample 2.' \.Ne obtain Zakiev, Dokl. Akad. Nauk SSSR48 1279(1963 [Sov. Phys. Dokl8,
the effectwe mass and the spectroscopic splitting factor 1g5(1963]; Fiz. Tverd. TelaLeningrad 5, 469(1963 [Sov. Phys. Solid
given in the table. State5, 340 (1963].
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Continuous radiation of excimer complexes in argon and neon crystals
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This research is devoted to an analysis of continuous luminescence spectra of argon and neon
crystals in the ranges 4—-7 and 9-17 eV, respectively. The experimental results of this

research are compared comprehensively with the data on the gaseous phase and with the
luminescence of exciplexes of inert-gas halogenides. It is proposed on the basis of the detailed
comparison of different experimental data that the continuum with a peak at 6.2 eV can

be identified with radiation decay of the excimer complex @r. The formation of a similar
exciplex Ng O~ with charge transfer is observed in the neon matrix doped strongly with

oxygen. © 1998 American Institute of Physid$S1063-777X98)01006-9

1. INTRODUCTION inert gases both in the gaseous statéand in crystald®-23
In contrast to the second continuum3RR+R) and first

Broad continuous radiation in the VUV spectral region iscontinuum (B* —R+R), the nature of the third continuum
typical of complex processes of energy relaxation in exciteds not completely clear. It lies approximately 3 eV below the
inert gases R and their compounds with other elements radiant energy of R and hence cannot be attributed to neu-
(RX)*. This radiation can be due to the following three tral excitations of noble gases;R Its origin can be associ-
factors:(1) the presence of a broad energy gap between thated either with a system of higher-lying ionic states of pure
excited (R) and the groundR) state of a rare gas2) the inert gases (R,R5"), or with a system of lower-lying states
formation of strongly coupled molecular excimer§ Bnd  of compounds of inert gases with impurities. At present two
RX* in the excited state, an@®) the steep repulsive term of basic versions of the origin of the Il continuum in the gas-
the ground state Rand RX, which determines the broad eous phase exist: (A) R;*—R*'+R®?* and (B)
continuous spectrum of the observed radiation. The couplingR3")* ~R*+R".% It is assumed that radiative transitions
in excimer molecules can be of various natures. We camccur to repulsive terms of ionic states. At the same time,
single out the three basic types of interaction: resonant intettransitions to bound lower-lying molecular terms Rnd
action, covalent bond, and interaction with charge transferR3" were not observed in the spectra of the gaseous phase. In
The resonant interaction is observed in compounds of the Rthe solid phase, the continuous radiation in this spectral
type. The dissociation enerdy, for such molecules is usu- range was assumed to be of impurity origin since its intensity
ally low (<0.7 eV)! The covalent bond is manifested dur- increased upon addition of oxygen and nitrofféfiand de-
ing the interaction of noble gas atoms with the lowermosicreased after purification of the initial g&&>° In some
valence excitations of other elements, e.g., oxygenpublications:>®?this radiation was attributed to excimers
RO* (1S,'D).% The binding energy varies from 0.1 to 0.7 eV (RO*). Subsequentl§?*another version was put forth. An
and attains its maximum value in heavy inert gases. Comanalysis of photoexcitation spectra for the Il continuum in
plexes R X~ with charge transfer are characterized by thesolid argon proved that for the excitation energy above the
strongest coupling and are typical of halogenides of inerbottomE, of the conduction band, the probability of popu-
gases withD.~5 eV.! Such complexes are also inherent in lating the states responsible for this radiation is approxi-
compounds of inert gases with other elements with positivenately twice as high as for the energy of exciton excitation.
affinity to electron: H, OH, O, and %75 In real molecules, This observation formed the basis of the assumption con-
several types of interaction can operate simultaneously. Oweerning the ionic origin of the observed continuum, namely,
ing to a large depth of the potential well for'R~ com- its affiliation to (Ar;)* in analogy to versionA) for the
plexes, the radiant energy of such molecules is much lowegaseous phase. The aggregate of data on the temperature
than for B . Thus, excimer continuums of inert gases anddependence and thermoluminescence obtained in Refs. 22
their compounds can be observed in a wide spectral rangend 23 can be described under the assumption that positive
from 9.7 eMAr}) to 1.7 eV(Xed), which makes them at- and negative charges generated during excitation are accu-
tractive objects for laser generatiof’ mulated in the crystal. Thus, the main problem at the present

Recently, the attention of researchers was attracted bgtage lies in the establishing the fact that the origin of IlI
the “third continuum” (Ill) observed in luminescence of continuums in the gaseous and solid phases is the same. It is

1063-777X/98/24(6)/12/$15.00 440 © 1998 American Institute of Physics
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FIG. 1. Spectra of the Il continuum in the gaseous phase of Ar for various
gas densitiesp, cm™ %10 (curve 1),2% 1.3x10 (curve 2),%7 2.7x 10%°
(curve3),?” 4.6x 107 (curve4),!! p=2.2x 10?2 cm Y(H).

also important to determine radiant states in each phase tak-
ing into account peculiarities of energy relaxation.

For this purpose, we consider in greater detail the results
of experiments with argon. The spectral parameters of the Ill
continuum in the gaseous phase of Ar turned out to be very
unstable, and the results were contradictory in some cases.
The position on the energy scale, half-width, and intensity
depend considerably on the gas pressure and other experi- 4 A 6 8
mental conditiongFig. 1).8:11:27:28 i

An increase in the gas densipyfrom 10 to 10'° cm—2 FIG. 2. (a) Luminescence spectrum for ArO in the gaseous pha%& the
leads to a decrease in the ratio of intensities of the Il and |Hashed curve corresponds to pure Ar radiatidn. Schematic diagram of
continuums by a factor of 25, and the ratig /1,=0.2 for ~ A'© potentials.
P=1 bar(p=2.7x 10" cm3).2":28 A further increase in the
Ar density (upon a transition to solid argdnto p
=10?% cm 2 can lead to further decrease in this réfiilein nescence in the gaseous and solid phases of argon necessitate
and Carvalh®" noted that the intensity of luminescence of a more detailed analysis of its origin. The search and analysis
the 11l continuum in the gaseous phase was quite high, but iof the Il continuum in the luminescence of solid Ne are also
was not observed in the liquid and solid phases. Howeverf considerable interest. Recent studies revealed its presence
other authors(see, for example, Refs. 15-)18ported on in the gaseous phas&®® The observation of a similar con-
continuous luminescence in crystalline argon with a peak atinuum in the crystal for which the existence of positive;Ne
6.25 eV, whose position was virtually independent of experidons was proved in Ref. 32 could clarify the ionic origin of
mental conditions. The intensity ratlg, /1, for continuums luminescence of the Ill continuum in inert gas crystals.
in the crystal was determined by the purity of the initial gas  In this paper, we describe the results of analysis of pure
and increased after the addition of oxyd&i® A similar  and impurity Ar and Ne crystals with a high oxygen concen-
continuum with a peak at 6.3 eV along with two other banddtration. The experimental technique is described in Sec. 2,
at 7.6 and 7.1 eV was also observed in the solid mixtureand the main experimental results obtained from an analysis
Ne—Ar—0,.%° It should be noted that, conversely, the addi-of concentration and temperature dependences of continuous
tion of oxygen in the gaseous phase led to the suppression afminescence in Ar and Ne are presented in Sec. 3. Sections
the 11l continuum® Recent experiments with gaseous mix- 4.1 and 4.2 are devoted to an analysis of spectroscopic prop-
tures of argon with oxygen-containing molecules revealeckrties of the observed radiation in Ar and Ne crystals as well
the presence of three narrow excimer luminescence bandss the Il continuum in the gaseous phase. A comparative
with peaks at 8.3, 6.8, and 6.0 é¥31 The two latter bands analysis is carried out for luminescence of the molecular
lie against the background of a broad continuum viith,,  continuum Il of A . In Sec. 4.3, it is proposed that the
=6.52 eV (Fig. 2). The observed bands were attributed tocrystalline continuum in argon should be identified as an
transitions from the lowermost state of the complexexcimer compound with oxygen. A comparison is made with
ArtO~(II) with charge transfer to the ground energy levelfluorides of rare gases. Peculiarities of excitation spectra and
and two lowermost valence terms APO’I) and temperature dependence are discussed in Secs. 4.4 and 4.5
ArO* (13 and 1) respectively(Fig. 2b). proceeding from two points of view on the origin of the llI

Close spacing but different behavior of continuous lumi-continuum. Finally, in Sec. 4.6 estimates are made and as-

E,ev.

Ar(*P) +0*('S)
Ar(°P)+0"('D)
Ar(*P)+0 (°P)
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sumptions concerning the identification of luminescence ob-
served in concentrated Ne—O mixtures are formulated. 100

2. EXPERIMENTAL TECHNIQUE 50

Spectroscopic experiments with pure crystals of the inert
I ; = =30 H

gases Ar and Ne as well as their mixtures with oxygen were
carried out by the method of luminescent analysis with the 0L I8 Y L e
excitation of samples by monochromatic electrons with the
energyE.=2 keV. The crystals were grown by evaporation
from the gaseous phase at the condensation temperBture Ar;
=8 K for Ne andT,=30 K for Ar and then cooled slowly. 1001 H b
The obtained polycrystals were optically transparent. The -
initial gases were preliminarily purified from impurities in a

. A . : 50F
special setup by using liquid lithium. Optical experiments AN
were made in a helium flow cryostat with controlled tem- =10
perature of a copper substrate in the range from 2.5 to 78 K. 0 %" N \ N ; s
Radiation was recorded simultaneously in the visible and 4 6
VUV spectral ranges by using spectral devices DFS-24 and
VMR-2 in the individual quantum counting mode. The spec-
tral resolution was 0.015 and 0.05 nm for the visible and VU 100 H c
ranges, respectively. The working vacuum in the cryostat

was sustained at 10° bar. The experimental technique is
described in greater detail in Ref. 20. 50+ G

/\30 =30 Ar;

3. RESULTS 0 ! I | l ) M

3.1. Argon 4 6 8 10 12
E,ev

I, arb. units

Figure 3 shows luminescence spectra of Ar crystals
grown from the initial gas of various purity and molar con- FIG. 3.‘ Luminescence spectra for Ar@rystal with various oxygen con-
centrationc of oxygen varying from 10 to 1%. The spectra  centrationse,%:10°* (a), 10" (b), and 1(0).
contain the well-known molecular continuum(ll)

Ar;_(lézJﬂx %q) with Epa=9.8 €V and the continuous jhtermediate concentration=10"1%.8 It should also be
radiation (111?) under |nvest|gat|oq observed |n.the interval oted that a similar continuous radiation with a peak at 7.6
from 5.6 to 7.1 eV. The peak of this continuum lies near 6.25,y/ \yas observed in the spectra of argon containing nitrogen,
eV and has a half-widtiA = 0.8 eV. In addition, one more peak intensity being also attained =10~ 1% N,

weak continuous band = withEp,=4.92eV and A Figure 5 shows the variation of the shape and position of
=0.335 eV was detected in the range of near UV radiationihe G andH bands in Ar crystals for oxygen concentrations
We denote these continuumsldsandG, respectively. The \arving from 103 to 1%. In spite of considerable variation

bandG is approximately two orders of magnitude weaker s imnyrity content, and hence the radiation intensity, the
than theH band. The intensity ratio for these bands is virtu-

ally independent of oxygen concentration. In the visible
range of the spectrum, we also obseRletthe well-known
luminescence of the excimer complex Ar@ 'S —11'3)
with E,.=2.2 eV, whose intensity increases after the addi-
tion of oxygen. For a high concentration of, @ the Ar
matrix (c~1%), the spectrum also acquires a series of mo-
lecular bands corresponding to radiation of;(Q %A
—X337), and lying in the range 1.8-3 &Y.

An increase in oxygen concentration intensifies the lu-
minescence of continuurll due to quenching of intrinsic
luminescence of the matrix. Figure 3 demonstrates the redis-
tribution of intensities between the bands of;Aand H in
favor of the latter band upon an increase in thecontent in
the matrix. Figure 4 shows the dependence of the intensity
ratio |1/l on oxygen concentration on the logarithmic
scale. In the Qconcemratlon range from 10 to 1%, the FIG. 4. Dependence of the relative intensity of tieband on the oxygen

ratio IH/IAr vari_es approximately by a faCtor_ of 250. The concentration in the argon matrix. The arrow shows the position of the
absolute intensity peak of thel band is attained for the absolute intensity peak of thé band'®

log (1, /1,)

log 002



Low Temp. Phys. 24 (6), June 1998 Belov et al. 443

centration and attains its peak value approximately at 1% Xe.
The dependences of intensities of BeandH bands on Xe
concentration are absolutely identical. These dependences re-
semble the corresponding dependence for XS
—113). Although the addition of Xe also leads to quench-
ing of intrinsic luminescence of Ar, the shape of thé,(c)
curve differs considerably from that dfy,(c). The latter
virtually remains unchanged in the region of low Xe concen-
trations, i.e., is less sensitive to the inert gas impurities than
theH band. This is probably due to the fact that the decrease
in the intensities of th& andH bands is mainly due to the
interception of excitation by lower-lying terms (X&Q

Concluding the section, let us consider the temperature

dependences for the, ArO*, and A bands. In this case, a
E.ev correlation in the behavior of luminescence of tHeand
FIG. 5. Dependence of the shape and position of Ghand H bands on ArQ* bands' under various experimental conditions is also
oxygen concentration: solid curve corresponds to 1%l dashed curve observed. Figure 7 shows the temperature dependences for
to 10 “% O, (normalized intensity The spectrum of gaseous #pure and ~ samples grown from preliminarily purified and nonpurified
with 1% O, impurity) is also showri? gaseous Ar. The ratio of the intensities of tHeand Af
bands aff=5 K was 0.16 and 1.2, respectively. The shape of
. ] the I 4(T) curve clearly depends on the sign of temperature
shape of both bands virtually remains unchanged. Only radient. Sample heating leads to a step-wise change in the
small shift of the peak towards lower energies is observe tensity with a kink nearT=13 K. This segment of the
from a high concentration of O This shift amounts t0 0.07 temperature dependence is similar to that observed in Refs.
eV for the H band and 0.08 eV _for th& band. A weak 18, 23 and 35. Sample cooling down to very low tempera-
dependence of the shape of luminescence bands on 0xyggfles leads to a monotonic increase in the intensities ofithe
concentration differs basically from the changes occurring ingnd Arcf bands. The behavior of such bands obviously dif-
the gaseous phase, in which the addition of oxygen lads ters from the behavior of A1(T) whose intensity, on the
the emergence of two narrower bands corresponding to thegntrary, increases with temperature. This increase is of a
compound Afof(gn) against the background of the ini- siep nature. The intensity of 3¢T) starts increasing ap-
tially observed continuurif: The difference between the roximately at 15 K, and the shape of this curve is similar to
spectra of strongly and weakly concentrated solutions ofnat of defective component of radiation of ). It was
crystalline Ar is insignificant, indicating the invariability of ¢5,nd that the total decrease in the intensity of théand:
the corresponding emitting centers in nominally pure Ar andy | a= (T —14(Tre) IS NOt connected quantitatively
in the crystal containing an appreciable amount of oxygen. \vith an increase in the intensity of the Arand: Al 5,

The additiqn of xenon to Ar crystals containing OXygen —| (T, )=l (Tma). In @ pure sampleAly /Al ,=0.23,
leads to effective quenching of tt@ andH bands(Fig. 6. hjle the value of this ratio in a sample containing impurities
The luminescence spectrum acquires in this case the charag- 54 order of magnitude larger and amounts to 3.4. The
teristic bands Xe®(2'%—113), described by Goodman general form of theAl(T) curves is shown in Fig. 8. The
et al** The intensity of these bands increases with Xe CONthanges in the intensities of théband upon heating of the
sample Ar-10%% O, are more pronounced, while for the
Ar} band they are less significant.

It should also be noted that Ar crystals with a high oxy-
gen impurity concentration display clearly manifested ther-
moluminescence in the molecular transitions of oxygen
C3A;—X3%%, . In the absence of an additional excitation,
the heating of preliminarily irradiated samples led to the
emergence of bluish glow d=15 K (see Fig. 7. The ther-
moluminescence intensity peak was attained at 23 K, while
its complete quenching was observed at 28 K. However, we
never observed thermoluminescence oftther ArO* bands
even for a high intensity of their luminescence in the cathode
luminescence spectrum.

100

50

I, rel. units

1, arb. units

1t TN PP B,
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log Cxe Figure 9 shows the luminescence spectra an impure of
FIG. 6. Suppression o andH bands by Xe impurity in Ar crystals. The N€ crysstal and the IlI cqntmuum qbserved In the gaseous
obtained curves are compared with intensitigs | ao, andlyeo. phase€® The crystal obviously emits no radiation which
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£
5
— 20} energy level®P are characterized by the highest intensity,
while in the visible range the most intense transition takes
place between the valence states ¢f(&—1D). It should
be noted that the luminescence associated with(!®
0 —1D) is an analog of the transition of AfQ2 1S —113)

T.K in the argon matri¥%%’
FIG. 7. Dependence of intensities of the3ArArO, andH bands on the The addition of Xe to the solid solution Ne;@ads to
crystal temperature for various oxygen concentratiof$:10 3(A) and ~ Suppression of oxygen atomic center$ @nd to an increase
10" 4(0). The arrows indicate the direction of the temperature cycle. Thein the excimer bands of XéO As in the case of the Ar
solid curve shows the thermoluminescence spectra for 2tgon molecu- matrix, the dependence of the intensitiE[SD* (53)] and
lar oxygen(our resultg. w1 .
I[O*(*S)] on the Xe concentration mutually correlate, but
differ significantly from the quenching of intrinsic lumines-
cence of N&(3P,—1S,) (Fig. 10.
could be identified with this continuum. The luminescence
intensity is mainly concentrated in the quasi-atomic transi4. pISCUSSION OF RESULTS
tion Net (3P, —1Sy). The intensity of molecular lumines-
cence of N& lying near 16.6 eV approximately 1/4 of the
intensity of radiation associated with N¢P,—1S,). Be- Let us analyze the available data in three aspects. For
sides, one more weak band wiHy,,=11.65 eV and half- this purpose, we compare the results of investigations in the
width A=0.23 eV is observed. We are not aware of any in-gaseous and solid phases, compare the Bgsy&em with
formation of this band in the gaseous phase. The addition ahe Rg—Fk systems for which numerous results on the struc-
1% of oxygen to the Ne matrix increases the intensity of thisure of excimer complexes in the gas and in the matrix have
band significantly as compared to the molecular luminesbeen obtained, and also compare the main features of radia-
cence of Ng (Fig. 9b), but its value is at least an order of tion of bandsG andH in the Ar matrix with the behavior of
magnitude smaller than the intensity of quasi-atomic lumi-the excimer Ar®(2'3) with a valence bond.
nescence of O in the Ne matrix for any concentration of First of all, let us carry out a detailed analysis of spec-
0,.%" In the VUV spectral range, the transitions from the troscopic parameters obtained for the Il continuum in the
lowermost Rydberg states of*@*S and 3S) to the ground gaseous and solid phases in order to determine the effect of

4.1. Argon
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=6.525 eV, while the half-width isA=0.52 eV. Accord-
ingly, the energy shift relative to thid band in the crystal
towards higher energies amounts approximately to 0.3 eV.
An increase in pressure and registering time leads to a con-
siderable broadening and shift of the peak towards lower
energiessee Fig. 1 An increase irt 4 from 3.5 to 100 ns
increases this shift to 0.6 €¥/,so that the displacement rela-
tive to theH band towards lower energies now amounts to
0.3 eV. Similarly, an increase in pressure shifts the peak of
the 11l continuum successively from 6.52 eVR#t0.2 bar to
5.64 eV atP=2 bar. The overall contour of the band be-
comes much broader, and the Il continuuniPat17 bar has
three peakdat 6.7, 5.64, and 5.0 e\of approximately the
same width and intensity, embracing the range from 8.3 to 4
eV. A transition to the solid phase is associated with a fur-
ther increase in pressure, and hence in the atomic density
from 4.6x10°° to 2.2x 10?2 cm 3. The inverse process of
convolution of the multistructural wide-band luminescence
into a single band with E,,,=6.25 eV and the half-width
A=0.52 eV appears as hardly possible in view of the follow-
ing considerations. During a transition from the gas to the
solid, the Il continuum of A} is transformed only slightly®

The shift of the luminescence peak of Atowards lower
energies amounts to only 0.04 eV, which is an order of mag-

FIG. 9. (a) Luminescence spectra of a nominally pure Ne crystal and Ill nitude smaller than the shift of tHé band relative to the Il

continuum in the gaseous phasiashed curve (b) Luminescence spectra of  continuum in the gas. In this case, the width Ofgﬁband

a Ne crystal with 1% oxygen impurity. decreases by 0.13 eV, while thebands, on the contrary, is
broadened by 0.3 eV as compared to the @& Fig. 5.

matrix environment on the luminescence under investigation! NuS; the luminescence parameters of the Il continuum of
The shape, position, and width of the IIl continuum radiationA'2 , which is obviously of the same origin in the gaseous
in gaseous Ar are close to the parameters ofHheand in ~ @nd in solid phases, change insignificantly under the effect of
the crystalline phase only in narrow limits of experimental the matrix environment, which differs basically from the be-
conditions, i.e., under low gas pressuRes0.2 bar and short havior of the Il continuum under similar conditions.

time of radiation registering t(,;<10 ns)?"?® Figure 1 _This conclusion is also confirmed by the measurements
(curve 1) shows the shape of the gaseous Il continuum obof I|f§tlme of the Il and Ill continuums. For the Il continuum,
tained apparently in the most pure form owing to the pulsedhe lifetime of the shorttq) and long ¢;) components do
excitation technique and low gas pressure. This made it podlot undergo significant changes in the crystalline environ-
sible to eliminate the contribution from luminescence ofMeNt:ty=5, 5.5, and 3.2 ns in the gas, Ne matrix, and solid
three-atom molecules of 4128 Under these conditions, the AT, respectively. The lil continuum displays a completely
position of the peak of the Il continuum in the gasHs,., different beha_vlor. The lifetime of Iummescence_ in the gas-
eous phase Witk ,,,=6.5 eV amounts to 5 ris,while in the

solid phase it apparently increases to several hundreds nano-
seconds according to the measurements for the band with
Emax=6.3 €V in solid neon with an Ar impurity® Such a
considerable increase in the lifetime of the same state upon a
transition from the gaseous phase to the crystalline matrix is
hardly probable.

In the light of this comparison, the identification of tHe
band in solid Ar with the Ill continuum in the gaseous phase,
which is associated with the luminescence of JJr or
(Ar%*)* appears as problematic. In this connection, we con-
sider the results characterizing the probability of lumines-
cence of ionic and neutral states depending on gas pressure
in the case of electron excitatidh The initial probability of
2 populating the ionic states ‘Ris approximately equal to

80%. As a result of recombination and relaxation processes
FIG. 10. Suppression of quasi-atomic oxygen centers in solid Ne by intro—WhICh are ac_celerated qqn&derably !JpOh a_n Incréase in pres-
ducing Xe impurity: G (°S)(W), O*(1S)(0), and intrinsic luminescence SUre, the ratio of densitie of emitting ionic and neutral
of Ne*(A). molecules becomes much smaller. For the luminescence

- Ne'(3p))

10 -A-—-A\A

1, arb. units

log Cy,
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TABLE |. Luminescence energy peakr andEgg for fluorides and oxides of inert gases and half-widihg of corresponding spectral bands. The energy
values are in eV.

Fluorides Oxides
Gas
Molecule Transition Ere A Molecule Transition Ero Ay
SII—°11 8.27 0.34
ArtFo 25,23, 6.42 0.31 AFO~ SIM-13 6.7 0.14
M- 6.05 0.23
ArgF- ’g,-2B, 4.35 0.60 Ar;O~ - 6.6* 0.7*
Crystal
6.25* 0.67
+— 2R _2 +O— _
ArjF B,—?B, 3.94 0.60 Ar;O 4,80+ 0.34

Remark:Our estimates are marked by an asterisk. Double asterisks show our results.

recording timet,,=10ns and pressureB=1.4, 8.5, and 4.2. Neon

: — -2 -2 . . .
42.5 bar_,athe rat'ON(R;)*/N(Rz)*_—L:’Xl_O , 2X10 A comparison of the continuous luminescence of Ar
and <10, respectively. Extrapolating this sequence to théyith the neon spectra does not confirm the identification of
limiting case of a solid, we can assume that the ratio Okne ||| continuum in a gas with the continuum observed in

luminescence intensities of ionic and neutral states shoulghe solig either. In contrast to argon, crystalline neon does
not exceed 10°. However, the observed banésand A not exhibit a luminescence similar the Il continuum, al-

have comparable intensities. The probability of excitation Ofthough the experimental conditions for the two gases are
doubly ionized states R under electron excitation of the quite identica?® The energies of stabilization of molecular
gas amounts to only 7% as compared .8 On the other  jons R} calculated in a solid Ne and #rhave comparable
hand, the probability of & quenching as a result of disso- yajyes:—1.1 and—0.7 eV respectively. Hence it follows that
ciative recombination with electrons is four times higherine @ centers, which are stable in solid Ar, must be equally
than for R ,“* which additionally decreases the probability stable in solid Ne. The potential curves of ionic states of
of luminescence from these states. It should be borne in mindegn and argon are also similar. Consequently, it would be
that the rate of dissociative recombination in solid Ar is twopatyral to expect the emergence of the 1l continuum lumi-
orders of magnitude higher than in the gaseous phase due {ascence in the solid state also if it exists in the gas. And
an increase in the electron mobillty. Thus, nonradiative conversely, the absence of continuum must reflect the prin-
perishing of ionic states with a high density of the substancgipa| difference between neon and other inert gases including
apparently becomes predominant. At any rate, the quantumgrgon. This difference can be associated with the absence of
radiation yield for the Il continuum amounts to only 5% axcimer compounds of neon with oxygen, as proved
even in a gas with the densify=6x 10" cm ® and contin-  earlier22° For this reason, we shall consider as the second
ues to decrease upon an increase in presSure. stage of discussion the version of the impurity origin of the

Comparing the spectra of the gaseous and solid phasg$ hand proceeding from the results of analysis of binary
of argon, we can also observe that the crystals containing gixtures Ar-Q and Ne—Q.

nitrogen impurity in addition to oxygen impurity display an-

other continuum lying on the high-energy side of thdéand _

(Emax=7-6 €V). This continuum has the width and shape4‘3' Oxides of rare gases
similar to those foH and exhibits the same dependence on  Experiments demonstrate considerable enhancement of
the N, concentration as the dependence ofltheand on the the H and G bands with increasing oxygen concentration,
O, concentration. In the gaseous phase, no analog of thiwhich suggests their relation with the formation of excimers
radiation was observed. At the same time, similar continuoug\rO* . This assumption is confirmed by the well-pronounced
bands were detected for Kr and Xe crystals containing the Ncorrelation in the behavior of thd and ArO°* bands depend-
impurity in the regions of 6.35 and 5.7 eV respectively. Ining on the concentration of the Xe impurity and the tempera-
our opinion, the existence of another analogous continuurture of the crystal. We also observed similar dependences for
associated with the presence of another impurity makes thguasi-atomic centers*@®°S) and G (}S) in solid Ne, which
identification of theH band with the luminescence of (A* also confirms the effect of oxygen on theband. Neverthe-
dubious. Indeed, the enhancement of thdand due to the less, the spectral characteristics of luminescence of gaseous
stabilization of Ap near Q impurity centers proposed by and solid mixtures of argon with oxygen seem to be quite
Grigorashchenket al?® does not agree with the too large different at first glance, which hampers their direct compari-
energy shift of the second baiftl.2 eV) associated with the son.

N, impurity. The main results of experiments are presented in Table I.
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At low pressures in the Ar—0.1% Qgas mixture, excimer from the state AfO~(°II) to the energy level XII and
luminescence with a peak at 8.3 eV with a strong asymmetrit 13, in the gaseous phagé&(X 3I1)—E(113)=8.3—-6.7
in the high energy range prevails. The same spectrum is typi= 1.6 eV]. The ratio of the intensities of thd andG bands
cal of all halogenides of rare gases'®, including is also of the same order of magnitude as the ratio of the
ArfF (2 —23). Luminescence near 8.3 eV was attributedintensities of the peaks at 8.3 and 6.7 eV in the gaseous
to a similar transition AfO~(3I1—3IT).*° Subsequently, phase The lifetime of theH band (=270 ng*® is quite
two other peaks at 6.7 and 6.05 eV were detetfédThese comparable with the luminescence lifetime  of
peaks are associated with transitions from the statérsF (7=200 n3. Finally, the energy shift and broadening
ArtO~(I) to the lowermost energy levels of the valence of theH andG bands relative to the luminescence of /&~
compound Ar3(11S and 2M). The intensity of these Matches with the same parameters for; At relative to
bands is at least an order of magnitude lower than the interAr "F . It should be noted that the decrease in the energy of
sity of the main peak at 8.3 e¥The luminescence lifetime transiton of Ap O~ as compared to A0~ (AE
=150 ns of the bands 6.7 and 6.05 eV, but for the band 8.3 1.55 eV) turned out to be slightly smaller than for similar
eV it was not measured. However, its order of magnitude cagompound of argon with fluorin€2.07 eV), but lies within
be estimated at approximately 5 ns sineel0 ns for a simi- the  limits ~ obtained  for ~ XgF (1.5eV)* and
lar luminescence of XeO (3M—3M),* r=4ns for Xe;D (1.46eV.* This discrepancy can be due to a de-
ArtF (33 —23),* and =12 ns for Xeé F (23 —?23).43 crease in the binding energy in the 0~ molecule in view
None of the observed luminescence bands of@r in of a weaker affinity to electron in the oxygen atom as com-
the gaseous phase can be directly transformed intoHthe Pared to the fluorine, which amounts to 1.465 and 3.4 eV,
continuum observed in the solid phase. The widths of thesEeSPectively. On the other hand, the repulsive term of the
bands in the gas are too small as compared téithand. As ~ 9round state of A0 is in all probability steeper than for
we go over to the solid state, the widths of excimer band€\r2F, Which can also lead to a relative shift in the transition
usually become smaller due to acceleration of vibrationaPnergy towards lower values.

relaxation in the excited state. This can be clearly seen for _Since the exact calculations of the potentials of@r
the luminescence band of XE in solid argorf4 On the and Ar"O™ which would confirm the validity of this assump-

other hand, a comparison with the spectra of Arg&s mix- tion have not been made, we can estimate the luminescence

tures shows that a comparatively narrow band of &r  €nergy of A5 O™ in the gaseous phase only approximately
(Ema=6.42 €V,A=0.31 eV} is observed at low pressures as PY Using the method proposed by Wadt and |‘—‘IBthe+ de-

in Ar—O, mixtures, while another continuum having much Cr€@se in the transition energy of 70" relative to Ar'O
larger width and corresponding to a lower ener@, a;souated with the formation of the additional _bond_nj_*Ar
=4.35 eV,A=0.60 eV} which can be identified as the lumi- will bf assumed tg be equa] to the energy of d'sso‘?'a“"” of
nescence of AfF~ appears aP=2 bar. In the solid phase, D(Ar;)=1.23 eV* Subtracting the additional repulsive en-

the band A*F- disappears completely, while the & u- ergy of Ar, in the ground state for the equilibrium distance

+\ H _ 50 H
minescence is shifted by 0.4 eV towards lower energiesre(ArZ)_z'%A’ I.e., AE(Ar)=0.74 eV,” we obtain the

which corresponds to the matrix shift of excimer Iumines-Iumlnescence energy for A0

cence in inert matrice§. One more weaker and broader band E(Ar; O)=E(Ar*O~)—D(Ar;)—AE(Ar,)=6.3 eV. (1)
with E.,=3.49 eV was attributed to AF~ luminescence.
Thus, it would be natural to attribute tentatively tHeband

to Ar, O~ luminescence. If the matrix shift for 40~ is the
same as for AfF~, the A O~ band in the gaseous phase
should be observed near 6.6 eV. This means that the ba
virtually overlaps with the 1l continuum in the gas, which
naturally hampers its direct observation. This assumption i4-4- Excitation spectra

confirmed by a small but noticeable increase in the lumines- | the light of the above assumptions, let us consider in

cence intensity of the continuum in the region of 6.5 eV i”greater detail the excitation spectrum of tHeband, which
Ar-0.1% G, mixtures atP=2 bar, when the formation of \yas obtained by Ogurtsoet al?? and served as the basic
Ar,O” is quite probable. At the same time, Strickler andyersion of the ionic origin of the continuum observed in solid
Arakava® proved that the Il continuum observed by them atAr. The spectrum contains several peaks in the range below
P=1bar is clearly quenched by oxygen admixture. This sugthe bottom of the conduction bari};, which correspond to
gests the presence of an additional band in the region afxciton absorptiom=1,1' and n=2, 3 (E¢=12.2, 13.7,
6.5 eV, whose intensity increases with thg @ncentration. and 13.9 eV as well as an additional peak identified as the
According to the identification proposed for theband,  surface state near 13 eV. A smooth ascent of the effective-
the luminescence of th& band can be associated with the ness of excitation, which also continues ab@yg starts at
transition from the state A0~ to the energy level AO* approximately the same energy, i.e., 1.3 eV below the con-
connected genetically with the state Ar(1'X). Indeed, duction band. The second stage of the ascent, which attains
the difference between the radiant energies ofHhandG  peaks near 33 eV, starts at the energy 23 eV, i.e., slightly
bands iSE,{H)—Ena{G)=1.48 eV. This value coincides below 2E.,. In our opinion, this spectrum does not contra-
to within 0.1 eV with the energy difference for the transitions dict the identification of théi band with the luminescence of

Taking into account the roughness of the estimate, we
can say that this value virtually coincides with the energy of
continuous luminescence observed in the gas mixture of ar-
gpn with oxygen aP=2 bar3!
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Ar; O™, but may cause certain complications in its interpre- ~ The trapping of electrons at oxygen impurity centers can
tation if we presume its ionic origin. Above all, the presenceincrease additionally the efficiency of formation of &

of peaks in the energy range below the bottom of the conthrough the ionic states of the matrix

ductiqn band indipates .po§siblle population of the' corre- Arf+0"—Ar;O™. )
sponding states without ionization of atoms. Otherwise, we

must assume a two-stage excitation of luminescence centers At the same time, the population of A~ during the
responsible for the continuum under investigation. Let useXcitation of neutral states should occur through the intersec-

first consider the most probable one-stage process. tion of the energy levels A0 and A5 O™, which can be a
The excitation spectrum indicates that the surface statkess effective process:
near 13 eV makes a contribution to the formation of lumi- Ar* +Ar—Ar +0—(Ar;0)—Ar; O~ (5)

nescence centers along with excitdn&3/2,1/2) n=1,1",2.
This peak is close to the energy of dissociation limit for ~ Let us now consider the possibility of two-step excita-
ArtO™: E(Ar")—E(07)=14.16-1.465=12.7eV. A fur- tion of theH band, which must be presumed for its attribut-
ther ascent of the efficiency of excitation, which starts froming to the luminescence of (A)* or (Ar5")*. In this case,
this energy, is in good agreement with the above assumptio@xciton peaks in the excitation spectrum must correspond to
The excitation spectrum of the band in this region has the the probability of repeated excitation of (A or (Ar3")
form typical of excitation of impurity centers in the Ar ions frozen in the matrix. It was proved by Ogurtsetval>®
matrix>! and at the same time differs slightly from the spec-that a fraction of ions is indeed conserved in the lattice. This
tra typical of the ionization of matrix atonté.For example, is manifested in thermoluminescence of thg Axand upon
the spectra of photoemission of electrons from crystallind1eating of preliminarily irradiated samples. However, the in-
Ar®2 have a sharper edge near the bottom of the conductiotgnsity of this luminescence is several orders of magnitude
band, which lies only 0.2 eV belo, rather than a smooth lower than for the A}, and hence cannot be registered as a
protracted ascent as in the case of Hidand. The photo- band whose intensity is comparable with that of the band
emission spectrum also has small peaks in the region of exemerging as a result of direct excitation of gAf aboveE,
citon energy, but their contribution to the total intensity is anas follows from the spectrum presented above. It was proved
order of magnitude lower than for tit& band. The origin of in the previous section that the concentration of ionic centers
these peaks is associated with the ionization of residual imamount to a few percent even in the gaseous phase. Natu-
purity in the sample. It should also be noted that the excitarally, this value in the crystal cannot be higher in view of
tion spectrum of théd band considered above resembles theacceleration of recombination processes. Fajardo and
photoexcitation spectrum of the excimer &~ in the Ne  Apkariart® proved, for example, that the density of accumu-
matrix?° The shift of the peaks towards higher energies bylated charged pairs in an inert crystal with 1% of electrone-
0.45 eV corresponds to the shift Bf,(n=1)Ar* in the Ne  gative impurity amounts to only $0cm™3, i.e., does not
matrix relative to the intrinsic matrix, which amounts to 0.5 exceed 10° %. Temperature dependences of tHeband
eV.52 Ogurtsovet al?2 observed considerable difference be-obtained under different experimental conditions can serve
tween the excitation spectra of theband and the defective as an indirect proof of the lack of correlation between the
component of the molecular band3AM ;). This difference intensity of theH band and the concentration of frozen radi-
could be associated with a large contribution of the surfacgals (Ap) in the matrix. We shall consider this question in
states to the luminescence Mf;, which was detected by the greater detail below.
same authors laté. Consequently, the strong effect of re-
flection at the surface could be responsible for the differencg 5 T q q
in the two spectra. On the contrary, a comparison with the ™ emperature dependence
excitation of the defect-free component34AM,) reveals The temperature dependence of Hhiéand has the form
striking similarity of the two spectra with a shift of only 0.1 typical not only of the luminescence of AFQR'S
eV towards the low-energy region for théband. It should —1!3), but also of other excimers in inert matrices:
also be noted that this spectrum strongly resembles the alArN)* in Ar,*® (KrO)* in Kr,%" and (XeOY in Xe.*® The
sorption spectrum of solid Ar in the energy range belowtemperature dependence of the intensity of these bands also
= o4 exhibit a kink at temperatures 12, 28, and 50 K, respectively.
The main distinction of the excitation spectrum of the More detailed experiments with argon revealed that the
continuum under investigation is the large contribution ofshape of the temperature curve can change significantly de-
hole states as compared to excitons. This can reflect a highending on the experimental conditions. Excitation density,
probability of populating AfO~ through the bound ionic impurity concentration, and the rate of thermocycling may

states (Aj0)* and (ArO)": determine these changes to a considerable extent. The re-
combination of oxygen atoms frozen in the matrix at low
Ar*+Ar—Ars +0—(Ar,0) +e” —Ar; O (2)  temperatures obviously make their own contribution to the

observed process. This follows from a comparison of the

building-up of thermal luminescence of the @olecule and

attenuation of theH band illustrated in Fig. 7. A similar

. . L o thermal quenching of (Xe®)bands in the Xe matrix, which
Ar +0—(ArO)"+Ar—(Ar,0)"+e"—Ar,O".  (3) s associated with recombination, is described by Danilichev

or
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TABLE II. Luminescence energly of atoms of inert gases and their compounds with fluorine and oxygen in the gaseoug&ghasdEgq as well as the
luminescence energy differenEy for sequence of elements. The energy values are in eV.

Atom Egr AER Molecule Err AEge Molecule Ero AEgo
Ne* 16.62 5.07 NéF~ 11.48 5.06 Néeo™ - -
Ar* 11.55 1.65 ATF- 6.42 1.42 AFO~ 8.3 1.41
Kr* 9.9 1.59 KFrF~ 5.0 1.48 Kiro~ 6.89 1.61
Xe* 8.31 - XeF 3.52 - Xe0o~ 5.28 -

and Apkariar’® An increase in temperature also leads toscale, which is close to the ionization energy of(B
thermal luminescence of A which is attributed to the re- =12.1 eV). This energy range contains a large number of
combination of the frozen Arcenters and electrons released high-energy Rydberg states of,Qwhich are separated by
from traps: A +e”—Arj .>>°If we proceed from the ver- an energy interval of only 0.1 eV. These states partially over-
sion of the ionic origin of thed band, and hence two-stage |lap with one another or are intersected by dissociation
channel of its excitation, the luminescence of Airoves to  branches of lower-lying weakly coupled energy leveFhis

be associated directly with the luminescence oftheand  apparently leads to rapid nonradiative relaxation of high-
since the excitation of the same frozer;Arcenters is one of energy excitations of D since no emission of oxygen was
the channel of populating (4).2**° Thus, temperature de- observed in this spectral range in the gaseous or solid phases
pendences of both bands should display a certain quantitativgccording to the available data. The absence of a vibrational
interrelation under any experimental conditions. Howeverstructure does not agree with the possibility of a molecular
we observe the opposite pattern: stronger variations of thgansition either. Thus, the observed band should be attrib-
intensity of theH band are accompanied by weaker varia-uted with maximum probability to the luminescence of an
tions of the luminescence of Ar(see Fig. 8 As a result, the  excimer compound of oxygen with nitrogen. The data con-
relative variation of the intensitieAl/Al 5, differs by an  tained in Tables Il and Ill suggd€t*®*?that it can corre-
order of magnitude for samples with different extent of pu-spond to the NgO~ state. The luminescence energy
rification of the initial gas. Such a behavior can be explained=6(Ne; O™) in the gaseous state can be estimated on the
only by presuming the impurity origin of the luminescence basis of the regularity manifested in the sequence of lumi-
continuum under investigation. Finally, the thermolumines-nescence energies in the Ne—Xe sefgee Table I):

cence spectrum for Arhas three clearly manifested peaks at

12, 17, Fz;md 23 K, V\%]ich are not man>ilfested in an;f)way on ES(Ne"07)=ES(Ar"O")+EC(Ne"F) —ES(Ar"F)
the temperature dependence of quenching of Hhband. =8.3+11.48-6.42=13.3 eV. (6)
Summarizing what has been said above, we conclude that the
contribution of two main processes to the temperature depen-, =~ = _ -
dence ofl 4, i.e., the recombination of oxygen atoms frozenTAEG S(NeT )= EC(NeJr_F )- ES(Ne+F )=~ 1'38]’59

in the matrix and the trapping of intrinsic excitons of argonWe can obtain Eh_e .followmg esymate for the luminescence
at these centers, is apparently most probable. The influené€ray of NEO™ it its own matrix:

of defects and impurity concentration should be analyzed in  ES(Ne"O ™ )=E®(Ne"O")—AE® S(Ne'F")

greater detail.

Considering that the matrix shift in Ne is negative

=13.3+1.3=14.6 eV. (7)

Since this spectral region does not contain any radiation
associated with oxygen, we can estimate the energy of tran-
Comparing the fluorides and oxides of inert gases, wasition from the lower-lying state of Ne®~. Assuming that
note that the complexes NE~ with charge transfer possess the energy gain in the formation of this molecule is approxi-

a strong coupling and are observed in luminescence spectrately the same as for NE~, we obtain, in accordance
along with other fluorides of inert gases. At the same timewith Table IlI,

luminescence of such compounds with oxygen has not been

detected to out knowledge. In this connection, we paid spe-

cial attention to the weak emission band in crystalline neorrag g . Energies Er - corresponding to luminescence peaks for tri-
with Ena=11.65 eV. According to our results obtained in atomic molecules in gaseous phase and their shift relative to the eBigegy
this research, the intensity of this band increases upon the the corresponding diatomic molecules as well as half-widths of lu-
addition of oxygen, but it cannot be attributed to atomic tran-minescence bands.

sitions primarily in view of the absence of any energy cor-
respondence with atomic energy levels of .CBesides, a
considerable width of this band and the absence of fine strudie; F~ 10.37; 10.16; 1.11;1.42;

4.6. Neon

Molecule Eryr. €V Err—Egryp. €V Ay €V

ture, which is typical of luminescence of atomic centers in , 8.55 2.93 0.16
) . . . o e ArSF 4.35 2.07 0.60
the Ne matrix, confirm this conclusion. The identification of KrtE- 31 19 B

the band withE,,=11.65 eV with a molecular transition of Xe22+,:— 2.03 15 -
O; was complicated above all by its position on the energy:
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ES(Ne; O )=ES(Ne"O")—ES(Ne'F )+ ES(Nej F) ture dependence of the luminescence ofthigand indicates
the absence of its one-to-one correspondence with the popu-
_1146-29=11.7 (A) lation of the hole centers. The intensity of theband is
=1146-1.4=132 (B) 8) i - i
. . ‘ . apparently determined by the accumulation of free O radicals
in the matrix and by the probability of trapping of intrinsic
excitation of argon by these radicals. An emission band
corresponding to a similar exciplex complex N&~ with
charge transfer was observed in the neon matrix.

The energy of transitionA) coincides to within 0.1 eV
with the position of the energy band with,,,,=11,65 eV.
Transition B) can be associated with upper-lying states
Ne, (P42 1/2u occurring 1.4 eV above the lowermost en-

ergy level Ng (*Ps;.) 1/2u.° The state N§(*Py)) possesses One of the author§l. Ya. Fugol) is grateful to the In-

a much lower binding energy, and hence does not form g mational FoundatiofiSSER for partial financing of this
stable compound with oxygen. The half-widths of the emiSyggearch by the International Soros Program Supporting Edu-
sion bands NeO~ and Ar; O~ amounting to 0.20 and 0.67 cation in SciencdISSER, grant No. Spu072067.
eV are in good agreement with the luminescence parameters
of fluorides of inert gases. The corresponding values of
Ne, F~ and A, F~ amount to 0.16 and 0.6 eV, respectively. *E-mail: belov@ilt.kharkov.ua
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LOW-TEMPERATURE PHYSICS OF PLASTICITY AND STRENGTH

Effect of impurity barriers on low-temperature anomalies in plasticity parameters
of B-Sn
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Plastic deformation determined by the slip(@00(010 screw dislocations in single crystals 6f

Sn solid solutions with different concentrations of Cd, In, and Zn impurities is studied in

the temperature range 1.6—150 K. Low-temperature anomalies of the yield sjrasd activation
volume y (kinks in the temperature dependencergfT) and peaks on the stress dependence

of the activation volumey(7)) are observed. The parameters of anomalies are found to

be determined to a considerable extent by the concentration of impurity atoms in the alloy and
by the height of the barriers formed by impurity atoms for dislocations. The observed

effects are compared with the predictions of the theory describing the influence of impurities on
the motion of dislocations through Peierls barriers of complex shape. The results of

analysis of experimental data are in agreement with the assumption concerning the two-hump
shape of the lattice potential relief in thi&00(010 slip system. ©1998 American

Institute of Physicq.S1063-777X98)01106-2

INTRODUCTION authors on the basis of several hypotheses clarifying the kink
mechanism of the dislocation flow.

Mechanical properties of body-centered and some hex- It should be noted above all that anomalies of this type
agonal metals as well as semiconductor and alkali-halidevere predicted theoreticalfy'*even before their experimen-
crystals display several peculiarities that distinguish them atal observation as a consequence of the complex shape of
a special group of Peierls crystals. This term emphasizes tHeeierls barriers and should be expected for crystals with two-
decisive role of lattice barriers for dislocatiofReierls bar- hump lattice barriergFig. 28. The model of a two-hump
riers) in the plasticity of such crystals. The main peculiaritiesbarrier and its various corollaries have been discussed re-
of Peierls crystals include high values of yield stréasitical ~ cently in a series of publicatior§.*2%22
shear stressgsnd their strong temperature dependence in ~ However, the experimentally observed anomalies in
the low-temperature region as well as typical low- temperaS°Me bee metalgsuch as single crystals of very pure =,
ture brittleness and limited plasticity associated with it. AnND."" or Te) were manifested quite weakly and do not
analysis of the low-temperature plasticity of body-centered€duire the assumption about a two-hump barrier for their

metals revealed one more type of singularity, viz., more OIdescription. The analysis carried out by SeéyErrevealed

less clearly manifested kinks on the temperature Olepent_hat fine singularities of the yield stress and activation vol-

dencesr(T) of the yield stres<Fig. 13 and peaks on the ume in such cases can be described by a_ccurately taklrjg into
L . account the short- and long-range forces in the calculation of
dependence/( ) of the activation volume on the deforming

. o . the energy of formation of kink pairs.
stress, which correspond to these kirsg. 1b. Finally, On the other hand, the anomalies in p&n proved to

some of yveakly dqped Peierls cryst_al _d_isplay a s_pecific effechs o stron} that they could hardly be explained only by
of impurity softening. These peculiaritiganomalies were  yho complexity of the shape of the Peierls relief. For this

. . . _10 .
first discovered in bec metafs;® but are manifested most reason, in Ref. 11 we used the following two assumptions for

clearly fprislg single crystals with a body-centered tetrag-explaining the anomalies, viz., the joint effect of Peierls bar-
onal lattice.™ riers and internal stresses on the mobility of dislocations in

A qualitative explanation of the above anomalies can beg-sn, and a nonmonotonic temperature dependence of inter-
obtained at present from an analysis of the kink mechanismal stresses in the region of the anomalies. The nonmono-
of thermally activated motion of dislocations through Peierlstonic temperature dependence of the strain-hardening factor
barriers'®>~?> However, the details of this mechanism and at the easy slip stage, which was observed in this temperature
their relation with the fine structure of specific anomaliesregion, served as an additional argument in favor of the sec-
have not been determined unambiguously. For example, thend assumption.
anomalies illustrated in Fig. 1 were explained by different  The influence of impurity atoms on the anomalies under

1063-777X/98/24(6)/8/$15.00 452 © 1998 American Institute of Physics
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the form of they(7) dependence, i.e., a logarithmic decrease
in the peak height with increasing intensity and concentra-
tion of impurity barriers. These theoretical results make it
possible to carry out a more unambiguous experimental veri-
fication of the hypothesis concerning possible relation be-
tween the plasticity anomalies in question with the two-
hump shape of Peierls barriers.

In this research, such a verification is carried out for
weakly concentrated alloys @#-Sn with Cd, In, and Zn. It
was proved by us earli€rthat low- temperature plasticity of
T 7 high-purity Sn single crystal§99.9995% oriented for pre-

dominant slip in the(100(010 system is controlled by the
FIG. 1. Schematic diagram of experimentally observed types of temperaturenotion of screw dislocations through Peierls barriers and
dep_endenc_e of yield stre¢a) and stress dependence of activation volume displays typical anomalies in the temperature range 60—70
(b) in a Peierls crystal. K, which are manifested more clearly than in other Peierls
crystals. The single crystals @-Sn preserve a noticeable

consideration is of special interest. Local distortion of thepl‘?‘s'['c'ty and the smooth nature of the flow upon their cool-

lattice potential relief associated with impurities can stronglym?ihd;\]'qvglIt(;rgg“?]?; :)efrr_lrp:]erart_l:_;ess ?iems,g” ?2 l;rr]tc_issr gosrt)lrrl]g
affect the conditions of formation and motion of dislocation """ unts Impurities. -these properties dist
kinks, which must be reflected in the behavior of macro-gu'.Sh these mgtenals as unique objects for studying the
scopic characteristics of the plasticity of Peierls crystals. Thgelerlg mechanism of sl|p.. .
effect of doping on the low-temperature anomaly of the ac- Th.'s research mamly_ aims at an gnaly5|s_ of the effect of
tivation volume of bcc metals was detected in experiment ntensity and concentration of impurity barriers on the be-
described in Refs. 1, 3-5, while a significant change in th avior of anomalies in the yield stress and activation volume
yield stress anomaly iB-Sn up to its vanishing under the of ,G'-Sn_ smgl_e_ crystqls. For this purpose, we chose Cd, Zn,
action of impurities was observed in Ref. 12. A theoreticaland In impurities which have noticeably different values of
the size and module mismatching relative to Sn and studied

description of the effect of impurity atoms on the kink samples with identical atomic concentrations of impurities of
mechanism of dislocation motion through two-hump Peierls P P

barriers was proposed by Petukhov and PolyaRoVhis each species.

theory predicts a specific dependence of the height of the

activation volume peaksee Fig. 1bon the heightintensityy =~ 1. EXPERIMENTAL TECHNIQUE

of impurity barriers as well as on their concentration. Ac-; ¢ Sample preparation and deforming

cording to these authof$ the main criterion controlling the . i ) ]
effect of doping on the anomaly of the plasticity parameters ~ Single crystals of Sn alloys with Cd, Zn, and In impuri-
of the crystal with two-hump Peierls barriers is the magni-ii€S were grown from melt in batches 10 samples from one
tude of the maximum force of interaction of a dislocation S€€d by the modified Bridgman techmcﬁﬁ_e‘l?he initial com-
with a solitary impurity atom. Such a force has a critical Ponents used for preparing alloys contained foreign impuri-
value above which the anomaly should vanish, while for im-ti€s whose concentration did not exceed 1@t. %. Ac-
purities of lower intensity it is preserved. The theory alsoc0rding to Hansen and Anderkbthe solubility of Cd and

predicts an interesting peculiarity in the effect of impurity on £ in solid Sn is approximately 1 at. %, and the solubility of
In varies(according to different authordrom 3 to 7 at. %.

The concentration spectrum was studied by us in greatest
detail for the Sn—Cd system containing four alloys with 0.01,

%0

a3}
-
(op

Up c al ¥ A b 0.04, 0.21, and 0.53 at. % Cd. The Sn—Zn system was rep-
resented by three alloys with 0.005, 0.01, and 0.53 at. % Zn,
B B while the Sn—In systems included alloys with 0.01, 0.1, and
0.53 at. % In.
The samples under investigation had a working part of
A size 25<5X 1.5 mm with heads in the form of blades for
clamping. The samples were deformed by uniaxial tension
under the creep conditions at a given constant temperature
C by weight loading. The longitudinal axis of the grown crystal
L coincided with thg(110 direction, ensuring maximum shear
-a/2 0 a2 0 T stresses in th€100(010 slip system. A schematic diagram

of sample loading is presented in Fig. 3a. The load on the
FIG. 2. (8) Schematic representation of a two-hump Peierls potential and itsample was changed step-wise, which corresponds to the in-

p0§5|ble variation upon an increase in the impurity cqncentratlon in a cryse.o mentA 7 of the shear stress of the order of 0.2—0.4 MPa.
tal: pure crystalA) and alloys with impurity concentratioiz<C (curves

B and O. (b) Stress dependence of activation volume for potentials A, B, 1 N€ strain increment& e (t) COVreSpor!ding to each incre'_
and C° ment of load were recorded automatically by an electronic
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100 150

FIG. 3. (a) Schematic diagram of a segment of the stress—strain ctisye 20r
7o is the yield stress. The inset shows the diagram of sample deformation
under step loading of the crystal by additional loads t, is the instant of
time corresponding to the attainment of yield stre&8.Variation of the
creep rate due to the incremeft<A r of stress acting on the sample.

Sn+0.1at.% In

1, MPa
=

700 150
d Sn+0.53 at.% In

recorder to within 5<10~°. Such a loading mode ensured an
average strain rate of the crystal of the order of 5
x10"° s, The strain-hardening curvege) corresponding
to the above average strain rate were plotted from the known
increments of stresd\r and corresponding increment of
strain maxAe. A detailed analysis of such curves obtained . y 60‘ . 150
for Sn alloys with Cd and Zn impurities over a wide range of
low temperatures is presented in Refs. 12 and 25. Here, we T.K
shall be mt?reSted Onl_y in the beha\”or of two points on theFIG. 4. Temperature dependences of the deforming streasd the yield
stress—strain curve, viz., the yield stregsand the deform-
ing stressrs corresponding to 5% strain.

We also recorded the differential parameter of plasticity

dlneld , viz., the strain rate sensitivity to deformin . . o
( elom)r y g observedsee Fig. 3a The value of this quantity is close to

stress at a constant temperatdreThe value of this quantity the stress corresponding to the onset of irreversible cree
was measured along the entire stress—strain curve. The sche; P 9 P,

matic diagram of the experiment is presented in Fig. 3b: aﬁeghfh(tc)aguisziyu?]%greltg;rgiweig rtcr:r; é?igg?g%ﬁé?ﬁ; ?gape
attaining the chosen value of the total strajrthe loadingAr e Y y

generated the next creep curve. At the instardorrespond- Fig. 331 before the yield stress is reached, the increment of
. . . e 4 elastic strain corresponds to specifiecshapegicreep curves,
ing to the attainment of the creep rate=10 > s -, a small

dditional loadsr of the order of lied while at the yield stress and immediately after it these curve
additional loadsr of the order of 0.1-0.2 MPa was applied, acquire a well-manifested transient stdfiee instant in the

and the incremende of the str_ain rate was measured. Using jnsey corresponding to the developed plastic flow. These
the obtained dependence Ih £/97)r . on straine, we deter-  methods supplementing one another make it possible to cor-
mined the value of rate sensitivity corresponding 40 rect the obtained values of,, minimizing the error of their
=5%. The derivative { In /97, we are interested in was calculation.
calculated as the ratio of finite incremenf$n(e+ &) Another important circumstance in the estimation of the
—In e)/or. behavior of the yield stress is the minimization of the spread
The experiments described above were made in the tenin the values ofry due to structural and crystallographic
perature range 1.6—150 K. Intermediate temperatures weifference of the samples under investigation. Special con-
obtained by using the technique described in Ref. 26. Temstruction of the graphite ampules used by us allowed us to
peratures below 4.2 K were obtained by evacuation of hegrow large batches of crystals with a preset shape and orien-
lium vapor. At temperatures below the superconducting trantation from the same seed, which could be used as working
sition temperature for tin T,=3.7 K), the sample was samples without any additional mechanical treatmeut-
deformed in a solenoid whose magnetic field exceeded théng, grinding, or polishing This method of sample prepa-
critical valueH.=30.5 mT. ration minimizes the influence of random unfavorable fac-
tors. In order to reduce their role even further and to control
the reproducibility of the results, we measurgdn the same
sample at various temperatures. The first measurement was
The yield stress, was defined as the stress under whichmade at the upper limit of the temperature interval; then the
the deviation from the linear initial segment of the curvessample was unloaded, cooled to a slightly lower temperature,
7(e) corresponding to elastic deformation of the sample wasind reloaded tory. Such a procedure was repeated 5-6

1, MPa.

PR |

0o 50

stressry for pure 8-Sn (a) and its alloys with In impuritiegsb—d).

1.2. Yield stress
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FIG. 5. Temperature dependences of the deforming streasd the yield

stressr for alloys of 5-Sn with Zn impurities. FIG. 6. Temperature dependences of the deforming streasd the yield

stressr, for alloys of 8-Sn with Cd impurities.

times for the same sample, which allowed us to cover quite

large temperature intervals. This method allowed us to Obtaiﬂependence on strain and a large statistical spread, while in

the 74(T) dependences for several sample from the sam¢he strain range~4-5% its value stabilizes. The same

batch with a stg 1 K in thetemperature range below 4.2 K peculiarity is also typical of pure tit and hence the/(7)

and with a step 5-10 K above 4.2 K. dependence obtained by us earlier for pure Sn corresponded
to approximately the same strain of the samples.

1.3. Activation volume

In order to determine the temperature dependan¢®) 2. EXPERIMENTAL RESULTS AND THEIR DISCUSSION

of activation volume for a fixed value of strain, we used the2.1. Experimental results

relation Keeping in mind the problem formulated above, we shall
dlne In(e+de)—1In & confine our analysis to the discussion of only those results
vs(T)=kT ar ). - S5t ’ () that illustrate directly the effect of impurities on the anoma-
€

lous behavior of yield stress and activation volume. Other
wherek is the Boltzmann constant. Using the experimentalaspects of impurity effects will be analyzed in subsequent
curves 7,(T) (7, is the deforming stress corresponding to publications.

straine, we carry out the transitior,(T)— y(7). The val- Figures 4, 5, and 6 show series af(T) and 75(T)

ues of y measured by us correspond to the str@in5% in  curves characterizing the influence of type and concentration
the sample at each temperature. For this reason, the curvesimpurities on the temperature dependence of yield stress
¥s(T) for each sample were correlated with the experimentahnd deforming stress. Each point on thg¢T) curves is the
curvests(T). The y(7) dependences obtained as a results ofesult of averaging of 3—4 measurements made on the same
such a recalculation formed the subject of our analysis. Thgamp|e as well as on different samp|es_ The spread in data
correlation with the 5% strain was required since the derivatypical of various temperature intervals is denoted by “whis-
tive (@ In 's/ar)T,6 near the yield stress exhibits a considerablekers.” The 75(T) dependence is represented by the results of
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FIG. 8. Stress dependences of activation volume for alloyg-8nh with
FIG. 7. Stress dependences of activation volume for gi8n (a) and its different concentrations of Zn impurities.
alloys with In impurities(b—d).

The anomaly and the nature of its variation are mani-
individual measurements at a fixed temperature. The maifested even more strongly on the dependenge$ of the
conclusions that can be drawn from an analysis of thesactivation volume on the deforming stre§sgs. 7, 8, and P
curves can be formulated as follows. The presence of clearly manifested peaks on these curves for
low impurity concentrations confirms the tendency of non-

more of less clearly manifested kinks on theT) and _mono'_tonic varia_tion of activation V(_)Iume with stress, which
imilar to the kinks detected for pure is _typlcal of Pe|erls_ crystalgsee F_|gs. 1b and 2bThere
;5(;1) curves, simifar PUIE oxists a clearly manifested correlation between the peaks and
(2) The intensity of the anomaly is determined by the typekm(l;sd(.)n they(r) and TO(T). curV(Ias._;'hege (l’;momahes appear
of the impurity and its concentration in the alloy. ahn d Isappear aF appﬁlc_)xrl]matey dentica conﬁentlratllonshof
(3) Each alloy has a threshold concentration above whicrtée oping |mpur|t¥, which can be seen most clearly or the
n—Cd alloy(see Figs. 6 and)9Such a correlation reflects

the anomaly disappears. ) -
(4) The magnitude of the threshold concentration dependtshe fﬁft tha? both anomalies rr:ave ther_amge orgjlg.l .
on the type of the impurity introduced into tin € series ofy(r) CUTVES SNOWN I F1g. = and be'onging
X to a Sn—Cd alloy makes it possible to trace in detail the
. . . Sehavior of the peak upon an increase in the Cd concentra-
scale is shifted towards lower temperature relative to th(?. : ; .
T ion. It can be seen that an increase in the concentration leads
position in pure Sn for all the alloys. . . .
to a gradual decrease in the peak height, accompanied by
Figure 4(Sn—In alloy and Fig. 5(Sn—Zn alloy show  blurring and displacement of the pe@klative to its position
two extreme tendencies in the effect of impurities on thein pure tin towards higher stresses. The peak disappears and
7.(T) anomaly: the low impurity concentratidi®.01 at. %  the y(7) curve becomes completely smooth for the Cd con-
in the case of indium which readily dissolves in tin preservesentration 0.53 at. % at which the kink of thg(T) curve
the clearly manifested anomaly, while the same concentraalso disappears. A comparison of Fig. 4 with Fig. 7 and of
tion in the case of poorly soluble zinc leads to the disappearFig. 6 with Fig. 9 shows that the anomalies on the)
ance of the anomaly. All the stages of the influence of im-dependences are manifested most clearly. For this reason, the
purities on the anomaly can be traced in detail in Fig. 6parametery can be used for a more correct estimation of the
(Sn—Cd alloy. In this case, the anomaly disappears for thethreshold concentratio@, above which the anomaly disap-
doping impurity concentration 0.53 at. %, i.e., the values ofpears. The value dCy, can be determined most reliably for
the threshold concentration for Cd and Zn impurities differthe Sn—Cd aIoncﬁd~0.53 at. %). The value of the thresh-
approximately by a factor of 50. old concentratiorC{ﬂ, apparently lies between 0.1 and 0.5

(1) All three alloys with low impurity concentrations display
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[ a Sn+0.01at.% Cd (3) smoothing of thery(T) curves and decrease in the height
50F ' ) of the activation volume peak with increasing concentra-
tion and barrier intensity.

Moreover, according to Aonet al.® an increase in the
O-' T concentration of pointimpurity) barriers can lead to a shift
10 20 of activation volume peaks on thgr) curve (see Fig. 2h

b Sn+0.04at.% Cd Such a displacement was attributed by Aocebal® to a
change in the depth of the intermediate valley in the two-
hump Peierls potential under the effect of impuritisge
Fig. 2a.

Let us analyze our results from the point of view of their
0 20 ‘ correlation with the results of theoretical analysis listed
X ¢ Sn+0.21at.% Cd above. The first of these results is of qualitative nature and is
50t in good agreement with the data obtained for all the alloys
studied by us. For example, anomalous effect are clearly
manifested for the Sn—Cd alloy in the concentration range
- from 0.01 to 0.21 at. %.

O — In order to verify the second conclusion of the theory,
d § Sn+0.53 at.% Cd we must choose a quantitative characteristic for the intensity
of impurity barriers. We used the dimensionless quartdity
introduced by Fleischer®?®

T

Ty

=|0c— adRl;
N S s e a=|6c Rl @)
10 20
T, MPa 2(Gsn—Gi) _ R R

G™ : , R™
2GSn‘|'|GSn_Gi| RSn

FIG. 9. Stress dependences of activation volume for alloyg-8h with
different concentrations of Cd impurities. . . .
The symbolg denotes a combined mismatching param-

eter(barrier intensity taking into account the contribution of
dimensional and module discrepancies to the intensity of in-
]teraction between a dislocation and impurity atofs, and

G; are the shear moduli for tin and the material playing the
2.2. Discussion of results role of the impurity,Rg, and R; atomic radii of tin and an

It was mentioned above that one of the reasons behinatom Of. the dgpmg eleinent, and the_ coefﬂqam: 16 for
Screw dislocations and=3 for edge dislocations.

the anomalous behavior of the parameters under investiga- : .
L ) : o : In our analysis of the low-temperature plastic flow of
tion in a Peierls crystal is the specific structure of its poten- . ; :
: e . -~ pureB-Sn in the slip systeril00/(010), we assumeld that it
tial relief, viz., the two-hump shape of the barriers forming: ; : . .

. ) : . is due to the motion of screw dislocations through Peierls
this relief. According to the conclusions of the theory devel-

oped by Petukhov and Polyakd¥point defects in such a barriers. Retaining this assumption for the case of doped Sn
crystals, we can calculate the intensity of impurity barriers

crygtal must be rgspon3|ble ff)r some peculiarities in the bec_iecelerating the motion of dislocatiofsee Table)l Table |
havior of anomalies, such as: 2 . . .. .
also contains information on atomic radii and shear moduli

(1) perservation of anomalies for low values of defect con-(at helium temperature or close t9 for the components of
centrations; alloys.

(2) vanishing of anomalies for a certain critical value of im- It can be seen from the table that In, Cd, and Zn impu-
purity barrier intensity(the force of interaction between rities introduced into tin create barriers of different intensity
a point defect and a dislocation moving in the Peierlsfor dislocations: the highest barriers are formed by Zn atoms

relief); and the lowest barriers are created by In atoms.

at. % In for the Sn—In alloy and between 0.005 and 0.0
at. % Zn for the Sn—Zn alloy.

TABLE I. Dimensional and modular noncorrespondence and the intensity of impurity barriers of In, Cd, and Zn
in a tin matrix.

Element R, A29:30 Sr G=Gy, GPa 8 q
Sn (matrix) 1.62 0 28.2Ref. 30 and 32 0 0

In 1.66 0.024 gRef. 30 0.53 0.146
Cd 157 0.031 24.%5Ref. 30 and 33 0.122 0.38

Zn 1.37 0.154 46Ref. 30 —0.48 2.94
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must be manifested on the macroscopic level in a displace-
ment of the activation volume peaks along the stress axis,
which was detected by us for the Sn—Cd allsge Fig. 9.
Thus, the obtained experimental data and their analysis
suggest a two-hump shape of Peierls barriers for screw dis-
locations of thg/100¢{010) in B-Sn. It should be emphasized
that this conclusion is of a purely qualitative nature. Unfor-
tunately, the potentialities of a quantitative analysis for ob-
taining empirical values of the parameters of the two-hump
NS potential relief are limited even for the Sn—Cd alloy having
1072 the broadest spectrum of impurity concentrations. These
limitations are due to the following two important circum-
stances(1) the asymptotic nature of formul@) which does
ot permit a rigorous theoretical determination of the peak
height 8§y on the y(7) curve, and(2) the small number of
points on the curves presented in Figs. 10 and 11 and the
According to the criterion proposed by Petukhov andIaCk of a criterion for an accurate quantitative determination

Polyakov!® the concentration region of existence of anoma-0f the peak height in Figs. 7-9.

lies for the Sn—Zn alloy must be much narrower than the It_ShOUId be noted that we are still not in a position to
explain an extended plateau on thgT) curve for pure and

corresponding regions for Sn—In and Sn—Cd alloys. A com- liahtly dopeda-Sn in th 40-60 K onl
parison of Figs. 5 and 8 shows that such a tendency is olp'Y tly dopedf-Sn in the temperature range 40— only
y the two-hump shape of Peierls barriers.

served indeed: the threshold concentration for the Sn—-Z
alloy is lower than that for the Sn—Cd alloy by approxi-
mately a factor of 50.

The theory® predicts a logarithmic dependence of the (1) The low-temperature creep of single crystals ®BSn
heights of the activation volume peaky on the impurity based alloys, which is determined by the slip system
concentratiorC and the intensityg of the impurity barrier: (1001010, is studied in detalil. It is found that a series of

|54 1 alloys of 8-Sn with various concentrations of Cd, In, and
5l faesd

Sn-Cd

87 '1022n Cm3
N (5]
(=] (=]

-
(=]

1 a s atsul

gt 1
107 1073
c

FIG. 10. Dependence of the height of activation volume peak in the Sn—C
alloy on the Cd impurity concentration.

Leaaud

107°

CONCLUSIONS

5’)/:A0 In

: )

Zn exhibit anomalous behavior of the yield stregsand
activation volumevy, which is manifested in noticeable
whereA, is a constant andy the Peierls stress. Using the
data presented in Fig. 9 and Table I, we plot the dependences
5y(q) and y(C) for the Sn—Cd alloy, which are presented
in Figs. 10 and 11. It can be seen that the logarithmic depen-
dence of the activation volume peak height on the concent2)
tration and intensity of the barriers, which follows from ex-
pression(3), is observed satisfactorily for this alloy. The
results of our experiments are also in accord with the as-
sumption formulated by Aonet al.> according to which the
lattices barriers are gradually smoothed upon the introduct3)
tion of impurity atoms, and the intermediate dip disappears
at a certain impurity concentratiqisee Fig. 2a This effect

30

C=0.01at. %

n
(=]
1

5Y-102cm3

2],

kinks on the temperature dependeng€T) and in the
emergence of peaks on the stress dependences of activa-
tion volume (7). Similar anomalies were observed ear-
lier for pure B-Sn1!

It is found that the observed anomalies are determined
by the impurity concentration in alloys and the intensity
of impurity-induced barriers for dislocations. It is shown
that the height of the activation volume peak depends
logarithmically on these quantities.

The regularities observed in experiments are compared
with the conclusions of the thedydescribing the mo-
tion of a dislocation through two-hump barriers of the
crystal relief; it is found that the experimental results are
in good qualitative agreement with the predictions of the
theory. This suggests that the lattideierls barriers for
screw dislocations of the slip systeh00(010) in £-Sn
have a two-hump shape described for the first time in
Refs. 13 and 14.
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The problem of transfer of motion from a superfldide film to electrons in a superconducting
film is considered. The conditions under which atomgtéé film drag superconducting
electrons are determined. An experiment is proposed for detecting the predicted effet$980
American Institute of Physic§S1063-777X98)01206-17

The problem of transfer of motion from one superfluid be disregarded and Cooper pairs can be treated as bosons
liquid to another emerged in connection with the possibilitywith massM =2m and chargeQ=2e, wherem ande are
of transition of°He atoms dissolved in superfluftie to the  the electron mass and charge, respectively. Consequently,
superfluid state. It was assumed initidfly that one super- the problem of transfer of motion from the atoms of a super-
fluid liquid does not drag another during its motion. How- fluid “He film to the electrons in the superconductor may be
ever, it was shown by Andreev and BasHkinat each of the replaced by the problem of entrainment between neutral and
two superfluid movements is accompanied by a transport otharged Bose gases for a qualitative description.
both components of the solution. Since the superfluidity of ~ The energy of electron interaction with helium atoms
®He atoms dissolved iffHe has not been detected experi- can be written in the form
mentally so far, the validity of the predictions made by An-

Qreev and B_ashkin_for théHe—*He solution cannot be veri- f Pre(TOV(T 1= ) pae(ro)dr,dr . 1)
fied for the time being.

In the present communication, we shall indicate anothe
possibility of detecting transfer of motion between two su-
perfluid liquids.

Suppose that the surface of a superconducting film o
thickness smaller than the coherence length is covered by
thin film of superfluid*He. Under the action of the Van der aQ?

Waals forces, a layer dHe atoms adjoining the surface of V(r)=- (@92 (2

the superconductor passes to the crystalline state. However,

the thickness of this layer usually does not exceed the atomighere « is the polarizability of the’He atom andd is the
spacing. As a result, the interaction #fe atoms with elec-  thickness of the solid layer between the superfluid film and
trons in the superconductor will not be negligible and maythe superconductor. In view of a sharp decrease in the poten-

lead to transfer of motion from one Superfluid I|qU|d to the tial V(r) with increasing’7 we can rep|acé2) by the expres-
other. For definiteness, we shall consider transfer of motiogjgn

from “He to electrons in the superconductor.

The drag of electrons by movirfiHe atoms occurs ow- aQ?
in : one i : . V(r)=——7 a%s(r)=—Ua?s(r), )

g to density fluctuations in a superconducting and a super d?

fluid films violating the translational invariance of the sys-
tem. The density fluctuations in a superconductor are of quite&vherea is a length of the order of atomic spacing, af(d)
different types at low temperatures and at temperatures close the & function.
to T.. At low temperatures, it is sufficient to take into con- In the second-order perturbation theory, the energy cor-
sideration just the collectivgplasma oscillations whose fre- rection associated with the interactigh) can be defined as
quencyw tends to zero in the limit of small values of the (S is the area of the system
wave vectok(w~k*?) in the case of a thin superconducting
film (which can be treated as a twotdlmensmnal YilrAt A8=—U2a482><2 2 (0] P K)|NY(N| pre
temperatures close M., we must take into account not only nm K
the collective modes but also the one-particle excitations - -
arising due to breaking of Cooper pairs. We shall confine our X (—K)|0) <O|p2i( - k)er><r(T)1|Pze(Ok)|0> @
analysis to the case of low temperatures when depairing can Ehet E2e~ Ene— Eze

ﬁere,pHe(r) is the density of helium atoms ampg(r) is the
density of Cooper pairs. The potentM(r) associated with
}he polarization of helium atoms by the electrons in the su-
%erconductor is defined as

1063-777X/98/24(6)/3/$15.00 460 © 1998 American Institute of Physics
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For a Bose gas, the density opergi¢k) is connected with

the creation and annihilation operatdrs(k) andb(k) of an
elementary excitation through the relation

0= 2900 b0 +b (—k 5 AR
”()_Tk)s[(“ (=K1 ©) . 7N\
Here,e (k) =%2k?/2M, andE(K) is the energy of an elemen- R
tary excitation. For a neutral Bose g&gk) coincides with
the Bogoliubov spectrum. For a charged Bose gas, we have : «
ﬁ2k2 2 ZWansﬁzk 1/2 [}
E(k)= (ZM) v , (6)

He-ll
wherens={(p,,) is the equilibrium density of electrons in the

superconductor. Equatioi®) is written under the condition
that the Bose gas is at rest. If the Bose gas moves with a
velocity vg, Eq. (6) must be supplemented with the term
hik:vs. He-Hl
In the following, we shall be interested only in the in-
crement to energy’ from (4) associated with the motion of
atoms in aHe film and electrons in a superconducting film. FIG. 1. Schematic diagram of the experiment for detecting the drag of

Using formulas(4) and (5), we can easily show that this superconducting electrons by superfluid helium. The arrows show the flow
correction is equa| to of the Heul film over the surface of a superconducting cylinder and the wall

separating the vessels with helium.
S5&=— U2a42 Sl(k)nHe Sz(k)ns [k' (VSl_VSZ)]23.
K Ei(k) Ea(k) [Eq(k)+Ex(K)]

@) However, the expression obtained after differentiation and
Here nue={(pne) is the equilibrium density of atoms in a multiplied by Q/M coincides exactly with the expression for
superfluid film, subscripts 1 and 2 mark the quantities correthe electric current induced in the superconducting film by
sponding to &He film and a superconducting film, respec- the flow of helium atoms in the superfluid film. Thus, it
tively. It can be seen that the incremeasif depends on the seems that we have arrived at a conclusion according to
velocity ve=vg, — Vg, of He atoms moving relative to elec- which the motion of particles of a superfluid liquid is not

trons and vanishes together with. transferred to particles of another superfluid liquid. However,
Calculation$ can be simplified considerably if we take this conclusion is erroneous.
into account the fact that the malk,, of a helium atom is In order to find the source of this error, we take into

about three orders of magnitude larger than the niss account the fact that the current in a superconducting film is
=2m of a pair. As a result, the inequali§;(k)<E,(k) is  given in the general case by the expression
satisfied for all significant values & for nye~n. Taking

this fact into consideration, we obtain from E@) 352:% ns(ﬁV<p— Q Al+ 355 , (10
c vV
_ 20%atnnM® 52 2/3 s2
0f=— 7 7 where ¢ is the phase of the order parameter akhds the
Th 87Q“Mng . L
vector potential of the magnetic field generated by the cur-
27V3 ) rentJs,. The following two cases must be distinguish€b:
X 9 (Vs17Vs2) ®  the ends of the superconducting film are disconnected, and

_ (2) the superconducting film forms a closed loop.
Here and below, the area of the system is assumed t0 be |, the first caseYy can assume arbitrary values, and the
equal to unity. phase difference established between the ends of the film is

Formula (8) does not give the entire correction 1o the g, that the currer, is zero. In this case, the atoms of the
energy of the system associated with nonzero velocities g perfluid“He film do not drag electrons in the supercon-
andvs,, but only its part associated with the electron inter-q,cting film indeed.

action with helium atoms. Formul&) must be supple- In the second case, we must take into account the fact

mented with the kinetic energy of helium atoms and elecyt the phase satisfies the conditiofiV ¢dl=2n, where

trons n is an integer. As a result, the currehy is zero only for
NueMper?  NsMv’, discrete values of the velocity,,. For example, for low

(9) velocitiesvg; it is advantageous from the energy point of
view that the phase be zero. The currenly, in this case
Differentiating the sum of expressioti8) and (9) with  differs from zero. In order to find the curredy,, say, for the
respect tovg, and equating the result to zero, we obtain ancase when the superconducting film is a hollow cylinder of
equation defining the velocitys, for a given velocityvg; . radius R (see Fig. 1, we must solve Maxwell's equation

2 2
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curlH=4=J/c, assuming thal=— (Qns/Mc)A+ (Q/M) ®=27-10"*®,. This quantity is within the sensitivity
X (96419vg,). As a result, it can be easily shown that range of modern SQUID&ee, for example, Ref.)5
Thus, we have shown that one superfluid liquid may
Q 1 6% L . :
== __ , (12) drag another during its motion. The flow of the superfluid
M 1+y dvs component in &He film leads to the emergence of current in
where y=2mn,Q?R/Mc2. a superconducting film only if the superconducting film
Perhaps, the simplest way in which the emergence oforms a closed loop. Among other things, the existence of
current in a superconducting film can be detected is to me&urrent in a superconducting film may be detected by mea-
sure the magnetic flux produced by the current. This magsuring the magnetic flux produced by the current.
netic flux is given by
4m 7R* Q |98%

= 2 =
C=HTR=" T, ™M | vy

‘]52

. (12) E-mail: shevchenko@ilt.kharkov.ua

For y>1, we obtain 11, M. Khalatnikov, Zh. Esp. Teor. Fiz32, 653 (1957 [Sov. Phys. JETP
W3 U \22:R 52 213 5, 542(1957)]; Pis'ma zh. Bsp. Teor. Fiz17, 534(1973 [JETP Lett17,
277 \h%IMa?] & siiHel 8 71Q2Mng 0 27. M. Galasiewicz, Phys. Letéi3A, 149 (1973: Phys. Cond. Mat18,

13 141, 155(1974.
. . .
where®,=hc/2e is the magnetic flux quantum. \3/:;’; ('l'\é"?rf]ev’ Zh. fsp. Teor. Fiz67, 683 (1974 [Sov. Phys. JETRO,

In order to estimate the quantidy, we must consider the  4a. F. andreev and E. P. Bashkin, Zhk&p. Teor. Fiz.69, 319 (1979
fact that the polarizability of a helium atom ig=2 [Sov. Phys. JETR2, 164 (1975].
X100~ cme. In this case, puttinga=d=5Xx 10°8 cm, SR. C. Black, F. C. Wellstood, E. Dantsket al., Appl. Phys. Lett66, 99
R=1cm, ny=10"cm 2 and M=2x10"?"g, it can be %%
shown easily that forvg;=10cm/s, the magnetic flux Translated by R. S. Wadhwa
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