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Quantum diffusion and tunneling in the solid hydrogens „a short review …
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The first observations 30 years ago of molecular clustering via quantum diffusion in solid H2 in
nuclear magnetic resonance~NMR! and pressure experiments are described. A previous
review on quantum diffusion and tunneling up to 1986 is updated to reflect progress in the last
ten years. In particular I review the effect of clustering on heat capacity in solid D2 and
on the thermal conductivity in solid H2. The configurational relaxation time observed in D2 at
1.75 K is found to scale with that in H2 at the same temperature in terms of the predictions
of ortho–para resonant conversion-induced hopping. The relaxation times measured simultaneously
on the same sample in NMR and conductivity experiments reflect different configurational
processes. The theory of molecular hopping and pairing in solid H2 is outlined and compared with
experiments. The tunneling frequency of HD in solid H2 deduced from transverse and
longitudinal NMR relaxation experiments between 0.03 and 14 K is discussed. The hopping of
ortho-H2, invoked as a mechanism in the enhanced ortho–para conversion in presence of
O2 impurities, is mentioned. Finally, recent tunneling results for H, D and H2

2 anions in solid
H2 during the studies of low temperature reaction dynamics are also briefly described.
In the Appendix, the hopping frequency determination in HD from NMR transverse relaxation
time measurements is reviewed. ©1998 American Institute of Physics.
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1. INTRODUCTION

It is an honor for me to have been invited by Profes
V. G. Manzhelii to write an article for the 30th anniversa
of the first observation of ortho-H2 impurity quantum diffu-
sion in a solid para-H2 matrix. I would like to start this
article with a few reminiscences on how this phenomen
was observed. A previous review1 has given an account o
work done until fall 1986 that, besides quantum diffusion
solid hydrogen, includes tunneling of HD impurities in hc
H2 and recombination of H in H2 via tunneling. Since tha
time further progress—both theoretical and experimenta
has been made in this field and there has been incre
awareness of the interesting tunneling reactions as a
type of low temperature chemical reaction.

The publication of the earlier review article permits r
stricting the description of experiments and theory sin
1986, and one of the purposes of this review is to dr
attention to some of the open questions that need to be
dressed. I may be forgiven for including some details a
figures of yet unpublished experiments at Duke Univers
and also for comparing the ’81 HD tunneling results w
more recent ones obtained by the group of N. Sullivan.

This article is organized as follows. Sections 2 A a
2 B contain an account of the initial observation of quant
diffusion in solid H2 , followed by experiments since
1986,—both in H2 and in D2—and by the theoretical treat
ment of the hopping process in solid H2 . Section 2 C deals
with HD tunneling in solid H2 including mechanisms rang
ing from quantum to classical diffusion. In Section 2 D, ato
tunneling in both H2 , D2 and in their mixtures is briefly
3811063-777X/98/24(6)/12/$15.00
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reviewed. In the Appendix, the analysis of NMRT2 mea-
surements to obtain the HD hopping frequency is review

2. QUANTUM DIFFUSION AND TUNNELING IN SOLID H 2

AND D2

A. The initial observation of o -H2 clustering in solid H 2

The observation of molecular motion in solid H2 below
4 K was not the result of a systematic search, but wa
fortunate accident brought about by a puzzling problem d
ing NMR experiments. L. I. Amstutz, J. R. Thompson, an
were engaged in studying the NMR spectrum of ortho-2

impurities in a hcp matrix of para-H2 . Ortho-H2 has a
nuclear spinI 51 and a rotational angular momentumJ51
and gives a proton NMR signal, while para-H2 hasI 50 and
J50, with no NMR signal.@Henceforth, in order to avoid
confusion farther in this review, I use (J51) and (J50) to
denote respectively ortho- and para-H2 .] We were trying to
improve recent experiments2 where the NMR ‘‘pair spec-
trum’’ of nearest (J51)H2 neighbors had been studied as
function of temperature, which led to the first determinati
of the electric quadrupole-quadrupole interaction energy
rameter in solid H2 , G/kB50.82 K, a value that has stoo
the test of time.

We were studying the NMR spectrum of a sample w
ortho molefractionX(J51)50.01, which shows two signa
components: a! a sharp intense line at the Larmor frequen
nL that represents the signal of the ‘‘isolated’’ (J51)H2

molecules surrounded by 12 (J51)H2 nearest neighbors
and b! a structure with three peaks, placed symmetrically
each side of the sharp line. The center of gravity of t
structure is located at a frequencyn(T)5nL6dn(T) where
© 1998 American Institute of Physics
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dn(T) increases from'0 to 20 kHz asT decreases from 4 to
0.4 K. A representative spectrum forX50.06 is shown in
Fig. 1. The structure represents the ‘‘pair spectrum’’ of ne
est (J51)H2 neighbors and the temperature dependence
dn reflects the orientational ordering of these pairs asT de-
creases. For such a low value ofX50.01, the signal of the
pairs was weak at the initial temperature of our measurem
Ti'2 K and our attention was focused on the NMR cen
line. We fully expected that when we decreasedT, the inte-
grated amplitude of this line would increase, because i
proportional to the nuclear susceptibilityx, which in turn is
expected to obey Curie’s lawx}T21. We found indeed that
after rapidly cooling the sample by aboutDT'0.5 K, the
signal amplitude rapidly increased, as expected. But then
our surprise, it passed over a maximum and decreased t
equilibrium value over the course of several hours. When
warned the sample back toTi , the amplitude rapidly de-
creased at first, then increased slowly back to the orig
value we had at the beginning of the experiment. We fi
suspected that these observations resulted from a drift in
amplifier of our NMR detection equipment, and we spe
much time checking and calibrating carefully our electroni
However both our Robinson spectrometer3 and the phase
detection amplifier system were found to perform witho
any drift in time. We then started to investigate this anom
lous NMR signal behavior systematically and concluded t

FIG. 1. Representative NMR absorption spectrum of H2 at X(J51)50.06
and T52 K. The spectrum under the curve represents the three pair
satellites with their predicted respective intensities.2 At X(J51)50.005, the
satellite intensities are ten times smaller than in this Figure.
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for unknown reasons over the range from 3 to 0.4 K t
number of isolatedo-H2 decreased with temperature an
equilibrated with a characteristic timet(T). That timet in-
creased with decreasingT. Conversely, asT was increased,
these isolated (J51)H2 reappeared, as evidenced by the
covery of the signal amplitude. We wondered how this p
cess could take place, as we knew that classical activ
diffusion rate was negligible at these temperatures, beca
the energy barrier for vacancy hopping is'200 K in solid
H2. We concluded that there had to be some other tunne
mechanism or molecular interchange with a rate that was
strongly temperature dependent. From previous work,2 we
realized that the internal energy of isolated (J51)H2 pairs
was lower than that of the isolated (J51)H2 ‘‘singles’’, and
it suddenly occurred to us that what we had witnessed
the clustering of (J51)H2 into pairs as the temperature d
creased, and their unclustering as the sample was war
up. The next step in our analysis was then to form the f
energyF of the total system of (J51)H2 in the solid matrix,
including both ‘‘singles,’’Ns , and those molecules formin
nearest neighbor (J51) ‘‘pairs’’, Np , with respective frac-
tions Ns /N and Np /N, whereN is the total number of (J
51)H2 particles. By minimizing this free energy, it was po
sible to calculate the equilibrium fraction of these two typ
at a givenX(J51) and T. The transient of the signal in
crease~or decrease! with time was found to be represente
by an exponential exp(2t/t). The experimental results for th
relaxation time as a function of temperature, but withou
numerical calculation of the equilibrium fractionsNs /N as a
function of T, were presented in our original publication.4

But we believed that a quantitative measurement
Ns /N from NMR experiments would be affected by system
atic uncertainties from electronics, geometry etc. Theref
another approach was explored: while the NMR experime
were still in progress, pressure measurements at constan
ume with a sensitive strain gauge were carried out in ano
cryostat by Ramm and myself on samples of H2 with similar
low (J51) concentration. We expected that after cooling t
sample to a final temperature,Tfin , the pressureP
5(]F/]V)T was going to change with time atTfin while the
free energyF tended to its minimum value. The chang
DP(T)5@P(4.2 K)2P(Tfin)# to be observed between th
initial temperature~4.2 K! andTfin , could then be compared
with calculations from simple statistical mechanics. This e
pectation was indeed fulfilled and the relaxation time for t
equilibration process at each temperature could be obta
by automatically recording the pressure versus time. T
transient@P(t)2P(t5`)# at the temperatureTfin was found
to follow again an exponential with the relaxation timet. As
the molecules cluster, the pressure is predicted to decre
reflecting a more ordered orientational state in the syst
and this was verified by the experiment. Just as in NM
experiments, the characteristic time to cluster upon coo
increased asTfin was decreased. These experiments and t
analysis were first presented in preliminary form in the the
of Ramm5 and a statistical analysis was also publishe6

where the equilibrium concentration of ‘‘singles,’’ ‘‘pairs,’
and ‘‘triangles’’ of (J51)H2 and the pressure changes we
calculated. The energy levels of the triangular configuratio
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used here had been calculated by Miyagi, and independe
by Harris.7

Within a few years, optical experiments in other labo
tories confirmed and measured the effects from clusterin
H2 .8–10 The insight stimulating these experiments was p
vided by the important paper by Oyarzun and v
Kranendonk11 who identified the mechanism of molecul
motion as the ‘‘resonant ortho–para conversion,’’ a mec
nism distinct from tunneling, and by which a (J51) particle
excitation can propagate through a lattice of (J50)H2 mol-
ecules, leading to ‘‘quantum diffusion.’’ The authors calc
lated that this mechanism was faster than that of quan
mechanical tunneling.

The final publication of Ramm’s experiments was d
layed by more than ten years by other seemingly higher
orities, but in hindsight for no good reasons at all. The pr
sure results were finally published12 together with more
recent clustering experiments13 showing quite novel results
at temperatures as low as 0.02 K. These revived greatly
interest in this topic.

B. Research on H 2 and D2 since 1986

1. Calorimetry

Detailed investigations of molecular clustering in the h
drogens were carried out at the B. Verkin Institute for Lo
Temperature Physics and Engineering in Kharkov by cal
metric methods that follow the earlier detailed studies.14 A
very interesting result was the unambiguous demonstra
of (J51)D2 clustering in a matrix of (J50)D2, called, re-
spectively, ‘‘para’’ and ‘‘ortho’’. As van Kranendonk15 has
pointed out, the molecular hopping frequencyn via resonant
ortho-para conversion isn }g2/R0

5, whereg is the nuclear
gyromagnetic factor andR0 is the intermolecular spacin
with R0(H2)/R0(D2)51.05. The ratio for the deuteron an
proton factors isg(D)/g(H)50.154, and hence the hoppin
frequency in D2 is much smaller than in H2 . A calculation
on p. 266 of Ref. 15, and which included other factors thag
gives

n~D2!50.4831022n~H2!. ~1!

To detect the effect of clustering in D2 , Bagatskiiet al.16

measured the specific heatCp of a sample withX(J51)
50.028 as a function of time. Two processes contribute t
slow variation ofCp with time: a! the irreversible (J51)
→(J50) conversion rate that causesCp to decrease and b!
the clustering with a characteristic timet of the isolatedJ
51 particles into pairs via resonant (J51)↔(J50) conver-
sion, leading to an increase ofCp . Hence these two pro
cesses tend to compensate each other, but the good me
ing accuracy enabled the authors to isolate the
contributions in the following way: the experiment start
with the sample having random distribution of thep-D2,
which is reached after cooling the crystallized sample fr
the melting point at 18.7 K. As shown in Fig. 2,Cp slowly
decreases with time during which the measurements are
peated at the same temperature over a period of 250 h.
sample was then heated to the melting point and cooled b
to 1.65 K over a time of about 2 h. During this time, th
tly
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distribution of (J51)D2 became randomized again, just as
was initially at the beginning of the experiment. However t
mole fractionX(J51) had decreased by conversion, and t
Cp , measured again at 1.65 K, was considerably lower t
before this thermal cycling operation. This decrease ofCp

from the value att50 was then due solely to conversio
From the combined analysis of the two experiments, the
thors deduced a clustering characteristic timet(D2)5630
650 h atT51.65 K.

Comparing this result with predictions is difficult: a
though theory provides an estimate of the resonant con
sion frequency, the predictions of the average number
hops per particle to achieve clustering is uncertain, and
be discussed in a later section. However a more immed
check of the predictions can be made by comparing the c
tering time in D2 and in H2 under similar conditions of
X(J51) andT. Because the anisotropic electrostatic inte
actions, characterized by the parameterG, are comparable for
H2 and D2 @G(H2)/G(D2);0.8#, we can expect that the
number of hops to achieve clustering is also compara
while the ratio of the hopping rates if given by Eq.~1!. From
pressure measurements in H2 at T51.7 K and with X
50.025, t(H2)53.0 h.12 The ratio t(H2)/t(D2)50.46
31022 is then in surprisingly good agreement with the pr
dictions given by Eq.~1!. ~This scaling of the hopping time
is only valid at ‘‘high’’ temperatures, i.e., above'0.5 K, but
should not work at low temperatures where the hopp
probability is more sensitive to the electric potential disto
tion in the surroundings and to its gradient. There the dir
tions for a most probably jump for D2 and for H2 under
similar conditions could be quite different, resulting in clu

FIG. 2. Time dependence of the heat capacityC of D2@X(J51)
50.028, T51.73 K#. Open circles: experimental values. Open squares:
perimental data obtained after melting and recrystallizing the sample.
solid line represents the theoretical curve calculated on the assumption
no diffusion occurs~t 5 `!.16



i
n

e

r

lt
3
di
v
to
t
ilit

up

cifi
at
o

ri-
o

es
r-

n
r

en

re-
n

the
ec-

of

al
ic,
d

er-
as
K,

e
li-

ly

s

ver-
een
the
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tering trajectories of different lengths.17 See also Section
2 B3.!

Another interesting aspect in the calorimetric studies
the effect of heavier impurities on the clustering time co
stant t in solid H2 . Minchina et al.18 reported that at two
temperatures, 0.5 and 1.3 K, where the experiments w
carried out, the introduction of D2 impurities first decreasest
from the value of pure H2 . Beyond a concentrationX(D2)
50.02, t increases monotonically for doping up toX(D2)
50.3, but by less than a factor of 2~Ref. 18!. Experiments
were subsequently carried out on H2 doped with the heavie
impurity neon.19 Mixtures with X(Ne),631024 showed a
decrease oft by the order of 30%, consistent with the resu
for D2 impurity doping. These results are shown in Fig.
The reasons for this intriguing phenomenon have been
cussed in Ref. 19 in terms of lattice distortions by the hea
impurity, but this needs to be further clarified. According
Fig. 3,t is independent ofX(Ne! in the 0.02–0.06% range. I
has been assumed in Ref. 19 that the upper limit of solub
of Ne in H2 is not higher than 0.02%.

A further calorimetric experiment by the same gro
probed whether quantum diffusion of (J51)D2 in (J
50)H2 could be observed.20 A sample with 3% D2, corre-
sponding toX(J51)59.431024 of (J51)D2 in (J50)H2

was investigated. No evidence of a clustering on the spe
heat after a period of 290 h at 1.7 K could be found, indic
ing the characterizing clustering time to be in excess
104 h.

2. Thermal conductivity

Simultaneous thermal conductivity and NMR expe
ments at Duke University were carried out on a sample
solid H2 grown at constant density, corresponding to a pr
sure of' 90 bar, and from which information of the cluste
ing could be obtained.21 More recently, further conductivity
experiments22 at a similar pressure were carried out in a
other cell where the sample was grown at constant pressu23

instead of constant volume. Such a check with a differ
crystal growth arrangement was made necessary in view

FIG. 3. Experimental values of the configurational relaxation timet versus
T in solid H2 with added Ne impurities having a concentrationn(Ne!. Open
triangles:n(Ne!50.02%, X(J51)50.5%. Inverse open triangles:n(Ne)
50.04% X(J51)50.5%. Solid circles:n(Ne)50.06%, X(J51)50.5%.
Solid triangles:n(Ne)50.06%, X(J51)51%. Solid squares: H2 with
X(J51)50.5% and added impurity of 2% D2. The solid curve represent
averaged values oft for pure H2.
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the unusual results reported in Ref. 21. To analyze the
sults, the additivity of the thermal resistivities from phono
scattering is assumed, namely

k21~X,T!5k~J50!H2

21 ~T!1k~J51!H2

21 ~X,T!. ~2!

Here k (J50)H2

21 (X,T) is the resistivity of a pure (J

50)H2 crystal and represents the phonon scattering by
lattice as determined by grain boundaries, lattice imperf
tions, etc. The second term,k (J51)H2

21 (X,T) is the contribu-

tion from the inelastic phonon scattering by the excitation
the rotational energy states in the (J51)H2 molecules. Dur-
ing the clustering process, we expectk (J51)H2

21 (X,T) to

change as a function of time.
The experiments were carried out in a special therm

conductivity cell made of a proton-free commercial plast
‘‘Kel-F’’, that enabled the NMR spectrum to be scanne
continuously while conductivity measurements were p
formed automatically as a function of time. The cell w
cooled rapidly from a standard temperature, usually 2.2
where clustering is small, to a final temperatureTfin which
was then stabilized for periods up to 45 h. During this tim
data on the conductivity and on the central NMR line amp
tude, the latter being the signal of the ‘‘isolated’’ (J
51)H2, were recorded. A sample of the results, suitab
normalized to the initial observed resistivityk21(0) is
shown in Fig. 4 for the earlier experiments21 with the

FIG. 4. Normalized thermal resistivityk21(t)/k21(0) versus time at sev-
eral temperatures for samples grown at constant density. To avoid o
crowding, the origin of the vertical scale for the various isotherms has b
shifted from 1.00. The solid lines are fits of exponential transients to
data, as described in the text~after Ref. 21!.
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samples grown at constant density. Figure 5 shows a re
sentative, vertically expanded time profile fork21(t) for X
50.01 andTfin50.20 K, obtained with the sample grown
constant pressure.22 The curve is similar to that in Fig. 4 fo
the sameTfin . In both figures, the solid lines are fits to a su
of two exponential terms,

k21~ t !5A1B exp~2t/t1!1C exp~2t/t2!. ~3!

The thermal transport and NMR data show remarka
features, the two principal ones being as follows:

a! Thermal resistivity change. AboveT'0.3 K, the re-
sistivity increases as clustering proceeds. The equilibra
can then be represented approximately by a single expo
tial term with a time constantt1 . The changeDk21

5@k21(t5`)2k21(0)# is positive. However asT de-
creases,Dk21 decreases and changes sign near 0.3 K.
time profile ofk21(t) becomes more complex with decrea
ing temperature, first rising and then decreasing to its e
librium value. As a result,Dk21 becomes negative. This i
shown in Fig. 6 where the results at Kharkov obtained
Gorodilov et al.,24 the predictions by Kokshenev at hig
temperatures25 and the published21 and unpublished22 data in
this laboratory are shown.~The single data point obtained i
Ref. 26 has been omitted.! Given the various uncertainties
there is good consistency between the various measurem
The unexpected behavior change in sign ofDk21 near 0.3 K
is therefore confirmed.

b! Relaxation times. The transients shown by the ex
nential decay of the ‘‘isolated’’ (J51)H2 ~from NMR! and
by the change of conductivity, and measured simultaneo
on the same sample, show different relaxation times. Thi
illustrated in Fig. 7 for a representative temperature ab
T50.3 K. While both observations reflect clustering, th
represent different aspects: the NMR shows the signa
‘‘singles’’ decaying with time, while measurements of the
modynamic averages such as heat capacities and the
conductivity reflect the complicated dynamics of (J51)H2

cluster formation~pairs and larger groups!. In Fig. 8 the re-

FIG. 5. A representative time evolution of the resistivityk21 at T
50.2 K andX(J51)50.01 obtained with a sample grown at constant pr
sure. This should be compared with the curve for the same temperatu
Fig. 4. The solid line is again a fit of exponential transients to the data~from
Ref. 22!.
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laxation times from NMR measurements are presented
gether with those fromCp and fromk. For simplicity, I do
not show the data from conductivity experiments belo
0.3 K, where the situation becomes rather complex, with
formation of ‘‘pair’’ clusters that subsequently hop and co
gregate to form larger clusters~see Fig. 7b in Ref. 21!. Based
on the evidence from NMR data13 that describe the deca
rate of (J51)H2 pairs into larger (J51)H2 clusters, and
which accelerates with decreasing temperature, it is rea
able to expect that the clustering relaxation times observe
calorimetric and thermal conductivity experiments will pa

-
in

FIG. 6. The normalized changeDk21/k̄ (J51)H2

21 versusT for two series of

experiments wherek̄ (J51)H2

21 is the average resistivity of the (J51)H2. Solid

circles: 1.5%,X,3.4%, solid triangles: 0.9%,X,1.1% from Ref. 21.
Open circles and diamonds: forX51 and 2% from Ref. 24. Crosses
1.0%,X,2.5% from Ref. 22. The solid line is the prediction b
Kokshenev25 for X51%.

FIG. 7. Simultaneously recorded thermal resistivity and NMR signal int
sity versus time at 0.7 K~from Ref. 21!.
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over a maximum and decrease with decreasing tempera
below 0.3 K.

As can be seen from Fig. 8, the characteristic cluster
timest obtained from NMR in both experiments performe
at zero pressure13 and at a pressure of approximately 90 ba21

agree within the considerable experimental scatter. Thereso-
nant (J51)↔(J50) conversionmechanism11 leads to the
prediction of a roughly 10% increase in the hopping f
quency for a density increase of 5%, which corresponds
pressure change from 0 to 100 bars. This pressure e
might be too small to detect, given the scatter in the m
surements oft. By contrast,mass quantum diffusionof (J
51) impurities, as produced by the motion of three-bo
cyclic permutation in the (J50) lattice27 is predicted to de-
crease by a factor of 60 for this 5% density increase. The
fore the observations mentioned above favor resonant
version over tunneling as the dominant mechanism
quantum diffusion, at least below 4 K.

The thermal transport measurements can be summa
as follows: at temperatures above' 0.5 K, the time depen-
dence and the sign of the resistivityk21 after a temperature
quench toTfin indicate that clustering of isolated ‘‘single’
(J51)H2 particles takes place, but asTfin is decreased, ther
appears to be competition between several clustering va
tions, and the time dependence ofk21 becomes more com
plex. It is probable that clustering into larger configuratio
causes the trend ofk21(t) to change direction. The initia
increase ofk21(t)—which reflects the simple clustering o
single particles—is compensated within a few hours after
temperature quench and is exceeded in magnitude by
effect from the clustering of larger groups. The quantitat
understanding of this phenomenon remains to be clarifie

3. Theory on the pairing of „J 51…H2 impurities

Significant progress has been made in recent years in
understanding and the simulation of the pairing procedur

FIG. 8. Observed configurational relaxation timest from various experi-
ments in pure solid H2. Solid squares NMR, isolated (J51)H2; open
squares: conductivity, obtained during simultaneous experiments.21 Open
circles and diamonds: conductivity from Ref. 24. Crosses: conductivity w
sample grown under constant pressure~from Ref. 22!. Solid triangles: calo-
rimetry from Ref. 14. The shaded area includes the NMR results on isol
(J51)H2 impurities ~Ref. 13!.
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(J51)H2 particles in a solid (J50)H2 matrix.28–30 As al-
ready calculated by Oyarzun and van Kranendonk11 and dis-
cussed by van Kranendonk,15 the order of magnitude of reso
nant (J51)↔(J50) conversion ‘‘hopping’’ frequencyn0

for an ‘‘isolated’’ (J51)H2 surrounded only by (J50)H2,
is of the order of 13103 s21. Electrostatic quadrupole
quadrupole interactions with (J51)H2 neighbors produces
randomly fluctuating orientations, corresponding to an
ergy band width that increases rapidly asX(J51) increases.
This reduces the probability of an energy-conserving jum
For X51022, the reduction factor is calculated to be 1027,
hence the hopping frequency is onlyn(X50.01)55
31025 s21. Meyerovich and collaborators note that th
small frequencyn0 is very sensitive to inhomogeneities o
the potential relief U(t)'U0(a/t)5, where U0 /kB

'0.8 K, and depends on the orientation. They explore
existence of a strong directional bias, which will influen
the time where one (J51)H2 impurity approaches anothe
one to form a pair. Stimulated partly by the observation
the maximum in the characteristic time of pair formatio
near 0.3 K,13,31 Meyerovich advanced the idea that a dire
tional bias might lead to such a maximum even if the in
vidual hopping rates should show a monotonic behavior w
T, i.e., an increase asT decreases. The two energy
conserving mechanisms for enabling hopping in the prese
of an energy mismatch« i , j5U(r i)2U(r j ) from sitei to site
j are a! spontaneous emission of photons with an ene
hv/2p5« i , j.0, and b! inelastic scattering of therma
phonons. The former process is only possible for« i , j.0 and
is highly anisotropic, while the latter operates for any sign
« i , j . When «!hv0/2p, the hopping time is much large
than that calculated for phonon-assisted hopping and is g
by v21. The authors calculate the average pairing time w
the help of a computational model forX51022 and 1023.
One (J51) impurity is moving while all the others, ran
domly distributed, stay fixed. The single particle diffuses
the cell and can pair with any one of the immobile impu
ties. The motion of the particle is tracked and the times
hopping are adjusted as the energy mismatch« i , j and particle
distribution change. In the calculation, hcp lattices with 1
to more than 103 lattice sites per cell were generated wh
the concentration decreased from aboutX51022 to 1023.

The calculation gave the number of paired impurities
a function of time, assuming a random initial distribution
impurities over all sites, except at the origin, from where t
diffusing particle starts, and its nearest neighbors. Howe
instead of a smooth curve indicating the pairing process to
exponential with time and characterized by a timet, the plot
gave a staircase~Fig. 9! which the authors interpreted t
indicate that the pairing process is characterized by a se
times rather than by a singlet. They speculated that th
staircase should become smoother when account is take
an averaging effect by the motion of other particles. For th
choice of a characteristic timet, the authors used the tim
profile t(n) describing the initial stage of pairing~the first
step of the staircase!. Heren5N/NT , whereN is the number
of impurities that have been paired andNT is the total num-
ber of impurities considered in the calculation. In a plot ve
sus temperature, they show that this timet passes over a
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maximum nearT50.4 K. By contrast, the characterist
time of the final stage of pairing is much longer and stead
increases with decreasingT. The authors then discuss in d
tail the numerical value of the two independent parameter
their calculations that produce a reasonable fit with exp
ment. They find, for instance, that the temperature posi
of the maximum int is rather insensitive to the value o
(j1/j), wherej1 andj are constants appearing in the expre
sion for the time of the phonon-assisted impurity hoppin
The lower bound of the estimate forn0 coincided with the
value15 103 s21 while the upper bound was about two orde
of magnitude higher.

In Fig. 10 we present experimental data and theoret
curves from Ref. 30. Two unknown computation paramet
~bare tunneling frequencyn0 and a coefficient in its tempera
ture renormalization! were chosen so as to fit the positio
and height of the maximumt(T) to experimental data. The
main difference between experimental data and comp
tional results is in the position of the maximum. In princip

FIG. 9. The fractiony of pairs versus time~in hours! for a cell size with 100
lattice sites, corresponding toX(J51)5131022, pictures the pairing of 88
impurities, each marked by a symbol~* !. a! overall picture; b! the initial
stage of pairing of 38 impurities~after Fig. 2 of Ref. 30!. It is from the initial
stage that the pairing time is derived by the slope of the straight line.

FIG. 10. Characteristic pairing time of isolated (J51) impurities. The
shaded area represents the NMR data monitoring the signal decay o
‘‘isolated’’ ( J51) impurities.13,21 The solid line represents an average
the predictions forX51022 and 1.931023 ~after Ref. 29!.
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the theoretical curve should be shifted to the left by 0.2
from 0.5 to 0.3 K, and stretched vertically to make expe
mental and theoretical maxima coincide. This proced
should improve agreement between experimental and th
retical data. However, the position of the maximum and
shape of the curve were not very sensitive to the fitting
rameters, and such a shift would require changing the
known renormalization coefficient by an order of magnitu
away from its expected range.17 On the other hand, this in
sensitivity is a good sign demonstrating that the existence
the maximum is a stable general phenomenon. Better ag
ment with experimental data requires improvement of
over-simplified computational model.30

The numerical calculation leads to the following concl
sion, as stated by the authors:29 the low temperature peak in
the characteristic pairing time is caused by a directional b
in the diffusion, which is conditioned by the interactio
mechanism of the pairing particles with the surroundin
One of the diffusion mechanisms—the hopping with inela
tic phonon scattering—is biased against mutual approac
the particles and opposes pairing. When this mechan
dominates at temperatures above the maximum int, a de-
crease in the temperature results in a slow-down in mot
including the pairing. AsT further decreases, a temperatur
independent motion with emission of phonons becomes
creasingly important, and this neutralizes the first mechan
and increases the pairing rates.

So far, theory has considered the clustering dynam
from an isolated (J51) impurity to the final paired state
The statistical mechanics aspects~equilibrium concentration
of pairs at a given temperature, as based on the Free En
minimum! were ignored within the considered model wi
single-particle motion. The theory assumes all single im
rities will cluster, which should be nearly realized only b
low ' 0.5 K.

Furthermore I note that the calculation of the charact
istic clustering timet has been made from the initial pairin
stage, as computation oft from the later stages gave a su
stantially larger value. The experimentally observed trans
of the ‘‘single’’ (J51) signal@n(t)2n(t5`)# followed an
exponential decay all the way, and not just in the init
stages, as shown by all the NMR experiments.4,13,21 It is
hoped that these problems in the theory can be address
the near future.

C. Tunneling of HD and of „J 51…H2 in solid H 2

There has been considerable activity in the study of lo
temperature tunneling motions, both of molecules~HD! and
of atoms in a matrix of solid H2. ~This process of motion is
of course, different from quantum diffusion resulting fro
ortho-para resonant conversion in H2 and in D2.) Further-
more experiments have been reported on H2

2 anion tunneling
~see Section 2D!. First the detailed NMR studies by th
group of Sullivan, showing evidence of HD tunneling, w
be described. This will be followed by the account of
experiment that indicates tunneling motion of (J51)H2.

the
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1. HD tunneling from NMR experiments

Pulse measurements32–35 were carried out at 268 MHz
and both the longitudinal and the transverse relaxation tim
T1 andT2 , of the proton nuclei were measured. The samp
consisted of HD and of (J51)H2 impurities in a matrix of
solid (J50)H2. The most extensively studied sample co
tained 1.1% of HD and 1.6% of (J51)H2. Although the
proton line shapes of HD and H2 can only be resolved below
' 4 K ~see Fig. 11!, they have very different relaxatio
times. Therefore the respective signal contributions can
separated and this is most striking forT1 . It is known that
the spin-lattice relaxation time in pure H2 for such low (J
51)H2 concentrations is of the order of ms and has onl
weak temperature dependence.~See, for instance, Ref. 3
and references therein!. The characteristic molecular orienta
tion fluctuation frequency spectrumvQ from the intermo-
lecular electric quadrupole-quadrupole interactions modu
the dipolar interaction between the two protons. ForJ
51)H2 concentrations of a few percent,vQ/2p is compa-
rable to the Larmor frequency of the order of 10
102 MHz, and this favors rapid energy transfer from the sp
‘‘bath’’ to the rotational energy bath, and from there to t
lattice. The protons of HD do not have this mechanism

FIG. 11. The NMR derivative line shapes of the proton spectrum of
~1.1%! and (J51)H2 (X50.018) in solid (J50)H2 at temperatures below
4 K, where they can be separated~from Ref. 34!.
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energy transfer, and their intrinsic relaxation rate to the
tice is very slow. However, as shown in Ref. 35, the cro
relaxation from the HD spin system to that of (J51)H2 per-
mits a faster relaxation. Furthermore, this mode of ene
transfer is sensitive to the motion of the HD molecule. In t
high temperature regime~for T.11 K!, the mechanism of
cross-relaxation is attributed to the motion of vacanci
while in the low temperature regime (T,8 K!, quantum
tunneling of HD impurities is the responsible mechanism

The longitudinal relaxation time measurements showe
pronounced minimum~Fig. 12! which was analyzed in Ref
35. Starting from the low temperature end, where the cro
relaxation time is nearly constant and is determined by
quantum tunneling frequencyJ of the HD particles, impurity
scattering with an activation energyEF becomes importan
and leads to a decrease ofT1 . The progressive excitation o
vacancy motion with an activation energyEB then pulls up
T1 as the temperature increases. The theory is thus ab
account for the observed minimum. The quantum tunnel
frequency so derived isJ51.33103 Hz, which is of the
same order as the hopping frequency of (J51)H2 impurities
from resonant conversion.15 The energies obtained by fit t
the data areEF /kB591 K andEB /kB5100 K. It is the sum
(EF1EB)/kB that determines the limiting high temperatu
slope seen in Fig. 12, and which agrees with previous de
mination of the activation energies in (J51)H2. It should be
noted that, in pure solid H2 with such low values ofX(J
51) as used here, this temperature dependence ofT1 is not
observed, but the addition of HD impurities leads to a te
perature profile of bothT1 andT2—a pronounced minimum
and a sharp rise withT— and permits the separate determ
nation of these activation energies.

The transverse relaxation times show a similar behav
to the longitudinal ones, but with a less pronounced mi
mum. Figure 13 shows a representative curve forT2 with
1.1% HD and 2.1% (J51)H2 between 15 and 4 K.34 There
is a weak linear temperature dependence below 4 K where
T2 rises to' 3 ms near 0.1 K~Fig. 4 in Ref. 34!. Again the
results could be interpreted by quantum diffusion of the H
impurities at temperatures below' 6 K. This value ofT2 is
higher than calculated for HD in a rigid H2 lattice, and this

FIG. 12. The observed and calculated temperature dependence of the
lattice relaxation timeT1 of the HD impurities~1.1%! in H2 with X(J51)
51.8%. Symbols: data of Rallet al.34 Solid curve: theory.35
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leads to the conclusion that diffusion narrows the linewid
~or raisesT2). As the temperature increases, first vacan
impurity scattering with an activation energyEB /kB

591 K, and then vacancy motion with an activation ener
(EB1EF)/kB5196 K explain the data very well. Neglec
ing the small temperature dependence that is attribute
formation of (J51)H2 clusters at temperatures below 4 K
the diffusion coefficient can be represented by

DV5@D0
quantum1D0

classice2EB /kBT#e2EF /kBT, ~4!

where D0
quantum51.631028 cm2/s and D0

classic55.9
31023 cm2/s. From the value ofD0

quantum, the authors cal-
culate a tunneling frequency ofJeff51.5 kHz. ~See, how-
ever, the revised analysis below.!

Rall et al.34 pointed out that it would be valuable if bot
results obtained at Duke University and at the University
Florida could be compared at the same temperature. In
such a comparison can be made readily for the tempera
range below 0.1 K, where the temperature dependence oT2

is only weak, and is based on the experiments carried ou
Duke37,38 as presented in Ref. 38. The details of this co
parison and their analysis to obtain the tunneling frequencJ
are deferred to the Appendix. Briefly, the result is that theT2

data obtained in both laboratories under comparable co
tions of X(J51) of temperature and of r.f. pulse length a
of the same order. The uncertainty lies in the analysis ofT2

to obtain the tunneling frequency. This frequency, when
rived with the use of the relations reviewed in the Append
is lower than theJeff51.34 kHz claimed by Rallet al.34

While tunneling of HD in the matrix of (J50)H2 no doubt
exists, its frequency, as obtained from the Duke data, is
the order of 33102 Hz, and independent ofX(J51) and of
T within the experimental uncertainty. The reanalyzed
data39 give Jeff'800 Hz. The results are shown in Fig. 14
where the DU and the UF data are compared.

FIG. 13. Observed temperature dependence of the transverse nuclear
ation timeT2 from the proton signal of HD and (J51)H2 impurities in solid
(J50)H2 for three different samples. Squares: 1.1% HD, 1.8% (J51)H2;
triangles: 1.1% HD, 2.1% (J51)H2; circles: 0.05% HD, 2.5% (J51)H2

~after Ref. 34!. ~The data represented by the asterisks are from Ref. 36!.
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2. Enhanced ortho –para conversion in solid H 2 with O 2

impurities

Tunneling appears also to be important in the (J51)
→(J50) conversion in solid H2 catalyzed by O2 impurities,
as shown by Shevtsovet al.40 Here the conversion rate fo
small concentrations of O2 was studied between 4.2 and 7 K
The authors report a very different conversion rate~magni-
tude, as well as temperature dependence! from that for pure
solid H2. Diffusion of (J51)H2 is invoked, and a fit of the
proposed model to the data gives a diffusion coeffici
D(T)5D0 exp(296/T). The activation energy is compa
rable to that obtained by the group of Sullivan for the H
tunneling in this temperature region, where the potential
ergy of ~9166! K was attributed to impurity-vacancy
scattering.35 The prefactor D053310211 cm2/s corre-
sponds to a tunneling frequency;103 times smaller than
that for HD and smaller thann0 for the resonant (J
51)↔(J50) conversion of an isolated pair in (J50)H2,

15

wheren0 is of the order 103 s21.

D. Tunneling of D or H atoms and H 2
2 anions in solid H 2

A very interesting development over the last fifte
years is the systematic study of low temperature chem
reactions. Here electron spin resonance techniques are
to observe the H or D signal intensity in a matrix of solid H2,
HD or H2–D2 mixtures. The atoms are produced by the irr
diation of the solid sample byg rays from a Co60 source or
with x-rays, and their ESR signal shows an exponential
cay with time that is interpreted as recombination throu
tunneling. This research elucidates chemical kinetics n
4 K and below, where all the thermally activated reactio
are suppressed, and only those driven by quantum tunne
take place.

A major portion of this research has been carried ou
Nagoya University by the group of Miyazaki, and a revie
of papers before 1990 has been presented by him in Ref
Among the many reactions studied experimentally and a
theoretically, a very interesting one has been the irradia
of a solid D2–HD mixture byg rays at 4.2 K.42 Simultaneous
ESR measurements of H and D atoms, made after the
diation, showed clearly the D signal to decrease while tha

lax-

FIG. 14. a! The T2 data in the temperature range of 50–100 mK as
function ofX(J51). Solid circles: from Ref. 38, open triangles: from Fig
3 and 4 in Refs. 34 and 39. b! The derived tunneling frequencyJeff versus
@X(J51)#, as obtained from theT2 data via equations~9!–~11! ~in Ref. 34!.
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H increased with time. The results indicated convincingly
occurrence of the reaction

HD1D→H1D2. ~5!

The signal transient curve obtained forT54.2 K was found
to be the same at 1.9 K, indicating that the reaction rate
temperature independent. Because the potential barrie
this reaction isDE/kB'53103 K, the reaction cannot occu
by thermal activation, but must take place by quantum t
neling. Several types of calculations of the rate constant
this tunneling regime have been carried out and were lis
in Miyazaki’s review. In a review of more recent papers43

the temperature dependence of the above reaction has
investigated in detailed fashion and shows a dramatic t
perature dependence of the reaction constantk defined by the
relation

d@D#

dt
52k@D#@HD#, ~6!

where the components in brackets signify the fraction of
reactants.

This behavior ofk is shown in Fig. 15 wherek sharply
decreases with falling temperature as thermal activation
comes frozen out. Below 4 K,k remains constant. From th
temperature dependence between 6.5 and 5 K, the auth44

derive an activation energyDE/kB595 K, which is similar
to values between 85 and 105 K obtained for vacancy di
sion in solid HD from NMR transverse relaxation tim
measurements.34 This result is discussed in terms of the d
tortion of the solid hydrogen lattice structure by the H a
the D atoms, which is caused by the large zero-point vib
tion of these atoms. The authors argue that in the tunne
process, the deformation accompanies the atoms. Wh
vacancy moves to another site by thermal activation,
atom tunneling is accelerated by the vacancy motion. Thi
vacancy-assisted tunneling reaction, which becom
temperature-independent below about 4 K. Investigation
the ESR fine-structure and the linewidth for H atoms in so
HD furthermore gave information on the distance betwe

FIG. 15. The rate constantk for the tunneling reaction HD1D→H1D2,
solid circles: experimental data; curves: calculations based upon diffe
potential surfaces~after Ref. 43!.
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the tunneling atom and the nearest neighbor host molecu
It was found that the average distance H–HD was'3 Å.

Another interesting investigation is that of the decay r
of H2

2 anions.45 In the reaction accompanying the decay, t
anions change into electron bubbles, as represented by
equation

H2
21HD→H21HD1ebubble

2 . ~7!

The ESR spectrum of electron bubbles has been observe
become more intense while that of the H2

2 decreases. The
decay rate constant has a rather striking temperature de
dence, as shown in Fig. 16. Here solid (J50)H2 has been
irradiated with x-rays. The measured decay rate constant
be represented by a sum of two terms. The first is
thermally-activated process above 5 K with an activation en-
ergy of DE/kB593 K, the same as in the reaction given b
Eq. ~4!. The second term is a phonon scattering proces
quantum diffusion. The tendency of the decay rate cons
towards temperature independence below 3.2 K might in
cate quantum diffusion in the absence of phonon scatter
The possibility has been raised45 that the origin of anion
motion might be through reaction with a tunneling impuri
HD molecule. However another mechanism of anion ho
ping is given by the conversion

~J50!H2
21~J50!H2→~J50!H21~J50!H2

2. ~8!

Because of the light mass of the excess electron, and
symmetry between the initial and final compound, this co
version might occur by quantum tunneling of the electro
However information on the anion H2

2 in solid H2 is insuffi-
cient so far to permit more discussion.

3. CONCLUSION

Much progress has been made in the past ten years in
understanding of quantum diffusion and tunneling pheno
ena in the solid hydrogens. It is hoped that this review w
stimulate further investigations in several areas. Since

nt

FIG. 16. The decay rate constant of H2
2 anions in x-ray irradiated solid (J

51)H2 over the temperature range 2.7–6.6 K. The solid curve shows a
term fit to the data, as explained in the text~after Ref. 45.!
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tunneling study of HD, H and D atoms in solid hydrogen is
very active subject of research at present, I restrict myse
the topic of (J51)H2 quantum diffusion through the reso
nant conversion process.

i! More and better NMR experiments are certain
needed with dilute mixtures below 0.1 K to explore wheth
the clustering timet tends to a constant value, as sugges
by theory.

ii ! Although the theory of single-particle clustering
already quite complex, it is hoped that still further improv
ments can be made to bring theory into better agreem
with experiments and to clarify the problem of the transie
decay, which is observed to be exponential during the wh
process and not only in the initial stages of clustering.

iii ! The complicated time dependence of the thermal
sistivity after the quench to a final temperatureTfin needs to
be quantitatively explained as a function ofT. It would be
interesting to find out whether calorimetric experiments a
show a complex time dependence at temperatures be
0.5 K after a temperature quench.

iv! There is also the intriguing question of what happe
to clustering at larger (J51) concentrations than a few %
Pressure experiments12 at constant volume,PV(t), suggest
that as X(J51) increases, the clustering time decreas
Could quantum diffusion play a role in the martensitic tran
formation ~from Pa3 cubic to hexagonal close packed! that
accompanies the orientational order–disorder transition?
transformation, which is observed forX(J51).0.55, has
been known for about thirty years and is very different
solid H2 and D2. The dynamics of the thermal cycling an
phase stability for this transition have been recen
reviewed.46 While the effect of quantum diffusion on th
irreversible (J51)→(J50) conversion rate can be ob
served in various types of experiments at low concentrati
when clustering has occurred, it also appears that diffusio
intermediate concentrations is still efficient in bringing abo
a random distribution of the (J51)H2 in the matrix as the
conversion proceeds. It is difficult to observe directly th
diffusion fromPV(t) measurements, because the time dep
dence ofPV from the (J51)→(J50) conversion masks
any molecular rearrangement effect due to diffusion.

This short review has been restricted to the solid hyd
gens in three dimensions. The very interesting subjec
molecular motions in thin films of H2, HD and D2 has re-
ceived much attention, especially over the past ten years,
a review on this topic is certainly due. For the reader’s c
venience I list some of the recent works48–51 where refer-
ences to previous research in this field are given.
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5. APPENDIX: THE HD HOPPING FREQUENCY AS DERIVED
FROM T2 MEASUREMENTS

First I review the data for the transverse relaxation tim
T2 obtained at the University of Florida~UF! and at Duke
University ~DU! under comparable experimental condition
This is followed by a data analysis to obtain the HD tunn
ing frequency.

It might be noted that the statistical rigid-lattice NM
full width at half maximum~FWHM! for the HD spins is
given byDFWHM563.4 X(J51) ~kHz! in Ref. 34. The nu-
merical coefficient is larger by a factor of about 3 than th
presented in Ref. 37, Eq.~7a!, and was based on a model b
Delrieu and Sullivan.27 ~This width was denoted byd/p in
Refs. 27 and 37.! The new value ofDFWHM , which is larger
than the experimental one deduced fromT2 data, indicates
‘‘motional narrowing’’ of the~Lorentzian! line, and signifies
that HD tunneling is taking place.

The data at UF were obtained with r.f. pulse amplitud
giving a field of 15 G in the rotating frame.34 For a p/2
pulse, this corresponds to a pulse length of' 4 ms. In the
DU experiments,37,38 pulse lengths for ap/2 pulse were be-
tween 11 and 100ms and theT2 results were extrapolated t
zero pulse length. The UF sample concentrations w
C(HD)51.1%, X(J51)52.1% and C(HD)51.1%,
X(J51)1.8%. Those of the DU sample IV wereC(HD)
50.04% and 0.55%,X,1.3%, whereX(J51) decreased
through conversion over the period of the experiment. T
data taken nearT550 mK are shown in Fig. 14a. Because
the significant dependence ofT2 on pulse length,37,38 the DU
T2 data nearX51.3%, converted to 4ms pulse length,
would have been respectively' 0.7 ms larger than for zero
pulse length, namely' 3.1 ms, which is comparable with th
data obtained at UF, namely 3.4 ms forX(J51)52.1% and
4.6 ms forX(J51)51.8%.

The next step,the calculation of the HD jump frequency
has uncertainties which were discussed previously.37 The dif-
ficulty lies in the correct choice of the rigid lattice secon
moment of the HD line for low values ofX(J51) and in the
presence of clustering. It is therefore interesting that for sh
p/2 pulses of 11ms or less,T2 does not seem to chang
significantly as clustering proceeds in time~Fig. 4a in Ref.
38 and Fig. 4 in Ref. 34!.

For comparison of the data of UF and DU in a consist
way, I use Eqs.~18!, ~28!, and ~30! in the paper by Rall
et al.34 ~Note: the ‘‘X’ ’ in the denominator of Eq.~18!
should be suppressed.!39 The tunneling frequencyJeff is then
given by
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Jeff5
4T2M2

HD

6p
~9!

where the second momentM2
HD of the HD rigid lattice NMR

line is given by

M2
HD5F 3

8

C~HD!

X~J51!
1

4

9 GM2
H2~X!. ~10!

Here M2
H2 is the second moment of the H2 line. For this

quantity the high temperature limit value under the assum
tion of random (J51)H2 distribution47 was taken,

M2
H2~X!590 X ~kHz!2. ~11!

Inserting the respective values ofX(J51) andC(HD! into
the equations, the values ofJeff are obtained as shown in Fig
14b. There appears to be no significant variation ofJeff with
X(J51) in the DU experiment, but a discrepancy exists w
the results from the UF group which is diminished if o
takes into account the pulse length-dependence ofT2 , as
discussed above. The UF values forJeff , quoted here after
clarifications by Sullivan,39 are lower than 1.34 kHz, re
ported in the paper of Kisvarsanyi and Sullivan.35
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Thirty years ago L. I. Amstutz, J. R. Thompson, and H. Meyer detected quantum diffusion in solid hydrogen

discovery has considerably influenced the evolution of the concept of tunnel processes in solids and stimulated n
experimental and theoretical studies. Many aspects of this interesting phenomenon are not yet clear and its further inv
will undoubtedly reward researchers’ efforts with results of fundamental importance. Professor H. Meyer, F. Londo
winner, agreed to contribute to the celebration of the anniversary and to write a paper for our Journal describing the
achieved in quantum diffusion in solid hydrogens during the recent decade. Professor H. Meyer is not only one of the
of the discovery; it is to his further studies that we owe the first experimental detection and investigation of the most int
features of quantum diffusion in hydrogen.

Editorial Board



LOW TEMPERATURE PHYSICS VOLUME 24, NUMBER 6 JUNE 1998
QUANTUM LIQUIDS AND QUANTUM CRYSTALS

Long-wave fluctuation kinetics and quasi-linear relaxation for zero-point sound
in a normal Fermi liquid
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A universal phenomenological approach to studying macroscopic fluctuations is proposed and
general kinetic equations for long-wave fluctuations in a normal Fermi liquid are derived.
These kinetic equations form the basis of the theory of quasi-linear relaxation for zero-point sound
in a normal Fermi liquid in the paired fluctuation approximation. The conditions for the
existence of the quasi-linear approximation are considered. ©1998 American Institute of Physics.
@S1063-777X~98!00206-0#
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INTRODUCTION

Macroscopic~long-wave! fluctuations play a noticeabl
role in a wide range of physical phenomena in classica
well as quantum systems.1! It is well known that fluctuations
are very important in the theories of turbulence3,4 and ‘‘long
hydrodynamic tails,’’5–8 as well as in the theory of interac
ing modes.9,10 A microscopic approach~based on a generali
zation of the Bogoliubov method of brief description! to the
construction of the kinetic and hydrodynamic theory of lon
wave fluctuations was developed in Ref. 2~see in this con-
nection Refs. 11 and 12 also!. It was established that th
equations of quasi-linear relaxation in plasma can easily
obtained from general fluctuation-kinetics equations in
approximation of paired fluctuations for a weak Coulom
interaction between particles. In this case, a decisive rol
played by the terms in kinetic equations describing the ef
of a self-consistent field on the system dynamics. In view
specific properties associated with the dependence of
Hamiltonian of a quasiparticle on the distribution functio
~see, for example, Refs. 13–17!, effects similar to collision-
less relaxation in plasma must be observed for normal Fe
liquids ~both charged and neutral!. Naturally, this is only one
~although peculiar! phenomenon that stimulates the constru
tion of a kinetic theory of macroscopic fluctuations in a no
mal Fermi liquid developed in this article. The derivation
equations for quasi-linear relaxation in the case of ‘‘ze
point sound’’ is considered here as an application of the g
eral equations of long-wave fluctuation kinetics obtained
us for a normal Fermi liquid.

1. KINETIC EQUATIONS FOR LONG-WAVE FLUCTUATIONS
IN A NORMAL FERMI LIQUID

While constructing the kinetic theory of macroscop
fluctuations in a normal Fermi liquid, it is most convenient
use, for better visualization, not the microscop
approach2,11,12which often involves considerable mathema
cal difficulties ~which in principle can be overcome! when
applied to complex systems, but an equivalent universal
3931063-777X/98/24(6)/8/$15.00
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simple phenomenological approach developed in Refs.
and 19 and verified for concordance to the microscopic
proach for gaseous media. This approach is based on
application of the procedure of averaging kinetic equatio
~without taking into account fluctuations! over random initial
conditions18 or over a random external force19 generating
fluctuations.

Before going over to direct derivation of equations in t
kinetic theory of long-wave fluctuations in a normal Ferm
liquid, we shall make a few remarks concerning the appro
mations that will be used here.

A ‘‘normal Fermi liquid’’ is the term applied tradition-
ally to a degenerate Fermi liquid preserving basic proper
of systems of noninteracting fermions. We shall mainly
interested in neutral Fermi liquids. It is quite possible, ho
ever, that the results obtained by us here are valid in p
ciple for charged Fermi liquids also since the latter also
hibit weakly attenuating zero-point sound vibrations.30 For
this reason, we shall emphasize typical properties that
common for charged and neutral Fermi liquids, the m
property being the dependence of the Hamiltonian of exc
tions « on the quasiparticle distribution functio
n(x,p,t);«(x,p,t)5«(x,p;n).13–17,20–28We shall also disre-
gard the existence of particle spin, which is admissible in
solution of a wide range of problems. In other words, w
assume that the state of the system can be described b
one-particle distribution functionn(x,t)(x[(x,p)) which
depends on the coordinatex and momentump at instantt
and does not depend on spin variables. It will be seen fr
subsequent analysis that many simplifying assumpti
could be omitted in the approach proposed here, but
would lead to unjustifiable complication of calculations wit
out changing basically the main results.

Naturally, we assume that the main condition of the a
plicability of the theory of a normal Fermi liquid, i.e.,

«F@T, ~1!

is satisfied, whereT is the temperature in energy units.
© 1998 American Institute of Physics
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Under the above assumptions, the kinetic equation
scribing the nonequilibrium state of a normal Fermi liquid
the absence of fluctuations can be written in the form

]

]t
n~x,t !1

]«~x;n!

]p

]n~x,t !

]x

2
]«~x;n!

]x

]n~x,t !

]p
5L~x,n!, ~2!

where L(x,n)5L(x,p;n(x8,p8)) is the collision integral
whose explicit form will not be required~see, for example
Refs. 13–17, 20–24!. The form of quasiparticle energ
«(x,p;n) as a functional of the distribution functionn(x,t)
will be specified in Sec. 2 while considering collisionle
relaxation at zero-point sound in a normal Fermi liquid~it
should be recalled that the explicit form of the energy
interaction of quasiparticles in the phenomenological the
is unknown, and its parameters should be determined f
experiments!.

In the approximations stipulated above, Eq.~2! describes
kinetic phenomena in a normal Fermi liquid generally on
for definite initial values of the distribution functionn(x,t).
Such a situation, however, is quite special~see Ref. 2!. The
case when the initial conditions for the kinetic equation~2!
are random is more general, and hence this equation sh
be averaged over such a distribution of initial conditions.2 In
such an approach, the one-particle distribution function
isfying Eq. ~2! is random in view of the specified initia
conditionsn̂(x,t)5n(x,t;n(x8,0)). The symbol ‘‘̂ ’’ above
n emphasizes the random nature of this quantity. An atte
to average the kinetic equation~2! over initial conditions
necessitates the introduction of the quantities

ns~x1 ,...xs ;t ![^n̂~x1 ,t !...n̂~xs ,t !&, ~3!

where

^...&5E Dn̂~x,0!W@ n̂~x,0!#... ~4!

indicates averaging in the space of functionsn̂(x,0)
3(W@ n̂(x,0)# is the corresponding probability density!. The
quantities ns(x1 ,...,xs ;t) which are analogous to many
particle distribution functions can be obtained bys-fold dif-
ferentiation with respect to the functional argumentu(x)
[u(x,p) of the generating functional

F~u;na~ t !!5K expS (
p
E dxu~x!n̂~x,t ! D L , ~5!

where na(t) stands for the entire set of the quantitiesns .
Further, we introduce the generating functionalG (u;g) of
the correlation functionsgs(x1 , . . . ,xs ;t)(s>2)

G ~u;ga~ t !!5(
s52

`
1

s! (
p1

E dx1 ...

3(
ps

E dxsu~x1!...u~xs!gs~x1 ,...xs ;t !,

~6!
e-

f
y
m

uld

t-

pt

connected with the generating functionalF@u;na(t)# through
the relation

F~u;na~ t !!5exp~G0~u;n!1G ~u;ga~ t !!!, ~7!

where

G0~u;n!5(
p
E dxu~x!n~x,t !, ~8!

g1(x,t)[n1(x,t)5n(x,t), while ga(t) denotes the entire se
of correlation functionsgs . It can easily be seen that th
correlation functionsgs introduced through formulas~6!–~8!
are fluctuations of a one-particle distribution function det
mined by the distribution of initial conditions@see Eq.~4!#.
Thus, macroscopic fluctuations in a normal Fermi liquid c
be described either in terms of momenta defined by~3! and
~4!, or in terms of correlation functionsga(t) ~it should be
recalled that the term ‘‘macroscopic’’ or ‘‘long-wave’’ fluc
tuations in the given case can be used in view of the valid
of the Wigner approximation in the description of the syste
only on temporal and spatial scales much larger than
corresponding atomic characteristic scales!. The equations of
motion for these parameters are just the kinetic equations
macroscopic fluctuations in a normal Fermi liquid. Befo
we go over to the derivation of these equations, let us pr
that any quantityA@n;ga(t)# which is an arbitrary functiona
of a random distribution functionn̂(x,t) averaged over ran
dom initial conditions in accordance with formula~4!, i.e.,

A~n;ga~ t !![^A~ n̂!&, n5^n̂&, ~9!

satisfies the formula

A~n;ga~ t !!5expH G S d

dnI
; ga~ t ! D J A~n!, ~10!

where the functional operatorG (d/dn;ga(t)) is the generat-
ing functionalG (u;ga(t)) in which the functional argumen
u(x) is replaced by the operation of functional differentiatio
with respect ton(x,t). In order to prove relation~10!, we
note that, according to~5!, the quantitŷ A(n̂)& can be writ-
ten in the form

^A~ n̂!&5K expH (
p8

E dx8n̂~x8!
d

dnI ~x8!J A~nI !L U
nI 50

5FS d

dnI
; na~ t ! DA~nI !U

n50

. ~11!

Considering that

expH G0S gd

dnI
; nD J A~nI !5A~nI 1n!, ~12!

in accordance with~8! and taking into account formula~7!,
we arrive at the expressions~10!.

The evolution equations for the quantitie
ns(x1 ,...,xs ;t) or, which is the same, for the generatin
functionalF@u;na(t))] are derived from Eq.~2! by writing it
in the form convenient for the subsequent analysis:

]

]t
n̂~x,t !5L~x;n̂!, ~13!
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where we have introduced the notation

L~x;n̂![L~x;n̂!1
]«~x,n̂!

]x

]n̂~x,t !

]p

2
]«~x,n̂!

]p

]n̂~x,t !

]x
. ~14!

Differentiating definition~5! with respect to time and usin
relations~12! and ~13!, we obtain

]

]t
F~u;na~ l !!5exp$G0~u,n!%expH G S u1

d

dn
; ga~ l ! D J

3(
p
E dxu~x!L~x;n!. ~15!

Taking into account~7! and~8!, we can write Eq.~14! in
the form of the equation of motion for a one-particle dist
bution function averaged over random initial conditio
n(x,t)5^n̂(x,t)&, i.e.,

]n~x,t !

]t
5expFG S d

dn
; ga~ t ! D GL~x;n!, ~16!

and the equation of motion for the generating functio
G (u;ga(t)) of the correlation functionsgs(x1 ,...,xs ;t)(s
>2):

]G ~u;ga~ t !!

]t
5H expFG S u1

d

dn
; ga~ t ! D2G ~u;ga~ t !!G

2expFG S d

dn
; ga~ t ! D G J

3(
p
E dx u~x!L~x;n!. ~17!

Equations~16! and~17! completely describe the dynamics
macroscopic fluctuations in the system under investigatio
should be noted that the functionalL(x;n̂) in these equa-
tions~see~14!! is the only quantity determining the evolutio
of macroscopic fluctuations at its kinetic stage as in the c
of ordinary~fluctuationless! kinetics. This corresponds to th
Onsager principle,31 according to which macroscopic fluc
tuations evolve according to the laws of macroscopic phy
~in the case under investigation, the kinetic equation~13! is
such a law!. It should also be noted that the explicit form
the functionalL(x;n̂) was not required for deriving Eqs
~16! and ~17!.

It is also worthwhile to note that Eq.~17! has the solu-
tion G 50. In this case, Eq.~16! is transformed into~13!.
However, the solutionG 50 corresponds to very special in
tial conditions gs(t50)50, s>2, which necessitates th
clarification of the role of large-scale fluctuations in the
netics of a normal Fermi liquid. The possibility of a consi
erable influence of macroscopic fluctuations on the sys
evolution can be demonstrated by constructing the theor
quasi-linear relaxation at zero-point sound in a normal Fe
liquid, bearing in mind the certain above-mentioned simi
properties of a normal Fermi liquid and a plasma for wh
l

It

se

s

m
of
i

r

such a quasi-linear relaxation at weakly attenuating osc
tions with characteristic plasma frequencies is known lo
ago ~see, for example, Refs. 31 and 32!

2. QUASI-LINEAR RELAXATION AT ZERO-POINT SOUND IN
A NORMAL FERMI LIQUID

One of the conditions for the existence of quasi-line
relaxation is associated with the possibility of propagation
long-lived oscillations in the system with a collisionle
mechanism of damping. Such oscillations with characteri
plasma frequencies~e.g., Langmuir frequencies! must exist
in a charged Fermi liquid. As a result, quasi-linear relaxat
based on the exchange of fermions by plasmons, cannot
fer basically from a similar phenomenon in a nondegene
plasma. For this reason, we shall not consider the possib
of typical plasma oscillations existing in a charged Fer
liquid and try to construct a quasi-linear theory based on
existence of zero-point sound, viz., a specific phenome
inherent only in normal Fermi liquids irrespective of wheth
the fermions are charged or neutral.

We shall consider a simple model of a normal Fer
liquid assuming that the dependence of the excitation ene
functional on the distribution function is given by~see, for
example, Refs. 23 and 24!

«~x;n!5«~p!1(
p8

E dx8 f ~x2x8!n~x8,t !, ~18!

In other words, we shall actually confine our analysis to s
tially homogeneous and isotropic energy–momentum re
tion «(p) for quasiparticles and the dependence«(x;n) on
the distribution functionn(x,t)5n(x,p,t) only through the
densityr(x,t)5Spn(x,t). The functionf (x2x8) in formula
~18! describes the interaction of quasiparticles.

We shall also be interested in kinetic effects in the s
tem under investigation in the collisionless approximatio
which immediately imposes certain limitations on the tim
interval of the approximation under investigation:

t0!t!t r , ~19!

wheret r is the relaxation time determined by the collisio
integral. The timet0 bounding this interval from below can
be determined from the requirement of applicability of Eq
~16! and ~17! to the description of the fluctuation–kineti
stage of evolution in a collisionless normal Fermi liqui
Indeed, the slow rate of time variation of ‘‘many-partic
distribution functions’’ ns(x1 ,...,xs ;t) @see ~3!# satisfying
Eqs. ~16! and ~17! as applied to fluctuating Fermi liquid
must indicate the smallness of characteristic periods of vib
tions as compared to the characteristic timet of variation of
the functionsns(x1 ,...,xs ;t);vcht@1, wherevch is the char-
acteristic frequency of vibrations. Since we are going
single out only the vibrational frequencyv0(k) of zero-point
sound from the entire possible spectrum of characteristic
quencies~see below!, the time interval in which this approxi
mation is valid is determined in accordance with~19! by the
relation

1!v0~k!t!v0~k!t r . ~20!
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It should be noted that the conditions under which the qu
linear approximation in a nondegenerate plasma can be v
are described most comprehensively in Ref. 34.

Let us now derive the equations of quasi-linear appro
mation. We shall confine our analysis only to the effect
paired fluctuations on the system dynamics, which is in
cord with the approximations of the quasi-linear theory
conventional plasmas.

In the approximations stipulated above, the equation
kinetics of long-wave fluctuations taking into account on
paired correlation functionsg(x1 ,x2 ,t) based on~16!–~18!
can be reduced to the form

]n~x!

]t
5H 2

]«~p!

]p

]

]x
1

]U~x!

]x

]

]pJ n~x!

1
]

]p (
p8

E dx8
] f ~x2x8!

]x
g~x,x8!, ~21!

]

]t
g~x1 ,x2!5H 2

]«~p1!

]p1

]

]x1
1

]U~x1!

]x1

]

]p1
J g~x1 ,x2!

1H 2
]«~p2!

]p2

]

]x2
1

]U~x2!

]x2

]

]p2
J g~x1 ,x2!

1
]n~x1!

]p1

]

]x1
(
p8

E dx8 f ~x12x8!g~x8,x2!

1
]n~x2!

]p2

]

]x2
(
p8

E dx8 f ~x22x8!g~x1 ,x8!,

where the quantityU~x! is defined by

U~x![(
p8

E dx8 f ~x2x8!n~x8!. ~22!

Equations~21! together with~22! form a closed system o
equations describing the evolution of a normal Fermi liqu
for time periods specified by relation~20!. These equations
are simplified considerably in the spatially homogeneo
case. The first equation in~21! can be written in the form

]n~p!

]t
52

]

]pi
Ji~p!, ~23!

where the quasiparticle flux densityJi(p) in the momentum
space is given by

Ji~p!5
1

~2p!3 E dkki f 2k(
p8

gk~p,p8;t !, ~24!

in which the quantitiesf k ,gk(p,p8;t) are the Fourier trans
forms of the interaction functionf (x2x8) and the paired
correlation functiong(x2x8,p,p8,t) respectively:

f k5E dx exp~2 ik–x! f ~x!,
~25!

gk~p,p8;t !5E dx exp~2 ik–x!g~x,p,p8,t !.

Sinceg(x,x8)5g(x8,x), the quantitygk satisfies the relation

gk* ~p,p8;t !5g2k~p,p8;t ! ~26!
i-
lid

i-
f
-

of

s

~in formulas~24! and~25!, we take into account the fact tha
the paired correlation functiong(x,x8;t) in the spatially ho-
mogeneous case depends only on the difference betwee
coordinatesx andx8:g(x,x8;t)[g(x2x8;p,p8;t).

According to ~21!, the Fourier componentgk(p,p8;t)
satisfies the equation

ġk~p1 ,p2!5 ik~v12v2!gk~p1 ,p2!

1 ik
]n~p1!

]p1
f k(

p8
gk~p8,p2!

2 ik
]n~p2!

]p2
f 2k(

p8
g2k~p8,p1!, ~27!

where

v[
]«~p!

]p
. ~28!

Equations~23! and ~27! combined with~24! and ~27! are
initial equations in the derivation of the basic equations
the quasi-linear theory of a normal Fermi liquid. The ne
step is the solution of Eq.~27!. According to the method of
separation of variables, we shall seek the solution of t
equation in the form

gk~p1 ,p2 ;t !5gk~p1 ,t !g2k~p2 ,t !. ~29!

In accordance with~26!, the functionsgk(p,t) andg2k(p,t)
are connected through the relation

gk* ~p,t !5g2k~p,t !. ~30!

Equation~27! leads to the equation of motion for the qua
tity gk(p,t):

gk~p,t !52 ik–vgk~p,t !1 ik
]n~p!

]p
wk~ t !, ~31!

where the following notation has been introduced:

wk~ t ![ f k(
p

gk~p,t !. ~32!

Since we assume that the distribution functionn(p,t) in the
state of the system under investigation varies slowly w
time in the interval~20!, we shall seek the solution of Eq
~31! in the form of the expansion of the functiongk(p,t) into
a Fourier integral with respect to time:

gk~p,t !5E
2`

`

dv exp~2 ivt !gk~p,v!,

~33!

wk~ t !5E
2`

`

dv exp~2 ivt !wk~v!,

assuming thatn(p in ~31! does not depend on time at all i
the main approximation. According to~31!, in this approxi-
mation we obtain the following equation for the Fouri
transformgk(p,v):

2 i ~v2k–v!gk~p,v!5 ik
] f ~p!

]p
wk~v!. ~34!
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Taking into account~32! and~33!, we can write the solution
of this equation in the form

gn,k~p,v!5An~k,p!d~v2v–k!

2
Ãn~k,v!

«~k,v!~v2k–v1 i0!
k

]n~p!

]p
, ~35!

Ãn~k,v!5Ãn* ~k,v![ f k(
p

An~k,p!d~v2v–k!,

where the quantitiesAn(k,p) are arbitrary functions sub
jected to the natural limitation associated with the fact t
the functionsg(x12x2 ,p1 ,p2 ;t) determined from~25!, ~29!,
~33!, and ~35! must satisfy all the properties of correlatio
functions. The symbolic discrete or continuous parameten
‘‘labels’’ or orders the entire admissible set of such fun
tions. The quantity«(k,v)5«* (2k,2v) in ~35!, defined
as

«~k,v![11 f kk(
p

]n~p!

]p
~v2k–v1 i0!21 ~36!

and being an analog of the complex permittivity of t
plasma~it should be recalled that here we are not necessa
speaking of a charged Fermi liquid!, after the replacement o
summation overp by integration in accordance with~33!,
can be written in the form

«~k,v!5«1~k,v!1 i«2~k,v!, ~37!

«1~k,v!511~2p!23f kkPE dp–k
]n~p!

]p
~v2k–v!21,

«2~k,v!52 f k~8p2\3!21E dp–k
]n~p!

]p
d~v2v–k!,

while deriving expressions~37!, we have used the formula

~z1 i0!215P
1

z
2 ipd~z!,

where the symbolP indicates that we take the principal valu
in subsequent integration.

The functionsgn,k(p,t) can be found from~35! taking
into account~33! with the help of the residue theory, whic
necessitates the determining of zeros of the function«(k,v).
As usual, we shall determine the zeros of the funct
«(k,v) from the equation

«~k,v02 igk!50, v0u@ugku. ~38!

Under the assumption of the smallness of the imagin
component«2(k,v) as compared to the real compone
«1(k,v) of the permittivity «(k,v), the frequencyv0 and
the decrement~increment! gk must be defined as

«1~k,v0!50 and gk5«2~k,v0!S ]«1~k,v!

]v D
v5v0

21

.

~39!

In concordance with the requirements imposed by the co
tions of applicability of the theory of a normal Fermi liquid
the derivative ]n(p)/]p must have a sharp peak fo
p5pF . Consequently, the integral with respect to mome
t

-

ly

n

y
t

i-

-

tum in formula~37! for «1(k,v) in the main approximation
can be calculated under the assumption that]n(p)/]p'
2(p/p)d(p2pF). This leads to the following energy–
momentum relation:

v0
656skkvF , sk.1, ~40!

where the quantitysk must be determined from the equatio

11FkH 12
sk

2
ln

sk11

sk21J 50 ~41!

and the following notation has been introduced@see ~22!,
~25!, and~28!#:

vF5v~p!up5pF
, FK[

f kpF
2

2p2\3vF
. ~42!

Formulas~40! and ~41! define the energy–momentum rel
tion for zero-point sound in a normal Fermi liquid with
quasiparticle Hamiltonian defined by~18!. It should be noted
that the problem concerning the necessity of taking into
count the effect of deviations of the distribution functio
n(p) from the ‘‘step’’ distributionn(p)5u(pF2p) on the
frequency of zero-point sound can be solved in principle
any rate, this can be verified by solving the equations in
quasi-linear theory which will be derived below~we shall not
do it here!.

Considering further that the derivative$]«1(k,v)/
]v%uv5v0(k) satisfies the formula

]«1~k,v!

]v U
v5v0~k!

5
F112sk

2

sk
221

1

v0~k!
, ~43!

and using~39!, we obtain the following expression forgk :

gk5v0~k!
sk

221

~sk
221!2Fk

f k

8p2\3

3E dp–k
]n~p!

]p
d~v0~k!2k–v!. ~44!

This expression shows that in contrast to the energ
momentum relation for oscillations determined by the beh
ior of the one-particle distribution function forp'pF , the
quantitygk is determined by the behavior of the distributio
function at the ‘‘tail’’ for «.«F , and hence fluctuations o
the one-particle distribution function may play a significa
role. The validity of this assumption can easily be verified
we assume that the distribution function is isotropic in t
momentum space, i.e.,n(p)5n(p). Integrating in~44! over
angles and going over from the integration with respect
momentum to integration with respect to«5«(p) in the re-
maining integral, we can write the expression forgk in the
form

gk5v0~k!
p

2

Fksk~sk
221!

~sk
221!2Fk

3E
«̄k

`

d«S p~«!

pF
D 2S vF

v~«! D
2 ]n~«!

]«
, ~45!
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where the boundary energy«̄k*«F can be determined from
the relation

«̄k5«~ p̄k!,
]«~p!

]p U
p5 p̄k

5sk

]«~p!

]p U
p5pF

. ~46!

For this reason, we can refer to the quantitygk as an incre-
ment or as a decrement on equivalent basis depending o
sign of the derivative]n(«)/]« ~note that in the case o
equilibrium distribution, the derivative]n(«)/]« is always
negative!.

Taking into account formulas~32!, ~35!, ~40!, and~45!,
we can present the results of evaluation of integrals in~33! in
the form

wn,k~ t !'
1

2
$wn,k

1 ~ t !1wn,k
2 ~ t !%, ~47!

gn,k~p,l !'exp~2 iknl !An~p,k!

12p i
An~k,k–v!

«~k,k–v!
k

]n~p!

]p
1

1

2
wn,k

2 ~ t !

3~v0~k!1kv2 i0!212wn,k
1 ~ t !~v0~k!2kv

1 i0!21k
]n~p!

]p
,

where the functionswn,k
6 (t) are defined as

wn,k
6 ~ t !572p iv0~k!Ãn@k,6v0~k!#exp~2gkt

7 iv0~k!t !. ~48!

In view of ~30! and ~35!, these functions are connecte
through the relation

~wn,k
1 ~ t !!* 5wn,2k

2 ~ t !. ~49!

While deriving formulas~47!, we have taken into accoun
the fact that the value ofgk is smaller than the frequenc
v0(k); for this reason, we used the approximate equality
~47!.

It should be noted that, apart from convenience, the
troduction of quantitieswnk

6 (t) is dictated by the fact that th
operators of creation and annihilation of zero-point sou
quanta in the quasiparticle approach to an analysis of o
lations in a normal Fermi liquid can be introduced by form
las similar to~47!. For this reason, the quantity

I k~ t !5(
n

wn,k
1 ~ t !wn,2k

2 ~ t !5(
n

uwn,k
1 ~ t !u2 ~50!

coincides with the distribution of intensity of zero-point v
brations in a normal Fermi liquid over wave numbersk. By
virtue of ~29!, the most general form of the solution of Eq
~27! is given by

gk~p1 ,p2 ;t !5(
n

gn,k~p1 ,t !gn,2k~p2 ,t !. ~51!

This formula explains the indexn introduced in the functions
An(p,k): at t50, the number of functionsAn(p,k) must be
large enough to construct with their help an arbitrary init
correlation functiongk(p1 ,p2 ;0)5(ngn,k(p1,0)gn,2k(p2,0)
the

n

-

d
il-
-

l

Using ~51! as well as formulas~24! and~32!, we can present
the flux densityJi(p) in Eq. ~23! in the momentum space in
the form

Ji~p!5~2p!23E dk ki(
n

gn,k~p,t !wn,2k~ t !, ~52!

where the quantitiesgnk(p,t) and wn,2k(t) are defined by
formulas~47!.

It is appropriate to make the following important remar
According to~20!, expression~47! contains rapidly oscillat-
ing terms leading to the emergence of the same term
formulas ~51! and ~52!. On the other hand, it was note
above that Eqs.~16!, ~17!, and ~21! can be used only when
the parameters of abbreviated description vary slowly w
time @see~20!# ~by the way, this allows us to seek the sol
tion of Eq. ~27! in the form ~33! and ~47!!. Obviously, the
emergence of rapidly oscillating terms is associated with
choice of the method of solution of Eq.~27!. For this reason,
while determining the explicit form of the quantitie
gk(p1 ,p2 ;t) andJi(p) in subsequent analysis taking into a
count ~47! and ~48!, we must retain only the terms that d
not contain rapidly oscillating factors of the type ex
(6iv0t) or exp(6ik–vt).

Such an slightly artificial approach is equivalent to av
aging of expressions~51! and~52! over characteristic period
of zero-point vibrations, which are smaller than the char
teristic times of variation of a one-particle distribution fun
tion. The disregard of rapid oscillations allows us to reje
the assumption concerning the independence of the o
particle distribution functionn(p) of time ~it should be re-
called that such an approximation was used in our anal
starting from Eq.~34!. This means that all the physical qua
tities describing the state of the system under investiga
vary slowly with time, the characteristic scales of this depe
dence being of the order of characteristic times of tempo
variation of the one-particle distribution functionn(p,t).

Taking into account the above remarks, we can write
basic evolution equations of the state of the system un
investigation in a simple form. The structure of the equat
for the one-particle distribution function remains the same
~23! ~for convenience, we write this equation once again!:

]n~p!

]t
52

]

]pi
Ji~p!, ~53!

where the fermion flux densityJi(p) in the momentum space
can be written, in accordance with~47!, ~48!, ~52!, in the
form

Ji~p!52Di j ~p!
]n~p!

]pj
. ~54!

The diffusion coefficientDi j (p) in the momentum space i
defined as

Di j ~p!5
1

16p2 E dkkikjd~v0~k!2kv!I k~ t !, ~55!
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where the quantityI k(t) proportional to the distribution o
the intensity of oscillations over the wave numberk is given,
in accordance with~48! and ~50!, by the formula

I k~ t !54p2v0
2~k!exp~22gkt !(

n
uAn~k,v0~k!!u2. ~56!

It can easily be seen that in view of the smallness of
increment~decrement! gk in ~45! and the slow rate of its
variation with time, the quantityI k(t) satisfies the equation

]

]t
I k~ t !522gk~ t !I k~ t !. ~57!

The system of equations~53! and ~57!, which is closed
by formulas~45!, ~54!, and~55! and describes the relaxatio
of zero-point sound vibrations and fermion relaxation, can
regarded as equations of the quasi-linear theory of the
mal Fermi liquid, or equations of quasi-linear approximatio
The analytical structure of these equations is identical to
structure of equations of the quasi-linear theory of Langm
plasma, in which the possibility of quasi-linear relaxation
plasma at the frequencies of characteristic plasma osc
tions was noted for the first time~see Refs. 32–34 in this
connection!.

CONCLUSION

Let us consider the condition for the existence of qua
linear approximation at zero-point sound in a normal Fe
liquid. According to~53! and~54!, the characteristic timetq

of stabilization of a quasi-linear mode can be estimated
follows:

tq;pF
2/D~pF!. ~58!

We assume that at the initial instant, the paired correla
function has the form

g~x12x2 ;p1 ,p2 ;0!5g0j~ up1u,up2u!expS 2
~x12x2!2

R2 D ,

~59!

whereg0 is the amplitude of initial pulsations,j(p1 ,p2) a
certain function defining the momentum dependence of
paired correlation function, andR the characteristic size o
spatial localization of initial pulsations. Using simple b
cumbersome calculations, we can estimate the value of
quantity I k(0) appearing in the expression forD(p) @see
~55! and ~56!#:

I k~0!;g0j~svF!2F2pF
2R3 expS 2R2k2

4 D , ~60!

wheres andF, as before, are defined by formulas~41! and
~42!, and the quantityj is given by the formula

j5E
p̄/pF

`

dz1z1
2E

p̄/pF

`

dz2z2
2j~z1 ,z2!,

in which the boundary momentump̄ can be determined from
conditions~46!. Using ~55! and taking into account~60!, we
obtain the following estimate forD(pF):

D~pF!;g0jF2pF
2v0 , v0;svF /R,
e

e
r-
.
e
ir
f
a-

i-
i

s

n

e

he

which leads, in accordance with~58!, to the expression for
the characteristic timetq of stabilization of quasi-linear con
ditions:

tq;
1

g0jF2 v0
21, v0;svF /R. ~61!

Since the inequalityv0tq@1 must be satisfied in accordanc
with ~19! and ~20!, we arrive at the following relation con
necting the initial conditions and the function of interactio
between quasiparticles@see~18!, ~24!, ~41!, ~42!, and~59!#:

~g0jF2!21@1. ~62!

Obviously, this relation is satisfied the better, the smaller
amplitude of pulsations and the dimensionless Landau
plitude.

The inequality

tq!td ~63!

holds due to the fact that the characteristic timetq of stabi-
lization of quasi-linear conditions must be shorter than
characteristic timetd;1/gk of Landau damping for zero
point sound@see~45!#. In order to clarify relation~63!, we
shall write the expression from Ref. 35 for the damping c
efficient gk for zero-point sound in two limiting cases o
large and small dimensionless Landau amplitudesFk in sta-
tistical equilibrium which is described by a one-particle d
tribution function at a nonzero temperature.35 The value of
damping coefficient for zero-point sound in this case is m
significant fors*1, which is observed, according to~41!, for
0,Fk&2. We can prove that if the condition

pT

«F~s21!
&1 ~64!

is satisfied~T is the temperature!, i.e., we can disregard ther
mal corrections to the frequency of zero-point sound, and
relation ~41! remains valid, the following expression for th
quantitys holds:

s'112 exp$22~111/F !%.

Taking into account this relation and proceeding from~45!,
we can arrive at the following expression for the nondissi
tive damping coefficient for zero-point sound:

gk'p~s21!H expF2p
~s21!«F

pT G11J 21

v0~k!,

v0~k!;kvF , k;1/R. ~65!

According to this formula, relation~63! is equivalent to the
condition

p~s21!H expF2p
~s21!«F

pT G11J 21

@
1

g0jF2 ,

0,Fk&2. ~66!

We can also verify that in the opposite case of large dim
sionless Landau amplitudesF@1, condition ~63! assumes
the form
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expS F

3

«F

T D@
1

g0j
. ~67!

The following circumstance is worth noting. Genera
speaking, the coefficientgk of collisionless damping of zero
point sound is much smaller than the coefficient 1/t r of
damping due to collisions~t r is the relaxation time!, and
hence relations~62! and~64!–~67! do not ensure the stabili
zation of quasi-linear conditions during the time interval~20!
in all cases. However, for 0,Fk&2, whengk satisfies ex-
pression~65!, the coefficient of collisionless damping o
zero-point sound can be of the order of the coefficient
absorption due to collisions.35 Indeed, the timet r of relax-
ation due to collisions of quasiparticles in3He is in good
agreement with experimental results26–29 and can be esti-
mated by the formula

t r;102
\

«F
S «F

T D 2

.

According to~64! and~65!, the maximum value of the damp
ing coefficientgk

max for zero-point sound is defined as

gk
max'p~s21!exp~22p!v0 ,

v0;vF /R, k;1/R.

It can easily be verified that for frequenciesv0 satisfying
the relations

\v0

«F
;1022

~s21!

p3 exp~2p!,

\v0

«F
!1, v0;vF /R,

the coefficient of collisionless attenuation of zero-po
sound can be of the order of the coefficient of absorption
to collisions. In this case, relations~62! and ~64!–~67! char-
acterize the conditions for the existence of quasi-linear re
ation in a normal Fermi liquid depending on temperature a
parameters associated with the initial state of the system
the model representation~59! as well as with the fermion
interaction function in this model representation~18!.

In all the remaining cases, the inequality~63! determin-
ing the smallness of the characteristic time of stabilization
quasi-linear mode in a normal Fermi liquid as compared
the characteristic times of zero-point sound attenua
should be replaced by the relation

tq!t r .

It should be emphasized once again that the consi
ations and formulas given in Conclusion are approxima
Naturally, the limits of applicability of the quasi-linear ap
proximation can be established only in the special case
solving the equations~53!–~57! of quasi-linear relaxation
and specifying the initial conditions for the paired correlati
function g(x12x2 ;p1 ,p2 ;0).
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Influence of pulsed electric current on the structure and superconducting properties
of high-temperature superconductors

A. I. Raitchenko, A. A. Flis, L. I. Chernenko, and N. I. Kryuchkova

Institute of Material Science Problems, National Academy of Sciences of the Ukraine, 252142 Kiev,
Ukraine*
~Submitted January 4, 1998!
Fiz. Nizk. Temp.24, 533–537~June 1998!

The influence of high-density current pulses on the structure and superconducting properties of
HTSC ceramics YBa2Cu3Ox is studied at room temperature. A gradual increase in the
pulsed current density causes appreciable structural changes: when a certain threshold value is
reached, the melting of large grains occurs and is accompanied by partial breaking of
intergranular contacts resulting in degradation of superconductivity. A further increase in the
current density leads to the recovery of superconducting properties, which is probably due to the
formation of superconducting bridges between grains aligned along the current flow. The
superconducting transition temperature remains unchanged in such samples, but subsequent
thermal treatment leads to an increase in the superconducting transition temperature.
© 1998 American Institute of Physics.@S1063-777X~98!00306-5#
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The discovery of the La–Ba–Cu–O superconduct
system by Bednorz and Mu¨ller1 stimulated a competition in
obtaining materials with superconducting parameters be
than for this system. During intense studies of HTSC ma
rials, most publications were devoted to the superconduc
compound YBa2Cu3Ox with the superconducting transitio
temperatureTc590 K.

The superconductor YBa2Cu3Ox attracts attention of re
searchers due to the possibility of its employment in el
tronic instruments and strong-current devices applied
many branches of technology. High-temperature superc
ductors were initially synthesized in the form of granu
structures. In such structures, current flows mainly throu
broad contacting surfaces of granules extended alongab
planes.2 If the lengthL of granules is larger than their thick
nessh, the effective density of transport current in the c
ramics considerably exceeds the Josephson current dens
the direction of thec-axis (L/h@1).

Intergranular contacts are not always perfect on the
croscopic level in view of the presence of amorphous in
layers, a large number of weak links at the grain boundar
disorientation of these boundaries, and a small numbe
pinning centers. The currents flows in such structures al
paths piercing chaotically the sample volume, which lead
suppression of the critical current.3–5 The current-carrying
characteristics of the sample can be affected by the me
of directed texturization, e.g., in a gradient temperature fi
in which a structure of the ‘‘masonry’’ type is formed.6 For
this reason, the development of new technological conditi
which produce a positive effect on the superconducting pr
erties of HTSC systems and the creation of grain-orien
structure is an interesting and promising trend in the mod
4011063-777X/98/24(6)/4/$15.00
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technology of manufacturing three-dimensional articles fr
HTSC material.

The treatment by passing the direct current is one
such methods, which was used for other technological p
cesses, but was new in processing HTSC materials~Fig. 1!.

Voltage pulses from a source~a setup with a capacitive
accumulator! were applied to copper electrodes5 pressed to
the end faces of sample4 ~which was in the form of a cyl-
inder as a rule! by press slabs3 ~which were electrically
insulated from its casing by insulating layers2!. The output
of the discharger of the source was connected with the p
slabs through flexible copper busbars6.

Our aim was to determine the possibility of formation
a grain-oriented structure in order to improve curre
carrying parameters of Y-based HTSC materials by trea
the samples by high-density current pulses at room temp
ture.

In order to understand the nature of phenomena aris
upon the passage of current through HTSC materials,
worth noting that the structure of HTSC ceramics is simi
to a certain extent to the structure of metal powders in
state of free packing or a pressed sample with a poro
20–25% without annealing. Both types of samples are ch
acterized by porosity, the presence of imperfect contacts
tween structural units~crystallites, granules, grains, an
powder particles! as well as a nonuniform density distribu
tion over the volume. What are the changes induced by
current passed through an HTSC sample containing such
fects in the structure and properties of the material? To
swer this question, we use the approach developed for
derstanding processes occurring during processing
powders by electric current.8

Under the action of an electric pulse on a metallic po
© 1998 American Institute of Physics
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der, the sample is heated rapidly and its particles
fritted.9–12 When the current passes through a defect
HTSC ceramic in the normal~nonsuperconducting! state, we
should expect~in analogy with processes occurring in th
collective of metal powder particles! ~1! the destruction of
weakly conducting layers between adjacent crystall
~granules! in directions close to the general direction of ele
trical current;~2! the formation of liquid bridges~menisci!
between crystallites, and~3! the strengthening of links be
tween granules with the formation of ‘‘filaments’’ parallel t
the direction of current~we assume that the direction of cu
rent is parallel to the axial direction of the imaginary cyli
drical system of coordinates!. As a result of the pinch effect
the ‘‘filaments’’ must be compressed according to the pr
sure lawP;(r 0

22r 2), wherer 0 is the radius of the cylindri-
cal sample andr the radial coordinate.12 This can lead to
breaking of intercrystallite barriers in the radial and a
muthal directions, and hence to a denser packing and
provement of the quality of intercrystallite contacts in bo
these directions. In view of the difference in local electric
resistance in different regions of the HTSC sample~espe-
cially at the boundaries between particles!, the values of lo-
cally liberated electric power can exceed the values ab
which the thermal effect of current leads to local melti
with the formation of a conducting liquid bridge converte
after cooling into an interlayer with the previous or chang
composition. However, a conducting liquid bridge can b
come unstable under certain conditions, and its break8

leads to the violation of an electric contact between partic
Local electrical explosions on a microscopic level are a
possible. Thus, the passage of an electric current can lea
phenomena affecting the conductivity of the HTSC sam
in opposite directions, and the extent of improvement or
terioration of conductivity is determined by their compe
tion.

The effect of high-density current pulses was analyz
for Y–Ba–Cu–O ceramic samples. Since the technology

FIG. 1. Schematic diagram of treatment by electric current pulses: mech
cal load~1!, insulating layer~2!, press slab~3!, sample~4!, copper electrode
~5!, and flexible busbar~6!.
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sample preparation is known in principle,13 it will be de-
scribed here only briefly.

High-purity powders of BaCO3, Y2O3, and CuO were
used as initial materials for preparing samples. These p
ders taken in the molar ratio 2:0.5:3 were mixed and
nealed for 28 hours at 1173 K. The obtained cake w
crushed, sieved and mixed. The cake particles were in
form of a mixture of crystalline polyhedrons with clear
manifested angles and rounded vortices~with different radii
of rounding! ~Fig. 2!. The obtained powder was pressed in
pellets of diameter 5–10 mm and height 5–7 mm. The p
lets were annealed for 24 hours at 1123–1233 K, and t
the temperature was lowered to 623–673 K, and the sam
was held at this temperature for 4 hours.

The results of x-ray diffraction analysis and x-ray spe
tral microanalysis of the composition of particles
YBa2Cu3Ox powder ~for x,6.5! before the thermal treat
ment indicate phase homogeneity. The results of x-ray an
sis of the samples after the last stage of thermal treatm
proved that the prepared samples have the phase compo
described by the formula YBa2Cu3O6.8 and have an ortho-
rhombic structure with the lattice parametersa53.818 Å,
b53.895 Å andc511.665 Å. The analysis was carried o
on a diffractometer DRON-3M with the CuKa radiation. The
grains of fritted material are separated by boundary lay
The ac permeability measurements revealed that the su
conducting transition temperatureTc of the material of the
boundary layer is lower thanTc of the bulk material, and
Josephson junctions are formed between a boundary a
grain. The composition of the boundary layer material h
not been determined. According to the authors, this com
sition is nonuniform~especially as regards the oxygen co
centration!. In all probability, the chemical composition o
the material of the boundary layers is affected by the re
tions of barium with water and CO2 from air. An electron-
microscopic analysis of microscopic structure revealed
absence of impurities in the boundary layers.

Compact samples were subjected to processing by
rent pulses from the discharge of a capacitor charged

ni-FIG. 2. Microstructure of particles in YBa2Cu3Ox ceramics after annealing
at 1173 K,3150.
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403Low Temp. Phys. 24 (6), June 1998 Raitchenko et al.
0.2–0.5 kV under a mechanical load of 0.1–1.0 kN, cor
sponding to a pressure of (4– 12)3106 Pa. At the upper lim-
its of electrical and mechanical loading, current pulse sign
have the form of rapidly attenuating sinusoid with a peri
of 80 ms, which is characteristic of the pulse source used
us. Under a load smaller than 0.1 kN, current signals w
converted into a series of irregular pulses having a dura
from a few microseconds to two tens of microseconds. T
filling structure of these signals has not been studied in
tail.

The passage of current pulses for the initial voltage
ceeding 0.45 kV caused significant changes in the sam
structure~Fig. 3!, which was manifested as a local orient
tion of crystallites along the direction of the current.

Since the resistance to electron flow has elevated va
at certain points of a fritted ceramic sample~e.g., at the
points of junction between the bulk material and the bou
ary layer in each grain or granule or at the points of cont
between granules of grains!, liquid ‘‘bridges’’ can be formed
on the path of the electron flow. After solidification, the
bridges are transformed, as a rule, into interlayers hav

FIG. 3. Microstructure of HTSC material after treatment by electric puls
3150~a! and31000~b!.
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the previous composition of YBa2Cu3Ox . As an exception,
some samples exhibited a change in the composition
the interlayer between granules with the formation
YBa2Cu3Ox ~80%! and Y12xBaxCuOd ~where
x50.33– 0.44,d50.5! with Tc555 K ~20%!.

Figure 4 ~curve 1! shows the temperature dependen
r(T) of the resistivity of the initial sample~Tc590 K,
r56.031022V•cm at 20 °C!. Curve2 in Fig. 4 shows that
after the passage of a current pulse corresponding to
applied voltage below 0.45 kV under a mechanical press
not exceeding 5.0 MPa, the resistivity increases monoto
cally to 106 V•cm as the temperature is lowered to 4.2
Such samples do not exhibit Meissner’s effect. We c
propose that such a treatment does not lead to the forma
of liquid bridges, or weak links between granules are brok
as a result of electrical microexplosions. Since electrons p
sess a high energy, they might cause local phase transfo
tions. All this leads to a change in local properties, whi
deteriorates the superconducting characteristics of
sample.

An increase in voltage or mechanical pressure leads
change in the microscopic structure of the sample, wh
creates premises for the formation of grain-oriented str
ture, but the superconducting transition remains the sam
in a sample not subjected to treatment~curve 1 in Fig. 4!.
However, subsequent annealing of such a sample in
for 10–15 hours at 1233 K leads to an increase in the su
conducting transition temperature to 93 K~curve3 in Fig. 4!.

CONCLUSIONS

~1! The passage of pulsed electric current through a b
sample of Y-based HTSC ceramic leads to the format
of a grain-oriented structure.

~2! The treatment of samples by pulses of discharge cur
from a capacitor charged to a voltage below 0.45
under a mechanical pressure not lower than 5.0 M
leads to a deterioration of the superconducting proper
of the material.

~3! The superconducting properties remain unchanged if
sample is treated by pulses of discharge current from
capacitor charged to a voltage 0.45–0.5 kV under a m

:

FIG. 4. Effect of electric pulses on the temperature dependence of resis
of YBa2Cu3Ox : initial sample~1!, after the passage of current through th
sample~2!, and after annealing~3!.
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chanical pressure of 5.0–12.0 MPa, but additional
nealing of these samples for 10–15 hours at 1233
leads to an increase inTc to 93 K.
The obtained results lead to the conclusion that the lo

texturing observed by us can be extended to the entire
ume of the material by electric-pulse treatment of Y-bas
HTSC ceramics of the 123 type, which might improve th
critical parameters.

*E-mail: raitch@ipms.kiev.ua
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HTSC critical state investigation by energy balance technique
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The energy balance technique is used for contactless measuring of integral electrical
characteristics of annular samples of Y–Ba–Cu–O ceramics. Dependences of the loss resistance
and internal inductance of HTSC samples on transport current are obtained. The critical
and resistive states of samples are studied at various frequencies of transport current as functions
of the applied constant magnetic field. ©1998 American Institute of Physics.
@S1063-777X~98!00406-X#
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INTRODUCTION

Investigation of the electric and magnetic properties
high-temperature superconductors~HTSC! is one of the most
important problems in modern low-temperature physics.
several models of HTSC~e.g., Bean’s model,1 spin-glass
model,2 Josephson medium model,3 and percolation model4!,
the superconducting ceramic is treated as a nonlinear
dium with a considerable dispersion in space and time. In
present work, we describe a contactless technique for m
suring the dependence of loss power and inductance on
transport current as well as delay time in annular YBaC
superconducting ceramic samples for various values of
constant applied magnetic field and the frequency of
transport current passing through the sample. These inte
electrical characteristics carry vital information about t
critical and resistive states of HTSC and can be used not
to confirm the validity of the theoretical model used for
description, but also to evaluate various parameters of
superconducting ceramic like the critical current, penetrat
depth and the velocity of propagation of magnetic field p
turbations. For example, a sharp variation in the sample
ductance during a transition from the critical to resistive st
and a considerable delay in the propagation of electrom
netic perturbations can only be associated with a comp
tively slow movement of the magnetic vortex structur
characteristic of Bean’s model. In the percolation model,
inductance depends weakly on transport current and the
lay is negligibly small. The widely used steady-state IVC
not provide sufficient information about the electromagne
processes occurring in a superconductor and cannot be u
for example, for determining the magnetic field propagat
in space and time since the IVC obtained from almost
models of the critical state are qualitatively similar und
appropriate choice of parameters.

ENERGY BALANCE FOR SUPERCONDUCTORS

From the point of view of the circuit theory, an HTS
sample is a nonlinear inertial two-terminal network.5 Inves-
tigation of inertial nonlinear elements is a complicated pro
lem that does not have a general solution. In order to de
mine the response of an element with nonlinear conducti
4051063-777X/98/24(6)/5/$15.00
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to an external agency, we must consider it from the ene
point of view. Let us write the first law of thermodynamic
for the sample in the form of an energy balance equation5 If
divided charges do not appear in a nonlinear medium u
the passage of a current through it, this equation can be
resented in the form

u~ t !i ~ t !5dW~ t !/dt1P~ t !, ~1!

whereu(t) is the voltage across the terminals of the nonl
ear sample,i (t) the current passing through it,W(t) the
magnetic field energy for the sample, andP(t) the power
loss in the sample.

Thus, knowing the variation of the magnetic energy a
dissipative power in the sample from the intrinsic propert
of the nonlinear medium, we can use Eq.~1! to determine the
voltageu(t) across the sample for a given law of variation
the currenti (t) through it. In order to solve this equation, w
must first get rid of the explicit time dependence ofW and
P, and present them as functions of the current pass
through the sample. It must be noted, however, that for
inertial medium with a nonlinear conductivity the energy a
loss power are generally functions of not only the instan
neous value of the currenti (t), but also the past history o
the agency, i.e., the values of current at the previous inst
of time. This dependence may be in the form of quite co
plicated nonlinear delayed potentials. For a quite slow va
tion of the currenti (t), we can write to a high degree o
accuracyP(t)5P@ i (t2t)# andW(t)5W@ i (t2t)#, wheret
is a small delay (t!T), T being the period of the curren
which can be assumed to be identical forW and P if we
assume that both the dissipative power and the magnetic
ergy in an HTSC are determined by the dynamics of dis
bution of hypervortices.6 Let us expand these functions int
Taylor series in the vicinity of the time instantt:

i ~ t2t!5 i ~ t !2t
di

dt
1

t2

2

d2i

dt2
2...,

P~ t !5P@ i ~ t !#2t
di

dt

dP

di
1

t2

2 S d2i

dt2
dP

di
1S di

dtD
2 d2P

di2 D2...,

~2!
© 1998 American Institute of Physics
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W~ t !5W@ i ~ t !#2t
di

dt

dW

di
1

t2

2 S d2i

dt2
dW

di

1S di

dtD
2 d2W

di2 D2...,

dW~ t !

dt
5

dW~ t !

di

di

dt
5S dW

di
2t

di

dt

d2W

di2
2...D di

dt
.

We now introduce the active resistance of a nonlin
elementR( i )5P( i )/ i 2 and its differential inductanceL( i )
52dW( i )/d( i 2)5(1/i )(dW/di). Confining ourselves to
terms having the first order of smallness int and to the first
derivatives ofW andP with respect to the currenti , we can
substitute the expansion~2! into the energy balance equatio
~1!:

u~ t !5L~ i !
di

dt
1R~ i !i 2tS 2R~ i !1 i

dR

di D di

dt
. ~3!

Thus the responseu(t) to an arbitrary actioni (t) can be
calculated in the first approximation from the known char
teristics of the nonlinear elementR( i ),L( i ) and the delayt.
Let us consider the inverse problem of determining the ch
acteristicsR( i ),L( i ) andt of the nonlinear element from th
measured values ofu(t) and i (t). This problem can be spli
into two parts, viz., measurement of the voltageu(t) and the
solution of Eq.~3! containing all these unknown quantities

MEASURING TECHNIQUE AND PROCESSING OF RESULTS

For characteristic values of the sample resista
1025– 1026V, contact methods are inapplicable for volta
measurements due to a rather large value of the contac
sistance and different potentials of contact surfaces du
different positions of the Fermi level in the sample and at
contact.7 Inductive methods using one or two solenoids8,9 do
not allow measurements under the conditions of develo
skin effect since they do not take into account the curr
distribution over the sample cross-section. The most in
mative technique involves contactless measurement of re
tance and inductance of an annular sample with the hel
Rogovskii hoops since the mutual inductance of such ho
with the sample is independent of current distribution o
its cross-section. Figure 1 shows the circuit diagram
measurements.10 The circuit consists of a current source
controlled by the voltage supplied by an external genera
12, a pickup containing two identical Rogovskii hoops (L1

5L2) embracing the annular sample 2 and the transforme
as well as a signal processing block containing preamplifi

FIG. 1. Measuring circuit diagram.
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4 and 5, an adjustable amplifier 6, an integrator 7, a sum
tor 8, and input amplifiers 9 and 10 supplying signals to
horizontal and vertical sweeps respectively of a two-chan
oscillograph 11.

The current source 1 generates an alternating curreni 1

in the Rogovskii hoopL1 and the primary winding of the
transformer 3. Let us assume thatM is the mutual inductance
of the Rogovskii hoops with the annular sample, the mut
inductance between the hoops is zero, and the mutual in
tance of the windings of the transformer 3 isM1 . Denoting
by u1 the emf induced in the first Rogovskii hoopL1 , we
can write the energy balance equation of the type~1! for the
pickup:

u1i 15
d

dt S W~ t !1
L1i 1

2

2
1Mii 1D 1P~ t !, ~4!

where i is the current in the sample itself. From the law
electromagnetic induction, we obtain

u15
Mdi

dt
1

L1di1
dt

; u25
Mdi

dt
; u352

M1di1
dt

, ~5!

whereu2(t) and u3(t) are the voltages across the hoopL2

and the secondary winding of the transformer 3, respectiv
Solving the system of equations~4! and~5! jointly, we obtain

M

M1
u3i 5

d

dt
W~ t !1P~ t !, ~6!

i ~ t !5
1

M E
2`

t

u2~ t8!dt8. ~7!

It can be seen easily that Eq.~6! is the energy balance equa
tion for the sample itself, and with the exception of a co
stant multiplier,u3 can be treated as the voltage across
annular sample cut along the generator perpendicular to
current lines if the surfaces of the cuts are clamps.

Substituting expansion~2! for P(t) anddW/dt into ~6!
and confining to terms having the first order of smallness
t and to the first derivatives ofW andP with respect to the
currenti , we arrive at the following equation:

M

M1
u3~ t !5FL~ i !2tS 2R~ i !1 i

dR

di D G di

dt
1R~ i !i . ~8!

Taking into consideration the measuring circuit diagra
shown in Fig. 1, we obtain the voltage supplied to the ho
zontal and vertical sweep of the oscillograph:

uX~ t !5
K1K3

R3C E
2`

t

u2~ t8!dt85
K1K3M

R3C
i ~ t !, ~9!

uY~ t !5K4S K2u3~ t !2
K1R2

R1
u2~ t ! D

5
K4K2M1

M H FL~ i !2tS 2R~ i !1 i
dR

di D
2

K1M2R2

K2M1R1
G di

dt
1R~ i !i J , ~10!

whereK1 ,K2 ,K3 andK4 are the amplification factors of th
amplifiers 4, 5, 9 and 10 respectively.
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Equations ~9! and ~10! describe a closed parametr
curve~hysteresis loop! seen on the oscillograph screen~Fig.
2!. It can be seen from Eq.~10! that the shape of the loo
depends on the properties of the sample as well as the r
tance of the variable resistorR2 . If the quantitiesL( i ) and
R( i ) do not depend on the direction of the currenti through
the sample, the loop will be symmetric relative to the orig
of coordinatesuX50, uY50. In a certain range of values o
resistanceR2 , the loop may have points of intersectio
where the following conditions are satisfied:i (t1)5 i (t2),
uY(t1)5uY(t2) t1 and t2 being, respectively, the instants o
time corresponding to the build-up~front! and fall-off ~de-
cay! intervals of the half-period of the currenti (t). Equating
the right-hand sides of Eq.~10! obtained for the instants o
time t1 and t2 , we arrive at the expression

K1M2R2

K2M1R1
S di

dt
~ t1!2

di

dt
~ t2! D5FL~ i !

2tS 2R~ i !1 i
dR

di D G S di

dt
~ t1!2

di

dt
~ t2! D

or

K1M2

K2M1R1
R25L~ i !2tS 2R~ i !1 i

dR

di D . ~11!

Substituting this relation into~10!, we obtain

uY~ t1!5uY~ t2!5
K2K4M1

M
R~ i !i . ~12!

As the resistance of the variable resistorR2 changes, the
points of intersection of the loop defined by Eqs.~9! and~10!
are displaced over the oscillograph screen and assum
possible values of the currenti from zero to its maximum
value, thus constituting the smooth curveU( i ). Equations
~11! and ~12! can be written in the form

L~ i !2tS 2R~ i !1 i
dR

di D5
K1M2

K2M1

R2

R1
,

R~ i !i 5
M

K2K4M1
U~ i !. ~13!

FIG. 2. Hysteresis loop on the oscillograph screen for various value
R2 :R250 ~curve 1!, R2.0 ~curve 2!. Curve 3 is formed by points of
intersection of the hysteresis loop upon variation ofR2 .
is-

all

The system of equations~13! connectsL( i ),R( i ) with di-
rectly measurable quantitiesR2 and U( i ). The delayt ap-
pears in these equations as a parameter and can be d
mined from physical considerations by imposing constrai
on the form of the functionL( i ).

RESULTS OF MEASUREMENTS

The circuit described above was used for investigat
annular superconducting samples prepared from yttrium
ramics according to the standard technique. Figures 3 an
show the dependence of loss voltageU( i )5R( i ) i ~current–
voltage characteristic! and integral inductance, respectively

Li~ i !5
2W~ i !

i 2 5
1

i 2 E
0

i

L~ i 1!di1
2

for a cylindrical sample of length 40 mm, outer diameter
mm and inner diameter 11 mm for different frequencies
the current. Figures 3 and 4 shows clearly the subcrit
region ofU( i ) with a low loss resistance that is transform
abruptly into the resistive region. With increasing frequen
of the currenti (t), the loss resistance of an HTSC samp
increases both in subcritical and resistive states. Since
inductance of a loop is directly proportional to the area of

of

FIG. 3. Dependence of the loss voltage of a superconducting sampl
current at various frequenciesf ~in Hz!: 100 ~curve1!, 150 ~curve2!, 200
~curve3!, 250 ~curve4!, 300 ~curve5!, and 350~curve6!.

FIG. 4. Dependence of the inductance of a superconducting sampl
current at various frequenciesf ~in Hz!: 100 ~curve1!, 150 ~curve2!, 200
~curve3!, 250 ~curve4!, 300 ~curve5!, and 350~curve6!.
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surface stretching over it,Li( i ) should apparently depend o
the current distribution over the sample cross-section.
range of variation ofLi( i ) can be determined as follows: th
minimum inductance corresponds to the state when the m
netic field is expelled into the inner cavity of the annu
sample~3.5 nH!, and the entire current flows over a th
surface layer. The maximum inductance corresponds t
uniform current distribution over the entire sample cro
section. Hence while processing the results of measurem
we chose the delayt in such a way that the inductanceLi( i )
does not decrease but tends to its maximum constant v
for i . i cr . Such a value of the delay could be selected o
for frequencies 100–200 Hz. The plots shown in Fig. 4
veal thatLi( i ) increases sharply at these frequencies upo
transition from critical to resistive state. The correspond
delay times shown in Fig. 5 are hundreds of microsecon
but the conditiont!T is still satisfied. A sharp increase i
inductance and considerably long delay times amounting
about 10% of the transport current period indicate that
HTSC state is determined by the viscous flow of magne
vortex structures~hypervortices!. With increasing frequency
the inductance decreases due to skin effect and for a ce
amplitude of the transport current, the hypervortices app
ently have no time to occupy the entire superconductors
ing the time for whichi (t). i cr . Hence the conductance doe
not attain its highest constant value at frequencies excee
200 Hz. In this case, the delayt is determined in accordanc
with the model of critical and resistive state of HTSC dev
oped in Ref. 6. According to this model,t must decrease in
proportion to 1/f 3/2 for a delay time of the order ofl /v ( l is
the skin-depth andv the average velocity of hypervortices! if
we consider that the velocity of hypervortices increases
proportion to the frequency of the alternating transport c
rent under conditions of developed skin effect while the sk
layer thickness decreases as the square root of the frequ

Figure 6 shows the dependence of the critical curren
an HTSC sample on the applied constant magnetic field
two frequencies of the alternating transport currenti . It can
be seen that the dependence of the critical current on
stant magnetic field is described quite well by the funct

FIG. 5. Dependence of the delayt on the transport current frequency.
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i cr~H !

i cr~0!
5

1

11~H/H0!2 ,

whereH056.7 Oe. This function is shown by a solid curv
in the figure.

CONCLUSIONS

The experimental results presented in Figs. 3–6 and p
cessed by the energy balance method are in good accord
the model of critical and resistive states of a granular sup
conductor based on pinning and viscous flow
hypervortices.6 Figure 7 shows in arbitrary units two
current–voltage characteristics of a plate made of a gran
superconductor, calculated by using this model for an al
nating transport current, curve2 corresponding to a fre-
quency ten times higher than curve1. Note that this curve is
in qualitative agreement with the experimental curves1 and
6 in Fig. 3. In both cases, a sharp kink is observed in
region of the critical currenti cr at low frequencies, which
vanishes as the frequency increases.

The fact that the a.c. loss resistance in a ceramic su
conductor is nonzero in the subcritical current region a
depends weakly on current in this region but increases w
frequency is explained by an enhancement of the vortex
tice vibrations, and hence an increase in losses, upon a
crease in frequency.

FIG. 6. Dependence of the critical current of a superconducting sampl
constant magnetic field at various frequenciesf ~in Hz!: 120 ~L! and 200
~1!.

FIG. 7. Theoretical current–voltage characteristics of a superconduc
sample.f 2 / f 1510.
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The method of investigating the electrical properties
nonlinear and, in particular, superconducting samples ca
used for measuring their loss resistance and differential
ductance the more accurately, the smaller the delayt char-
acterizing the intrinsic inertia of the nonlinear medium
Within the framework of the method described here, t
inertia is taken into account only in the first approximatio
i.e., as a small delay. The error in this method is the sum
the measuring error due to instrumental distortion and noi
and the error due to terms omitted in the expansion~2!. The
relative value of this unavoidable error is proportional
t/T.

This research was carried out under Project No. 9601
the State Program on Current Problems in the Physics
Condensed State.
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The dependence of the superconducting transition temperature on the thickness of films of
niobium, VN, TaN, and YBa2Cu3O72x are determined experimentally. It is shown that, in addition
to the proximity effect, the fluctuations of the electromagnetic field and order parameter of
the superconducting phase may also play a significant role in superconductors with a small
coherence length. ©1998 American Institute of Physics.@S1063-777X~98!00506-4#
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The study of the effect of geometrical size~e.g., film
thickness! of superconductors on the transition temperat
Tc is interesting in view of the fact that the physical nature
this effect continues to be a matter of controversy~both from
experimental and theoretical points of view!. In many cases
a decrease in the film thicknessd leads to a decrease in th
value of Tc as a rule. However, the functional form of th
dependenceTc(d) differs considerably for different super
conductors~see, for example, Ref. 1!. The size effect in thin
films may be due to two reasons. The first reason is
proximity effect, which causes the normal component
electrons to diffuse into the superconducting layer and t
reduces the volume occupied by Cooper pairs in the ph
space.2,3 ~Naturally, one has to assume that a thin layer
normal metal is formed on the surface of the supercond
ing film in this case.! The second reason is the emergence
strong fluctuations of the electromagnetic field and superc
ducting order parameter, which are especially significant
high-resistivity films and increase with decreasing fi
thickness.4,5

In this work, we describe the results of an analysis of
Tc(d) dependences obtained for films with different valu
of the coherence lengthj. It is shown that, for traditiona
low-Tc superconductors with a high value ofj, the proximity
effect plays the main role in the decrease in the transi
temperature with thickness. The experimentalTc(d) depen-
dences are described quite well by the theoretical model
veloped by Kresin and de Gennes.2,3 However, according to
the predictions of the models developed by Kulik4 and
Ovchinnikov,5 the fluctuations of the electromagnetic fie
and order parameter in the superconducting phase of YB
films with anomalously small values ofj may also play a
significant role in the lowering of the superconducting tra
sition temperature in addition to the proximity effect.

1. EXPERIMENTAL RESULTS

Investigations were made on films of pure niobium, v
nadium and tantalum nitrides, as well as YBCO~1-2-3!. Nio-
bium films were prepared by using the standard techniqu
electron-beam evaporation in vacuum.6 Nitrides of transition
metals~TaN, VN! were prepared by reactive cathode sp
4101063-777X/98/24(6)/4/$15.00
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tering in a dc getter-diode discharge system using a mix
of argon and nitrogen.7 The YBCO ~1-2-3! films were ob-
tained by pulse laser deposition.8

For thick films in which the superconducting transitio
temperature corresponds to the values for the bulk mate
we measured the temperature dependence of the upper
cal magnetic field nearTc . Using the model proposed b
Werthamer, Helfand, and Hohenberg,9 we can estimate the
upper critical field at zero temperature from the experimen
values of dHc2 /dTuTc

:Hc2(0)>0.69(dHc2 /dTuTc
)Tc . Us-

ing the familiar relationHc2(0)5w0/2pj2(0), wherew0 is
the magnetic flux quantum (w052.07•10215T • m2), we can
estimate the coherence length for each sample.

The following values of physical parameters were o
tained from the experimental data: NbdHc2 /dTuTc

'

21.5 kOe/K, Tc59.0 K, Hc2(0)'9.3 kOe, j(0)'20 nm
for Nb, dHc2 /dTuTc

'220 kOe/K; Tc510 K; Hc2(0)

'138 kOe, j(0)'5 nm for VN; dHc2 /dTuTc
'

211.5 kOe/K; Tc59.6 K; Hc2(0)'76.2 kOe, j(0)
'6.5 nm for TaN; anddHc2 /dTuTc

'211.3 kOe/K; Tc

592 K; Hc2(0)'717 kOe, j(0)'2 nm for YBCO
~1-2-3!.10,11,13

For all samples, the value ofTc was determined at the
middle of the resistive transitionR(T). However, while an
increase in the external magnetic field in traditional lo
temperature superconducting films of Nb, VN or TaN lea
as a rule, to a parallel displacement of the resistive transi
curve ~especially for thick films1!! anddHc2 /dTuTc

is prac-

tically the same irrespective of whetherTc is evaluated at the
beginning, middle, or end of the superconducting transiti
the situation is quite different for YBCO films. An increas
in the external magnetic field in this case results in a con
erable broadening of the superconducting transition. He
the slope of the temperature dependence of the upper cri
field is found to be different for different values of resistan
corresponding to the superconducting transition.

For example,dHc2 /dTuTc
5233.5 kOe/K forR(T)/R0

50.9, i.e., at the very beginning of the transition from no
mal to the superconducting state, anddHc2 /dTuTc

5

26.4 kOe/K forR(T)/R050.1, i.e., at the end of the trans
© 1998 American Institute of Physics
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tion (R0 is the resistance of the normal phase!. The obtained
results are in good agreement with the results of meas
ment ofdHc2 /dTuTc

in monocrystalline samples for differen
orientations of the basal~ab! plane relative to the magneti
field vector:dHc2 /dTuTc

52(4.627.1) kOe/K forH'(ab)
and223 kOe/K forHi(ab).14

It can be assumed that the observed temperature br
ening of the superconducting transition in a magnetic field
probably linked with strong anisotropy ofHc2(T) in various
crystallographic directions. Such a statement is valid
polycrystalline films which represent most of the samp
investigated by us. Thus, by choosing the value ofTc at the
middle of the superconducting transition curve, we even
ally obtain a certain averaged coherence length characte
of the given sample.2!

Figures 1, 2, and 3 show the experimental results of
dependence of the transition temperature on the thicknes
films of niobium, vanadium and tantalum nitrides, a
YBCO. The observed spread of the experimental points
small values of the YBCO film thickness is apparently as

FIG. 1. Dependence of the superconducting transition temperature on t
ness for niobium films obtained at different substrate temperatures. S
curves were obtained theoretically taking the proximity effect into acco

FIG. 2. Dependence of the superconducting transition temperature on t
ness for VN and TaN films. The solid curve was obtained theoretic
taking the proximity effect into account, and the dashed curve was obta
by using the fluctuational model.
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ciated with the fact that we have presented not only
results, but also the results of other authors15–19 who ob-
tained their samples on substrates of different materials
using different techniques. It can be seen from the cur
that theTc(d) dependence becomes steeper with decrea
coherence length, and a noticeable decrease in the supe
ducting transition temperature is observed in films of sma
thickness.

Two theories have been developed to explain the
served effect in thin films. The first is based on the assum
tion that all superconducting films are sandwiches formed
superconducting and nonsuperconducting materials. A
rule, this is associated with processes of chemical interac
of the sample surface with the atmosphere, and with the
mation of an oxide layer, which is typical especially of tra
sition metals. The second approach assumes an enhance
of the role of fluctuations of the superconducting order p
rameter and of electromagnetic field upon a change in
geometrical parameters of the superconductors. The p
ability of observing this effect is the highest in samples w
a high resistivity and small mean-free paths of electrons,
with small values of the coherence length~since j(0)
50.85(j0l tr)

1/2!, where j0 is the microscopic coherenc
length, andl tr is the electron mean free path.

2. DISCUSSION OF RESULTS

De Gennes2 offered a theoretical description of the pro
imity effect by considering the example of two-layered san
wiches for superconductors with a weak electron-phonon
teraction. Kresin3 developed this approach fo
superconductors with a strong coupling, like certain tran
tion metals and alloys based on them. Hence we can use
expressions presented in Ref. 3 for an analysis of the
tained experimental results.

The expressions defining the dependence of the su
conducting transition temperature on film thickness can
presented in the form

k-
lid
t.

k-
y
ed

FIG. 3. Dependence of the superconducting transition temperature on t
ness for YBa2Cu3O72x films. The solid curve was obtained theoretical
taking the proximity effect into account, while the dotted and dashed cu
were obtained by using the fluctuational model forr05100mV•cm ~curve
1! andr051.0mV•cm ~curve2!.
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lnS Tc

Tcs
D52

d

ds
; d5

Nn

Ns
dn lnS vs

Tcs
D . ~1!

Here,ds is the thickness of the superconducting film lay
dn the normal film layer thickness,Tcs the transition tem-
perature for the superconducting layer without proximity
fect, Nn andNs are the electron density of states in the n
mal and superconducting layers, andvs is the characteristic
phonon frequency. It can be assumed naturally thatds@dn in
thick films if the normal layer thickness is taken equal to t
thickness of the surface film which reacts with the atm
sphere. Hence the superconducting transition tempera
tends to attain saturation in films of large thickness (Tc

'Tcs).
Assuming thatTcs59.2 K for Nb and thatds corre-

sponds to the real sample thickness, we used the metho
variation of the model parameterd for calculating the theo-
retical dependencesTc(d) describing the experimental de
pendences most accurately~see Fig. 1!. It was found that, for
niobium films obtained at a substrate temperatureTsub

5650 °C, the experimental and theoretical curves have c
est resemblance ford540, while the corresponding situatio
for films formed atTsub5400 °C is observed ford570.

Putting vs'110 K andNn /Ns'0.8 for Nb films,20 we
can estimate the normal layer thickness for the investiga
samples. For a niobium film obtained atTsub5650 °C, the
value ofdn is found to be close to 20 nm, while the corr
sponding value for films formed atTsub5400 °C is dn

.28 nm. These results are in very good agreement w
those obtained from an analysis of concentration profiles
oxygen ions by using secondary-ion mass-spectrom
~Fig. 4!. It can be seen from the figure that the higher t

FIG. 4. Concentration profiles for oxygen and hydrogen ions in niobi
films obtained at different substrate temperatures:Tsub5300 °C ~curves1!
andTsub5800 °C ~curves2!.
,
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temperature at which the film was deposited on the substr
the smaller the depth to which the diffusion of oxygen ato
into the film occurs. Arrows indicate the relative thickness
the film surface layer with an enhanced oxygen concen
tion: the thickness of this film is'0.32d ('35 nm) for
Tsub5300 °C and'0.18d ('20 nm) for Tsub5800 °C, d
being the total film thickness ('110 nm).

It can be seen from Fig. 2 that an analysis of the exp
mental dependencesTc(d) for vanadium and tantalum ni
trides using formulas~1! leads to the valued54. Assuming
that the ratio of electron density of states in normal and
perconducting layers as well as the characteristic phonon
quencies for them do not differ significantly from the corr
sponding values for niobium films, we can determine t
normal surface layer thicknessdn'2 nm. For the sake of
comparison, Fig. 2 also shows the theoreticalTc(d) depen-
dence obtained in the Kulik’s fluctuational model4 by using
the expression

Tco2Tc

Tco
5

e2R*

8\
lnS 8\

e2R* D ; ~2!

whereTco is the transition temperature obtained without ta
ing fluctuations into consideration,R* 5(s0d)21 is the re-
sistance of an area element of the film,s0 is the residual
conductivity, ande2/16\51.531025 V21. The residual re-
sistivity r0 of the nitride films was found to be 57.9
mV•cm for TaN and 55.7mV•cm for VN. It can be seen
from Fig. 2 that the obtained curve differs significantly fro
the experimental results. Apparently, fluctuations of the
der parameter of the superconducting phase and of the e
tromagnetic field in transition metal nitride films do not pla
a significant role, and the observed decrease in the super
ducting transition temperature is mainly associated with
emergence of the proximity effect.

This conclusion is confirmed by the high corrosion r
sistance of the nitrides of transition metals. Hence thin fil
based on such materials are practically not oxidized u
exposure to atmosphere.

An analysis of the experimental dependencesTc(d) for
YBCO films using the de Gennes–Kresin model shows t
the best agreement with the theoretical curve is obtained
the valued52 of the fitting parameter. This theoretical d
pendence is shown by a solid curve in Fig. 3. Assuming t
a non-superconducting surface layer can be formed as a
sult of departure from oxygen stoichiometry in YBC
~1-2-3!, it can be concluded that the mean density of elect
states in the vicinity of the Fermi surface will not chan
significantly, i.e.,Nn /Ns'1. Taking the characteristic pho
non frequency appearing in the model equal to half the D
bye frequencyvs'200 K,21 we can estimate the thickness
the normal layer asdn'2.5 nm. The existence of such
‘‘defective’’ layer is confirmed by surface resistance stud
in the microwave frequency range22 as well as by the data
corresponding to the concentration profiles of second
ions.23

On the other hand, it can be seen from Fig. 3 that
contrast to films of nitrides of transition metals, theTc(d)
dependence for YBCO films may be described quite
equately by the fluctuation model. For example, curve1 is
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calculated from formula~2! for residual resistivity r0

5100mV•cm, while curve 2 is obtained for r051.0
mV•cm. Such values of residual resistivity were actua
observed for most of the YBCO films investigated by us.

CONCLUSION

Experimental dependences of the superconducting t
sition temperature on film thickness show that a decreas
the coherence length leads to a sharper decrease in the
of Tc for smaller thicknesses. Such a situation can be
served in superconductors with a suppressed proximity
fect. Indeed, theTc(d) dependence for low-resistance sup
conductors must be in the form of steps in the absence
proximity effect, and the transition temperature attains
value characteristic of bulk samples during the formation
the first monolayer of the growing film. In high-resistan
superconductors, including HTSC, theTc(d) dependence
may differ significantly from the ideal curve even in the a
sence of the proximity effect due to the emergence of str
fluctuations of the electromagnetic field and order parame
However, it is hard to draw an unambiguous conclusion
favor of any of the above mechanisms responsible for a
crease in the value ofTc for HTSC films because of a stron
effect of the peculiarities associated with the microstructu
crystal structure and defect concentration on the super
ducting and physical properties. On the other hand, a s
tion of this problem is extremely important for the applic
tion of such materials in band-pass resonators, delay line
other elements in microwave technology requiring lo
resistance-associated energy losses and a high value o
Q-factor.

The author is indebted to S. P. Chenakin for an analy
of niobium films with the help of the VIMS technique. Th
research was carried out under contract No. 2/573 with
Ukrainian Ministry of Science and Technology.

*E-mail: pvg@imp.kiev.ua
1!An increase in the applied magnetic field may change the dimension

fluctuations and a considerable broadening of resistive transition curve
their films.12
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2!It should be remarked, however, that the shape of the resistive trans
curve in a magnetic field may also depend on thermoactivational magn
flux creep, especially at the end of superconducting transition w
R(T)/R0→0.
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Evolution of oscillations of semiconfined electron plasma
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The evolution of an arbitrary initial nonequilibrium distribution of electrons and electric fields is
investigated in a structure consisting of semiconfined media, viz., plasma and insulator
~vacuum!. The comprehensive spectrum of potential oscillations of electric fields is obtained. It
is shown that the set of frequency eigenvalues is determined by the properties of the
electron distribution function in equilibrium and perturbed states. In a cold plasma, volume and
surface oscillations with the Langmuir frequency can propagate along with surface
plasmons, while only a surface plasmon field exists in the insulator. In the presence of spatial
dispersion, all types of volume and surface oscillations emerging in the plasma are emitted
to the insulator. In addition to the field of intrinsic oscillations, an electric field of anomalous
penetration associated with the effects of ballistic transport of conduction electrons at
low temperatures also exists in the plasma. For a cold plasma, delay effects are taken into account,
and the spatial and time distributions of the fields in the insulator are found. ©1998
American Institute of Physics.@S1063-777X~98!00606-9#
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INTRODUCTION

In order to analyze comprehensively the electromagn
oscillations in confined plasma-like media, we must solve
general problem on the evolution of an initial perturbation
such media. Such a problem for unconfined plasmas
formulated and solved by Landau.1 A nonequilibrium elec-
tron distribution at the initial instant was defined in the ent
volume of the plasma, and the electron distribution funct
and electric field were determined for all subsequent insta
as well as dependence of frequency and decrement of o
lations on the wave vector. Oscillations of a semiconfin
plasma were considered in Refs. 2–6, but the initial con
tions were not taken into account. Consequently, the
tained vibrational spectrum cannot be regarded as com
hensive.

In this research, we study the evolution of an arbitra
initial perturbation of the field and electron distribution in th
structure consisting of semiconfined plasma and insula
the nature of penetration of the field in both media is de
mined; the interaction of surface and volume oscillations
the interface is studied, and eigenfrequencies and decrem
of oscillations are obtained. We analyze the ballistic mo
existing in a solid-state plasma at low temperatures.

FORMULATION OF THE PROBLEM. SYSTEM OF
EQUATIONS. INITIAL AND BOUNDARY CONDITIONS

Let us consider a heterogeneous structure consistin
two semiconfined media, i.e., a~solid-state or gaseous!
plasma and a nonabsorbing nondispersive medium~insulator
or vacuum!. At the initial instantt50, the nonequilibrium
4141063-777X/98/24(6)/8/$15.00
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electron distribution functionf (0)(r,p) and the electromag
netic fieldsH(0)(r ) and E(0)(r ) are defined. We study the
evolution of the distribution functionf (t,r,p) and fields
E(t,r ) at all subsequent instant of time in such a structur

The complete system of Maxwell’s equations in t
plasma~medium 1,y.0! has the form

curl H5
4p

c
j 1

1

c

]D

]t
; D5«0E;

~1!

curl E2
1

c

]H

]t
; div D54pr; div H50,

where«0 is the dielectric constant of the lattice; the char
and current densitiesr and j are defined as

r5eE f ~ t,r ,p!dp, j~ t,r !5eE vf ~ t,r,p !•dp. ~2!

The nonequilibrium distribution functionf (t,r,p) for con-
duction electrons satisfies the linearized kinetic equation

] f

]t
1v•¹ f 1eE•

] f 0~p!

]p
52v f . ~3!

Heree,v,p, f 0(p) andn are the charge, velocity, momentum
equilibrium distribution function, and reciprocal relaxatio
time for conduction electrons.

The field in the insulator~medium 2,y,0! is described
by the equations

curl H5
1

c

]D

]t
; D5«2E;
~4!

© 1998 American Institute of Physics
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curl E52
1

c

]H

]t
; div D50; div H50.

The boundary conditions to Eqs.~1!–~4! are the continuity
conditions for the tangential components of the electric a
magnetic fields at the interfacey50 and radiation condi-
tions: all the quantities appearing in the equations vanish
y→6` at any instant of time. We assume that the surfa
y50 is a perfectly reflecting wall at which electrons expe
ence specular reflection, i.e., the relation

f ~vy.0,t !5 f ~vy,0,t !uy50 , ~5!

is satisfied for the distribution function at any instant of tim
The coordinate system is chosen so that thex-axis coincides
with the direction of propagation of the wave on the surfa
y50; accordingly, the dependence of all these quantities
the x coordinate is proportional to exp(iqxx) in Eqs.~1!–~4!.
In order to solve the problem with the initial conditions, w
must expand all functions of timet in Eqs.~1!–~4! into Fou-
rier integrals fort.0:

P~ t,y!5
1

2p E
2`1 is

`1 is

dvPv~y!e2 ivt;

~6!

Pv~y!5E
0

`

dtP~ t,y!eivt.

Integration is carried out on the entire complex planev
along the straight line parallel to the real axis and pass
above all singularities of the integrand. As a result, the s
tem of equations in the Fourier representation contains
values of electric and magnetic fields and the nonequilibri
distribution function at the initial instant.

The condition~5! for specular reflection of electrons a
the interface makes it possible to continue the fieldsEv(r )
and currentsjv(r ) from the regiony.0 to the regiony,0
so that theirx-components are even functions ofy, while
y-components are odd functions.2 Then the expression fo
the currentjv can be written for the entire space2`,y
,`:

j v i
~y!5E

2`

`

dy8s ik~ uy2y8u!Evk
~y8!1 j i

~0!~y!, ~7!

where j (0)(y) is determined by the initial distribution func
tion f (0)(r,p). The tensors ik(uyu) in the Fourier representa
tion is known2 to coincide with the conductivity tensor of a
unconfined isotropic plasma:

s ik~v,q!52 ie2E dpv i~] f 0 /]pk!

v2q–v1 in
~8!

~ i 5x,y!, ~q5~qx ,qy!!,

while the Fourier transform of the currentj (0)(r ) has the
form

j ~0!~q!5 iem3E
2`

`

dv
vf ~0!~q,v!

v2q–v1 in
~9!

(m is the effective mass of the electron!. Here we have used
the assumption on the possibility of expansion of the ini
function f (0)(r,p) into a Fourier integral in coordinates.
d

r
e

.
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-
e

l

Owing to the symmetry of tensor~8!, the system of
equations~1!–~4! splits into two independent subsystem
Ex ,Ey ,Hz (E-wave! and Ez ,Hx ,Hy (H-wave!. We shall
consider anE-wave below since it permits a solution in th
form of surface plasma waves in a heterogeneous struct

Using the boundary conditions, we obtain the expr
sions for the fields in the two media~we shall write formulas
only for thex-components of the electric field!:

Ex1~ t,y!5
1

~2p!2 E
2`1 is

`1 is dve2 ivt

v

3E
2`

`

dqye
iqyyF Ll

~0!~q!

q2« l~v,q!

1
Lt

~0!~q!

q22~v2/c2!« t~v,q!
G1

1

pD~v!
F Ll

~0!~q!

q2« l~v,q!

1
Lt

~0!~q!

q22~v2/c2!« t~v,q!

2
M ~0!~q!

q22~v2/c2!«2
G E

2`

` dqy8e
iqy8y

q82 F qx
2

« l~v,q!

2
v2

c2

qy
2

q822~v2/c2!« t~v,q8!
G , y.0; ~10!

Ex2~ t,y!5
i

~2p!2 E
2`1 is

`1 is dve2 ivt

v

3E
2`

`

dqye
iqyy

M ~0!~q!

q22~v2/c2!«2

2
Aqx

22~v2/c2!«2

p«2D~v!
e2uyuAqx

2
2~v2/c2!«2

3F Ll
~0!~q!

q2« l~v,q!
1

Lt
~0!~q!

q22~v2/c2!« t~v,q!

2
M ~0!~q!

q22~v2/c2!«2
G . ~11!

Here the subscripts ‘‘1’’ and ‘‘2’’ mark the two media
and« l and« t are the longitudinal and transverse permittiv
ties

« l~v,q!5«01
4p i

v

qiqk

q2 s ik~v,q!; ~12!

« t~v,q!5«01
2p i

v S d ik2
qiqk

q2 Ds ik~v,q!;

D~v,qx!5
1

«2
Aqx

22~v2/c2!«21
1

p E
2`

` dqy

q2

3F qx
2

« l~v,q!
2

v2

c2

qy
2

q22~v2/c2!« t~v,q!
G .

~13!
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The functionsLl ,t
(0)(q) and M (0)(q) are determined by the

Fourier transforms of the electric and magnetic fields at
instantt50:

Ll
~0!~q!5qx@q–D~0!~q!#; ~14!

Lt
~0!~q!5

v

c
qyFHz1

~0!~q!1
v

c

qxDy
~0!~q!2qyDx

~0!~q!

q2 G ;
D~0!~q!5«0E1

~0!~q!24pJ~0!~q!;

M ~0!~q!5qx~qE2
~0!~q!!1

v

c FqyHz2
~0!~q!2

v2

c2 «2Ex2
~0!~q!G .

~15!

The initial fields in the two media and the initial distributio
function f (0)(q,p) are connected through the Maxwell equ
tions and the boundary conditions at the surfacey50 for
t50.

In formulas~10! and~11!, the first terms in the bracket
@proportional to exp(iqyy)# correspond to the space–time ha
monics of the field in an unbounded homogeneous med
~in the plasma~10! and in the insulator~11!! created by the
initial perturbation. The second terms in~10! and ~11! de-
scribe the time harmonics of the field, which emerge a
result of reflection and refraction of spatial harmonics at
interfacey50. It can be seen that the evolution of the field
determined by singularities of the functionsD(v),« l(v,q),
and « t(v,q) in the plane of the complex variablev. ~Fol-
lowing Landau,1 we assume that the initial function of com
plex variablesp is an integral function ofp, while the inte-
gral

E
2`

`

dp
f ~0!~q,p!

v2q–v1 in
, ~16!

continued analytically to the lower half-plane is an integ
function of v.!

In the general form, taking into account delay effects a
thermal motion of electrons in the plasma, an analysis
formulas ~10!–~16! is very complicated and cumbersom
For this reason, we consider the following special cases

~1! potential oscillations (c→`,vTÞ0);
~2! cold plasma (vT50,c is a finite quantity!.

SPACE–TIME DISTRIBUTION OF POTENTIAL
OSCILLATIONS FIELDS FOR WEAK SPATIAL DISPERSION

In the limiting casec→`, all the functions~14!, and
~15! can be expressed in terms of the initial distribution fun
tion f (0)(q,p) for conduction electrons. In this case, the fiel
~10! and ~11! have the form

E1i~ t,y!5
1

2p E
2`1 is

`1 is

dve2 ivtF2eE
2`

` dqyqie
iqyy

q2« l~v,q!

3E
2`

`

dp
f ~0!~q,p!

v2q–v1 in
1«dEx~v,qx,0!

1

p

3E
2`

`

dqy

qie
iqyy

q2« l~v,q!G ~ i 5x,y! ~17!
e

m

a
e

l

d
f

-

in the plasma (y.0) and

E2x~ t,y!5
eqxy

2p E
2`1 is

`1 is

dve2 ivtEx~v,qx,0!;

~18!

E2y~ t,y!52 iE2x~ t,y!

in the insulator (y,0). Here and below, we assume th
qx.0. The electric field at the surfaceEx(v,qx,0) is given
by

Ex~v,qx,0!5
2eqx

D~v!
E

2`

` E
2`

` dqydpf ~0!~q,p!

q2« l~v,q!~v2q–v1 in!
,

~19!

D~v!511
qx«d

p E
2`

` dqy

q2« l~v,q!
. ~20!

It can easily be seen that all singularities of the in
grands in~17!–~20! are connected with the longitudinal pe
mittivity « l(v,q) which strongly depends on the form of th
equilibrium functionf 0(p) and conditions of spatial disper
sion.

Cold Plasma
Let us first consider the simplest case of cold plasma

the absence of spatial dispersion and for

f 0~p!5n0d~p!; f ~0!~y,p!5n~0!~y!d~p!, ~21!

wheren0 and n(0)(y) are the equilibrium and perturbed~at
the instantt50! electron concentrations, respectively. In th
case,

« l~v,q![«~v!5«02
v0

2

v~v1 in!
, v0

25
4pe2n0

m

and the fields have the form

E1x~ t,qx ,y!5
eqx

p E
2`1 is

`1 is dve2 ivt

v«~v!
E

2`

`

dqy

n~0!~qy!

q2

3Feiqyy2
«d

«d1«~v!
e2qxyG~y.0!; ~22!

E2x~ t,qx ,y!5
eqx

p E
2`1 is

`1 is dve2 ivt

v@«d1«~v!#

3E
2`

`

dqy

n~0!~qy!

q2 eqxy ~y,0!. ~23!

In the plane of the complex variablev, the singularities of
integrands in~22! and ~23! are determined by the roots o
equations«(v)50 and «d1«(v)50, which describe the
volume ~Langmuir! and surface oscillations in the structu
under consideration. After integration with respect ofv, we
obtain

E1x~ t,qx ,y!52
2ieqx

«0
cosvpte2~n/2!t

3E
2`

`

dqy

n~0!~q!

q2 ~eiqyy2e2qxy!
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2
2ieqx

«01«d
cosvste

2~n/2!t2qxy

3E
2`

` n~0!~q!

q2 dqy ~y.0!; ~24!

E2x~ t,qx ,y!52
2ieqx

«01«d
cosvste

2~n/2!t1qxy

3E
2`

` n~0!~q!

q2 dqy ~y,0!. ~25!

It follows from formula ~24! that, along with the Langmuir
volume oscillations of frequencyvp5v0 /A«0, the plasma
exhibits two types of surface oscillations with different fr
quencies, viz.,vp and

vs5
v0

A«01«d

, ~26!

vs being the frequency of a surface plasmon. Near the in
face y50, the electric fields of volume and surface oscil
tions at frequencyv5vp are compensated. As a result, on
the field of a surface plasmon at frequencyvs ~26! is formed
in the insulator. Attenuation of the fields~24! and ~25! is
determined by the collision frequencyn.

Maxwellian Plasma
The inclusion of spatial dispersion of permittivity lead

to the emergence of additional waves~as compared with cold
plasma!.

For a nondegenerate electron gas with the Maxwell d
tribution of the equilibrium functionf 0(p), analytic formulas
~8! and~12! for the functions« l(v,q) ~see, for example, Ref
2! and~20! for D(v,qx) can be obtained only in the form o
asymptotic expansions. In the collisionless limit (n→0)

Re « l~v,q!5«0F12
vp

2

v2 S 11
3q2vT

2

v2 D G , v@qvT ;

~27!

Re « l~v,q!5«0F11
1

q2r d
2G , v!qvT ~28!

(vT5AT/m is the thermal velocity of electrons,T the elec-
tron gas temperature,r d5vT /vp the Debye radius, andq2

5qx
21qy

2!, we have

Im « l5Ap/2
«0vp

2v

q3vT
3 expS 2

v2

2q2vT
2D ,

~29!

uIm « l u!uRe « l u.

Henceforth, we shall assume that the conditions of weak s
tial dispersion

vp@qxvT@n.

In this case, the functionDv ~20! has the form7
r-
-

-

a-

D~v,qx!5
«01«d

«0~v22vp
2!

~v22vs
2!1

«d

«0
qxr d

22iA2/p
«d

«0

vp
3

v3 qxr d , qxr d!1. ~30!

It can easily be seen that, as a result of integration w
respect tov in formulas~17!–~19!, the field becomes a su
perposition of oscillations with different frequencies:vn(q)
~the roots of the equation« l(vn ,q)50) andVs @the root of
the equation~30! D(Vs ,qx)50]:

Re vn5vpS 11
3

2
q2r d

2D ;
~31!

Im vn52vpAp/8
e21/~2q2r d

2
!

q2r d
2 ;

Re Vs5vsF11
«d

2

2«0~«01«d!
qxr dG ;

~32!

Im Qs52gs52A2/p
«d

2

«0
2 qxvT .

It should be noted that the plasma exhibits both volume@the
first term in ~17!# and surface oscillations with frequenc
vn(q) ~31!. An analytic expression for volume oscillation
can be obtained knowing the specific form of the initial fun
tion f (0)(q,p). The field of surface oscillations with fre
quencyvn is given by

E1x
~n!~ t,qx ,y!5

2ieqxr d

«0
e2qxyE

21

1

dj

3
cos@vpt13/2vptj2#e2Im vn~j!t

j21qx
2r d

2

3
«

dp
f ~0!~j,p!

12j~vy /vT!
~33!

~the symbol*” indicates the principal value of the integra
and j5qyr d!. Let us consider surface oscillations with th
frequencyVs ~32!. The corresponding field in the plasm
can be written as

E1x
~s!~ t,qx ,y!5E~s!~ t,qx!G~Vs ,qx ,y!; ~34!

E~s!~ t,qx!52ieqx cosVste
2gst

«dVs

«01«d

3E
2`

` dqy

q2« l~Vs ,q!
E dp

f ~0!~q,p!

Vs2qv
. ~35!

The Green’s functionG(v,qx ,y) describes the spatial field
distribution

G~v,qx ,y!5
qx

p E
2`

` dqye
iqyy

q2« l~v,q!
. ~36!

Considering that forn→0 the contribution to« l(v,q) @see
~8! and~12!# from resonant particles for whichq–v5v ~Lan-
dau damping! is smaller than the contribution from nonres
nant particles, we can representG(v,qx ,y) in the form of an
expansion in the small parameteruIm «l(v,q)/Re«l(v,q)u.
As a result, we obtain for the case of weak spatial dispers
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G~Vs ,qx ,y!5
1

«~Vs!
e2qxy1

qxr d

«0
e2y/r d

2
iv

0
qx

A2p«2~Vs!vT
3Vs

3

3E
2`

`

dvyuvyu3e2vy
2/2vT

2
1 i ~Vs /vy!y. ~37!

The first term in this equation is the contribution from t
poleq250 to integral~36! and describes, as in cold plasm
the penetration of the longitudinal–transverse field ass
ated with the collective behavior of electrons. The seco
term is the result of inclusion of the pole« l(v,q)50 for
large values ofqy@1/r d @see the asymptotic expansion~28!#.
The third termG3 characterizes the ballistic transport of th
field by charged particles along they-axis ~Van Kampen
waves!.8 It can be estimated for large values ofy

y@1/qx@r d , ~38!

by using the steepest descent method

G3~Vs ,qx ,y!5 i
v0

2qxy

)Vs
2«2~Vs!

e2~3/4!~Vsy/vT!2/3

3cosF3)

4 S Vsy

vT
D 2/3

2
2p

3 G . ~39!

This expression shows that electrons form a field which
creases at large distances~38! according to an exponentia
law with y2/3 in the exponent and contains, along with a
tenuating term, an oscillating term. At distan
y.(3/4)3Vs

2/(qx
3vT

2) this field is stronger than the field de
scribed by the first term in~37! and will be referred to as the
field of anomalous penetration at the frequencyVs of surface
plasmons. The smallness of its amplitude is determined
the following two factors. First, it is due to the smallness
the dissipative component of permittivity Im«l. Second, the
ballistic transport involves all electrons with velocitie
0,vy,`, which resonantly interact with various spati
harmonics of surface plasmons and create fields with var
phases in the bulk of the plasma. Expression~39! is the result
of interference of these fields.

A comparison of the expressions for fields and damp
decrements of surface oscillations with different frequenc
vn ~33! andVs ~34!–~37! ~with the same penetration dep
equal to 1/qx! shows that the amplitudeE1x

(n) is smaller than
the amplitudeE1x

(s) , but the lifetime of oscillations with fre-
quencyvn is longer.

The field of surface oscillations in the insulatory,0 is
described by the formula

E2x~ t,qx ,y!5
6ieqxr d

«d
eqxyE

21

1

dj cosS vp
t 1

3

2
vptj2D

3e2Im vn~j!t
«

dpf ~0!~j,p!

12~vy /vT!j
1E~s!~ t,qx!e

qxy.

~40!
i-
d

-

y
f

us

g
s

The field is a superposition of oscillations with differe
frequenciesvn and Vs attenuating at the depth 1/qx along
the y-axis.

Degenerate Plasma
In the case of a degenerate plasma with the Fermi dis

bution function, the permittivity is given by5

Re « l5«0H 11
3vp

2

q2vF
2 F12

1

2

v

qvF
ln

v1qvF

v2qvF
G J ; ~41!

Im « l5H «0

3p

2

vp
2v

q3vF
3 , 2qvF,v,qvF ;

0, uvu.qvF

~42!

(vF is the Fermi velocity of electrons!. The functionD~v!
differs from expression~30! only in the imaginary compo-
nent and the definition ofr d

Im D~v!52
3

4

vp
2

«0v3 qxvF ; r d5
vF

)vp

. ~43!

In formula ~17! for the field in the plasma, we must take in
account in the integration with respect tov the contribution
from the branching points of the function« l(v,q) ~41! in
addition to the contributions from poles~31! and ~32!. As a
result, the field in the plasma is the superposition of the fie

E1x~ t,qx ,y!5E1x
~n!~ t,qx ,y!1E1x

~s!~ t,qx ,y!

1E1x
~p!~ t,qx ,y!,

whereE1x
(n) andE1x

(s) are described by formulas~33! and~35!.
The imaginary part ofG(v,qx ,y) ~36! in the component
E1x

(s) , which is determined by Im«l(v,q), has a form differ-
ing from that in~37! and is negligibly small for large value
of y@r d . Thus, for a degenerate gas we have

G~Vs ,qx ,y!5
1

«~Vs!
e2qxy1

qxr d

«d
e2y/r d.

In order to calculate the fieldE1x
(p)(t,qx .y), we must include

the integration over the banks of the cut along the real a
(qvF ,`) and (2qvF ,2`). The contribution from the
branching points of permittivity~41! was considered for the
first time by Silian9 who solved the initial problem for the
longitudinal field in an unconfined degenerate electron g
However, the integration over the banks of the cut in t
confined structure under investigation differs considera
from the one-dimensional case9 in the possibility to calculate
the field distribution in space. The two-dimensional nature
the wave vector leads to the emergence of two terms w
oscillating factors in the integrands of integrals with resp
to qy in ~17!:

exp6 i @qyy2vFtAqx
21qy

2#; ~44!

exp6 i @qy1vFtAqx
21qy

2#. ~45!
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The main contribution to fieldE1x
(p) we comes from the term

proportional to exponents~44! since the method of stationar
phases for large values of the parameters

tvFqx@1 ~46!

~the remaining terms are smaller by a factor ofAtvFqx!. The
stationary phase point is defined as

qy15qx

y

At2vF
22y2

. ~47!

At distancesy smaller than the electron path traversed o
the timet, i.e.,

tvF.y@
1

qx
, ~48!

the fieldE1x
(p) is oscillating:

E1x
~p!~ t,qx ,y!5 i

4&

33/4pAp
Aq0r d

v~0!Ex~v0 ,qx,0!

~vpt !3/2

3cosFqxAt2vF
22y21

p

4 G ,
v~0!5q0~ t,y!vF!vp , ~49!

q0~ t,y!5qx

tvF

At2vF
22y2

.

In the case when the inequality opposite to the left inequa
in ~48! is satisfied, the fieldE1x

(p)(t,qx ,y) attenuates exponen
tially (E1x

(p);exp@2qxAyx2t2vF
2 #).

It should be noted that the anomalous penetration fi
~49! is of a different physical origin as compared to the o
cillating field in a Maxwellian plasma~39! since it is associ-
ated with the nondissipative component of permittiv
Re«l(v,q). Ballistic transport of the field energy involves a
electrons drifting from the surface to the bulk of the plas
and interacting with a large set of space–time harmonic
the field. In view of the sharp boundary in the Fermi veloc
distribution for electrons, a group of particles in the vicini
of the maximum values ofvy.vF plays the major role in
this process~the contributions of the remaining particles a
mutually compensated!. The smallness of the amplitude o
the fieldE1x

(p) is of a power nature and is determined by t
small number of electrons in this group.

Until now, we assumed that integral~16! in formulas
~17!–~19! describes an integral function of the complex va
ablev in the lower half-plane. Generally speaking, the fun
tion ~16! can have a number of singularities forv5v r ,
whose position in the planev depends only on the form o
the initial perturbation and is not associated with the prop
ties of equilibrium plasmas. The field determined by the s
gularities of the function~16! contains terms of the type
Er(y,qx)e

2Im vrt2i Revrt, and can be regarded as the field
perturbed oscillations.
r

y

ld
-

a
of

-

r-
-
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SPACE–TIME STRUCTURE OF FIELDS IN THE INSULATOR
TAKING INTO ACCOUNT DELAY EFFECTS

Let us trace the evolution and analyze the distribution
electromagnetic fields in the insulator taking into accou
delay effect and field penetration from the cold plasma.
the case of a cold plasma,« t(v,q)5« l(v,q)5«(v). in the
expression~11! for the field. It is convenient to analyze th
function E2x(t,y) ~11! as the sum of three termsE2x

5( i 51,2,3Ex
( i )(t,qx ,y). The first termEx

(1) is the field of a
volume wave with the frequency

vk~q!5
cq

A«2

, ~50!

which is created by the initial perturbation in the insulat
~the first term in formula ~11!!. The expressionEx

(2)

3(t,qx ,y) is described by the last term in the brackets
~11! and determines the field of the wave associated with
initial perturbation~15! in the insulator. The third termEx

(3)

3(t,qx ,y) associated with the penetration of the wave fro
the plasma to the insulator and having the form

Ex
~3!~ t,qx ,y!5

i

~2p!2«2
E

2`1 is

`1 is

dv
Aqx

22~v2/c2!«2

v«~v!D~v!

3e2 ivt2uyuAqx
2
2~v2/c2!«2

3E
2`

`

dqy

P~0!~q!

q22~v2/c2!«~v!
,

~51!

P~0!~q!5
v

c
«~v!FqyHz1~0!~q!2

v

c
«0Ex1

~0!~q!G
1qx«0@q–E1

~0!~q!#,

is the combination of the functions~14! in which J(0)(q)
50. The integral representation of the fieldEx

(1) has only one
singularity in the space of the complex variablev, viz., the
pole ~50!. The integrand for the fieldEx

(2) contains in thev
plane the poles and branching points of the functionD~v!
apart from the pole~50!. For a cold plasma, we have

D~v!5Aqx
22~v2/c2!«21

«2

«~v!
Aqx

22~v2/c2!«~v!.

~52!

The poles

D~vni!50 ~53!

appear under the condition«(vni),0, while vni describes
the frequency and attenuation of a surface polariton. Exp
sion~52! has two types of branching points: the points on t
real axis

v1,256
cqx

A«2

~54!

and the complex branching pointsv5v3,4
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Re v3,456Avp
21c2qx

2/«0;

Im v3,452
nvp

2

2~Re v3!2 . ~55!

In the expression forEx
(2) , we go over in the planev from

integration in the limits (2`1 is,`1 is) to a closed con-
tour including the segment (2R1 is,R1 is), a semicircle
of radiusR→` in the lower half-plane, and rectilinear se
ments along the line of the cut (2cqx /A«2 ,cqx /A«2),
(v3 ,`1Im v3) and (2`1 i Im v4,v4.) The singularities of
the integrand in the third field termEx

(3) are the poles, viz.,
the roots of the equation

v l
2«~v l !5c2q2, ~56!

the polesv5vni , and the branching points~54! and~55!. In
this case, it is more convenient to choose the integra
contour so that it includes the lines of the cut (`,cqx /A«2),
(`,cqx /A«2), and (v3 ,v4). The integrals with respect tov
along the lines of the cut in the termsEx

(2) andEx
(3) can be

evaluated asymptotically by using the stationary ph
method for large values of the parameterqxct/A«2 . As a
result, we find that the insulator exhibits oscillations of
different origin along with the known modes, viz., the vo
ume wave of frequencyvk(q) ~50! and the surface polariton
of frequencyvni ~53!. One of these is the contribution from
poles~56! to the integrals with respect tov and is associated
with the penetration of the field of volume wavev l from a
semiconductor to an insulator. It can be written in the fo
of the integral with respect toqy :

Exv5Ex
~1 !1Ex

~2 ! ,
~57!

Exv
~6 !52

1

4p«0«2
E

2`

`

dqy

Aqx
22~v2/c2!«2

q2D~6v l !
P~0!

3expS 6 iv l~qy!t2 i
uyu
c

Av l
2«22qx

2c2D .

The field of the second type is the result of evaluation
integrals with respect tov andqy along the banks of the cu
in the plane of the complex variablev. This field is formed
by oscillations emerging in the insulator as well as tho
penetrating into it from the plasma. For large values of
parameterct/A«2.y.1/qr , this field has the form

Exr~ t,y!5
Q~ct/A«22y!

Aqxct/«2

@A~P~0!,t,y!1B~M ~0!,t,y!#

3cosFqxAc2t2/«22y21
3p

4 G ~58!

(Q(x) is the Heaviside function, Q(x.0)
51; Q(x,0)50!.

CONCLUSIONS

Thus, we have obtained a comprehensive spectrum
eigenfrequencies of the electric field in a plasma and a n
dissipative nondispersive medium~vacuum or insulator! bor-
dering it. The set of eigenfrequencies of such a system
determined by the singularities of the electron distribut
n

e

f

e
e

of
n-

is

function in the equilibrium and perturbed states. In a co
plasma with a perturbed initial electron concentration, wh
is distributed in the entire half-space, surface and volu
oscillations at the Langmuir frequencyvp exist along with
the surface oscillations at the frequencyvs ~26!. The ampli-
tudes and phases of partial fields with frequencyvp are mu-
tually compensated near the interface between the me
and the field with such a frequency does not penetrates
insulator. In the vacuum, field oscillations occur only at t
frequencyvs . If the perturbed electron concentration is l
calized at the interface at the initial instant, the oscillations
the insulator as well as in the plasma exist only at the f
quencyvs of a surface plasmon.

In a Maxwellian plasma with an electron distributio
function perturbed at the initial instant of time in the enti
half-space, partial fields do not compensate one anothe
the interface in view of dispersion of Langmuir oscillation
For this reason, surface oscillations emerge in the insul
and in the plasma not only at the frequencyvs , but also at
the frequencyvn ~31!. The damping decrement of these o
cillations has the same form as the Landau damping i
nonconfined plasma. This is not surprising since the en
set of plasma oscillations of frequenciesvn(q) is emitted to
the insulator at the boundary.

In the presence of thermal motion of electrons, t
plasma becomes transparent at frequencyvs(vs,vp) owing
to ballistic transport of the energy of surface plasmons
charges to the bulk of the plasma. In other words, volu
waves~Van Kampen waves! are excited as a result of th
Cherenkov resonance between electrons and spatial har
ics of surface plasmons. The phase velocities of these wa
coincide with the velocity of particles along the normal
the surface. The field of the surface plasmon is transform
at the boundary into the field of volume waves. The interf
ence of these waves with differentqy leads to an anomalou
penetration effect, in which the resultant field penetrates
plasma to distances much larger than the penetration dep
surface plasmons in a cold plasma. The field amplitude
this case is an oscillating function of the coordinatey.

Anomalous penetration of the electric field is also o
served in a degenerate plasma. However, the physical o
of this effect differs completely from the case of a Maxwe
ian plasma. First, the effect is associated with the nondi
pative component of permittivity Re«l rather than with the
dissipative component for which the conditionuIm «lu
!uRe«lu in the collisionless limit. For this reason, the amp
tude of the field in the degenerate plasma is larger than
Maxwellian plasma. Second, electrons interact with a la
set of space– time harmonics of the field, and there is
mechanism of frequency selection. As a result, the period
oscillations is a function of two parameters: the coordinaty
and the timet. In a nondegenerate plasma, the dependen
on the parametersy and t are separated.

If we take into account the delay effects in the co
plasma–insulator structure, the field in the insulator is a
perposition of the fields of the surface polariton~53!, volume
oscillations of frequenciesvk ~50! andv l ~56!, and the os-
cillating field ~58!.
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Magnetostructural topological defects in two-dimensional antiferromagnets
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A two-dimensional model generalizing the Peierls model to the case of coupled fields of
magnetization and elastic displacement distribution is proposed for describing the structure of a
complex magnetoelastic topological defect which has the form of the bound state of a
dislocation and a magnetic disclination in an antiferromagnet. The obtained system of nonlinear
one-dimensional integro-differential equations has solutions for magnetic vortices and for
magnetic disclinations connected with dislocations and having regular asymptotic forms at large
distances and no singularities at the core of the topological defect. ©1998 American
Institute of Physics.@S1063-777X~98!00706-3#
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INTRODUCTION

Various types of nonlinear excitations in magnetica
ordered media have been investigated recently both theo
cally and experimentally.1 The variety of existing magnetic
structures is responsible for a wide range of such excitatio
nonlinear spin waves, domain walls, dynamic magnetic s
tons, magnetization rotation waves, etc. ‘‘Topological ma
netic solitons’’ form a special class of localized states
magnets.2 Thoroughly investigated domain walls~DW! can
be regarded as the simplest one-dimensional form of s
objects. Multidimensional magnetic topological excitatio
such as two-dimensional magnetic vortices~MV !, magnetic
disclinations~MD! and frustrations, Bloch lines in domai
walls, Bloch points and three-dimensional topological so
tons have a more complex structure.1 An analysis of mag-
netic vortices and disclinations has become especially im
tant in view of the development of new layered, quasi-tw
dimensional, and two-dimensional magnets in which
magnetic order is broken due to the formation of a la
number of two-dimensional topological defects~Kosterlitz–
Thouless mechanism!. Since the number of structural topo
logical defects~two-dimensional analogs of dislocations! in
two-dimensional systems must also be anomalously la
the question concerning the interaction of these two type
defects naturally arises. This interaction in ferromagn
~FM! is determined by weak magnetoelastic coupling wh
can be taken into account in perturbation theory. Howev
most existing two-dimensional magnets are antiferromag
~AFM! in which the ordinary weak magnetoelastic intera
tion is accompanied by an additional strong interaction
tween the elastic and magnetic subsystems, which is of
pological type and is determined by the multisublatt
4221063-777X/98/24(6)/10/$15.00
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structure of the AFM~different sizes of magnetic and cryst
cells!. Such a ‘‘topological interaction’’ leads to couplin
between dislocations and magnetic disclinations or dom
walls. This fact was indicated qualitatively for the first tim
in Refs. 3 and 4 on the basis of simple geometrical cons
erations. Later,5 a simple one-dimensional model was pr
posed, which generalized the well-known Frenke
Kontorova model for coupled fields of elastic displaceme
around a dislocation and the field magnetization distribut
around the MD core. This model made it possible to descr
qualitatively a complex magnetostructural topological def
~MSTD!, but lead to wrong asymptotic forms of the fields
large distances from the defect core in view of its on
dimensional nature.

It has been established that the topological coupling
tween dislocations and domain walls in an antiferromag
can lead to important physical consequences, i.e., a chan
the dislocation density, and hence in plastic properties
crystals, and the emergence of specific intrinsic modes in
crystals during the magnetic phase transition to the anti
romagnetic state. For this reason, it is necessary to stud
greater detail the magnetostructural defects theoretically
the basis of more adequate two-dimensional models. An
ample of such an approach using numerical calculations
presented by Ivanovet al.6

Here, we propose a simple two-dimensional model g
eralizing the well-known two-dimensional Peierls model7 to
the case of coupled fields of atomic displacements and m
netization and generalizing the one-dimensional model p
posed earlier5 to the two-dimensional case. Using this mod
we obtained a system of two coupled one-dimensio
integro-differential equations permitting analytical investig
© 1998 American Institute of Physics
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tion. We obtained approximate solutions of these equatio
describing the distribution of displacements and magnet
tion around a magnetostructural topological defect~MSTD!,
having no singularities at the defect core, and posses
correct asymptotic forms at large distances from the cen
We also obtained exact solutions for MV, which descri
their structure adequately at large as well as at small
tances from the vortex core.

1. CONTINUAL MODELS OF TOPOLOGICAL DEFECTS IN
TWO-DIMENSIONAL ELASTIC AND MAGNETICALLY
ORDERED SYSTEMS

1.1. Dislocation in the continual theory of elasticity

In the description of the elastic subsystem, we confi
ourselves to the scalar model of the crystal, assuming
only one component of the displacement vector differs fr
zero. Let us consider the two-dimensional elastic plane (xz)
in which lattice atoms are labeled by two indices:n
(x-coordinate! andm (z-coordinate!. We denote byunm the
displacement of thenmth atom from the equilibrium posi
tion. Then the potential energy of elastic interaction of ato
can be reduced to

U15(
nm

Fa2 ~unm2un21,m!21
b

2
~unm2un,m21!2G , ~1!

wherea and b are the constant of elastic interaction alo
the directionsx andz, respectively. In the long-wave limit
the dynamic equations foru(x,z,t) have the form

mutt2aa2uxx2bb2uzz50, ~2!

wherea andb are lattice constants in the directionsx andz,
andm is the mass of an atom.

A static dislocation corresponds to the following sol
tion of this equation7:

u~x,z!5
a

2p
arctanS z

x
z D , ~3!

wherez5(a/b)Aa/b ~for definiteness, we assume that t
x-component of the displacement vector differs from ze
and the Burgers vector coincides with the lattice constana
along thex-axis!.

Solution ~3! correctly describes the distribution of th
displacement field at large distances from the defect ce
(x5z50), where deformations are small:

]u

]z
5

a

2p

xz

x21z2z2 , ~4!

]u

]x
52

a

2p

zz

x21z2z2 . ~5!

However, this solution has a singularity at the disloc
tion center and does not describe the structure of the d
cation core.

1.2. Magnetic vortex in the continual model

Let us consider a perfect AFM without dislocation
Since most quasi-two-dimensional and layered AFM poss
s,
a-
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one-ion anisotropy of the type of the easy magnetizat
plane, we consider an easy-plane, strongly anisotropic AF
Such a medium can contain topological solitons of the M
type.1 According to the results of numerical calculations,
spins in such nonuniform states lie in the easy plane w
the easy-plane anisotropy exceeds a certain critical val8

The local state of magnetization in this case is character
by only one quantity, viz., the azimuthal angle of spin ro
tion at a given point. In other words, such a system can
described by a scalar model. Moreover, we shall assume
simplicity that magnetic anisotropy in the easy plane is eq
to zero.

We denote the deviation of the spin of thenmth atom in
the xz plane from the direction of thez-axis bywnm . Then
the potential energy of magnetic interaction in the class
Heisenberg model can be written in the form

W5M0
2 (

nm
@J1 cos~wnm2wn21,m!

1J2 cos~wnm2wn,m21!#, ~6!

where M0 is the magnetic moment andJ1 and J2 are ex-
change interaction constants in the directions of thex- and
z-axes, respectively~Ji.0 in the case of AFM!.

In order to take into account antiferromagnetic orderi
~which is ‘‘staggered’ in thexz plane!, it is convenient to
introduce~instead of the variableswnm) the new variables
cnm :

wnm5H cnm , n1m52s

p1cnm , n1m52s11
, ~7!

wheres is an integer. Then expression~6! in the long-wave
approximation leads to the following form of the dynam
equation for the quantityc(x,z,t):

mc tt2M0
2J1a2cxx2M0

2J2b2czz50, ~8!

where m5\2/4m0
2g is the effective mass of magneti

moment5 ~g is the easy-plane anisotropy constant andm0

Bohr’s magneton!.
A static MV corresponds to the following solution o

this equation:

c~x,z!5arctanS z

x
j D , ~9!

where j5(a/b)AJ1 /J2. This solution describes a MV fo
which a circumvention around its center (x5z50) along a
closed loop leads to rotation of spins through 2p ~by analogy
with the physics of liquid crystals, such a defect can be
ferred to as a magnetic disclination with the Frank indexk
52!.

Solution~9! correctly describes the magnetization dist
bution away from the center of the vortex:

]c

]z
5

xj

x21z2j2 , ~10!

]c

]x
52

zj

x21z2j2 . ~11!



ap
e

th
th
s
ce

tio
p

ar
o

in

so

th
o

de
c
an
l

th
o-
an
e
de

is

pl
e-
s.
tio

ve
a
s

a

n

e
the

sur-

e
t
m:

face

we
ve

or-

Eq.

e

e
nal

424 Low Temp. Phys. 24 (6), June 1998 O. K. Dudko and A. S. Kovalev
However, the long-wave approximation becomes in
plicable at the center of the vortex, where the discreten
effects are significant.

2. PEIERLS MODELS FOR DISLOCATION AND MAGNETIC
VORTEX

2.1. Dislocation in Peierls model

The one-dimensional Frenkel–Kontorova model is
simplest model that provides a correct description for
dislocation core and takes into account the discretenes
the lattice at the core. In this model, elastic subspa
‘‘above’’ the dislocation slip plane (z.0) and ‘‘below’’ it
(z,0) are replaced by two elastic chains whose interac
takes into account the discreteness of the lattice and the
riodic nature of the potential of interactions between p
ticles. This potential is usually chosen in the form of a trig
nometric function

U5b
a2

4p2 H 12cosF2p~u12u2!

a G J , ~12!

whereu1(x) and u2(x) are the displacements of atoms
the upper (z.0) and lower (z,0) chains~in the long-wave
approximation!. The amplitude of the potential is chosen
that it matches with formula~1! in the linear limit. The equa-
tion for the differencew5u1(x)2u2(x) of displacements
in the upper and lower chains emerging in this model has
form of a static sinusoidal Klein–Gordon equation. The s
lution of this equation corresponding to a dislocation7 has no
singularity at the center of the dislocation and correctly
scribes the structure of its core. However, at large distan
the fields decrease according to an exponential rather th
power law~see Eqs.~3!–~6!! in view of the one-dimensiona
nature of the model.

Peierls proposed a two-dimensional generalization of
Frenkel–Kontorova model, in which the solution for a disl
cation has no singularity at the center of the dislocation
correctly describes the field distribution away from the cor7

We shall consider below an analog of the Peierls mo
for a vortex in an easy-plane magnet~in Sec. 2.2! and the
generalization of this model for coupled fields of elastic d
placements and magnetization~in Sec. 3!. Here, we shall
briefly describe the derivation of Peierls results for a sim
scalar model, which differs slightly from that usually pr
sented in monographs and in the original work by Peierl

Let us consider an elastic plane containing a disloca
at the pointx5z50. The dislocation slip line~the line z
50! divides the plane into two half-spaces in which relati
displacements of atoms are small in the case of strong
isotropy (a@b), and the long-wave description of solution
on the basis of the differential equations~2! is possible.
However, the displacement along the dislocation slip line
the boundary between the upper half-space@u15u(z
510)# and the lower half-space@u25u(z520)# can dif-
fer by a value of the order of interatomic distancea. Conse-
quently, we can describe the interaction between the bou
aries of the half-spaces by using expression~12! employed in
the Frenkel–Kontorova model.
-
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In the static case, Eq.~2! can be reduced to the Laplac
equation, and the solution of the Neuman problem for
scalar fieldu(x,z) in the half-spacesz.0 andz,0 can be
reduced to the following relation between the fieldu(x,z) in
the bulk and the strain]u/]zuz560 at the surface9:

u~x,z:0!56
b

2pa S b

a D 1/2E
2`

1`

dx8S ]u

]zDU
z560

3 lnF ~x2x8!2

aa2 1
z2

bb2G , ~13!

while the relation between strain components at these
faces is defined by the simple relation

]u

]xU
z560

57S b

a D 1/2 b

a
ĤS ]u

]zD U
z560

, ~14!

where the notation

ĤF5
1

p E dx8
F~x8!

~x82x!
~15!

typical of the Hilbert transformation of the functionF(x) has
been introduced.

Using the property of skew symmetry of th
Ĥ-transformation and relation~14!, we can easily connec
the stresses at interfaces with longitudinal strains on the

suz5605bbS ]u

]zD U
z560

56~ab!1/2aĤS ]u

]xD U
z560

.

~16!

Equating these expressions to the forces at the inter
determined from formula~12!, i.e.,

f 657
ba

2p
sin

2pw

a
, ~17!

and subtracting the obtained relations from one another,
arrive at the final integro-differential equation for the relati
displacementsw5u12u2 on the dislocation slip line:

sin
2pw

a
5pS a

b D 1/2

ĤS ]w

]x D . ~18!

For convenience, we go over to the dimensionless co
dinate and dimensionless relative displacement:

2px

a
→x,

pw

a
→w. ~19!

Taking these renormalizations into account, we can write
~18! in the form

d

dx
~Ĥw!5

1

2l
sin 2w, ~20!

where we have introduced the notationl 5p(a/b)1/2 for the
‘‘elastic length,’’ i.e., the size of the dislocation core in th
direction of thex-axis.

Equation ~20! has the structure similar to that of th
Klein–Gordon equation emerging in the one-dimensio
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model, but one spatial derivative is now replaced by the H
bert transformation. This equation has a simple solution
scribing a dislocation7:

w5
p

2
1arctan

x

l
52arctan

l

x
. ~21!

Solution ~21!, as well as the solution of the Frenkel
Kontorova equation, has no singularities at the dislocat
center. On the other hand, it has regular asymptotic form
large distances matching with the description of a disloca
in the continual linear theory of elasticity. In the initial var
ables, solution~21! coincides with solution~3! if we put z
5b in the latter solution.

2.2. Peierls model for a magnetic vortex

At the first stage, we can propose a magnetic analog
the one-dimensional Frenkel– Kontorova model for a corr
description of the vortex core. Following this model, we r
place the magnetically ordered half-plane above the MV c
ter (z.0) by a chain of antiferromagnetically ordered spi
with rotational anglesc1(x), while the half-plane below the
vortex center (z,0) will be replaced by a spin chain wit
rotational anglesc2(x). For J1@J2 , the long-wave descrip
tion is valid along the chains~along thex-axis!, but relative
rotations of spins in the neighboring chains can be of
order ofp. Consequently, the magnetic interaction betwe
the chains should be taken into account completely. T
choice of interchain potential in the form of the trigonome
ric function ~12! was of model nature in the convention
Frenkel–Kontorova ‘‘elastic’’ model, while in the case of
magnet it is more justified since it follows from the Heise
berg nature of the magnetic exchange interaction:

W52M0
2J2 cos~c12c2!. ~22!

The solution of the Klein–Gordon equation emerging
this model for relative angles of magnetization rotatio
which corresponds to a MV, has no singularity at the vor
center and correctly describes the vortex core. Howeve
large distances the fields decrease exponentially and no
cording to a power law following from a consistent analy
based on a continual description@see~10! and ~11!#.

In order to describe correctly the vortex structure at la
distances and at its core, we propose a model which is s
lar to the Peierls model for the magnetic system.

We consider a magnetically ordered plane containin
magnetic vortex at the pointx5z50 and possessing stron
anisotropy of exchange integrals in the direction of the a
x and z (J1@J2). The characteristic size of the magne
vortex in thex-direction is considerably larger than its size
the z-axis. The rotation of magnetization vector at the co
throughp occurs over a distance of the order of atomic sp
ing in the z-direction and over the ‘‘magnetic length
aAJ1 /J2/2@a in the direction of thex-axis ~the ‘‘magnetic
length’’ is the term usually applied to the quantityAJ/A,
whereA is the anisotropy constant in the easy plane; in
case,A50!. Consequently, the discrete nature of the m
netic lattice should be taken into account only on the l
passing through the vortex core in the direction of thex-axis.
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According to the Peierls model, we introduce the magneti
tion rotation anglec15c(z510) in the row of atoms
above the vortex center and the anglec25c(z520) in the
row below the vortex center. The magnetic interaction b
tween these rows of spins must be taken into account f
and described by formula~22!. The remaining volume of the
two half-spaces will be described by the differential equat
~8!.

The magnetization field distributionc(x,t) for the MV
in the two half-spaces can be expressed in terms of the
tribution of density of effective forces~in fact, moments!
f̃ 6(x) acting on the linez50 as follows9:

c~x,z:0!56
1

2paM0
2AJ1J2

E dx8 lnF ~x2x8!2

J1a2M0
2

1
z2

J2b2M0
2G f̃ 6~x8!, ~23!

where

f̃ 6~x!5M0
2J2bS ]c

]z D
z560

56M0
2aAJ1J2ĤS ]c

]x D
z560

.

~24!

On the other hand, the forcesf̃ 6(x) can be determined
from the magnetic interaction energy~22!:

f̃ 6~x!57M0
2J2 sin x, ~25!

where we have introduced the relative rotationx5c12c2

of spins in two chains near the vortex core.
Differentiating relation~23! with respect tox, taking the

obtained relations forz50, subtracting one from the othe
and~25!, taking into account, we obtain a closed equation
the difference in the rotational angles for magnetization
spin chains near the vortex center. In the dimensionless v
ables~19!, it has the form

d

dx
~Ĥx!5

1

l̃
sin x ~26!

and in fact coincides with the Peierls equation~20! for the
function x52w if we replace the ‘‘elastic length’’l by the
‘‘magnetic length’’ l̃ 5pAJ1 /J2. The solution of Eq.~26!
describing a magnetic vortex has the following simple for

x5p12 arctan
x

l̃
. ~27!

As in the Frenkel–Kontorova model, the change in t
function x upon a change inx from 2` to 1` is equal to
2p, and solution~27! has no singularities at the center of th
magnetic vortex, but the asymptotic forms of the solution
large distances in the present case have a regular power
and coincide with the results~9! of the continual analysis for
z5b. The resultant distribution of the magnetization fie
e.g., in the upper half-plane, can be obtained from form
~23! by substituting into it the expression for the ‘‘force
f̃ 15M0

2J22x l̃ /( l̃ 21x2) following from solution ~27! and
formula ~25!.



he
ca
ce
an
tio
e
op
na

e
ug
g
e
lo
th
ca
th
as
-
o

e
e
v

he
io
be
o
o

a
n

te

ing
nto
al of
he

od
n-
p-

a

the
ded
ing
ch

in-
n is
us

ua-

ion
del

lysis
ite

ys-

g-

426 Low Temp. Phys. 24 (6), June 1998 O. K. Dudko and A. S. Kovalev
3. MAGNETOSTRUCTURAL TOPOLOGICAL DEFECTS IN
TWO-DIMENSIONAL ANTIFERROMAGNETS

3.1. Formulation of the model

Let us consider the magnetization distribution in t
magnetically ordered state of an AFM containing a dislo
tion. Figure 1 shows this distribution for a two-sublatti
AFM with a ‘‘staggered’’ spin ordering in the presence of
edge dislocation. It can be seen that, when the disloca
center is circumvented along the closed contour, we arriv
a site belonging to another magnetic sublattice with the
posite direction of spin. Consequently, a magnetic discli
tion with the Frank indexk51 ~which does not exist in the
absence of the dislocation! must be connected with the edg
dislocation in order to compensate the spin rotation thro
p. In the case of a layered AFM with alternating ferroma
netically ordered layers, a similar situation arises in the pr
ence of a screw dislocation: while circumventing the dis
cation center, we arrive at the neighboring layer in which
direction of magnetic moments must be opposite. This
be attained in the presence of magnetic disclination with
Frank indexk51 ~such a disclination can be regarded
‘‘half the magnetic vortex’’!. Although the above consider
ations are very simple and visual, an analytic description
complex magnetostructural topological solitons involv
considerable difficulties. A simple one-dimensional mod
proposed in Ref. 5 generalized the Frenkel–Kontoro
model to the case of two topologically coupled fields: t
field of elastic displacements and the field of magnetizat
distribution. The main idea underlying this model can
formulated as follows. If we consider a tetragonal tw
dimensional lattice of atoms with a staggered orientation
spins at lattice sites, and confine the analysis to the sc
model of the elastic subsystem, assuming that atoms ca
displaced only in the direction of thex-axis, the spins of
neighboring atoms from neighboring chains become orien

FIG. 1. Magnetization distribution in a two-sublattice AFM with a ‘‘sta
gered’’ spin ordering and with an edge dislocation.
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ferromagnetically~disadvantageously! for fixed orientations
of spins and relative displacement of atoms in neighbor
atomic chains by an atomic spacing. In order to take i
account this circumstance, we can assume that the integr
exchange interaction of a spin from a given chain with all t
spins of the neighboring chain~along thez-axis! is a periodic
function of the displacement of a given atom with the peri
2a ~for the sake of simplicity, we assume that this depe
dence is trigonometric, which is naturally a model assum
tion!. In other words, instead of formula~6! for the exchange
magnetic interaction we shall use the modernized formul

W5M0
2(

nm
$J1 cos~wnm2wn21,m!1J2 cos~wnm

2wn,m21!cos@p~unm2un,m21!/a#%, ~28!

which is transformed into~6! for unm5un,m21 .
It should be noted that in order to take into account

magnetoelastic interaction, the exchange integral is expan
into a series in small relative displacements of neighbor
atoms. This gives rise to ‘‘crossed’’ nonlinear terms whi
are linear in relative displacements~strain! and contain new
material constants, viz., the constants of magnetoelastic
teraction. In the given case, the magnetoelastic interactio
of the topological type and is characterized by the previo
constantJ2 ~the expansion of cos@p(unm2un,m21 )/a# in for-
mula ~28! in small relative displacements leads to terms q
dratic in strain!. The inclusion of such a ‘‘topological’’ in-
teraction leads to coupling of equations of magnetizat
dynamics and of the elastic subsystem. In the simple mo
considered in Ref. 5, the indexn runs through only two
values, and two coupled chains are described. In an ana
of a two-dimensional subsystem, we must take an infin
sequence of coupled magnetic chains.

The expression for the total potential energy of the s
tem has the form

E5U1W, ~29!

whereW is defined by formula~28!, and

U5(
nm

H a

2
~unm2un21,m!21U0

3F12cosS 2p
unm2un,m21

a D G J . ~30!

For AFM in the variablescnm , we use~28!–~30! to
obtain the dynamic equations for the quantitiesunm andcnm

in the form

m~unm! tt1a~2unm2un21,m2un11,m!1b~2unm2un,m11

2un,m21!1
p

a
M0

2J2$cos~cnm2cn,m21!

3sin@p~unm2un,m21!/a#2cos~cn,m112cnm!

3sin@p~un,m112unm!/a#%50, ~31!

m~cnm! tt1M0
2J1$sin~cnm2cn21,m!1sin~cnm2cn11,m!%

1M0
2J2$sin~cnm2cn,m21!cos@p~unm2un,m21!/a#
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1sin~cnm2cn,m11!cos@p~un,m112unm!/a#%50. ~32!

In accordance with the conventional Peierls model,
the volume outside the linez50 containing the center of a
complex magnetostructural defect we replace the differen
in displacements and deviations of spins by spatial der
tives, going over to the long-wave description in linear d
ferential equations:

mutt2aa2uxx2b* b2uzz50, ~33!

mc tt2M0
2J1a2cxx2M0

2J2b2czz50. ~34!

These equations coincide with Eqs.~2! and ~8!, but Eq.
~33! contains the renormalized constant of elastic interac
along the z-axis: b* 5b1(p/a)2M0

2J2 . However, this
renormalization is insignificant since magnetic interactio
are much weaker than elastic interactions in actual prac
andb* >b.

We shall consider below possible static topological el
tic and magnetic defects in the proposed two-dimensio
model ~note thatu152u2 and c152c2 in the configu-
ration of the defect shown in Fig. 1!. We can express the
fields of elastic displacementsu(x,z) and spin rotations
c(x,z) about a magnetoelastic defect in terms of the dis
bution of forcesf and f̃ at the interface between the hal
planes~See Secs. 2.1 and 2.2!. However, expressions~17!
and ~25! change since we take into account the energy
interaction of elastic displacements and rotations of sp
near the line passing through the defect. This energy now
the form

U5bS a

2p D 2F12cos
2pw

a G2M0
2J2 cosx cos

pw

a
.

~35!

It follows from this expression that

f 657
ba

2p
sin

2pw

a
2

p

a
M0

2J2 cosx sin
pw

a
, ~36!

f̃ 657M0
2J2 cos

pw

a
sin x. ~37!

Substituting these expressions~36!, ~37! for effective
forces into relations~13! and ~23!, carrying out the Hilbert
transformation, and going over to the dimensionless coo
natex and relative displacementw, we obtain the final form
of the system of nonlinear integro-differential equations
fields of relative displacements~and relative spin deviations!
at the banks of the cut:

2p
d

dx
~Ĥw!1

b

2~ab* !1/2 sin 2w

1
p2M0

2J2

a2~ab* !1/2 cosx sin w50, ~38!

2p
d

dx
~Ĥx!1S J2

J1
D 1/2

cosw sin x50. ~39!

Let us consider possible solutions of this system, wh
describe static topological structural, magnetic, and mag
n
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tostructural solitons of the type of dislocations, disclinatio
magnetic vortices, and coupled states of dislocations
magnetic disclinations.

3.2. Structure of solution. Integrable case

First of all, we consider the simplest static elastic a
magnetic topological defects which can exist in the tw
dimensional model described by Eqs.~38! and ~39!.

The average magnetic momentM0 vanishes above the
Néel temperature in a magnetically disordered state, and
~38! is transformed into Eq.~20! with solution ~21! describ-
ing a solitary dislocation.

In the absence of dislocations and weak magnetoela
interaction, we must putw50 in Eqs.~38! and ~39!. In this
case, Eq.~39! is transformed into Eq.~26! in the initial vari-
ables and has an exact solution~27! for a magnetic vortex.

The structure of the system of equations~38! and ~39!
resembles the Peierls equation, but it is much more com
cated for analysis in view of the presence of ‘‘crosse
terms. The solutions of these equations can be found onl
some particular cases. It should be noted that the magnitu
of terms not containing spatial derivatives have different v
ues. In Eq.~38!, the coefficient of the purely elastic term
b/@2Aab* #>Ab/a/2 is small under our assumption con
cerning the anisotropy of elastic properties. The coeffici
AJ2 /J1 in Eq. ~39! is also small under the assumption
spatial anisotropy of the exchange interaction. Finally,
coefficientp2M0

2J2 /a2Aab* of the magnetoelastic term in
Eq. ~38! is of the order ofAb/a(M0

2J2 /b), i.e., in contrast
to the coefficient of the elastic term, it contains the fac
M0

2J2 /b describing the ratio of magnetic and elastic intera
tions in the direction of thez-axis. In the actual physica
situation, this ratio is always very small, and hence the
term in Eq. ~38! can be neglected. In this case, the ba
system of equations is simplified considerably:

d

dx
~Ĥw!5

1

l
cosw sin w, ~40!

d

dx
~Ĥx!5

1

l̃
cosw sin x, ~41!

since Eq.~40! describing the elastic subsystem ‘‘splits.’’ I
fact, this system~with an appropriate renormalization of th
coordinate! depends on only one parameterl / l̃
5AJ2 /J1Ab/a. For an arbitrary value of this parameter, th
system of equations~40! and ~41! has no explicit analytic
solutions. However, it is important that from the metho
ological point of view it has a simple analytic solution in th
particular case whenl / l̃ 51, which clarifies the topologica
nature of a complex MSTD and its topological distinctio
from a magnetic vortex. It should be noted that this assum
tion is not connected with the smallness of magnetic inter
tions as compared with the elastic interaction and can
realized in principle. In an isotropic crystal withJ15J2 and
a5b, the characteristic lengthl and l̃ are of the same orde
of magnitude, but the cores of dislocation and disclinat
are of atomic size, and hence the system can be describ
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terms of differential equations at a considerable stretch
the case of an anisotropic crystal and large values ofl and l̃ ,
we can use integro-differential equations~40! and ~41!, as-
suming that the values ofl and l̃ are approximately equal fo
close degrees of anisotropy of elastic and magnetic inte
tions. In this case, the system of equations~40! and~41! has
the obvious solution

w5x, ~42!

for which Eq. ~41! for the magnetic subsystem acquires t
form

d

dx
~Ĥx!5

1

l̃
cosx sin x. ~43!

It can be seen that this equation differs significantly fro
Eq. ~26! for a magnetic vortex. In solution~27! for a MV, the
function x varies by 2p upon a change inx from 2` to
1`. Equation~43! has the basically different solution

x5
p

2
1arctan

x

l
, ~44!

in which the functionx changes byp upon a change inx
from 2` to 1`, and which describes a magnetic disclin
tion with the Frank indexk51.

Thus, Eqs.~40! and ~43! have an exact solution forl
5 l̃ , which describes a complex magnetostructural topolo
cal defect, viz., a coupled state of a dislocation and a m
netic disclination with the Frank indexk51. The existence
of such a solution is very important since it indicates t
existence of the above-mentioned topological defect for
arbitrary ratio of the parametersl and l̃ . Variations in the
structure of the solution can only be of quantitative and
qualitative nature.

Let us return to the general case of the system~40! and
~41! for lÞ l̃ . Linearizing these equations at large distanc
over small amplitudes of the fieldsw andx and replacing the
derivativesdw(p)/dp anddx(p)/dp in the integral terms by
d-functions, we can easily find the asymptotic forms of s
lutions at large distances:

w} l /x, x} l̃ /x for x→6`. ~45!

Since w5u12u2'b(]u/]z)z50 and x5c12c2

'b(]c/]z)z50 in this limit, results~45! are in accord with
formulas~4! and ~10!.

In the system of equations~40! and ~41!, Eq. ~40! for
elastic displacements splits, and we can use its exact solu
~21! for a dislocation. Substituting this solution into Eq.~41!,
we arrive at a closed equation for the functionx, in which it
is convenient to express the coordinate in terms of magn
length, i.e.,

x/ l̃ 5k, ~46!

and introduce the single dimensionless parameter

l5 l / l̃ , ~47!
In
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characterizing the ratio of scales of variation of the fields
displacements and magnetization rotation. Finally, we
write the basic equation~41! in the new variables in the form

d

dk
~Ĥx!1

k

~k21l2!1/2 sin x50. ~48!

An analysis of this nonlinear integro-differential equ
tion with varying coefficients is quire complicated. Hence w
shall analyze its solution for small values of the parametel.
This limit is physically sensible since the dislocation size
normally of the order of atomic spacing, and the width
domain walls can be considerably larger.~It should be borne
in mind, however, that domain walls are absent altogethe
the model without anisotropy in the easy plane under con
eration, and we are speaking of the size of a dislocation c
rather than of the domain wall while analyzing the magne
length.!

3.3. Magnetization distribution around a point dislocation

First of all, we shall analyze Eq.~48! in the limit l
50, in which it assumes the form

d

dk
~Ĥx!1sgnk sin x50. ~49!

We can easily find the asymptotic forms of the soluti
for a magnetostructural defect under investigation at la
distances and at the center of the defect. At large distan
(k→2`) and for small values ofx, Eq. ~49! gives x

'Ĥ(dx/dk). In view of rapid decrease of the derivativ
dx/dk, the asymptotic form ofx is determined by the kerne
of the Hilbert transformation, i.e.,x}1/k for k→2` ~in
this case,dx/dk}1/k2, and actually ensures the conve
gence of the integral!. In order to find the asymptotic form o
the solution at the center of a disclination, we shall use
skew-reciprocity of the Hilbert transformation and the sy
metry of the function sinx(k) aboutk to transform Eq.~49!
to

dx

dk
5

1

p E
0

`

dp
sin x~Ap!

p2k2 . ~50!

The decrease of the function sinx at large distances
(sinx}1/k51/Ap) ensures the convergence of the integ
for p→`. For small values ofk, the main contribution to its
value comes from smallp for which sinx'1. Truncating the
integral at distances of the order of unity, we obtain t
asymptotic forms of the solution at the center of the defe

dx

dk
'2

2

p
ln k. ~51!

This asymptotic form has a logarithmic singularity, althou
the functionx(k) remains finite at the disclination center:

x'
p

2
2

2

p
k ln k. ~52!

Since the functionG5sinx(k) in Eq. ~50! appears in the
integrand, the solution of this equation depends on the fo
of this functions only slightly. It is only important that th
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function decreases at large distances, ensuring the con
gence of the integral. Since Eq.~50! contains no parameters
the amplitude and the region of localization of the functi
G are of the order of unity.

Considering a number of trial expressions forG @e.g.,
G51 for k,1 and G50 for k.1; G51/(11k), G
51/(11k2)2], we can easily see that the profile of the fun
tion dx/dk following from ~50! weakly depends on the form
of G(k), has a logarithmic singularity~51! at zero, and de-
creases according to a power law}1/k2 at infinity.

We can find an explicit analytic solution for the magn
tization profile in a complex defect by using a model piec
wise linear system in which the Heisenberg exchange in
action of spins through the dislocation slip line~22! is
replaced by an interaction of the form

W5M0
2J23H 2~p/2!21x2, 0,x,p/2,

~p/2!22~x2p!2, p/2,x,p.
~53!

In this case, Eq.~49! becomes piece-wise linear:

d

dk
~Ĥx!5x2

p

2
~12sgnk!. ~54!

Differentiating this equation with respect tok and apply-
ing the Fourier transformation for the functiondx/dk, we
can easily obtain the final expression for the depende
x~k!. For k.0, this dependence has the form

x~k!5p2Ci k sin k1si k cosk, ~55!

where Ci~k! and si~k! are integral cosine and sine. An anal
sis of solution ~55! shows that the magnetization field
large distances has the asymptotic formx'p21/k, which
is in accord with the above results. For small values ofk, the
derivative of the magnetization field at the center of the
fect has a logarithmic singularitydx/dk} lngk, whereg is
the Euler–Mascheroni constant, which is also in agreem
with the asymptotic form obtained earlier. It should be no
that solution~55! oscillates near the valuesx50 andx5p
with a maximum deviation of the order of 0.1. Such oscil
tions are typical for integral transformations of piece-wis
joined functions.

3.4. Finiteness of the size of dislocation core

Thus, we have proved that in the limit of point disloc
tion (l50), the solution of the basic equation~48! exhibits
a regular asymptotic behavior at large distances. Howe
the derivativedx/dk in this case has a logarithmic singula
ity at zero. In order to eliminate this singularity, we mu
take into account the finite width of the dislocation core. W
return to the basic equation~48! with lÞ0, but will assume,
as before, that this parameter is small~i.e., the size of the
dislocation core is much smaller than the size of the dis
nation core which is of the order of unity in our dimensio
less variables!. Consequently, we now have two character
tic scales in dimensionless variables, i.e.,k}l andk}1, and
it is necessary to analyze intermediate asymptotic forms
k!l, l!k!1, andk@1.

We can write Eq.~48! in a more convenient form
er-

-
r-

ce

-

nt
d

-
-

r,

i-

-

r

dx

dk
5

1

p E k8dk8
sin x~k8!

~k82k!~k21l2!1/2. ~56!

Since the functionx decreases in proportion to 1/k at
large distancesk@1, integral ~56! converges at the uppe
limit. In the case of small values ofk we are interested in
the main contribution to the integral comes from the reg
of small k8. Hence we can put sinx(k)'1 in Eq. ~56! and
replace the integration between infinite limits by integrati
in the interval@21,1#. This leads to the following expres
sion for the derivativedx/dk:

p
dx

dk
.22 ln l1

1

h
ln

~1/k212h!~l2/k211h!

~1/k211h!~l2/k111h!
,

~57!

whereh5(k21l2)1/2/k.
It follows from ~57! that there is no logarithmic singu

larity at zero if we take into account the finiteness of t
dislocation core:dx/dk52(2/p)ln l for k50. For small
values ofk, the profile of the functiondx/dk has the form

p
dx

dk
'22 ln l22S k

l D 2

, k!l, ~58!

p
dx

dk
.22 ln k, l!k!1. ~59!

The corresponding distribution of magnetizationx~k! is
shown in Fig. 2~curve b!. The figure also shows relativ
displacementsw(k) ~curve a!. Relative displacements in
crease linearly at the dislocation core:w/p.1/21lk/p ~for
k.0! for k&l, attaining the power asymptotic formw
}1/k. The magnetization field in a magnetic disclinatio
varies at a considerably lower rate:x/p.1/2
2(2/p2)k ln l(0,k,l) at the dislocation core, and the ma
rotation of spins takes place at distancesk*1. ~Note that the
numerical analysis of the fields around two-dimensional
pological defects revealed that power asymptotic forms
attained in actual practice at distances much larger than
lytic estimates. For example, the displacement field aroun
crowdion~zero-dimensional analog of a dislocation! attains a
power asymptotic form at distances 30 times larger than
corresponding analytic estimates.10!

FIG. 2. Distribution of fields of displacementsw~a! and spin rotationsx~b!
at the core of a complex magnetostructural defect.
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3.5. Bulk distribution of fields of a magnetoelastic
topological defect

Concluding the section, we consider the distribution
elastic displacement fields and fields of spin rotations in
entire two-dimensional volume around a complex topolo
cal defect. Since the exact solution of the elastic problem
the difference in the displacements of atoms along the di
cation line w(x) for 2D dislocations is known, the two
dimensional distribution of elastic displacements can
found exactly.

Writing solution~21! in the initial variables, substituting
the obtained expression for]u6 /]x ~considering thatu6

56w/2! in accordance with~14!, and carrying out theĤ
transformation of this relation, we obtain the explicit form
the derivatives]u6 /]z at the interface between half-space
Differentiating formula~13! with respect toz and substitut-
ing the obtained expression for]u6 /]z into the right-hand
side, we obtain after simple calculations the following fin
expression for the strain distribution in the 2D volume:

]u

]z
~z:0!5

a

2p

xz

@x21z2~z6b/2!2#
, ~60!

wherez5(a/b)Aa/b.
Thus, expression~60! for strain in the Peierls model dif

fers from the corresponding expression~4! in the continual
theory in the replacement of the coordinatez in the denomi-
nator by the quantityz6b/2 for half-spaces withz.0 and
z,0. In other words, the corresponding solution for ea
half-space has a singularity outside this volume. Form
~60! readily gives the distribution of the displacement field
the volume around the dislocation:

u~x,z:0!5
a

2p
arctanF S z6

b

2D z

xG . ~61!

Comparing this result with formula~3! following from
the continual theory of elasticity, we see that the solution
a dislocation in the Peierls model has no singularity at z
and coincides with solution~3! at large distances.

In order to find the distribution of the magnetization fie
in the entire two-dimensional volume around a magnetic d
clination, we must use formula~23!, differentiate it with re-
spect toz, and substitute expression~37! for effective force
into it. This gives

dc

dz
5

zj

bp E p sin x~p!dp

@~p2x!21~zj!2#@p21~a/2AJ1 /J2!2#1/2
,

~62!

wherej5(a/b)AJ1 /J2.
In order to find the asymptotic form of expression~62! at

distances larger than the ‘‘magnetic length’’x,z
@aAJ1 /J2, we replace the expression p/@p2

1(aAJ1 /J2/2)2#1/2 by the signum function and approxima
sinx(p) by the expression 1/(p21L2)1/2, whereL is a quan-
tity of the order of the magnetic length. Then the integral
~62! can be evaluated in elementary functions,11 although it
has a cumbersome form. However, at distances larger
f
e
-
r

o-

e

.

l

h
la

r
o

-

an

the ‘‘magnetic length’’x,z@L, this expression can be ex
panded into a power series inx/L andz/L. The first terms of
this expansion have the form

]c

]z
~z:0!'

Lx

b~x21z2j2! F17
4Lzj

p~x21z2j2!

1OS L2

x2 ,
L2

z2 D G . ~63!

Comparing this formula~63! with the asymptotic form
~10! of the solution in the linear theory, we arrive at th
relation L5aAJ1 /J2 ~in other words,L52 l̃ in the dimen-
sionless variables and indeed has the same order of ma
tude as the ‘‘magnetic length’’!.

Formula ~63! leads to the final approximate expressi
for the distribution of spin deviations field in a two
dimensional disclination:

c~z:0!.arctanF S z6
2b

p D j

xG ,
x, z@aj. ~64!

At large distances from the center of the defect, t
expression naturally coincides with formula~9! given above,
but now the singularity for each half-space is displaced by
atomic spacing outside this volume, and the general solu
has no singularity.

CONCLUSION

We have proposed a new two-dimensional model
describing the structure of complex magnetoelastic topolo
cal singularities in 2D AFM. This model generalizes the
Peierls model to the case of two coupled fields of elas
displacements and of spin deviations. For these fields,
have derived a closed system of nonlinear integ
differential equations. In the absence of dislocations, t
system has an exact solution for a two-dimensional magn
vortex, while in the presence of a dislocation it has a solut
for a coupled state of the dislocation and a magnetic dis
nation. For a special case of relation between elastic
magnetic anisotropies, we obtained an exact solution
such a defect. In the case when the anisotropy of ela
interactions is much smaller than the spatial anisotropy
exchange interaction, we obtained an approximate solu
for a complex magnetostructural defect having no singula
at its core and having regular asymptotic forms at large d
tances from the center.
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Low-temperature spectroscopy of nonequivalent Pr 31 optical centers in a Y 2SiO5 crystal

Yu. V. Malyukin, B. I. Minkov, R. S. Borisov, and V. P. Seminozhenko
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An analysis of the absorption and luminescence spectra of a Y2SiO5:Pr31 crystal has revealed
the existence of two Pr31 optical centers associated with the presence of impurity ions at
nonequivalent cation sites. It is found that energy is transported nonradiatively between the
nonequivalent Pr31 optical centers. and a preliminary analysis of the transport mechanism
is carried out. ©1998 American Institute of Physics.@S1063-777X~98!00806-8#
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1. INTRODUCTION

Crystals of Y2SiO5 ~YSO! belong to the class of rare
earth silicates which have aroused considerable interes
recent years due to their prospective application
scintillators.1,2 The unit cell of YSO contains two nonequiva
lent positions of the Y31 ion3 which can be occupied by
impurity rare-earth~RE! ions introduced specially into th
cation sites of the YSO crystal. Such a situation is rea
observed in crystals of YSO:Nd31 @Ref. 4# and YSO:Eu31

@Ref. 5# in which two types of optical centers correspondi
to the localization of impurity ions at different cation sites
the YSO crystal were identified. Investigations of the opti
spectrum of the YSO:Pr31 crystals6 over a wide spectra
range~0.19–3mm! have failed to reveal such properties f
Pr31 ions. On the contrary, optical spectral investigations
YSO:Pr31 crystals in limited spectral range have revealed7,8

spectral lines which were attributed to various Pr31 optical
centers.

In view of the disparities in the results obtained in Re
6–8, we made low-temperature spectroscopic studies of31

impurity centers in a YSO crystal, used the results for int
preting the observed spectral lines and confirmed the p
ence of two Pr31 optical centers associated with the replac
ment of nonequivalent Y31 cation sites in a YSO crystal.

2. EXPERIMENTAL TECHNIQUE

Optical absorption and luminescence spectra of
YSO:Pr31 crystal were studied on an automatic spectroflu
rimeter based on a grating monochromator MDR-23. T
spectra were recorded on FEU-100 working in the phon
count mode. The control of the step actuator of the mo
chromator and the counting of one-photon pulses were
ried out by electron modules operating in the KAMA
mode. The KAMAK crate was connected through interfa
with a personal computer based on INTEL-286 processo
4321063-777X/98/24(6)/5/$15.00
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The source of the continuous spectrum was a 100W
candescent lamp fed by a stabilized power supply. The lu
nescence was excited in the crystal under investigation b
argon laser LGN-402 and a tunable organic dye laser.

Low temperatures were produced in an optical heliu
cryostat P2118, containing the samples in helium vapor.

The YSO:Pr31 crystals were grown by the Czochrals
method. The charge concentration of Pr was 0.1 a
Samples for investigation were in the form of plates of thic
ness 1–5 mm.

3. ANALYSIS OF EXPERIMENTAL RESULTS

The 4f 2 electron configuration of a Pr31 ion in the
Russel–Saunders base9,10 produces four singlet energy leve
1S0 , 1D2 , 1G4 , 1I 6 and nine triplet energy levels3P0 ; 3P1 ;
3P2 ; 3H4 ; 3H5 ; 3H6 ; 3F2 ; 3F3 ; 3F4 . Their relative ar-
rangement, and hence the energy level diagram for the P31

ion, is primarily determined by the Coulomb electron
electron interaction and the spin–orbit interaction.9,10 We
shall not consider weaker interactions since they are
manifested in optical spectra.9,10 In accordance with Hund’s
rule and Pauli’s principle,9,10 the ground state of the Pr31 ion
corresponds to the term3H4 . This is also confirmed by the
available experimental data.6,7,11–15As the energy increases
other energy levels3H5 ; 3H6 ; 3F2 ; 3F3 ; 3F4 and1G4 start
appearing above3H4 . The frequency of electron transition
involving these levels are confined only to the IR spect
region.6,11–13The next energy levels determining the optic
spectrum of the Pr31 ion are 2D1 ; 3P0 ; 3P1 ; 1I 6 and
3P2 .6,11–15 The average energy gap between the center
gravity of the levels1G4 and2D1 is 7000 cm21.13 The level
1S0 is very high on the energy scale (;50000 cm21) and
frequencies of electron transitions involving this level lie
the far ultraviolet region.13 We shall confine ourselves to
detailed analysis of the energy levels3H4 , 2D1 , and3P0 in
this work since it is easy to identfy them reliably by inve
tigating the optical spectra of the Pr31 ion.11–15
© 1998 American Institute of Physics
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The crystal field weakly affects the 4f electrons of RE
ions. Hence its effect boils down to a partial or comple
removal of degeneracy of energy levels in their total m
netic moment.9,10 In the first-order perturbation theory, th
centers of gravity of the energy levels are not displaced
the crystal field.9,10 The degeneracy of the energy levels
the Pr31 ion is removed completely by the crystal field
YSO since the point symmetry group of both cation sites
C1 .3 Under the action of the crystal field of YSO, the term
3H4 and 1D2 are split into nine and five Stark componen
The level3P0 is not split. According to the qualitative analy
sis presented here, we can construct a simplified energy-l
diagram for the Pr31 ion ~Fig. 1!. The Stark components o
the terms3P1 and 1I 6 get mixed and cannot be separat
reliably in the experimental spectra.12–14 Hence the appurte
nance of the three energy levelsa0 , a1 , and a2 shown
above3P0 in Fig. 1 to particular terms is not possible. How
ever, optical transitions involving these levels correspond
really observable spectral lines~see below!. We shall use the
energy level diagram shown in Fig. 1 to interpret the expe
mental spectra of the YSO:Pr31 crystal and find the exac
positions of Stark components of the terms3H4 and1D2 , as
well as the relative position of3H4 , 1P2 and3P0 .

The absorption spectrum of the YSO:Pr31 crystal con-
sists of two groups of spectral lines which can be dist

FIG. 1. Simplified energy level diagram of Pr31 ions in a Y2SiO5 crystal:
n1516538.2(16483.7) cm21, n2520540.2(20742.6) cm21, n3520981.1
3(20867.2) cm21. The numbers corresponding to the position of Sta
components are given in cm21.
-

y

s

.

el

o

i-

-

guished by their sharpness~Fig. 2!. In each group, the ratio
of the linewidth at half the height of the corresponding sp
tral lines is of the order of 3:1. At helium temperature, t
interpretation of the absorption spectrum~Fig. 2! is quite
simple since it can be expected that of the nine Stark co
ponents of the term3H4 , only the lowest one will be popu
lated ~the Stark splitting is usually of the order of tens
cm21!.12 Using the results of investigation of the optic
spectra of the Pr31 ion in other crystal matrices,11–15 one of
the spectral line groupsg0 , g1 , g2 , g3 , g4 andb0 can be
identified with the optical transitions from the lowest Sta
componentd0 of the term3H4 to five Stark components o
the term1D2 and the term3P0 ~Fig. 1!. The correctness o
such an interpretation is confirmed by the structure of
absorption spectrum of the YSO:Pr31 crystal at T580 K
~Fig. 2b! as well as its luminescence spectrum~Fig. 3!. The
low-frequency region of the absorption spectrum of t
YSO:Pr31 crystal atT580 K acquires reliably identifiable
satellitesd1 andd2 to the spectral linesg0 , g2 , g3 , g4 and
b0 . These satellites lie at equal frequency intervals from
spectral lines. For linesg0 , g2 , g3 andg4 , the intensity of
the spectral satellitesd1 andd2 is low, hence they cannot b
distinguished on the scale of Fig. 2b. Satellites of the spec
line g1 overlap with the high-intensity lineg0 . The highest
intensity spectral satellitesd1 and d2 have been observe
only for the line b0 ~Fig. 2b!. The constancy of the fre

FIG. 2. Fragments of the absorption spectrum of a Y2SiO5:Pr31 crystal at
various temperaturesT ~in K!: 6.0 ~a! and 80~b!. Groups of lines belonging
to different optical centers Pr31 are marked with and without asterisks
respectively.
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quency intervals determining the position of the spectral
ellites d1 andd2 , as well as the temperature dependence
their intensity lead to the conclusion that they are associa
with absorption from the thermally populated Stark comp
nentsd1 andd2 of the term3H4 ~Fig. 1!.

FIG. 3. Fragments of the luminescence spectrum of a Y2SiO5:Pr31 crystal at
different temperaturesT ~in K!: 6.0 ~a! and 80~b!.
t-
f
d

-

Excitation of Pr31 ions at thed0→b0 transition~as well
as at the transitionsd0→a0 , d0→a1 and d0→a2 leads to
the emergence of identical luminescence spectral fragm
~Fig. 3! originating from two spectral linesg0 andb0 coin-
ciding resonantly with identical lines in the absorption spe
trum ~Fig. 2!. The frequency intervals determining the pos
tions of the linesd1 and d2 in the luminescence spectrum
~Fig. 3! coincide exactly with those determining the positio
of the temperature-dependent spectral satellitesd1 andd2 in
the absorption spectrum~Fig. 2b!. Hence nine spectral line
d0 ,d1 ,d2 ,d3 ,d4 ,d5 ,d6 ,d7 ,d8 ~Fig. 3! can be identified with
optical transitions from the metastable levelsb0 and g0 to
nine Stark components of the term3H4 ~Fig. 1!. With in-
creasing temperature, the luminescence spectrum~Fig. 3!
shows a change in the intensity of certain spectral lines
to known mechanisms of phonon stimulation of parit
forbidden optical transitions.9,10 At T580 K, the lumines-
cence spectrum~Fig. 3b! acquires a lineg1 that coincides
resonantly with the identical line in the absorption spectr
~Fig. 2b! associated with emission from the thermally pop
lated Stark componentg1 ~Fig. 1!. An exact coincidence of
the spectral lines coresponding to resonance transit
d0↔b0 and d0↔b0 ~Fig. 1! in the absorption~Fig. 2! and
luminescence~Fig. 3! spectra of the YSO:Pr31 crystal is in
conformity with the well-known fact that the luminescen
of the Pr31 ion takes place from two metastable levelsb0

and g0 .6,9–15 Consequently, one of the two spectral lin
groups conforms to the energy level diagram for the impu
ion Pr31 ~Fig. 1!, which makes it possible to determine th
Stark splitting of the terms3H4 , 1D2 , and to determine the
relative arrangement of the terms3H4 , 1D2 and 3P0 of the
same type of optical centers Pr31 ~Fig. 1!.

The spectral position and number of weaker thou
sharper spectral lines~marked by letters with asterisks in Fig
2! in the absorption spectrum of the YSO:Pr31 crystal do not
conform to the energy level diagram of the impurity ion Pr31

with the above-mentioned Stark splitting of terms3H4 and
1D2 , as well as with the relative arrangement of terms3H4 ,
1D2 , and 3P0 ~Fig. 1!. The spectral linesg0 and g0* were
attributed by Hollidayet al.7 to the absorption of impurity
ions Pr31 localized at various cation sites of the YS
crystal.3 The half-width positions of the spectral linesg0 and
g0* were 30 and 10 Hz, respectively,7 which correlates with
the results of our measurements. The number of ‘‘narro
spectral lines as well as their position in the spectrum~Fig.
2! lead to the assumption that they are indeed associated
the absorption of impurity ions Pr31 localized at the other
cation site in the YSO crystal.3 All ‘‘narrow’’ spectral lines
can be interpreted by using a simplified energy level diagr
for Pr31 ion ~Fig. 1!, but with different Stark splittings for
terms3H4 , 1D2 , and with different energy parameters dete
mining the relative position of the terms being analyzed. T
spectral linesb0* , g0* , g2* , g3* and g4* correspond to the
absorption of impurity centers Pr31 of the second type, asso
ciated with the optical transitions from the lowest Stark co
ponent of the term3H4 to Stark components of the term1D2

and to the term3P0 ~Fig. 1!. It can be assumed that th
coincidence of the spectral lineg1* with the spectral lineg0

of the first type of optical centers is accidental~Fig. 2!. We
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shall not analyze the ‘‘narrow’’ spectral lines in the region
optical transitions involving the terms3P1 and 1I 6 because
of their ambiguous interpretation. At present, we have
been able to obtain luminescence spectrum for selective
citation of the crystal at the linesb0* or g0* . Hence Stark
splitting of the term3H4 for the Pr31 optical centers of the
second type remains undetermined. The parameters obta
from the experimental spectra and defining the structure
the energy levels of the Pr31 impurity ions of the second type
are shown in parentheses in Fig. 1.

Thus, an analysis and interpretation of the optical spe
of the YSO:Pr31 crystal lead to the conclusion~in contrast to
the results obtained in Ref. 6! that the Pr31 impurity ions
occupy two nonequivalent cation sites in the YSO crys
lattice.3 However, the number of nonequivalent positions
the Pr31 impurity ion in the YSO crystal is not confined t
just two. Holliday et al.7 used the burnt dip external Star
effect in the YSO:Pr31 crystal to show thatg0 consists of
four spectral lines andg0* contains two spectral lines corre
sponding to nonequivalent positions of the Pr31 ion, but only
within the given cation vacancy site. The crystal field
various cation vacancies of the YSO crystal affects the r
tive shift of the center of gravity of terms3H4 , 1D2 , and3P0

and their Stark splitting in different ways~Fig. 2!. Hence it
can be assumed that the spectral satellite observed 8.121

above the spectral lineb0 on the energy scale in Ref.
corresponds to the absorption of Pr31 ions occupying one of
four nonequivalent positions within one type of cation si
in the YSO crystal lattice. At helium temperatures, the i
purity ion may move within a cation lattice site with a cha
acteristic frequency determined by the energy difference
tween the corresponding nonequivalent positions and
magnitude of the potential barrier separating the
positions.16 The existence of such a movement of impur
ions in the YSO:Pr31 crystal was confirmed in the resul
obtained in Refs. 8 and 17.

According to the data presented in Ref. 3, different c
ion positions of Y31 differ on the microscopic scale in th
mean separation between Y31 and the nearest oxygen ion
Moreover, one of the Y31 positions is coordinated by six an
the other by seven oxygen ions.3 Since the ionic radius o
Pr31(1.06 Å) is larger than that of Y31(0.92 Å), the impu-
rity ions predominantly replace the cation position with
larger ion–ligand mean separation during crystal grow
This is reflected in the line intensity of the absorption sp
trum of the Pr31 impurity ions at various cation sites of th
YSO lattice~Fig. 2!. In the case of selective excitation to th
absorption linesb0 , a0 , a1 anda2 of the Pr31 impurity ions
of one type, the luminescence spectrum atT56.0 K contains
only their spectral lines~Fig. 3a! which is a well-known fact
in low-temperature spectroscopy of isolated impurity cent
in solid matrices.16 However, if the excitation conditions d
not change, the luminescence spectrum acquires atT580 K
a ‘‘narrow’’ spectral lineg0* ~the remaining eight lines can
not be distinguished on account of their overlapping w
higher-intensity lines d0 ,d1 ,d2 ,d3 ,d4 ,d5 ,d6 ,d7 ,d8! be-
longing to the Pr31 centers of the second type~Fig. 3b!. The
ratio of the intensities of the linesg0* andg0 at the peak in
the absorption~Fig. 2b! and luminescence~Fig. 3b! spectra
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was 1:4.5 and 1:9.5, respectively. While exciting lumine
cence in the linesa0 , a1 anda2 ~Fig. 2!, we did not observe
the lineb0* in the luminescence spectrum. Hence the proc
of excitation energy transfer involves Stark components
the terms1D2 belonging to praseodymium ions localized
different cation sites. This is logical since Stark compone
belonging to praseodymium ions localized at different cat
sites have close energy values just for the term1D2 , while
the componentsg1* and g0 have identical energy values
However, the mechanism of excitation transfer between
types of Pr31 optical centers is not clear as yet. Within
single unit cell of YSO, the mean separation between n
equivalent Y31 cation sites is of the order of 3 Å. For suc
separations, the Foerster–Dexler mechanism of nonradia
energy transfer can be operative.18 However, it is unlikely
that Pr31 impurity ions would exist in pairs at nonequivale
cation sites of the same unit cell. Moreover, the Foerst
Dexler mechanism of energy transfer is determined by
overlapping of the donor emission spectrum with the acc
tor absorption spectrum, and hence the transfer effect m
also be observed atT56.0 K ~Fig. 3a!. This conclusion can
also be applied to the same extent to the conventio
mechanism of reabsorption which may take place on acco
of overlapping of the Stark componentsg1* andg0 of various
optical centers. The absence of luminescence in the P31

centers of the second type atT56.0 K ~Fig. 3a! and its emer-
gence atT580 K ~Fig. 3b! indicate that the phonons in th
crystal matrix participate in the nonradiative energy transp
between Pr31 ions localized at different cation vacancies
the YSO crystal. Such a mechanism is known to exist2 and
the transport probability is;T4. In order to confirm the
validity of such a mechanism of nonradiative transfer,
require more comprehensive investigations of the temp
ture and concentration dependences of the intensity of lu
nescence of the Pr31 centers of the second type.

Thus, we have shown that like many other rare ea
ions, the Pr31 impurity ions may occupy nonequivalent ca
ion sites in the YSO crystal. The observed transport of
excitation energy between nonequivalent Pr31 optical centers
in the YSO crystal cannot be explained by the Foerste
Dexler mechanism. In order to verify the phonon-induc
nonradiative energy transport between impurity centers,
must study in detail the temperature and concentration
pendences of the luminescence intensity of theg0* and g0

spectral lines.
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Determination of characteristic parameters of n -CdxHg12xTe from quantum oscillations

R. I. Bashirov, V. A. Elyzarov, A. Yu. Mollaev, and R. R. Bashirov

Kh. I. Amirkhanov Institute of Physics, Dagestan Scientific Center of the Russian Academy of Sciences,
367003 Makhachkala, Dagestan*
~Submitted February 22, 1996; revised December 8, 1997!
Fiz. Nizk. Temp.24, 577–579~June 1998!

The longitudinal and transverse magnetoresistances are studied in solid solutions of
n-CdxHg12xTe with x50.19 and 0.226 at hydrogen and helium temperatures. Effective masses
at the bottom of the conduction band are determined from an analysis of oscillation
amplitudes at helium temperatures. The values ofg-factors are determined from the splitting of
the first magnetoresistance peak. ©1998 American Institute of Physics.
@S1063-777X~98!00906-2#
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The additional 01-peak and the splitting of 1,2,3,.
peaks of quantum oscillations of magnetoresistance obse
in Ref. 1, into two peaks2 is widely used for determining
some characteristic parameters of semiconductors, suc
the spectroscopic splitting factor and the electron effec
mass. The effective mass and theg- factor of CdxHg12xTe
solid solution were determined for a number
compositions.3–7 Transport processes in CdxHg12xTe in
quantizing magnetic fields remain the objects of considera
interest,8–11although the use of experimental data for obta
ing band characteristics of the material involves considera
difficulties. The problems are generated by the heterogen
of the composition of solid solutions of CdxHg12xTe arising
due to the difference between the liquidus and solidus cu
on the state diagrams as well as heterogeneity in the impu
distribution. Further investigations of the system are requi
to improve the reliability of the characteristics of solutio
with preset compositions.

In this communication, we describe the results of lo
temperature investigation of solid solutions
n-CdxHg12xTe with x50.19 and electron concentratio
n58•1015 cm23 ~sample 1! and x50.226 for n51.08
31015 cm23 ~sample 2! at T54.2 K. Such a choice of the
sample parameters makes it possible to compare experim
tal data with the results calculated over a wide range of n
parabolicity of the conduction band.

The samples having the size 731.730.7 mm were cut
from two ingots obtained by recrystallization from the tw
phase mixture and annealed in mercury vapor, were etche
a mixture of butanol and bromine in the ratio 95:5. Indiu
probes were soldered to them. The composition of
samples were determined from Hall measurements in the
trinsic conductivity range by using Schmit’s formula12

Eg51.59x20.2515.233•1024T~122.08x!10.327x3,
~1!

whereT is the sample temperature.
The transverse (rxx) and longitudinal (rzz) magnetore-

sistance were measured in stationary magnetic fields at li
helium and nitrogen temperatures. The field dependence
these effects and their second derivatives were recorde
4371063-777X/98/24(6)/3/$15.00
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an x2y recorder~Fig. 1!. In order to determine the positio
of oscillation peaks on the magnetic field scale and th
maximum number, we used differentiatingRC-circuits. The
accuracy of the method in the stationary field was62%.
Table I contains some characteristics ofn-CdxHg12xTe (n
and m are the electron concentration and mobility! and the
results of investigations at 4.2 and 20 K.

Let us now consider the results of measurements p
sented in Fig. 1 and in Table 1. In the liquid helium tempe
ture range, the splitting of the first three peaks ofrxx andrzz

and the emergence of an additional 01-peak on the
]2rxx /]H2 curves are observed. It should be noted that
additional 01 peak in sample 1 is observed at 4.2 K nor on
in the transverse, but also in the longitudinal magnetore
tance. The positions of peaksHN

2 and HN
1 on the magnetic

field scale are determined by the formulas13,14

HN
15n2/3

\c

e
~&p2!2/3F (

M50

N

~AM1AM1b!G2/3

, ~2!

FIG. 1. Dependences of the second derivative of the transverse magne
sistance of sample 1~a! and of the longitudinal magnetoresistance of sam
2 ~b! on the magnetic field strength atT54.2 K.
© 1998 American Institute of Physics



5

8

438 Low Temp. Phys. 24 (6), June 1998 Bashirov et al.
TABLE I. Physical characteristics ofn-CdxHg12xTe samples at 4.2 and 20 K.

Sample x, mole T, K Eg , meV
n,

1015 cm23
m,

103 cm2/V•s

m* /m0 , 1022 m0* /m0 , 1022 ugu

gExp. Theor Exp. Theor Exp. Theor

1 0.19 20 61 14 184 - - - - - - -
4.2 55 8 265 0.81 0.88 0.44 0.49 112 104 0.9

2 0.226 20 119 3.12 45 - - - - - - -
4.2 115 1.08 70 1.38 1.32 1.08 1.03 58 74 0.2
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HN
25n2/3

\c

e
~&p2!2/3F (

M51

N

~AM1AM2b!G2/3

, ~3!

where b5gm* /2m0 , m* being the effective mass of a
electron at the Fermi level andm0 the mass of a free elec
tron.

The value ofb was determined by us from the rat
HI

2/HI
1 for split peaks of the first maximum and amounts

0.454 for the first sample and 0.4 for the second sample
The value of the electron effective mass at the Fe

level was determined from the ratio of experimentally me
sured amplitudes of the peaks for sample 1 for 7.8 kOe
T54.2 and 2.19 K and was found to bem* 58.1•1023m0 .

The determination of the Fermi level energyEF
N for

small quantum numbersN should be refined. The resonan
condition

EF
N5S N1

1

2D\vc6
1

2
b\vc , where vc5

eH

m* c
,

and formulas~2! and ~3! lead to

EF
N151.21EF

~N11/21b/2!

@(M50
N AM1AM1b#2/3

,

EF
N251.21EF

~N11/22b/2!

@(M51
N AM1AM2b#2/3

,

where EF5(\2/2m* )(3p2n)2/3 is the Fermi level in zero
magnetic field. For smallN, the oscillations of the Ferm
level in a magnetic field can noticeably affect the valu
being measured. For example, forb50.454 we haveEF

01

51.15EF , EF
1251.08EF , EF

1151.06EF , and so on. Since
the value of the effective massm* at the Fermi level was
determined from the ratio of oscillation amplitudes forH1

1 ,
we havem0* 5m* a21/2 for the effective mass at the bottom
of the conduction band, wherea1/25@1.06(2EF /Eg)11#,
which gives m0* 54.38•1022m0 . Calculations based on
Kane’s two-band model give the valuesm* 50.88•1022m0

andm0* 50.49•1022m0 .
Here Eg50.055 eV at 4.2 K andEF5eh/m* D(1/H)

50.022 eV, whereD(1/H)5(2e/\c)3(1/(3p2n))2/3 is the
period of oscillations. Using the values ofb and the effective
massm* obtained at 4.2 K, we obtain the value of th
g-factor at the Fermi level:ugu5112.

Carrying out a similar procedure for sample 2, we obt
the effective mass and the spectroscopic splitting fac
given in the table.
i
-
at

s

n
r

According to Tsidil’kovskii,14 the spectroscopic splitting
factor determining the scale of the splitting of Landau lev
can be represented in the form

ugu52
m0

m0*
D

3Eg12D
, ~4!

whereD is the energy of spin–orbit splitting of the valenc
band. The obtained values ofb for the two samples make i
possible to estimate the energy of spin–orbit splitti
D'0.8 eV.

In the case of narrow-band materials,D@Eg , and hence
the spin–orbit interaction weakly affects the value of t
g-factor. At the same time, theg-factor strongly depends on
small variations of concentration in the vicinity of the jun
tion between a gapless semiconductor to an ordinary su
conductor, which is associated with the corresponding va
tion of the effective mass at the Fermi level.

The departure from parabolicity of the conduction ba
in the Kane model is characterized by the parame
g5kFP/Eg ,15 wherekF5(3p2n)1/3 is the wave vector for
electrons at the Fermi level, and the matrix element of
momentum operator for CdxHg12xTe alloys is P58
31028 eV•cm21.10 The spectrum of charge carriers is par
bolic (E;k2) when the conditiong!1 is satisfied, this is
observed near the bottom of the conduction band. As
band gets filled, the energy–momentum relation starts d
ating from the quadratic law. The parametersg for samples 1
and 2 given in Table I give an idea about the extent of n
parabolicity of the conduction band at the Fermi level in bo
cases.

Table I shows that the values of the effective mass at
Fermi level and at the bottom of the conduction band as w
as the value of theg-factor at the Fermi level are in goo
agreement with the theoretical values both for a sample w
a strong deviation from parabolicity in the conduction ba
and for one with a weak nonparabolicity.

This research was carried out under financial suppor
the Russian Foundation of Fundamental Studies~project No.
97-02-16545!.
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PHYSICAL PROPERTIES OF CRYOCRYSTALS

Continuous radiation of excimer complexes in argon and neon crystals
A. G. Belov,* ) I. Ya. Fugol’, and E. M. Yurtaeva

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences of the
Ukraine, 310164 Kharkov, Ukraine
~Submitted January 14, 1998; revised February 10, 1998!
Fiz. Nizk. Temp.24, 580–594~June 1998!

This research is devoted to an analysis of continuous luminescence spectra of argon and neon
crystals in the ranges 4–7 and 9–17 eV, respectively. The experimental results of this
research are compared comprehensively with the data on the gaseous phase and with the
luminescence of exciplexes of inert-gas halogenides. It is proposed on the basis of the detailed
comparison of different experimental data that the continuum with a peak at 6.2 eV can
be identified with radiation decay of the excimer complex Ar2

1O2. The formation of a similar
exciplex Ne2

1O2 with charge transfer is observed in the neon matrix doped strongly with
oxygen. © 1998 American Institute of Physics.@S1063-777X~98!01006-8#
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1. INTRODUCTION

Broad continuous radiation in the VUV spectral region
typical of complex processes of energy relaxation in exci
inert gases R* and their compounds with other elemen
(RX)* . This radiation can be due to the following thre
factors:~1! the presence of a broad energy gap between
excited (R* ) and the ground~R! state of a rare gas;~2! the
formation of strongly coupled molecular excimers R2* and
RX* in the excited state, and~3! the steep repulsive term o
the ground state R2 and RX, which determines the broa
continuous spectrum of the observed radiation. The coup
in excimer molecules can be of various natures. We
single out the three basic types of interaction: resonant in
action, covalent bond, and interaction with charge trans
The resonant interaction is observed in compounds of the2*
type. The dissociation energyDe for such molecules is usu
ally low (<0.7 eV).1 The covalent bond is manifested du
ing the interaction of noble gas atoms with the lowerm
valence excitations of other elements, e.g., oxyg
RO* (1S,1D).2 The binding energy varies from 0.1 to 0.7 e
and attains its maximum value in heavy inert gases. Co
plexes R1X2 with charge transfer are characterized by t
strongest coupling and are typical of halogenides of in
gases withDe'5 eV.1 Such complexes are also inherent
compounds of inert gases with other elements with posi
affinity to electron: H, OH, O, and S.2–5 In real molecules,
several types of interaction can operate simultaneously. O
ing to a large depth of the potential well for R1X2 com-
plexes, the radiant energy of such molecules is much lo
than for R2* . Thus, excimer continuums of inert gases a
their compounds can be observed in a wide spectral ra
from 9.7 eV~Ar2* ! to 1.7 eV(XeO* ), which makes them at
tractive objects for laser generation.2,6,7

Recently, the attention of researchers was attracted
the ‘‘third continuum’’ ~III ! observed in luminescence o
4401063-777X/98/24(6)/12/$15.00
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inert gases both in the gaseous state,8–13 and in crystals.14–23

In contrast to the second continuum (R2*→R1R) and first
continuum (R2**→R1R), the nature of the third continuum
is not completely clear. It lies approximately 3 eV below t
radiant energy of R2* and hence cannot be attributed to ne
tral excitations of noble gases R2* . Its origin can be associ
ated either with a system of higher-lying ionic states of pu
inert gases (R2

1 ,R2
21), or with a system of lower-lying state

of compounds of inert gases with impurities. At present t
basic versions of the origin of the III continuum in the ga
eous phase exist: ~A! R2

1*→R11R8,24 and ~B!
~R2

21!*→R11R1.25 It is assumed that radiative transition
occur to repulsive terms of ionic states. At the same tim
transitions to bound lower-lying molecular terms R2

1 and
R2

21 were not observed in the spectra of the gaseous phas
the solid phase, the continuous radiation in this spec
range was assumed to be of impurity origin since its inten
increased upon addition of oxygen and nitrogen16,18 and de-
creased after purification of the initial gas.19,26 In some
publications,15,18,20 this radiation was attributed to excime
(RO* ). Subsequently,22,23 another version was put forth. An
analysis of photoexcitation spectra for the III continuum
solid argon proved that for the excitation energy above
bottomEg of the conduction band, the probability of popu
lating the states responsible for this radiation is appro
mately twice as high as for the energy of exciton excitatio
This observation formed the basis of the assumption c
cerning the ionic origin of the observed continuum, name
its affiliation to (Ar2

1)* in analogy to version~A! for the
gaseous phase. The aggregate of data on the temper
dependence and thermoluminescence obtained in Refs
and 23 can be described under the assumption that pos
and negative charges generated during excitation are a
mulated in the crystal. Thus, the main problem at the pres
stage lies in the establishing the fact that the origin of
continuums in the gaseous and solid phases is the same
© 1998 American Institute of Physics
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also important to determine radiant states in each phase
ing into account peculiarities of energy relaxation.

For this purpose, we consider in greater detail the res
of experiments with argon. The spectral parameters of the
continuum in the gaseous phase of Ar turned out to be v
unstable, and the results were contradictory in some ca
The position on the energy scale, half-width, and intens
depend considerably on the gas pressure and other ex
mental conditions~Fig. 1!.8,11,27,28

An increase in the gas densityr from 1016 to 1019 cm23

leads to a decrease in the ratio of intensities of the III an
continuums by a factor of 25, and the ratioI III /I II50.2 for
P51 bar(r52.731019 cm23).27,28 A further increase in the
Ar density ~upon a transition to solid argon! to r
51022 cm23 can lead to further decrease in this ratio.24 Klein
and Carvalho24 noted that the intensity of luminescence
the III continuum in the gaseous phase was quite high, b
was not observed in the liquid and solid phases. Howe
other authors~see, for example, Refs. 15–18! reported on
continuous luminescence in crystalline argon with a pea
6.25 eV, whose position was virtually independent of expe
mental conditions. The intensity ratioI III /I II for continuums
in the crystal was determined by the purity of the initial g
and increased after the addition of oxygen.16,18 A similar
continuum with a peak at 6.3 eV along with two other ban
at 7.6 and 7.1 eV was also observed in the solid mixt
Ne–Ar–O2.

29 It should be noted that, conversely, the ad
tion of oxygen in the gaseous phase led to the suppressio
the III continuum.30 Recent experiments with gaseous m
tures of argon with oxygen-containing molecules revea
the presence of three narrow excimer luminescence ba
with peaks at 8.3, 6.8, and 6.0 eV.10,31 The two latter bands
lie against the background of a broad continuum withEmax

56.52 eV ~Fig. 2!. The observed bands were attributed
transitions from the lowermost state of the compl
Ar1O2~3P! with charge transfer to the ground energy lev
and two lowermost valence terms ArO~X 3P! and
ArO* ~1 1S and 1P! respectively~Fig. 2b!.

Close spacing but different behavior of continuous lum

FIG. 1. Spectra of the III continuum in the gaseous phase of Ar for vari
gas densitiesr, cm21:1017 ~curve 1!,28 1.331019 ~curve 2!,27 2.731019

~curve3!,27 4.631020 ~curve4!,11 r52.231022 cm21(H).
k-

ts
II
ry
es.
y
ri-

II

it
r,

at
i-

s
e
-
of

d
ds

l

-

nescence in the gaseous and solid phases of argon neces
a more detailed analysis of its origin. The search and anal
of the III continuum in the luminescence of solid Ne are a
of considerable interest. Recent studies revealed its pres
in the gaseous phase.12,28 The observation of a similar con
tinuum in the crystal for which the existence of positive Ne2

1

ions was proved in Ref. 32 could clarify the ionic origin o
luminescence of the III continuum in inert gas crystals.

In this paper, we describe the results of analysis of p
and impurity Ar and Ne crystals with a high oxygen conce
tration. The experimental technique is described in Sec
and the main experimental results obtained from an anal
of concentration and temperature dependences of contin
luminescence in Ar and Ne are presented in Sec. 3. Sect
4.1 and 4.2 are devoted to an analysis of spectroscopic p
erties of the observed radiation in Ar and Ne crystals as w
as the III continuum in the gaseous phase. A compara
analysis is carried out for luminescence of the molecu
continuum II of Ar2* . In Sec. 4.3, it is proposed that th
crystalline continuum in argon should be identified as
excimer compound with oxygen. A comparison is made w
fluorides of rare gases. Peculiarities of excitation spectra
temperature dependence are discussed in Secs. 4.4 an
proceeding from two points of view on the origin of the I
continuum. Finally, in Sec. 4.6 estimates are made and

s

FIG. 2. ~a! Luminescence spectrum for ArO in the gaseous phase,5,10,31the
dashed curve corresponds to pure Ar radiation.~b! Schematic diagram of
ArO potentials.
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sumptions concerning the identification of luminescence
served in concentrated Ne–O mixtures are formulated.

2. EXPERIMENTAL TECHNIQUE

Spectroscopic experiments with pure crystals of the in
gases Ar and Ne as well as their mixtures with oxygen w
carried out by the method of luminescent analysis with
excitation of samples by monochromatic electrons with
energyEe>2 keV. The crystals were grown by evaporatio
from the gaseous phase at the condensation temperatuTc

58 K for Ne andTc530 K for Ar and then cooled slowly
The obtained polycrystals were optically transparent. T
initial gases were preliminarily purified from impurities in
special setup by using liquid lithium. Optical experimen
were made in a helium flow cryostat with controlled tem
perature of a copper substrate in the range from 2.5 to 7
Radiation was recorded simultaneously in the visible a
VUV spectral ranges by using spectral devices DFS-24
VMR-2 in the individual quantum counting mode. The spe
tral resolution was 0.015 and 0.05 nm for the visible and V
ranges, respectively. The working vacuum in the cryos
was sustained at 10210 bar. The experimental technique
described in greater detail in Ref. 20.

3. RESULTS

3.1. Argon

Figure 3 shows luminescence spectra of Ar cryst
grown from the initial gas of various purity and molar co
centrationc of oxygen varying from 1024 to 1%. The spectra
contain the well-known molecular continuum~II !
Ar2* (1,3Su

1→X 1Sg
2) with Emax59.8 eV and the continuou

radiation ~III?! under investigation observed in the interv
from 5.6 to 7.1 eV. The peak of this continuum lies near 6
eV and has a half-widthD50.8 eV. In addition, one more
weak continuous band withEmax54.92 eV and D
50.335 eV was detected in the range of near UV radiati
We denote these continuums asH andG, respectively. The
band G is approximately two orders of magnitude weak
than theH band. The intensity ratio for these bands is virt
ally independent of oxygen concentration. In the visib
range of the spectrum, we also observed20 the well-known
luminescence of the excimer complex ArO* (2 1S→1 1S)
with Emax52.2 eV, whose intensity increases after the ad
tion of oxygen. For a high concentration of O2 in the Ar
matrix ~c'1%!, the spectrum also acquires a series of m
lecular bands corresponding to radiation of O2*(C 3Du

1

→X 3Sg
2), and lying in the range 1.8–3 eV.33

An increase in oxygen concentration intensifies the
minescence of continuumH due to quenching of intrinsic
luminescence of the matrix. Figure 3 demonstrates the re
tribution of intensities between the bands of Ar2* and H in
favor of the latter band upon an increase in the O2 content in
the matrix. Figure 4 shows the dependence of the inten
ratio I H /I Ar on oxygen concentration on the logarithm
scale. In the O2 concentration range from 1024 to 1%, the
ratio I H /I Ar varies approximately by a factor of 250. Th
absolute intensity peak of theH band is attained for the
-
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intermediate concentrationc51021%.18 It should also be
noted that a similar continuous radiation with a peak at
eV was observed in the spectra of argon containing nitrog
the peak intensity being also attained forc>1021% N2.

18

Figure 5 shows the variation of the shape and position
the G andH bands in Ar crystals for oxygen concentratio
varying from 1023 to 1%. In spite of considerable variatio
of impurity content, and hence the radiation intensity, t

FIG. 3. Luminescence spectra for Ar–O2 crystal with various oxygen con-
centrationsc,%:1024 ~a!, 1023 ~b!, and 1~c!.

FIG. 4. Dependence of the relative intensity of theH band on the oxygen
concentration in the argon matrix. The arrow shows the position of
absolute intensity peak of theH band.18
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shape of both bands virtually remains unchanged. Onl
small shift of the peak towards lower energies is obser
from a high concentration of O2. This shift amounts to 0.07
eV for the H band and 0.08 eV for theG band. A weak
dependence of the shape of luminescence bands on ox
concentration differs basically from the changes occurring
the gaseous phase, in which the addition of oxygen lad
the emergence of two narrower bands corresponding to
compound Ar1O2(3P) against the background of the in
tially observed continuum.31 The difference between th
spectra of strongly and weakly concentrated solutions
crystalline Ar is insignificant, indicating the invariability o
the corresponding emitting centers in nominally pure Ar a
in the crystal containing an appreciable amount of oxyge

The addition of xenon to Ar crystals containing oxyg
leads to effective quenching of theG andH bands~Fig. 6!.
The luminescence spectrum acquires in this case the ch
teristic bands XeO* (2 1S→1 1S), described by Goodman
et al.34 The intensity of these bands increases with Xe c

FIG. 5. Dependence of the shape and position of theG and H bands on
oxygen concentration: solid curve corresponds to 1% O2 and dashed curve
to 1024% O2 ~normalized intensity!. The spectrum of gaseous Ar~pure and
with 1% O2 impurity! is also shown.30

FIG. 6. Suppression ofG andH bands by Xe impurity in Ar crystals. The
obtained curves are compared with intensitiesI Ar , I ArO , andI XeO.
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centration and attains its peak value approximately at 1%
The dependences of intensities of theG andH bands on Xe
concentration are absolutely identical. These dependence
semble the corresponding dependence for ArO* (2 1S
→1 1S). Although the addition of Xe also leads to quenc
ing of intrinsic luminescence of Ar2* , the shape of theI H(c)
curve differs considerably from that ofI Ar(c). The latter
virtually remains unchanged in the region of low Xe conce
trations, i.e., is less sensitive to the inert gas impurities t
theH band. This is probably due to the fact that the decre
in the intensities of theG andH bands is mainly due to the
interception of excitation by lower-lying terms (XeO* ).

Concluding the section, let us consider the temperat
dependences for theH, ArO* , and Ar2* bands. In this case, a
correlation in the behavior of luminescence of theH and
ArO* bands under various experimental conditions is a
observed. Figure 7 shows the temperature dependence
samples grown from preliminarily purified and nonpurifie
gaseous Ar. The ratio of the intensities of theH and Ar2*
bands atT55 K was 0.16 and 1.2, respectively. The shape
the I H(T) curve clearly depends on the sign of temperat
gradient. Sample heating leads to a step-wise change in
intensity with a kink nearT513 K. This segment of the
temperature dependence is similar to that observed in R
18, 23 and 35. Sample cooling down to very low tempe
tures leads to a monotonic increase in the intensities of thH
and ArO* bands. The behavior of such bands obviously d
fers from the behavior of Ar2* (T) whose intensity, on the
contrary, increases with temperature. This increase is o
step nature. The intensity of Ar2* (T) starts increasing ap
proximately at 15 K, and the shape of this curve is similar
that of defective component of radiation of Kr2* (T).36 It was
found that the total decrease in the intensity of theH band:
DI H5I H(Tmin)2IH(Tmax) is not connected quantitativel
with an increase in the intensity of the Ar2* band: DI Ar

5I Ar(Tmin)2IAr(Tmax). In a pure sample,DI H /DI Ar50.23,
while the value of this ratio in a sample containing impuriti
is an order of magnitude larger and amounts to 3.4. T
general form of theDI (T) curves is shown in Fig. 8. The
changes in the intensities of theH band upon heating of the
sample Ar-1023% O2 are more pronounced, while for th
Ar2* band they are less significant.

It should also be noted that Ar crystals with a high ox
gen impurity concentration display clearly manifested th
moluminescence in the molecular transitions of oxyg
C3Du

1→X3Sg
2 . In the absence of an additional excitatio

the heating of preliminarily irradiated samples led to t
emergence of bluish glow atT>15 K ~see Fig. 7!. The ther-
moluminescence intensity peak was attained at 23 K, w
its complete quenching was observed at 28 K. However,
never observed thermoluminescence of theH or ArO* bands
even for a high intensity of their luminescence in the catho
luminescence spectrum.

3.2. Neon

Figure 9 shows the luminescence spectra an impure
Ne crystal and the III continuum observed in the gase
phase.28 The crystal obviously emits no radiation whic
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could be identified with this continuum. The luminescen
intensity is mainly concentrated in the quasi-atomic tran
tion Ne* (3P1→1S0). The intensity of molecular lumines
cence of Ne2* lying near 16.6 eV approximately 1/4 of th
intensity of radiation associated with Ne* (3P1→1S0). Be-
sides, one more weak band withEmax511.65 eV and half-
width D50.23 eV is observed. We are not aware of any
formation of this band in the gaseous phase. The additio
1% of oxygen to the Ne matrix increases the intensity of t
band significantly as compared to the molecular lumin
cence of Ne2* ~Fig. 9b!, but its value is at least an order o
magnitude smaller than the intensity of quasi-atomic lum
nescence of O* in the Ne matrix for any concentration o
O2.

37 In the VUV spectral range, the transitions from th
lowermost Rydberg states of O* (5S and 3S) to the ground

FIG. 7. Dependence of intensities of the Ar2* , ArO, andH bands on the
crystal temperature for various oxygen concentrationsc,%:1023(n) and
1024(h). The arrows indicate the direction of the temperature cycle. T
solid curve shows the thermoluminescence spectra for argon55 and molecu-
lar oxygen~our results!.
e
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of
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energy level3P are characterized by the highest intensi
while in the visible range the most intense transition tak
place between the valence states of O* (1S→1D). It should
be noted that the luminescence associated with O* (1S
→1D) is an analog of the transition of ArO* (2 1S→1 1S)
in the argon matrix.20,37

The addition of Xe to the solid solution Ne–O2 leads to
suppression of oxygen atomic centers O* and to an increase
in the excimer bands of XeO* . As in the case of the Ar
matrix, the dependence of the intensitiesI @O* (5S)# and
I @O* (1S)# on the Xe concentration mutually correlate, b
differ significantly from the quenching of intrinsic lumines
cence of Ne* (3P1→1S0) ~Fig. 10!.

4. DISCUSSION OF RESULTS

4.1. Argon

Let us analyze the available data in three aspects.
this purpose, we compare the results of investigations in
gaseous and solid phases, compare the Rg–O2 system with
the Rg–F2 systems for which numerous results on the str
ture of excimer complexes in the gas and in the matrix h
been obtained, and also compare the main features of ra
tion of bandsG andH in the Ar matrix with the behavior of
the excimer ArO* (2 1S) with a valence bond.

First of all, let us carry out a detailed analysis of spe
troscopic parameters obtained for the III continuum in t
gaseous and solid phases in order to determine the effe

e

FIG. 8. Relative variation of the intensities of theH and Ar2* band as
functions of the crystal temperature: purified argon~a! impure argon~b!.
DI Ar5(I Ar

max2IAr
min)/IAr

max, DI H5(I H
max2IH

min)/IAr
max.
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matrix environment on the luminescence under investigat
The shape, position, and width of the III continuum radiati
in gaseous Ar are close to the parameters of theH band in
the crystalline phase only in narrow limits of experimen
conditions, i.e., under low gas pressuresP,0.2 bar and short
time of radiation registering (t reg,10 ns).27,28 Figure 1
~curve1! shows the shape of the gaseous III continuum
tained apparently in the most pure form owing to the puls
excitation technique and low gas pressure. This made it p
sible to eliminate the contribution from luminescence
three-atom molecules of Ar3* .28 Under these conditions, th
position of the peak of the III continuum in the gas isEmax

FIG. 9. ~a! Luminescence spectra of a nominally pure Ne crystal and
continuum in the gaseous phase~dashed curve!. ~b! Luminescence spectra o
a Ne crystal with 1% oxygen impurity.

FIG. 10. Suppression of quasi-atomic oxygen centers in solid Ne by in
ducing Xe impurity: O* (5S)(j), O* (1S)(h), and intrinsic luminescence
of Ne* (n).
n.

l

-
d
s-
f

56.525 eV, while the half-width isD50.52 eV. Accord-
ingly, the energy shift relative to theH band in the crystal
towards higher energies amounts approximately to 0.3
An increase in pressure and registering time leads to a c
siderable broadening and shift of the peak towards low
energies~see Fig. 1!. An increase int reg from 3.5 to 100 ns
increases this shift to 0.6 eV,27 so that the displacement rela
tive to theH band towards lower energies now amounts
0.3 eV. Similarly, an increase in pressure shifts the peak
the III continuum successively from 6.52 eV atP50.2 bar to
5.64 eV atP52 bar. The overall contour of the band b
comes much broader, and the III continuum atP517 bar has
three peaks~at 6.7, 5.64, and 5.0 eV! of approximately the
same width and intensity, embracing the range from 8.3 t
eV. A transition to the solid phase is associated with a f
ther increase in pressure, and hence in the atomic den
from 4.631020 to 2.231022 cm23. The inverse process o
convolution of the multistructural wide-band luminescen
into a single bandH with Emax56.25 eV and the half-width
D50.52 eV appears as hardly possible in view of the follo
ing considerations. During a transition from the gas to
solid, the II continuum of Ar2* is transformed only slightly.38

The shift of the luminescence peak of Ar2* towards lower
energies amounts to only 0.04 eV, which is an order of m
nitude smaller than the shift of theH band relative to the III
continuum in the gas. In this case, the width of Ar2* band
decreases by 0.13 eV, while theH bands, on the contrary, i
broadened by 0.3 eV as compared to the gas~see Fig. 5!.
Thus, the luminescence parameters of the II continuum
Ar2* , which is obviously of the same origin in the gaseo
and in solid phases, change insignificantly under the effec
the matrix environment, which differs basically from the b
havior of the III continuum under similar conditions.

This conclusion is also confirmed by the measureme
of lifetime of the II and III continuums. For the II continuum
the lifetime of the short (t1) and long (t2) components do
not undergo significant changes in the crystalline envir
ment: t155, 5.5, and 3.2 ns in the gas, Ne matrix, and so
Ar, respectively. The III continuum displays a complete
different behavior. The lifetime of luminescence in the ga
eous phase withEmax56.5 eV amounts to 5 ns,27 while in the
solid phase it apparently increases to several hundreds n
seconds according to the measurements for the band
Emax56.3 eV in solid neon with an Ar impurity.29 Such a
considerable increase in the lifetime of the same state up
transition from the gaseous phase to the crystalline matri
hardly probable.

In the light of this comparison, the identification of theH
band in solid Ar with the III continuum in the gaseous pha
which is associated with the luminescence of (Ar2

1)* or
(Ar2

21)* appears as problematic. In this connection, we c
sider the results characterizing the probability of lumine
cence of ionic and neutral states depending on gas pres
in the case of electron excitation.39 The initial probability of
populating the ionic states R1 is approximately equal to
80%. As a result of recombination and relaxation proces
which are accelerated considerably upon an increase in p
sure, the ratio of densitiesN of emitting ionic and neutral
molecules becomes much smaller. For the luminesce
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TABLE I. Luminescence energy peaksERF andERO for fluorides and oxides of inert gases and half-widthsD1/2 of corresponding spectral bands. The ener
values are in eV.

Fluorides Oxides

Gas

Molecule Transition ERF D1/2 Molecule Transition ERO D1/2

3P23P 8.27 0.34
Ar1F2 2S22S 6.42 0.31 Ar1O2 3P21S 6.7 0.14

3P21P 6.05 0.23
Ar2

1F2 2B222B2 4.35 0.60 Ar2
1O2 - 6.6* 0.7*

Crystal

Ar2
1F2 2B222B2 3.94 0.60 Ar2

1O2 –
6.25**
4.84**

0.67
0.34

Remark:Our estimates are marked by an asterisk. Double asterisks show our results.
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recording timet reg510 ns and pressuresP51.4, 8.5, and
42.5 bar, the ratioN(R2

1)* /N(R2)* 5531022, 231022

and,1023, respectively. Extrapolating this sequence to
limiting case of a solid, we can assume that the ratio
luminescence intensities of ionic and neutral states sho
not exceed 1023. However, the observed bandsH and Ar2*
have comparable intensities. The probability of excitation
doubly ionized states R2

21 under electron excitation of th
gas amounts to only 7% as compared to R2

1 .40 On the other
hand, the probability of R2

21 quenching as a result of disso
ciative recombination with electrons is four times high
than for R2

1 ,40 which additionally decreases the probabili
of luminescence from these states. It should be borne in m
that the rate of dissociative recombination in solid Ar is tw
orders of magnitude higher than in the gaseous phase du
an increase in the electron mobility.41 Thus, nonradiative
perishing of ionic states with a high density of the substa
apparently becomes predominant. At any rate, the quan
radiation yield for the III continuum amounts to only 5%
even in a gas with the densityr5631019 cm23 and contin-
ues to decrease upon an increase in pressure.40

Comparing the spectra of the gaseous and solid ph
of argon, we can also observe that the crystals containin
nitrogen impurity in addition to oxygen impurity display an
other continuum lying on the high-energy side of theH band
(Emax57.6 eV). This continuum has the width and sha
similar to those forH and exhibits the same dependence
the N2 concentration as the dependence of theH band on the
O2 concentration. In the gaseous phase, no analog of
radiation was observed. At the same time, similar continu
bands were detected for Kr and Xe crystals containing the2

impurity in the regions of 6.35 and 5.7 eV respectively.
our opinion, the existence of another analogous continu
associated with the presence of another impurity makes
identification of theH band with the luminescence of (Ar2

1)*
dubious. Indeed, the enhancement of theH band due to the
stabilization of Ar2

1 near O2 impurity centers proposed b
Grigorashchenkoet al.23 does not agree with the too larg
energy shift of the second band~1.2 eV! associated with the
N2 impurity.
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4.2. Neon

A comparison of the continuous luminescence of
with the neon spectra does not confirm the identification
the III continuum in a gas with the continuum observed
the solid either. In contrast to argon, crystalline neon d
not exhibit a luminescence similar the III continuum, a
though the experimental conditions for the two gases
quite identical.28 The energies of stabilization of molecula
ions R2

1 calculated in a solid Ne and Ar42 have comparable
values:21.1 and20.7 eV respectively. Hence it follows tha
the R2

1 centers, which are stable in solid Ar, must be equa
stable in solid Ne. The potential curves of ionic states
neon and argon are also similar. Consequently, it would
natural to expect the emergence of the III continuum lum
nescence in the solid state also if it exists in the gas. A
conversely, the absence of continuum must reflect the p
cipal difference between neon and other inert gases includ
argon. This difference can be associated with the absenc
excimer compounds of neon with oxygen, as prov
earlier.2,20 For this reason, we shall consider as the seco
stage of discussion the version of the impurity origin of t
H band proceeding from the results of analysis of bina
mixtures Ar–O2 and Ne–O2.

4.3. Oxides of rare gases

Experiments demonstrate considerable enhancemen
the H and G bands with increasing oxygen concentratio
which suggests their relation with the formation of excime
ArO* . This assumption is confirmed by the well-pronounc
correlation in the behavior of theH and ArO* bands depend-
ing on the concentration of the Xe impurity and the tempe
ture of the crystal. We also observed similar dependences
quasi-atomic centers O* (5S) and O* (1S) in solid Ne, which
also confirms the effect of oxygen on theH band. Neverthe-
less, the spectral characteristics of luminescence of gas
and solid mixtures of argon with oxygen seem to be qu
different at first glance, which hampers their direct compa
son.

The main results of experiments are presented in Tab
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At low pressures in the Ar–0.1% O2 gas mixture, excimer
luminescence with a peak at 8.3 eV with a strong asymm
in the high energy range prevails. The same spectrum is t
cal of all halogenides of rare gases R1X2, including
Ar1F2(2S→2S). Luminescence near 8.3 eV was attribut
to a similar transition Ar1O2(3P→3P).4,5 Subsequently,
two other peaks at 6.7 and 6.05 eV were detected.10,31 These
peaks are associated with transitions from the s
Ar1O2~3P! to the lowermost energy levels of the valen
compound ArO* (1 1S and 21P). The intensity of these
bands is at least an order of magnitude lower than the in
sity of the main peak at 8.3 eV.5 The luminescence lifetime
t>150 ns of the bands 6.7 and 6.05 eV, but for the band
eV it was not measured. However, its order of magnitude
be estimated at approximately 5 ns sincet510 ns for a simi-
lar luminescence of Xe1O2(3P→3P),4 t54 ns for
Ar1F2(2S→2S),43 andt512 ns for Xe1F2(2S→2S).43

None of the observed luminescence bands of Ar1O2 in
the gaseous phase can be directly transformed into thH
continuum observed in the solid phase. The widths of th
bands in the gas are too small as compared to theH band. As
we go over to the solid state, the widths of excimer ban
usually become smaller due to acceleration of vibratio
relaxation in the excited state. This can be clearly seen
the luminescence band of Xe1F2 in solid argon.44 On the
other hand, a comparison with the spectra of Ar–F2 gas mix-
tures shows that a comparatively narrow band of Ar1F2

(Emax56.42 eV,D50.31 eV! is observed at low pressures
in Ar–O2 mixtures, while another continuum having muc
larger width and corresponding to a lower energy~Emax

54.35 eV,D50.60 eV! which can be identified as the lum
nescence of Ar2

1F2 appears atP52 bar. In the solid phase
the band Ar1F2 disappears completely, while the Ar2

1F2 lu-
minescence is shifted by 0.4 eV towards lower energ
which corresponds to the matrix shift of excimer lumine
cence in inert matrices.45 One more weaker and broader ba
with Emax53.49 eV was attributed to Ar6

1F2 luminescence.
Thus, it would be natural to attribute tentatively theH band
to Ar2

1O2 luminescence. If the matrix shift for Ar2
1O2 is the

same as for Ar2
1F2, the Ar2

1O2 band in the gaseous phas
should be observed near 6.6 eV. This means that the b
virtually overlaps with the III continuum in the gas, whic
naturally hampers its direct observation. This assumptio
confirmed by a small but noticeable increase in the lumin
cence intensity of the continuum in the region of 6.5 eV
Ar–0.1% O2 mixtures atP52 bar, when the formation o
Ar2

1O2 is quite probable. At the same time, Strickler a
Arakava30 proved that the III continuum observed by them
P51 bar is clearly quenched by oxygen admixture. This s
gests the presence of an additional band in the region
6.5 eV, whose intensity increases with the O2 concentration.

According to the identification proposed for theH band,
the luminescence of theG band can be associated with th
transition from the state Ar2

1O2 to the energy level Ar2O*
connected genetically with the state ArO* (1 1S). Indeed,
the difference between the radiant energies of theH and G
bands isEmax(H)2Emax(G)51.48 eV. This value coincide
to within 0.1 eV with the energy difference for the transitio
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from the state Ar1O2(3P) to the energy level X3P and
1 1S in the gaseous phase@E(X 3P)2E(1 1S)58.326.7
51.6 eV#. The ratio of the intensities of theH andG bands
is also of the same order of magnitude as the ratio of
intensities of the peaks at 8.3 and 6.7 eV in the gase
phase.5 The lifetime of theH band ~t5270 ns!29 is quite
comparable with the luminescence lifetime
Ar2

1F2~t5200 ns!. Finally, the energy shift and broadenin
of theH andG bands relative to the luminescence of Ar1O2

matches with the same parameters for Ar2
1F2 relative to

Ar1F2. It should be noted that the decrease in the energ
transition of Ar2

1O2 as compared to Ar1O2 (DE
51.55 eV) turned out to be slightly smaller than for simil
compound of argon with fluorine~2.07 eV!, but lies within
the limits obtained for Xe2

1F2~1.5 eV!46 and
Xe2

1D2~1.46 eV!.47 This discrepancy can be due to a d
crease in the binding energy in the Ar2

1O2 molecule in view
of a weaker affinity to electron in the oxygen atom as co
pared to the fluorine, which amounts to 1.465 and 3.4
respectively. On the other hand, the repulsive term of
ground state of Ar2O is in all probability steeper than fo
Ar2F, which can also lead to a relative shift in the transiti
energy towards lower values.

Since the exact calculations of the potentials of Ar2
1O2

and Ar1O2 which would confirm the validity of this assump
tion have not been made, we can estimate the luminesc
energy of Ar2

1O2 in the gaseous phase only approximate
by using the method proposed by Wadt and Hay.48 The de-
crease in the transition energy of Ar2

1O2 relative to Ar1O2

associated with the formation of the additional bond in A2
1

will be assumed to be equal to the energy of dissociation
D~Ar2

1!51.23 eV.49 Subtracting the additional repulsive en
ergy of Ar2 in the ground state for the equilibrium distanc
r e(Ar2

1)52.46 Å, i.e., DE~Ar2!50.74 eV,50 we obtain the
luminescence energy for Ar2

1O2:

E~Ar2
1O2!5E~Ar1O2!2D~Ar2

1!2DE~Ar2!56.3 eV. ~1!

Taking into account the roughness of the estimate,
can say that this value virtually coincides with the energy
continuous luminescence observed in the gas mixture of
gon with oxygen atP52 bar.31

4.4. Excitation spectra

In the light of the above assumptions, let us consider
greater detail the excitation spectrum of theH band, which
was obtained by Ogurtsovet al.22 and served as the bas
version of the ionic origin of the continuum observed in so
Ar. The spectrum contains several peaks in the range be
the bottom of the conduction bandEg , which correspond to
exciton absorptionn51,18 and n52, 3 ~Eex512.2, 13.7,
and 13.9 eV! as well as an additional peak identified as t
surface state near 13 eV. A smooth ascent of the effect
ness of excitation, which also continues aboveEg , starts at
approximately the same energy, i.e., 1.3 eV below the c
duction band. The second stage of the ascent, which att
peaks near 33 eV, starts at the energy 23 eV, i.e., slig
below 2Eex. In our opinion, this spectrum does not contr
dict the identification of theH band with the luminescence o
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Ar2
1O2, but may cause certain complications in its interp

tation if we presume its ionic origin. Above all, the presen
of peaks in the energy range below the bottom of the c
duction band indicates possible population of the cor
sponding states without ionization of atoms. Otherwise,
must assume a two-stage excitation of luminescence ce
responsible for the continuum under investigation. Let
first consider the most probable one-stage process.

The excitation spectrum indicates that the surface s
near 13 eV makes a contribution to the formation of lum
nescence centers along with excitonsG(3/2,1/2) n51,18,2.
This peak is close to the energy of dissociation limit f
Ar1O2: E(Ar1)2E~O2!514.1621.465512.7 eV. A fur-
ther ascent of the efficiency of excitation, which starts fro
this energy, is in good agreement with the above assump
The excitation spectrum of theH band in this region has th
form typical of excitation of impurity centers in the A
matrix,51 and at the same time differs slightly from the spe
tra typical of the ionization of matrix atoms.52 For example,
the spectra of photoemission of electrons from crystall
Ar52 have a sharper edge near the bottom of the conduc
band, which lies only 0.2 eV belowEg rather than a smooth
protracted ascent as in the case of theH band. The photo-
emission spectrum also has small peaks in the region of
citon energy, but their contribution to the total intensity is
order of magnitude lower than for theH band. The origin of
these peaks is associated with the ionization of residual
purity in the sample. It should also be noted that the exc
tion spectrum of theH band considered above resembles
photoexcitation spectrum of the excimer Ar1O2 in the Ne
matrix.29 The shift of the peaks towards higher energies
0.45 eV corresponds to the shift ofEex(n51)Ar* in the Ne
matrix relative to the intrinsic matrix, which amounts to 0
eV.52 Ogurtsovet al.22 observed considerable difference b
tween the excitation spectra of theH band and the defective
component of the molecular band Ar2* (M1). This difference
could be associated with a large contribution of the surf
states to the luminescence ofM1, which was detected by th
same authors later.53 Consequently, the strong effect of re
flection at the surface could be responsible for the differe
in the two spectra. On the contrary, a comparison with
excitation of the defect-free component Ar2* (M2) reveals
striking similarity of the two spectra with a shift of only 0.
eV towards the low-energy region for theH band. It should
also be noted that this spectrum strongly resembles the
sorption spectrum of solid Ar in the energy range bel
Eg .54

The main distinction of the excitation spectrum of t
continuum under investigation is the large contribution
hole states as compared to excitons. This can reflect a
probability of populating Ar2

1O2 through the bound ionic
states (Ar2O)1 and (ArO)1:

Ar11Ar→Ar2
11O→~Ar2O!11e2→Ar2

1O2 ~2!

or

Ar11O→~ArO!11Ar→~Ar2O!11e2→Ar2
1O2. ~3!
-

-
-
e
ers
s

te
-

n.

-

e
on

x-

-
-

e

y

e

e
e

b-

f
gh

The trapping of electrons at oxygen impurity centers c
increase additionally the efficiency of formation of Ar2O

2

through the ionic states of the matrix

Ar2
11O2→Ar2

1O2. ~4!

At the same time, the population of Ar2
1O2 during the

excitation of neutral states should occur through the inters
tion of the energy levels Ar2*O and Ar2

1O2, which can be a
less effective process:

Ar*1Ar→Ar2*1O→~Ar2*O!→Ar2
1O2. ~5!

Let us now consider the possibility of two-step excit
tion of theH band, which must be presumed for its attribu
ing to the luminescence of (Ar2

1)* or (Ar2
21)* . In this case,

exciton peaks in the excitation spectrum must correspon
the probability of repeated excitation of (Ar2

1) or (Ar2
21)

ions frozen in the matrix. It was proved by Ogurtsovet al.55

that a fraction of ions is indeed conserved in the lattice. T
is manifested in thermoluminescence of the Ar2* band upon
heating of preliminarily irradiated samples. However, the
tensity of this luminescence is several orders of magnit
lower than for the Ar2* , and hence cannot be registered a
band whose intensity is comparable with that of the ba
emerging as a result of direct excitation of (Ar2

1)* aboveEg

as follows from the spectrum presented above. It was pro
in the previous section that the concentration of ionic cen
amount to a few percent even in the gaseous phase. N
rally, this value in the crystal cannot be higher in view
acceleration of recombination processes. Fajardo
Apkarian56 proved, for example, that the density of accum
lated charged pairs in an inert crystal with 1% of electron
gative impurity amounts to only 1017 cm23, i.e., does not
exceed 1023 %. Temperature dependences of theH band
obtained under different experimental conditions can se
as an indirect proof of the lack of correlation between t
intensity of theH band and the concentration of frozen rad
cals (Ar2

1) in the matrix. We shall consider this question
greater detail below.

4.5. Temperature dependence

The temperature dependence of theH band has the form
typical not only of the luminescence of ArO* (2 1S
→1 1S), but also of other excimers in inert matrice
(ArN) * in Ar,18 (KrO)* in Kr,57 and (XeO)* in Xe.35 The
temperature dependence of the intensity of these bands
exhibit a kink at temperatures 12, 28, and 50 K, respectiv
More detailed experiments with argon revealed that
shape of the temperature curve can change significantly
pending on the experimental conditions. Excitation dens
impurity concentration, and the rate of thermocycling m
determine these changes to a considerable extent. The
combination of oxygen atoms frozen in the matrix at lo
temperatures obviously make their own contribution to
observed process. This follows from a comparison of
building-up of thermal luminescence of the O2 molecule and
attenuation of theH band illustrated in Fig. 7. A similar
thermal quenching of (XeO)* bands in the Xe matrix, which
is associated with recombination, is described by Danilich
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TABLE II. Luminescence energyER of atoms of inert gases and their compounds with fluorine and oxygen in the gaseous phaseERF andERO as well as the
luminescence energy differenceDER for sequence of elements. The energy values are in eV.

Atom ER DER Molecule ERF DERF Molecule ERO DERO

Ne* 16.62 5.07 Ne1F2 11.48 5.06 Ne1O2 – –
Ar* 11.55 1.65 Ar1F2 6.42 1.42 Ar1O2 8.3 1.41
Kr* 9.9 1.59 Kr1F2 5.0 1.48 Kr1O2 6.89 1.61
Xe* 8.31 – Xe1F2 3.52 – Xe1O2 5.28 –
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and Apkarian.58 An increase in temperature also leads
thermal luminescence of Ar2* , which is attributed to the re
combination of the frozen Ar2

1 centers and electrons releas
from traps: Ar2

11e2→Ar2* .23,55 If we proceed from the ver-
sion of the ionic origin of theH band, and hence two-stag
channel of its excitation, the luminescence of Ar2* proves to
be associated directly with the luminescence of theH band
since the excitation of the same frozen Ar2

1* centers is one of
the channel of populating (Ar2

1).23,55 Thus, temperature de
pendences of both bands should display a certain quantita
interrelation under any experimental conditions. Howev
we observe the opposite pattern: stronger variations of
intensity of theH band are accompanied by weaker var
tions of the luminescence of Ar2* ~see Fig. 8!. As a result, the
relative variation of the intensitiesDI H /DI Ar differs by an
order of magnitude for samples with different extent of p
rification of the initial gas. Such a behavior can be explain
only by presuming the impurity origin of the luminescen
continuum under investigation. Finally, the thermolumine
cence spectrum for Ar2* has three clearly manifested peaks
12, 17, and 23 K, which are not manifested in any way
the temperature dependence of quenching of theH band.
Summarizing what has been said above, we conclude tha
contribution of two main processes to the temperature dep
dence ofI H , i.e., the recombination of oxygen atoms froz
in the matrix and the trapping of intrinsic excitons of arg
at these centers, is apparently most probable. The influe
of defects and impurity concentration should be analyzed
greater detail.

4.6. Neon

Comparing the fluorides and oxides of inert gases,
note that the complexes Ne1F2 with charge transfer posses
a strong coupling and are observed in luminescence spe
along with other fluorides of inert gases. At the same tim
luminescence of such compounds with oxygen has not b
detected to out knowledge. In this connection, we paid s
cial attention to the weak emission band in crystalline ne
with Emax511.65 eV. According to our results obtained
this research, the intensity of this band increases upon
addition of oxygen, but it cannot be attributed to atomic tra
sitions primarily in view of the absence of any energy c
respondence with atomic energy levels of O* . Besides, a
considerable width of this band and the absence of fine st
ture, which is typical of luminescence of atomic centers
the Ne matrix, confirm this conclusion. The identification
the band withEmax511.65 eV with a molecular transition o
O2* was complicated above all by its position on the ene
ve
r,
e
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scale, which is close to the ionization energy of O2(Ei

512.1 eV). This energy range contains a large number
high-energy Rydberg states of O2* , which are separated b
an energy interval of only 0.1 eV. These states partially ov
lap with one another or are intersected by dissociat
branches of lower-lying weakly coupled energy levels.1 This
apparently leads to rapid nonradiative relaxation of hig
energy excitations of O2* since no emission of oxygen wa
observed in this spectral range in the gaseous or solid ph
according to the available data. The absence of a vibratio
structure does not agree with the possibility of a molecu
transition either. Thus, the observed band should be at
uted with maximum probability to the luminescence of
excimer compound of oxygen with nitrogen. The data co
tained in Tables II and III suggest1,6,48,52 that it can corre-
spond to the Ne2

1O2 state. The luminescence energ
EG(Ne2

1O2) in the gaseous state can be estimated on
basis of the regularity manifested in the sequence of lu
nescence energies in the Ne–Xe series~see Table II!:

EG~Ne1O2!5EG~Ar1O2!1EG~Ne1F2!2EG~Ar1F2!

58.3111.4826.42>13.3 eV. ~6!

Considering that the matrix shift in Ne is negativ
@DEG2S(Ne1F2)5EC(Ne1F2)2ES(Ne1F2)521.38#,59

we can obtain the following estimate for the luminescen
energy of Ne1O2 it its own matrix:

ES~Ne1O2!5EG~Ne1O2!2DEG2S~Ne1F2!

>13.311.3514.6 eV. ~7!

Since this spectral region does not contain any radia
associated with oxygen, we can estimate the energy of t
sition from the lower-lying state of Ne2

1O2. Assuming that
the energy gain in the formation of this molecule is appro
mately the same as for Ne2

1F2, we obtain, in accordance
with Table III,

TABLE III. Energies ER2F corresponding to luminescence peaks for t
atomic molecules in gaseous phase and their shift relative to the energyERF

of the corresponding diatomic molecules as well as half-widthsD1/2 of lu-
minescence bands.

Molecule ER2F , eV ERF2ER2F , eV D1/2, eV

Ne2
1F2 10.37; 10.16; 1.11; 1.42;

8.55 2.93 0.16
Ar2

1F2 4.35 2.07 0.60
Kr2

1F2 3.1 1.9 –
Xe2

1F2 2.03 1.5 –



es
n-

is
7
te
o

ly.
r
-
he
m
ef
-
ed
e

n
th

n
ith

n
e

st
.
s
x

ra
ar
le

m

y

th

a
o
a

-
-

opu-

als
ic
nd

du-

-

ys.

un.

ii,

em.

V.

ev.

ys.

del-

450 Low Temp. Phys. 24 (6), June 1998 Belov et al.
ES~Ne2
1O2!5ES~Ne1O2!2ES~Ne1F2!1ES~Ne2

1F2!

>H 14.622.9511.7 ~A!

14.621.4513.2 ~B!. ~8!

The energy of transition (A) coincides to within 0.1 eV
with the position of the energy band withEmax511,65 eV.
Transition (B) can be associated with upper-lying stat
Ne2

1(2P1/2)1/2u occurring 1.4 eV above the lowermost e
ergy level Ne2

1(2P3/2)1/2u.60 The state Ne2
1(2P1/2) possesses

a much lower binding energy, and hence does not form
stable compound with oxygen. The half-widths of the em
sion bands Ne2

1O2 and Ar2
1O2 amounting to 0.20 and 0.6

eV are in good agreement with the luminescence parame
of fluorides of inert gases. The corresponding values
Ne2

1F2 and Ar2
1F2 amount to 0.16 and 0.6 eV, respective

The formation of Ne2
1O2 molecules is most probable fo

high oxygen concentrations~c;1%!. The rate of recombina
tion of Ne2

1 with an electron can apparently compete with t
rate of formation of a stable compound with an oxygen i
purity atom at the neighboring lattice site. However, the
ficiency of formation of Ne2

1O2 remains an order of magni
tude lower than the efficiency of formation of an isolat
center O* (5S) according to the ratio of intensities of th
corresponding emission bands.

5. CONCLUSION

This research is devoted to an analysis of luminesce
of Ar and Ne cryocrystals in the spectral range below
intrinsic molecular luminescence of R2* . Two basic versions
of the origin of the continuousH band at the peak of 6.25
eV, which is most typical of solid argon, are considered. O
version is associated with the identification of this band w
the emission of excited ionic states (R2

1)* or (R2
21)* , while

the other version associates this band with the luminesce
of the exciplex oxygen complex with inert gas atoms. W
analyzed the intensity of theH band as a function of the
oxygen impurity concentration and temperature of the cry
as well as its suppression by a more reactive Xe impurity
comparison with the corresponding parameters of intrin
luminescence of Ar2* and luminescence of the exciple
ArO* (2 1S) indicates the most probable connection of theH
band with the high-energy state of argon oxide. A compa
tive analysis of analogous compounds of fluorides of r
gases in the gaseous and solid matrices makes it possib
identify the observed luminescence as the complex Ar2

1O2

with charge transfer. We also observed an additional lu
nescence bandG ~4.9 eV! corresponding to a transition from
the same state of Ar2

1O2 to the lowermost excited energ
level associated with ArO* (1 1S). Theoretical estimates
proposed for the luminescence energy of Ar2

1O2 in a high-
density gas and in the crystal are in good agreement with
experimentally observed luminescence energies.

The photoexcitation spectrum of theH band obtained by
Ogurtsovet al.22 does not contradict the proposed identific
tion and makes it possible to single out two mechanisms
populating a luminescence center, viz., through the form
tion of local hole states of Ar2

1 and through the exciton ex
citations withn51 G(3/2,1/2). An analysis of the tempera
a
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ture dependence of the luminescence of theH band indicates
the absence of its one-to-one correspondence with the p
lation of the hole centers. The intensity of theH band is
apparently determined by the accumulation of free O radic
in the matrix and by the probability of trapping of intrins
excitation of argon by these radicals. An emission ba
corresponding to a similar exciplex complex Ne2

1O2 with
charge transfer was observed in the neon matrix.
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Effect of impurity barriers on low-temperature anomalies in plasticity parameters
of b-Sn
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Plastic deformation determined by the slip of~100!^010& screw dislocations in single crystals ofb-
Sn solid solutions with different concentrations of Cd, In, and Zn impurities is studied in
the temperature range 1.6–150 K. Low-temperature anomalies of the yield stresst0 and activation
volumeg ~kinks in the temperature dependence oft0(T) and peaks on the stress dependence
of the activation volumeg~t!! are observed. The parameters of anomalies are found to
be determined to a considerable extent by the concentration of impurity atoms in the alloy and
by the height of the barriers formed by impurity atoms for dislocations. The observed
effects are compared with the predictions of the theory describing the influence of impurities on
the motion of dislocations through Peierls barriers of complex shape. The results of
analysis of experimental data are in agreement with the assumption concerning the two-hump
shape of the lattice potential relief in the~100!^010& slip system. ©1998 American
Institute of Physics.@S1063-777X~98!01106-2#
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INTRODUCTION

Mechanical properties of body-centered and some h
agonal metals as well as semiconductor and alkali-ha
crystals display several peculiarities that distinguish them
a special group of Peierls crystals. This term emphasizes
decisive role of lattice barriers for dislocations~Peierls bar-
riers! in the plasticity of such crystals. The main peculiariti
of Peierls crystals include high values of yield stress~critical
shear stresses! and their strong temperature dependence
the low-temperature region as well as typical low- tempe
ture brittleness and limited plasticity associated with it. A
analysis of the low-temperature plasticity of body-cente
metals revealed one more type of singularity, viz., more
less clearly manifested kinks on the temperature dep
dencest0(T) of the yield stress~Fig. 1a! and peaks on the
dependenceg~t! of the activation volume on the deformin
stress, which correspond to these kinks~Fig. 1b!. Finally,
some of weakly doped Peierls crystal display a specific ef
of impurity softening. These peculiarities~anomalies! were
first discovered in bcc metals,1–10 but are manifested mos
clearly for b-Sn single crystals with a body-centered tetra
onal lattice.11,12

A qualitative explanation of the above anomalies can
obtained at present from an analysis of the kink mechan
of thermally activated motion of dislocations through Peie
barriers.13–22 However, the details of this mechanism a
their relation with the fine structure of specific anomal
have not been determined unambiguously. For example
anomalies illustrated in Fig. 1 were explained by differe
4521063-777X/98/24(6)/8/$15.00
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authors on the basis of several hypotheses clarifying the k
mechanism of the dislocation flow.

It should be noted above all that anomalies of this ty
were predicted theoretically13,14even before their experimen
tal observation as a consequence of the complex shap
Peierls barriers and should be expected for crystals with t
hump lattice barriers~Fig. 2a!. The model of a two-hump
barrier and its various corollaries have been discussed
cently in a series of publications.18,19,21,22

However, the experimentally observed anomalies
some bcc metals~such as single crystals of very pure Fe,2,20

Nb,6,7 or Ta6,9! were manifested quite weakly and do n
require the assumption about a two-hump barrier for th
description. The analysis carried out by Seeger16,17 revealed
that fine singularities of the yield stress and activation v
ume in such cases can be described by accurately taking
account the short- and long-range forces in the calculatio
the energy of formation of kink pairs.

On the other hand, the anomalies in pureb-Sn proved to
be so strong11 that they could hardly be explained only b
the complexity of the shape of the Peierls relief. For th
reason, in Ref. 11 we used the following two assumptions
explaining the anomalies, viz., the joint effect of Peierls b
riers and internal stresses on the mobility of dislocations
b-Sn, and a nonmonotonic temperature dependence of in
nal stresses in the region of the anomalies. The nonmo
tonic temperature dependence of the strain-hardening fa
at the easy slip stage, which was observed in this tempera
region, served as an additional argument in favor of the s
ond assumption.

The influence of impurity atoms on the anomalies und
© 1998 American Institute of Physics
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453Low Temp. Phys. 24 (6), June 1998 Diulin et al.
consideration is of special interest. Local distortion of t
lattice potential relief associated with impurities can stron
affect the conditions of formation and motion of dislocati
kinks, which must be reflected in the behavior of mac
scopic characteristics of the plasticity of Peierls crystals. T
effect of doping on the low-temperature anomaly of the
tivation volume of bcc metals was detected in experime
described in Refs. 1, 3–5, while a significant change in
yield stress anomaly inb-Sn up to its vanishing under th
action of impurities was observed in Ref. 12. A theoreti
description of the effect of impurity atoms on the kin
mechanism of dislocation motion through two-hump Peie
barriers was proposed by Petukhov and Polyakov.19 This
theory predicts a specific dependence of the height of
activation volume peak~see Fig. 1b! on the height~intensity!
of impurity barriers as well as on their concentration. A
cording to these authors,19 the main criterion controlling the
effect of doping on the anomaly of the plasticity paramet
of the crystal with two-hump Peierls barriers is the mag
tude of the maximum force of interaction of a dislocati
with a solitary impurity atom. Such a force has a critic
value above which the anomaly should vanish, while for i
purities of lower intensity it is preserved. The theory al
predicts an interesting peculiarity in the effect of impurity

FIG. 1. Schematic diagram of experimentally observed types of tempera
dependence of yield stress~a! and stress dependence of activation volum
~b! in a Peierls crystal.

FIG. 2. ~a! Schematic representation of a two-hump Peierls potential an
possible variation upon an increase in the impurity concentration in a c
tal: pure crystal~A! and alloys with impurity concentrationCB,CC ~curves
B and C!. ~b! Stress dependence of activation volume for potentials A,
and C.5
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the form of theg~t! dependence, i.e., a logarithmic decrea
in the peak height with increasing intensity and concen
tion of impurity barriers. These theoretical results make
possible to carry out a more unambiguous experimental v
fication of the hypothesis concerning possible relation
tween the plasticity anomalies in question with the tw
hump shape of Peierls barriers.

In this research, such a verification is carried out
weakly concentrated alloys ofb-Sn with Cd, In, and Zn. It
was proved by us earlier11 that low- temperature plasticity o
high-purity Sn single crystals~99.9995%! oriented for pre-
dominant slip in the~100!^010& system is controlled by the
motion of screw dislocations through Peierls barriers a
displays typical anomalies in the temperature range 60
K, which are manifested more clearly than in other Peie
crystals. The single crystals ofb-Sn preserve a noticeabl
plasticity and the smooth nature of the flow upon their co
ing down to helium temperatures as well as under dop
with small amounts of impurities. These properties dist
guish these materials as unique objects for studying
Peierls mechanism of slip.

This research mainly aims at an analysis of the effec
intensity and concentration of impurity barriers on the b
havior of anomalies in the yield stress and activation volu
of b-Sn single crystals. For this purpose, we chose Cd,
and In impurities which have noticeably different values
the size and module mismatching relative to Sn and stud
samples with identical atomic concentrations of impurities
each species.

1. EXPERIMENTAL TECHNIQUE

1.1. Sample preparation and deforming

Single crystals of Sn alloys with Cd, Zn, and In impur
ties were grown from melt in batches 10 samples from o
seed by the modified Bridgman technique.23 The initial com-
ponents used for preparing alloys contained foreign imp
ties whose concentration did not exceed 1025 at. %. Ac-
cording to Hansen and Anderko,24 the solubility of Cd and
Zn in solid Sn is approximately 1 at. %, and the solubility
In varies~according to different authors! from 3 to 7 at. %.
The concentration spectrum was studied by us in grea
detail for the Sn–Cd system containing four alloys with 0.0
0.04, 0.21, and 0.53 at. % Cd. The Sn–Zn system was
resented by three alloys with 0.005, 0.01, and 0.53 at. %
while the Sn–In systems included alloys with 0.01, 0.1, a
0.53 at. % In.

The samples under investigation had a working part
size 253531.5 mm with heads in the form of blades fo
clamping. The samples were deformed by uniaxial tens
under the creep conditions at a given constant temperatuT
by weight loading. The longitudinal axis of the grown cryst
coincided with thê110& direction, ensuring maximum shea
stresses in the~100!^010& slip system. A schematic diagram
of sample loading is presented in Fig. 3a. The load on
sample was changed step-wise, which corresponds to th
crementDt of the shear stress of the order of 0.2–0.4 MP
The strain incrementsD«(t) corresponding to each incre
ment of load were recorded automatically by an electro
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recorder to within 531025. Such a loading mode ensured a
average strain rate of the crystal of the order of
31025 s21. The strain-hardening curvest~«! corresponding
to the above average strain rate were plotted from the kn
increments of stressDt and corresponding increment o
strain maxD«. A detailed analysis of such curves obtain
for Sn alloys with Cd and Zn impurities over a wide range
low temperatures is presented in Refs. 12 and 25. Here
shall be interested only in the behavior of two points on
stress–strain curve, viz., the yield stresst0 and the deform-
ing stresst5 corresponding to 5% strain.

We also recorded the differential parameter of plastic
(] ln «̇/]t)T,« , viz., the strain rate sensitivity to deformin
stress at a constant temperatureT. The value of this quantity
was measured along the entire stress–strain curve. The s
matic diagram of the experiment is presented in Fig. 3b: a
attaining the chosen value of the total strain«, the loadingDt
generated the next creep curve. At the instantt1 correspond-
ing to the attainment of the creep rate«̇.1025 s21, a small
additional loaddt of the order of 0.1–0.2 MPa was applie
and the incrementd«̇ of the strain rate was measured. Usi
the obtained dependence (] ln «̇/]t)T,« on strain«, we deter-
mined the value of rate sensitivity corresponding to«

55%. The derivative (] ln «̇/]t)T,« we are interested in wa
calculated as the ratio of finite increments@ ln(«̇1d«̇)
2ln «̇#/dt.

The experiments described above were made in the t
perature range 1.6–150 K. Intermediate temperatures w
obtained by using the technique described in Ref. 26. T
peratures below 4.2 K were obtained by evacuation of
lium vapor. At temperatures below the superconducting tr
sition temperature for tin (Tc53.7 K), the sample was
deformed in a solenoid whose magnetic field exceeded
critical valueHc530.5 mT.

1.2. Yield stress

The yield stresst0 was defined as the stress under wh
the deviation from the linear initial segment of the curv
t~«! corresponding to elastic deformation of the sample w

FIG. 3. ~a! Schematic diagram of a segment of the stress–strain curvet~«!,
t0 is the yield stress. The inset shows the diagram of sample deforma
under step loading of the crystal by additional loadsDt, t0 is the instant of
time corresponding to the attainment of yield stress.~b! Variation of the
creep rate due to the incrementdt!Dt of stress acting on the sample.
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observed~see Fig. 3a!. The value of this quantity is close t
the stress corresponding to the onset of irreversible cre
which can easily be determined from the change in the sh
of D«(t) curves under loading of the crystal~see the inset to
Fig. 3a!: before the yield stress is reached, the incremen
elastic strain corresponds to specific~G-shaped! creep curves,
while at the yield stress and immediately after it these cu
acquire a well-manifested transient stage~the instantt0 in the
inset! corresponding to the developed plastic flow. The
methods supplementing one another make it possible to
rect the obtained values oft0 , minimizing the error of their
calculation.

Another important circumstance in the estimation of t
behavior of the yield stress is the minimization of the spre
in the values oft0 due to structural and crystallograph
difference of the samples under investigation. Special c
struction of the graphite ampules used by us allowed us
grow large batches of crystals with a preset shape and or
tation from the same seed, which could be used as work
samples without any additional mechanical treatment~cut-
ting, grinding, or polishing!. This method of sample prepa
ration minimizes the influence of random unfavorable fa
tors. In order to reduce their role even further and to con
the reproducibility of the results, we measuredt0 in the same
sample at various temperatures. The first measurement
made at the upper limit of the temperature interval; then
sample was unloaded, cooled to a slightly lower temperat
and reloaded tot0 . Such a procedure was repeated 5

FIG. 4. Temperature dependences of the deforming stresst5 and the yield
stresst0 for pureb-Sn ~a! and its alloys with In impurities~b–d!.
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times for the same sample, which allowed us to cover q
large temperature intervals. This method allowed us to ob
the t0(T) dependences for several sample from the sa
batch with a step 1 K in thetemperature range below 4.2
and with a step 5–10 K above 4.2 K.

1.3. Activation volume

In order to determine the temperature dependenceg«(T)
of activation volume for a fixed value of strain, we used t
relation

g«~T!5kTS ] ln «̇

]t D
T,«

5kT
ln~ «̇1d«̇!2 ln «̇

dt
, ~1!

wherek is the Boltzmann constant. Using the experimen
curvest«(T) ~t« is the deforming stress corresponding
strain«, we carry out the transitiong«(T)→g(t). The val-
ues ofg measured by us correspond to the strain«55% in
the sample at each temperature. For this reason, the cu
g5(T) for each sample were correlated with the experimen
curvest5(T). Theg~t! dependences obtained as a results
such a recalculation formed the subject of our analysis.
correlation with the 5% strain was required since the deri
tive (] ln «̇/]t)T,« near the yield stress exhibits a considera

FIG. 5. Temperature dependences of the deforming stresst5 and the yield
stresst0 for alloys of b-Sn with Zn impurities.
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dependence on strain and a large statistical spread, whi
the strain range«;4 – 5% its value stabilizes. The sam
peculiarity is also typical of pure tin,11 and hence theg~t!
dependence obtained by us earlier for pure Sn correspon
to approximately the same strain of the samples.

2. EXPERIMENTAL RESULTS AND THEIR DISCUSSION

2.1. Experimental results

Keeping in mind the problem formulated above, we sh
confine our analysis to the discussion of only those res
that illustrate directly the effect of impurities on the anom
lous behavior of yield stress and activation volume. Oth
aspects of impurity effects will be analyzed in subsequ
publications.

Figures 4, 5, and 6 show series oft0(T) and t5(T)
curves characterizing the influence of type and concentra
of impurities on the temperature dependence of yield str
and deforming stress. Each point on thet0(T) curves is the
result of averaging of 3–4 measurements made on the s
sample as well as on different samples. The spread in
typical of various temperature intervals is denoted by ‘‘wh
kers.’’ Thet5(T) dependence is represented by the results

FIG. 6. Temperature dependences of the deforming stresst5 and the yield
stresst0 for alloys of b-Sn with Cd impurities.
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individual measurements at a fixed temperature. The m
conclusions that can be drawn from an analysis of th
curves can be formulated as follows.

~1! All three alloys with low impurity concentrations displa
more of less clearly manifested kinks on thet0(T) and
t5(T) curves, similar to the kinks detected for pu
b-Sn.

~2! The intensity of the anomaly is determined by the ty
of the impurity and its concentration in the alloy.

~3! Each alloy has a threshold concentration above wh
the anomaly disappears.

~4! The magnitude of the threshold concentration depe
on the type of the impurity introduced into tin.

~5! The position of the anomaly region on the temperat
scale is shifted towards lower temperature relative to
position in pure Sn for all the alloys.

Figure 4 ~Sn–In alloy! and Fig. 5~Sn–Zn alloy! show
two extreme tendencies in the effect of impurities on
t«(T) anomaly: the low impurity concentration~0.01 at. %!
in the case of indium which readily dissolves in tin preserv
the clearly manifested anomaly, while the same concen
tion in the case of poorly soluble zinc leads to the disappe
ance of the anomaly. All the stages of the influence of i
purities on the anomaly can be traced in detail in Fig
~Sn–Cd alloy!. In this case, the anomaly disappears for
doping impurity concentration 0.53 at. %, i.e., the values
the threshold concentration for Cd and Zn impurities dif
approximately by a factor of 50.

FIG. 7. Stress dependences of activation volume for pureb-Sn ~a! and its
alloys with In impurities~b–d!.
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The anomaly and the nature of its variation are ma
fested even more strongly on the dependencesg~t! of the
activation volume on the deforming stress~Figs. 7, 8, and 9!.
The presence of clearly manifested peaks on these curve
low impurity concentrations confirms the tendency of no
monotonic variation of activation volume with stress, whi
is typical of Peierls crystals~see Figs. 1b and 2b!. There
exists a clearly manifested correlation between the peaks
kinks on theg~t! andt0(T) curves. These anomalies appe
and disappear at approximately identical concentrations
the doping impurity, which can be seen most clearly for t
Sn–Cd alloy~see Figs. 6 and 9!. Such a correlation reflect
the fact that both anomalies have the same origin.

The series ofg~t! curves shown in Fig. 9 and belongin
to a Sn–Cd alloy makes it possible to trace in detail
behavior of the peak upon an increase in the Cd concen
tion. It can be seen that an increase in the concentration le
to a gradual decrease in the peak height, accompanied
blurring and displacement of the peak~relative to its position
in pure tin! towards higher stresses. The peak disappears
the g~t! curve becomes completely smooth for the Cd co
centration 0.53 at. % at which the kink of thet0(T) curve
also disappears. A comparison of Fig. 4 with Fig. 7 and
Fig. 6 with Fig. 9 shows that the anomalies on theg~t!
dependences are manifested most clearly. For this reason
parameterg can be used for a more correct estimation of t
threshold concentrationCth above which the anomaly disap
pears. The value ofCth can be determined most reliably fo
the Sn–Cd alloy (Cth

Cd'0.53 at. %). The value of the thresh
old concentrationCth

In, apparently lies between 0.1 and 0

FIG. 8. Stress dependences of activation volume for alloys ofb-Sn with
different concentrations of Zn impurities.
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at. % In for the Sn–In alloy and between 0.005 and 0
at. % Zn for the Sn–Zn alloy.

2.2. Discussion of results

It was mentioned above that one of the reasons beh
the anomalous behavior of the parameters under inves
tion in a Peierls crystal is the specific structure of its pot
tial relief, viz., the two-hump shape of the barriers formi
this relief. According to the conclusions of the theory dev
oped by Petukhov and Polyakov,19 point defects in such a
crystal must be responsible for some peculiarities in the
havior of anomalies, such as:

~1! perservation of anomalies for low values of defect co
centrations;

~2! vanishing of anomalies for a certain critical value of im
purity barrier intensity~the force of interaction betwee
a point defect and a dislocation moving in the Peie
relief!;

FIG. 9. Stress dependences of activation volume for alloys ofb-Sn with
different concentrations of Cd impurities.
1
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~3! smoothing of thet0(T) curves and decrease in the heig
of the activation volume peak with increasing concent
tion and barrier intensity.

Moreover, according to Aonoet al.,5 an increase in the
concentration of point~impurity! barriers can lead to a shif
of activation volume peaks on theg~t! curve ~see Fig. 2b!.
Such a displacement was attributed by Aonoet al.5 to a
change in the depth of the intermediate valley in the tw
hump Peierls potential under the effect of impurities~see
Fig. 2a!.

Let us analyze our results from the point of view of the
correlation with the results of theoretical analysis list
above. The first of these results is of qualitative nature an
in good agreement with the data obtained for all the allo
studied by us. For example, anomalous effect are cle
manifested for the Sn–Cd alloy in the concentration ran
from 0.01 to 0.21 at. %.

In order to verify the second conclusion of the theo
we must choose a quantitative characteristic for the inten
of impurity barriers. We used the dimensionless quantityq
introduced by Fleischer:27,28

q5udG2adRu;
~2!

dG5
2~GSn2Gi !

2GSn1uĠSn2Gi u
; dR5

RSn2Ri

RSn

.

The symbolq denotes a combined mismatching para
eter~barrier intensity! taking into account the contribution o
dimensional and module discrepancies to the intensity of
teraction between a dislocation and impurity atoms,GSn and
Gi are the shear moduli for tin and the material playing t
role of the impurity,RSn and Ri atomic radii of tin and an
atom of the doping element, and the coefficienta516 for
screw dislocations anda53 for edge dislocations.

In our analysis of the low-temperature plastic flow
pureb-Sn in the slip system~100!^010&, we assumed11 that it
is due to the motion of screw dislocations through Peie
barriers. Retaining this assumption for the case of doped
crystals, we can calculate the intensity of impurity barrie
decelerating the motion of dislocations~see Table I!. Table I
also contains information on atomic radii and shear mod
~at helium temperature or close to it! for the components of
alloys.

It can be seen from the table that In, Cd, and Zn imp
rities introduced into tin create barriers of different intens
for dislocations: the highest barriers are formed by Zn ato
and the lowest barriers are created by In atoms.
nd Zn
TABLE I. Dimensional and modular noncorrespondence and the intensity of impurity barriers of In, Cd, a
in a tin matrix.

Element R, Å29,30 dR G5G44 , GPa dG q

Sn ~matrix! 1.62 0 28.2@Ref. 30 and 32# 0 0
In 1.66 0.024 8@Ref. 30# 0.53 0.146
Cd 1.57 0.031 24.5@Ref. 30 and 33# 0.122 0.38
Zn 1.37 0.154 46@Ref. 30# 20.48 2.94
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According to the criterion proposed by Petukhov a
Polyakov,19 the concentration region of existence of anom
lies for the Sn–Zn alloy must be much narrower than
corresponding regions for Sn–In and Sn–Cd alloys. A co
parison of Figs. 5 and 8 shows that such a tendency is
served indeed: the threshold concentration for the Sn
alloy is lower than that for the Sn–Cd alloy by approx
mately a factor of 50.

The theory19 predicts a logarithmic dependence of t
heights of the activation volume peakdg on the impurity
concentrationC and the intensityq of the impurity barrier:

dg.A0 lnF S tP

G D 5/4S 1

qC3/2D G , ~3!

whereA0 is a constant andtP the Peierls stress. Using th
data presented in Fig. 9 and Table I, we plot the depende
dg(q) anddg(C) for the Sn–Cd alloy, which are presente
in Figs. 10 and 11. It can be seen that the logarithmic dep
dence of the activation volume peak height on the conc
tration and intensity of the barriers, which follows from e
pression~3!, is observed satisfactorily for this alloy. Th
results of our experiments are also in accord with the
sumption formulated by Aonoet al.,5 according to which the
lattices barriers are gradually smoothed upon the introd
tion of impurity atoms, and the intermediate dip disappe
at a certain impurity concentration~see Fig. 2a!. This effect

FIG. 10. Dependence of the height of activation volume peak in the Sn
alloy on the Cd impurity concentration.

FIG. 11. Dependence of the height of activation volume peak on the in
sity of impurity barriers for the alloys Sn–0.01 at. % In, Sn–0.01 at
Cd, and Sn–0.01 at. % Zn.
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must be manifested on the macroscopic level in a displa
ment of the activation volume peaks along the stress a
which was detected by us for the Sn–Cd alloy~see Fig. 9!.

Thus, the obtained experimental data and their anal
suggest a two-hump shape of Peierls barriers for screw
locations of the~100!^010& in b-Sn. It should be emphasize
that this conclusion is of a purely qualitative nature. Unfo
tunately, the potentialities of a quantitative analysis for o
taining empirical values of the parameters of the two-hu
potential relief are limited even for the Sn–Cd alloy havi
the broadest spectrum of impurity concentrations. Th
limitations are due to the following two important circum
stances:~1! the asymptotic nature of formula~3! which does
not permit a rigorous theoretical determination of the pe
height dg on the g~t! curve, and~2! the small number of
points on the curves presented in Figs. 10 and 11 and
lack of a criterion for an accurate quantitative determinat
of the peak height in Figs. 7–9.

It should be noted that we are still not in a position
explain an extended plateau on thet0(T) curve for pure and
slightly dopedb-Sn in the temperature range 40–60 K on
by the two-hump shape of Peierls barriers.

CONCLUSIONS

~1! The low-temperature creep of single crystals ofb-Sn
based alloys, which is determined by the slip syst
~100!^010&, is studied in detail. It is found that a series
alloys ofb-Sn with various concentrations of Cd, In, an
Zn exhibit anomalous behavior of the yield stresst0 and
activation volumeg, which is manifested in noticeabl
kinks on the temperature dependencet0(T) and in the
emergence of peaks on the stress dependences of ac
tion volumeg~t!. Similar anomalies were observed ea
lier for pureb-Sn.11

~2! It is found that the observed anomalies are determi
by the impurity concentration in alloys and the intens
of impurity-induced barriers for dislocations. It is show
that the height of the activation volume peak depen
logarithmically on these quantities.

~3! The regularities observed in experiments are compa
with the conclusions of the theory19 describing the mo-
tion of a dislocation through two-hump barriers of th
crystal relief; it is found that the experimental results a
in good qualitative agreement with the predictions of t
theory. This suggests that the lattice~Peierls! barriers for
screw dislocations of the slip system~100!^010& in b-Sn
have a two-hump shape described for the first time
Refs. 13 and 14.
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On transfer of motion between superfluid liquid and superconducting condensate
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The problem of transfer of motion from a superfluid4He film to electrons in a superconducting
film is considered. The conditions under which atoms of4He film drag superconducting
electrons are determined. An experiment is proposed for detecting the predicted effect. ©1998
American Institute of Physics.@S1063-777X~98!01206-7#
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The problem of transfer of motion from one superflu
liquid to another emerged in connection with the possibi
of transition of3He atoms dissolved in superfluid4He to the
superfluid state. It was assumed initially1–3 that one super-
fluid liquid does not drag another during its motion. How
ever, it was shown by Andreev and Bashkin4 that each of the
two superfluid movements is accompanied by a transpor
both components of the solution. Since the superfluidity
3He atoms dissolved in4He has not been detected expe
mentally so far, the validity of the predictions made by A
dreev and Bashkin for the3He–4He solution cannot be veri
fied for the time being.

In the present communication, we shall indicate anot
possibility of detecting transfer of motion between two s
perfluid liquids.

Suppose that the surface of a superconducting film
thickness smaller than the coherence length is covered
thin film of superfluid4He. Under the action of the Van de
Waals forces, a layer of4He atoms adjoining the surface o
the superconductor passes to the crystalline state. Howe
the thickness of this layer usually does not exceed the ato
spacing. As a result, the interaction of4He atoms with elec-
trons in the superconductor will not be negligible and m
lead to transfer of motion from one superfluid liquid to t
other. For definiteness, we shall consider transfer of mo
from 4He to electrons in the superconductor.

The drag of electrons by moving4He atoms occurs ow
ing to density fluctuations in a superconducting and a su
fluid films violating the translational invariance of the sy
tem. The density fluctuations in a superconductor are of q
different types at low temperatures and at temperatures c
to Tc . At low temperatures, it is sufficient to take into co
sideration just the collective~plasma! oscillations whose fre-
quencyv tends to zero in the limit of small values of th
wave vectork(v;k1/2) in the case of a thin superconductin
film ~which can be treated as a two-dimensional film!. At
temperatures close toTc , we must take into account not onl
the collective modes but also the one-particle excitati
arising due to breaking of Cooper pairs. We shall confine
analysis to the case of low temperatures when depairing
4601063-777X/98/24(6)/3/$15.00
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be disregarded and Cooper pairs can be treated as bo
with massM52m and chargeQ52e, wherem and e are
the electron mass and charge, respectively. Conseque
the problem of transfer of motion from the atoms of a sup
fluid 4He film to the electrons in the superconductor may
replaced by the problem of entrainment between neutral
charged Bose gases for a qualitative description.

The energy of electron interaction with helium atom
can be written in the form

E rHe~r1!V~r12r2!r2e~r2!dr1dr2 . ~1!

Here,rHe(r ) is the density of helium atoms andr2e(r ) is the
density of Cooper pairs. The potentialV(r ) associated with
the polarization of helium atoms by the electrons in the
perconductor is defined as

V~r !52
aQ2

~d21r 2!2 , ~2!

wherea is the polarizability of the4He atom andd is the
thickness of the solid layer between the superfluid film a
the superconductor. In view of a sharp decrease in the po
tial V(r ) with increasingr , we can replace~2! by the expres-
sion

V~r !52
aQ2

d4 a2d~r ![2Ua2d~r !, ~3!

wherea is a length of the order of atomic spacing, andd~r !
is thed- function.

In the second-order perturbation theory, the energy c
rection associated with the interaction~1! can be defined as
(S is the area of the system!

DE52U2a4S23(
n,m

(
k

^0ur̂He~k!un&^nur̂He

3~2k!u0&
^0ur̂2e~2k!um&^mur̂2e~k!u0&

EHe
n 1E2e

m 2EHe
0 2E2e

0 . ~4!
© 1998 American Institute of Physics
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For a Bose gas, the density operatorr̂(k) is connected with
the creation and annihilation operatorsb̂1(k) andb̂(k) of an
elementary excitation through the relation

r̂~k!5S «~k!n

E~k!SD 1/2

@ b̂~k!1b̂1~2k!#. ~5!

Here,«(k)5\2k2/2M , andE(k) is the energy of an elemen
tary excitation. For a neutral Bose gas,E(k) coincides with
the Bogoliubov spectrum. For a charged Bose gas, we h

E~k!5F S \2k2

2M D 2

1
2pQ2ns\

2k

M G1/2

, ~6!

wherens[^r2e& is the equilibrium density of electrons in th
superconductor. Equation~6! is written under the condition
that the Bose gas is at rest. If the Bose gas moves wi
velocity vs , Eq. ~6! must be supplemented with the ter
\k•vs .

In the following, we shall be interested only in the in
crement to energyE from ~4! associated with the motion o
atoms in a4He film and electrons in a superconducting film
Using formulas~4! and ~5!, we can easily show that thi
correction is equal to

dE52U2a4(
k

«1~k!nHe

E1~k!

«2~k!ns

E2~k!

@k•~vs12vs2!#2

@E1~k!1E2~k!#3 .

~7!

Here nHe[^rHe& is the equilibrium density of atoms in
superfluid film, subscripts 1 and 2 mark the quantities co
sponding to a4He film and a superconducting film, respe
tively. It can be seen that the incrementdE depends on the
velocity vs[vs12vs2 of 4He atoms moving relative to elec
trons and vanishes together withvs .

Calculations7 can be simplified considerably if we tak
into account the fact that the massMHe of a helium atom is
about three orders of magnitude larger than the massM
52m of a pair. As a result, the inequalityE1(k)!E2(k) is
satisfied for all significant values ofk for nHe'ns . Taking
this fact into consideration, we obtain from Eq.~7!

dE52
2U2a4nHensM

3

p\4 S \2

8pQ2Mns
D 2/3

3
2p)

9
~vs12vs2!2. ~8!

Here and below, the area of the system is assumed to
equal to unity.

Formula ~8! does not give the entire correction to th
energy of the system associated with nonzero velocitiesvs1

andvs2 , but only its part associated with the electron inte
action with helium atoms. Formula~8! must be supple-
mented with the kinetic energy of helium atoms and el
trons

nHeMHevs1
2

2
1

nsMvs2
2

2
. ~9!

Differentiating the sum of expressions~8! and ~9! with
respect tovs2 and equating the result to zero, we obtain
equation defining the velocityvs2 for a given velocityvs1 .
ve

a

-

be

-

-

However, the expression obtained after differentiation a
multiplied byQ/M coincides exactly with the expression fo
the electric current induced in the superconducting film
the flow of helium atoms in the superfluid film. Thus,
seems that we have arrived at a conclusion according
which the motion of particles of a superfluid liquid is n
transferred to particles of another superfluid liquid. Howev
this conclusion is erroneous.

In order to find the source of this error, we take in
account the fact that the current in a superconducting film
given in the general case by the expression

Js25
Q

M FnsS \¹w2
Q

c
AD1

]dE

]vs2
G , ~10!

where w is the phase of the order parameter andA is the
vector potential of the magnetic field generated by the c
rentJs2 . The following two cases must be distinguished:~1!
the ends of the superconducting film are disconnected,
~2! the superconducting film forms a closed loop.

In the first case,¹w can assume arbitrary values, and t
phase difference established between the ends of the fil
such that the currentJs2 is zero. In this case, the atoms of th
superfluid4He film do not drag electrons in the superco
ducting film indeed.

In the second case, we must take into account the
that the phasew satisfies the conditionr¹wdl52pn, where
n is an integer. As a result, the currentJs2 is zero only for
discrete values of the velocityvs1 . For example, for low
velocities vs1 it is advantageous from the energy point
view that the phasew be zero. The currentJs2 in this case
differs from zero. In order to find the currentJs2 , say, for the
case when the superconducting film is a hollow cylinder
radius R ~see Fig. 1!, we must solve Maxwell’s equation

FIG. 1. Schematic diagram of the experiment for detecting the drag
superconducting electrons by superfluid helium. The arrows show the
of the HeII film over the surface of a superconducting cylinder and the w
separating the vessels with helium.
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curlH54pJ/c, assuming thatJ52(Q2ns /Mc)A1(Q/M )
3(]dE /]vs2). As a result, it can be easily shown that

Js25
Q

M

1

11g

]dE

]vs2
, ~11!

whereg52pnsQ
2R/Mc2.

Perhaps, the simplest way in which the emergence
current in a superconducting film can be detected is to m
sure the magnetic flux produced by the current. This m
netic flux is given by

F[HpR25
4p

c

pR2

11g

Q

M U]dE

dvs2
U. ~12!

For g@1, we obtain

F5
4)

27p S U

\2/Ma2D 2 2pR

\
Mvs1nHeS \2

8pQ2Mns
D 2/3

F0 ,

~13!

whereF05hc/2e is the magnetic flux quantum.
In order to estimate the quantityF, we must consider the

fact that the polarizability of a helium atom isa52
310225 cm3. In this case, puttinga5d5531028 cm,
R51 cm, nHe51015 cm22 and M52310227 g, it can be
shown easily that forvs1510 cm/s, the magnetic flux
of
a-
-

F.2p•1024F0 . This quantity is within the sensitivity
range of modern SQUIDs~see, for example, Ref. 5!.

Thus, we have shown that one superfluid liquid m
drag another during its motion. The flow of the superflu
component in a4He film leads to the emergence of current
a superconducting film only if the superconducting fil
forms a closed loop. Among other things, the existence
current in a superconducting film may be detected by m
suring the magnetic flux produced by the current.
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