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It is shown that the resistive state emerging upon an increase in temperature in the region below
the critical point in the Meissner phase of superconductors can be detected by measuring

the variation of the frozen magnetic field in a mesoscopic hollow cylindrical sample upon its
heating in the superconducting state. Owing to magnetic flux quantization, the decrease

in the magnetic field upon heating must be step-wise.1998 American Institute of Physics.
[S1063-777X98)00108-X

According to Gorkov! the order paramete¥ in the mmueN(0)1 ]2
Ginzburg—Landau theory is connected with the energy/yap Wy(T)= W} A(T) %)
in pure superconductofsrhose the electron mean free path Ble
in the normal state is much longer than the coherence length )
¢) in the BCS theory through the relation and accordingly
8.4mu2N(0) ]2 A%
Y= | A, 1) (=g - kB(Tc) | ®)

which is valid forT—T.. Herem is the electron mass,¢

the Fermi velocityN(0) the density of electron states at the o the other hand, it follows from experimental data that
Fermi level,kg Boltzmann’s constant, ant, the Supercon-  tne electron number density, at T<T, virtually coincides
ducting transition temperature. In the Ginzburg—Landayyih the value ofn, for the London type superconductors
theory, the square of the order parameter modulus detefynose the coherence lengglis much smaller then the mag-
Mmines the number density of superconducting electronsyetic field penetration depthy, for the superconductpand
|¥|*=ny/2. By “superconducting electrons” we mean those is of the order ofg\ /& for the Pippard type superconduct-
creating the superconducting current ors (whose penetration depiy, is smaller thart). Thus, the
js=neevs, 2 number density of superconducting electrons decreases upon

] ] an increase of temperature from a value of the order nf
wheree is the electron charge and the velocity of ordered 4 T<T, to zero atT=T,. The approximate form of this
motion of electrons creating superconducting current. S“bStidependence is shown in Fig. 1.

tuting into (1) the expression Let us consider a superconductor carrying the curjent
8\2m ms/zalyz created by an external sourceTak T.. The current involves
N(O):W (3)  electrons having the number density ~no and moving

with the velocityuso defined by(2). As the temperature in-

for the electron density of states in the normal state and,eaqes; the number density of superconducting electrons be-
considering that the electron number density is given by ¢qmes jower. The fractiosn, of electrons participating in

4 wpﬁ the creation of supercurrent loses the veIooi;X and trans-
No=2- 3 (277—ﬁ)3 fers the kinetic energgevolved in the form of the Joule heat
to the crystal lattice. Moreover the current in the supercon-
wherepg=muve is the Fermi momentum, we obtain the fol- qyctor is sustained by the emerging electric field accelerating
lowing expression determining the temperature dependenGge remaining superconducting electrons. As a result, a resis-
of the number density of superconducting electrons figar  tjye state characterized by a nonzero electric resistance must

A%(T) be formed upon heating.
ng(T)~n, 2T 4 In order to estimate the resistivity emerging in this
B'c

case, we assume that the entire kinetic energy of electrons
In the case of dirty superconductois(¢), the dependence per unit volume 6nsmv§/2) is liberated during heating in
similar to (1) has the form the form of Joule heat:

1063-777X/98/24(8)/3/$15.00 537 © 1998 American Institute of Physics



538 Low Temp. Phys. 24 (8), August 1998 Brandt et al.

! T
Ty T
)
c
>~ 05}
- FIG. 2. Aring with a temperature gradient in its plane: the temperafliyes
c"’ and T, are maintained at points 1 and 2;,<T,. Both temperatures are
lower than the superconducting transition temperatlirg T,<T.).
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FIG. 1. Dependence of relative variation of superconducting electron con- Ey R A

centration on relative temperature. )
It follows from energy balance and relatio) that the

changes in the field and superconducting electron concentra-
tion are connected through the following relatiove assume

mo2 ) that the changes in the field and current are smaller than the
ons ——~(nsevs) pt. initial values:
6H ong

Assuming thatdn,~ng, we obtainp=m/2net. ~A . 9

For the time of heating=1s, p=10"1® - m, which is H(Ty) Ns(T)— s
smaller than the copper resistance at room temperature by a Thus, the decrease in the number density of supercon-
factor of 1. This value is so small that it can be neglectedducting electrons upon an increase in temperature oo
practically. It is probably for this reason that this effect hasT, must be accompanied by a decrease in the magnetic field
not been studiedto our knowledge However, the emer- strength in the cavity of the cylinder.
gence of the resistive state in closed mesoscopic supercon- If we now cool the cylinder fronT, to T,, the concen-
ducting systems upon an increase in temperature can be daation of electrons creating supercurrent corresponding to
tected and the effect can be appreciable. temperaturél’, must remain unchanged. For this reason, the

Let us consider a long hollow superconducting cylinderfield H(T,) must not vary in the next cooling—heating
of radiusR, whose wall thicknesd is larger that the mag- cycles.
netic field penetration depth for the superconductor. At The validity of this assumption is confirmed by the fol-
T,<T., we induce a supercurrent in the cylinder of densitylowing arguments. Let us consider a macroscopic supercon-
much smaller than the critical current density at this temperaducting ring carrying a circulating supercurrent with a tem-
ture (for this purpose, we cool the sample to the temperaturg@erature gradient in its plan@ig. 2). The temperaturd
T, in a constant external magnetic field which is removedmaintained at point 1 is lower than the temperatligeat
after cooling. This current creates a magnetic field of point 2 (T;<T,). Both temperatures are lower thag.
strengthH, in the cylinder which is also much smaller than We assume that the supercurrent at each point of the ring
the critical fieldH(T;). We heat the cylinder to the tem- is created by the equilibrium concentration of superconduct-
peratureT, at which the fielcH , is still smaller than the field ing electrons corresponding to the temperature at the given
H.(T,) at this temperature. The decrease in the number derpoint. During motion of superconducting electrons from
sity ng(T) of superconducting electrons upon heating leadgoint 1 to point 2, energy must be dissipated as a result of a
to a decrease in the supercurrent density, and hence in tielecrease in the electron number denéity well as a result of
field strengthH in the cylinder. The change in the field leads heating, i.e., the current in the superconducting ring must
to the emergence of induced emf which accelerates supegttenuate as a result of temperature gradieht The current
conducting electrons as well as one-particle elementary eattenuation time can be estimated by the formula
citations whose number density increases upon heating. Ai L
Since these two processes occur at the expense of the energy At= — —. (10)
of the magnetic field, the value of the field decreases. The R
possible decreaséH=H(T;)—H(T,) of the field can be For a ring of diameter 2=5 cm and cross-sectional radius
estimated by comparing the variation of the magnetic fielda=10"2 cm, the self-inductanck is given by ¢>a)
energy E, in the cylinder with the change in the current
energyE; due to the above-mentioned processes. We can L= por[In(r/a)+0.23),
write the following expressions per unit length of the cylin- whereuo=47x10 7 V-s/A. The resistancB= pl/S of the
der: ring can be estimated by formul@) if we replace in it the
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time t of heating by the time of motion of superconducting
electrons from point 1 to point 2. Assuming that the average
velocity of superconducting electrons és=10° cm/s, we
find that the supercurreimtdecreases to half the initial value
during the timet=10? s. The results of experiments on the
effect of thermo-emf in a superconducting ring with a tem-
perature gradieftshow, however, that the supercurrent in
the ring does not attenuate significantly over periods of time
much longer thar=10? s.

Thus, the assumption that the current at each point of the
ring is determined by the equilibrium concentration of super-
conducting electrons at the corresponding temperature con-
tradicts the experimental data. Apparently, the current in a T.K
ring with a temperature gradient is apparently determined b¥IG. 3. Expected variation of the frozen magnetic fighl(T) in the sample
the value of the minimum concentration of superconducting!Pon heatingcurve 1) and subsequent cooling—heating cydlesrve2) in

; : the temperature interval,-T,.
electrons corresponding to the maximum temperaiiyret
each point of the ring. Since this concentration does not

change during motion of electrons from point 1 to point 2, givenn must remain unchanged, the increasa inith heat-
there is no energy dissipation in the ring, and the superculing must be accompanied by a decrease in the field strength
rent circulates without attenuation irrespective of the temin the inner cavity of the cylinder. Thus, the field strength
perature gradient in the plane of the ring. H(T) must decrease monotonically during sample heating

In this case, an interesting situation emerges at the tenfor each value of, while a change im by unity causes a
peratureT; : the supercurrent is created only by a fraction offield jump, the magnitude of each next jump being smaller
superconducting electrons. Another fraction of these electhan the previous value. The expected nature of variation of
trons equal tong(Ty) —ns(T2) does not participate in the the frozen field as a result of sample heating frémto T,
supercurrent, and their total momentum remains zero. This igcurve 1) and subsequent cooling—heating cydlesrve?) is
equivalent to the stratification of the superconducting liquidjjjustrated in Fig. 3. The shape of the steps depends signifi-
into the current-carrying and “stationary” components uponcantly on the ratio\/R: the steps are flat fox/R<1 and
cooling. convex forn/R~1.

The resistive state can be observed when the following |t should be emphasized that such a form of variation of
two conditions are satisfied. First, the field variatiohl  the magnetic field in the cylinder can be observed only in the
must be large enough for measuring. Among other thingsfirst cycle of sample heating frorf; to T,. Subsequent
this quantity depends on the cylinder radRisind increases  cooling—heating cycles do not lead to the emergence of a
with decreasingR in accordance witt(9). However, the ef-  resistive state, and the magnetic field strength in the cylinder
fect of quantization of the magnetic flux through the Cy"nderremains unchanged:urve 2) For the above parameters of
becomes significant with decreasiiy Consequently, the the samples, the number of steps on curveust be approxi-
second requirement is th&t(T;) must be larger than the mately equal to three for Ta and six for Nb. It should be
field Ho(T) ~®o/m{R+\(T)]? corresponding to the mag- noted that this effect is a nonlinear function of the ratio
netic flux quantumb,=2.07<10"" G-cn?. Let us now es-  sn_/ny(T,). For example, the above estimates @f be-
timate the magnitude of the effect in real superconductorscome twice as large fobng/ng(T,)~ 2/3.

Apparently, appropriate substances are {la=4.48 K, Thus, we propose an experiment for observing the new
H(0)=830G, \(0)=5.4x10"°cm) and Nb T, effect, viz.,, the emergence of a finite resistance in the vortex-
=9.46 K, H¢(0)=1944 G, \(0)=4.7X10"° cm). We as- free Meissner phase of superconductors in which the tem-
sume that the thickness of the Cylinder wallglis \. In this perature increases in the range of temperatures, magnetic
case, the exponential term {B) can be neglected. Suppose fields, and supercurrents much smaller than the critical val-
that R=2X10"*cm; then Ho=2G. For Ta with yes, It is shown that this effect in mesoscopic samples be-
ons/ng(T1)=1/2 andH(T,)=100 G, we haveSH~H(T;)  comes so strong that it can be detected by measuring the
X(2MR){ons/[ng(T1) = dns]}~5G. The frozen field magnetic field frozen in a hollow superconducting cylinder.
H(T,) for Nb can be chosen of the order of 200 G. In thisThe temperature dependence of field variation in the first
case,0H~10 G for the same geometrHg~2 G). heating cycle is step-wise. This is interesting as a new

In determining the temperature dependence of the fielghethod of determining the magnetic flux quantum.
H(T,), we must take in to account the following factors. The

concentration of superconducting electrons changes with ine.maii: rzhevski@mig.phys.msu.su

creasing temperature monotonicalbee Fig. 1 Irrespective

of the magnetic flux quantization effect, this decrease int_ p.Gorkov, zh. Esp. Teor. Fiz37, 1918(1959 [Sov. Phys. JETRO,
ng(T) must correspond to a monotonic increase in the mag- 1364(1959].

netic field penetration depth for the superconductor. But V- L. Ginzburg, Usp. Fiz. Nauk61, 1 (1999 [Sov. Phys. Usp34, 101
since the magnetic flux through the cylindér=®gyn (n is (1999,

an integer can change only in quanta, and the flux for aTranslated by R. S. Wadhwa
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Quantum states of a superconductor—insulator—normal metal—insulator—superconductor sandwich
(the SINISstructure are investigated on the basis of the Bogoliubov—de Gennes equations.

The dispersion equation is obtained for the quasiparticle spectrum for en&rgiAs(A is the

energy gap in the supercondugtteiking into account the Andreev scattering as well as
conventional electron reflection at the interfaces of $iidISstructure. The spectrum makes it
possible to calculate the Josephson current in the system. The transparency coefficient of

the system for electrons with a continuous energy spectrum is calculated, and quasi-local states
(“resonance levels” of transparencare determined for the structure under investigation.

© 1998 American Institute of Physid$§1063-777X98)00208-4

1. INTRODUCTION tion of electrons at the interface between normid) (@and
superconductingg) metals, i.e., the so-called Andreev’s re-

The wave properties of an electron moving in the field offlection. In this phenomenon, the electron quasimomentum
a spatially varying potential are manifested clearly when theemains virtually unchanged, and the group velocity reverses
potential varies significantly over distances of the order ofits sign® The latter property distinguishes Andreev’s reflec-
the de Broglie wavelength of the electron. In the physics oftion from the conventional specular reflection of an electron,
electron tunneling through potential barriers, this leads tan which only the velocity component perpendicular to the
resonant tunneling of quasiparticles. In particular, this pheinterface changes its sign. Andreev’s reflection is accompa-
nomenon takes place in the case of two-barrier structureied by a current through the interfate.
which is interesting from the points of view of physics and The Andreev’s scattering mechanism is most effective
applications, and is characterized by an abrupt increase in thghen an electron moves along the normal to kheS inter-
transparency of the entire system. Such a problem was cofface. When the direction of electron deviates from the nor-
sidered for the first time in the solid state physics bymal, the Andreev's reflection probability decrea%és.
loganseh who formulated the conditions under which the DzhikaeV¥ proved that excitations impinging on tHé¢—S
transparency of the electron system increases from the prodfterface at small angles undergo conventional specular re-
uct of transparencies of individual barriers to unity. flection with a probability of the order of unity. The bound-

Clearly, the effect is observed only in the case of highlyary separating the regions of Andreev’s and specular reflec-
specular reflection of quasiparticles at film boundaries andions in the momentum space was determined. It was found
for a long electron mean free paths compared to the film that conventional specular reflection takes place for small
thickness. Under these conditions, quasilocal energy levelsangles of incidence- (kT/¢)*2
formed in the potential well between insulating barriers cor- ~ Andreev’s reflection plays a significant role in explain-
respond to metastable bound states of quasiparticles. If tH8g excess currents of weak links.The above-the-barrier
energy of a tunneling electron coincides with a quasi-locareflection near theN—S interface generates interference of
level of the system, premises for resonant tunneling througglectron- and hole-like waves in the superconductor, which
the structure are created. forms the basis for explaining the Tomasch efféct

The idea of resonant tunneling was used in a number of AndreeV proved that, if a film of normal metal is in
theoretical publications for explaining the anomalously highcontact with superconductors on both sides, and the energy

conductance of tunnel barriers containing “trapsand for ~ of quasiparticles does not exceéd the elementary excita-
studying superlattice$. tion spectrum of theSNSjunction is quantized. The exis-

Among experimental works on resonant tunneling intence of the discrete spectrum of one-particle excitations was
normal (nonsuperconductir)gstructures] Refs. 4 and 5 are found to be Closely related with the coherence of the order

worth mentioning. parameter phase. The spectrum of Andreev’s energy levels
The study of structures containing junctions betweerfor a pureSNSjunction is defined by the formula

normal and superconducting metals revealed new effectsand 4 1 E &

initiated a large series of theoretical and experimental publiE,” = n+ — arccos-*+*-—|, n=0,1,2,.., D

cations devoted to this problem. Among these publications, L m A 2m

we must mention the article by Andréewho predicted wherev, is the velocity of excitations along the normal to
theoretically a basically new mechanism of peculiar reflecthe film boundaryl the thickness of the normal layer, asd

1063-777X/98/24(8)/7/$15.00 540 © 1998 American Institute of Physics
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the phase difference of the order parameters of two super- S | N § S
conductors. Formulél) taking into account the phase differ-
enced was derived by Kulik® There are two systems of
Andreev’s levels which are degenerate fbe=0. It is sig-
nificant that the position of the levels is determined by the
phased. The change i by 27 returns Andreev’s levels to
the initial state. The spectrufi) was used for constructing a
microscopic theory of stationary Josephson effect for
impurity-free SN Sjunctions*~1°

The above-the-barrier reflection of quasiparticles may
cause interference effects in tB& Sstructure. These effects
are manifested in oscillations of the transparency coefficien’iI
of the system upon a change in the quasiparticle energy 6{;
the order parameter phade!’'8

Apart from Andreev’'s reflection, an electron can also

experience conventional specular reflection at the interfaces

of a sandwich due to bends of energy levels, the presence bHre- We simulate the potentia and the nondiagonal po-

impurities at an interface, or as a result of a difference be’-[em"ﬁJIIA by the following expressiongsee Fig. 1

tween Fermi wave vectors of contacting media. As a rule, V(z)=H[&(z—d)+ &(z+d)] 3

conventional scattering at barriers can be simulated by a

shaped potentia¥ (z) =H §(z). The scattering intensiti is

proportional to the dimensionless paramef&+H/#Av,.

Blonder et al!® analyzed a transition from a perfect metal

junction (Z=0) to tunneling for microconstrictions of the Aexpid,), z>d;

normal metal—superconductor type. A(z)=| A expli®_), z<—d; 4)
Here we analyze quantum states of a superconductor—

insulator—normal metal—insulator—superconductor system 0, |z]=<d.

(SINISstructure. Layered systemésandwicheswere stud- Here®, and®_ are the phases of the order parameter

ied by many authors to determine the quantum states of eleof two superconducting “banks.” For planar geometry, the

trons in them. Among recent publications, Refs. 20 and 2Xroblem is reduced to a one-dimensional problem through

are the closest to the subject of this article. Howeverthe substitution ﬁ[g):equqxx)(%g), where the tangential

Beenakke?” studied a different physical system which can- component of the electron quasimomentum is chosen for

not be reduced by a limiting transition to &NISsandwich, simplicity in the formq(q,,0,0). It can be seen froi@) that

and hence leads to a different electron spectrum. As regardge consider the model of jump-wise variation of the order

the paper by Wendin and Shumeikca remark will be made parameter at the boundary of the layers presuming the disre-

in the appropriate place in the text. gard of the proximity effect. The model operates the better,
Our analysis is based on the Bogoliubov—de Genneghe more intense the electron scattering at the insulating bar-

equations? For energies belows, we have derived a disper- rier. Proximity effects in the tunnel structur&NINSand

sion equation for the quasiparticle spectrum taking into acSN|Sstructures with a finite transparency 8N interfaces

count both Andreev’s reflection and conventional reflectiongre taken into account consistently by Golubov and

at the boundaries of the structure. The transparency of akupriyanov?®

SINISstructure is calculated for a continuous spectrum, and

the existence of quasi-local states in it is proved.

0 d z

G. 1. Schematic diagram of SINISjunction: A is the order parameter of
e superconductok, the chemical potential of metals} the intensity of a
functional potential barrier, anid=2d the normal layer width.

(L=2d is the width of the normal layer, the-axis is per-
pendicular to the plane of tHé—S interface along which the
structure is assumed to be translationally peripdic

3. ANDREEV'S LEVELS

2. MODEL . .
We shall solve the Bogoliubov—de Gennes equation for

_ In order to describe electron processes irB#NISjunc-  all regions of the junction, assuming that the magnetic field
tion, we shall proceed from the Bogoliubov—de Genness equal to zero in thél layer. Let us consider the current
equations for a two-component wave functiin=(?) of  states of quasiparticles whose energy does not extete

quasiparticles” solutions of Eqs(2) has the form §=1)
Hor) A | /(1) (wm) (¢> ” [ K i (1) ”
. - =e i (A, ekoz+ A_e Tkoz)| | (B, k12
A*(r) —HS(r))(w(r)) Elon) @ Sl ¢ o)
whereHo(r)=T+V(r); T=(L2m)[p— (e/c)A]2—¢ is the +B_e‘”‘12)(o>] 17/ =d 5)
kinetic energy operatomn the electron mass; the Fermi 1) '

normal and superconducting metals are assumed to be the ]
same. The potentiaV(r) describes conventional scattering
of quasiparticles at interfaces. Metal films are assumed to be z>d, (6)

energy, and the vector potential. The Fermi energies of the (w)
:eiqx[c+ei>\(zd)(

1 . o
—iu(z=d)| Ut
Jrpiereo ]
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W - i) 1 i+ d) S waves in particle—particle or hole—hole scattering processes.
@ =e¥C_e +D_¢ ( ' These processes are accompanied by a strong change in qua-
simomentum Ak~kg) generating rapid oscillations
z<—d. (1) ~cos(ZeL) of the density of states upon a change in the
normal film thicknesd. =2d.
22 ' The third term of the dispersion equatiqn cqntains o;cil—
_ ot 1+2mim, Ia_mons of the type cc@ék_o—kl)L] Wh(_)se period is Ia_rge in
2 view of the small variation of quasimomentum during An-
dreev scattering. This term is associated with the interference
2_k§+ki ATE? observed in tunneling experimerifs?* Hahr® studied cur-
m= —2mi ~E ® rent states irSN metallic junctions taking into account both
(ReA>0, ImA>0: Reu>0; Im u<0), wherek, andk, are types of s_cattering_ at the film boundqrigs. The effect of
respectively the wave vectors of a particle and a hole. Thg oundary |mperfect|ons near the constriction of a supercon-
. . X . . ducting point contact on its current and phase parameters
Andreev scattering probability amplitude is determined by . : .
the coefficients was |nvest!gated in Ref. 26. ' .
Returning to the dispersion equation, we see that the
Ae 1 P= Aeti®= coefficientsD, andD, are functions of the paramet&r We
Vi:mﬁ 5t:mﬁ' © expand all the quantities appearing in Egl) into power
o ) . ) series in the small paramet&r{<1(E/{<1) and confine
Let us join th'e obtained ;olutlons at the .boyndarles ofur analysis only to zeroth-order terrosndreev’s approxi-
the media by using the requirement of continuity of two- n4tion. Blaauboeket al2’ proved that the application of An-
component wave functions at the points +d as well as  yree\'s approximation for pur8N andSN Sjunctions with a
the condition small cross sectional area weakly affects their local density
d¥(¥d+0) d¥(Fd-0) of states. In the absence of conventional scatteritg @)
4z - 4z =2mHW¥(+d). (100 and in the zeroth order in the parametét, Eq.(11) leads to
the spectrum(1) of quantized energy levels, which was ob-
This gives a system of homogeneous equations to bgiined by Kulik for the current state of &N Sjunction®
used for finding the unknown coefficients of the problem.  |n the case of a finit&, we also confine the analysis of
The requirement that the determinant of this system be equ#q. (11) to Andreev’s approximation. In the obtained expan-
to zero leads to the dispersion equation for the quasiparticlgion, the terms differ in the powers of the parametei_et
spectrum of theSINISjunction: us first consider the casg>1. The first term in(11) con-
i(ko+kq)dy _ i(kg—kp)dy — taining cosd can be omitted in this case in view of the
Do cos®+Re(D,¢” )~ Re(D2€* ) (01'1) condition|cos®|<Zz*, and Eq.(11) leads to the spectrum of
particles and holes, which is quantized in a “box":

Here we have introduced the following notation:

)\2

The quantity®=® , —® _ is the phase difference for
the order parameters of the superconductors. The coefficients 7242n2
Dg, D1, andD, have the form +tE=

Do=(ro— Kg) (k1= «7)(2i Im A)?,
In the other limiting cas&<1, we retain second-order
[ A% _ AR _A* _ 2 !
D1=[7" (ko= A) (k1= A%) = ¥(ko =A%) (x1=A) %, terms in the paramete? among zeroth-order terms ifv/Z.
D,=[v* (ko= A) (kX —A*)— y(ko— A*) (kX —A)]% Taking into account Andreev’s reflection as well as conven-
(12  tional scattering of quasiparticles. we can write Edf) for

the spectrum in the formz(7)

2

q

omiZ2 Tom ¢ (13

and are complex functions of the excitation enekyy

” " , )
KO:H+I2_r:]' Kl:H+I2_n::, ko']_: \/Zm(gi E), F(E)+Z X(E) 0' (14)
A=iN2m F(E)=COSQD—Re{yz(E)ei[ko(E)—kl(E)]L}. (15)
2 —Ar1— 2
- L e s omErizma e, X(E)=4[1~(E/A)2]cod (ko(E) +ky(E))L]
—2 Re[(Y*(E)—1)ex (Ko(E) —ky(E))LT}.
y=exf —i arccosE/A)]. 16

It can easily be seen that the parameterH/%v, char- . . L .
acterizing the intensity of a potential barrier does not appear |t ¢@n easily be verified that Kulik's spectruiil) is
in the coefficientD,. The first term of the dispersion equa- & Solution of Eq.(19) (in the zeroth order in the parameter
tion (11) is not affected by conventional scattering of quasi-£<1)- Substituting the expansion for energy
particles. The second term (1) describes Friedel type os-
cillations associated with the interference of quasiparticle E:Eﬁo)ﬁLZZf
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into Eq.(15), we can write to the required degree of accuracyThis leads to the quasiparticle spectrgmondegenerate case
£=—x(Ep)/F'(ED). 17 ®#0m):

. Z2t[ £ 91692t £@]cog (ko + ki) L]+ cog (ko—ky)L]—cos D}

®n [660+ 7t(s©)]sin ® ‘ (18)

Here we have introduced the followirdimensionless  but the difference itself varies along the-S interface. This
variables: the energg=E/A, the separation between An- leads to “vanishing” of these levels in an analysis of the
dreev’s energy level$s = 6E,/A (SE,=fiv,/L) and the density of states of aBN Sjunction in a magnetic field®
functiont[(®]=[1- (9?12,

While deriving formula(18), we did not impose any
stringent I|m|tat|ons on the Igngt.h of the weak ligikridge. 4. QUASILOCAL STATES
Consequently, this expression is valid for short as well as
long bridges(but also under the conditioA<1). Wendin Let us now consider the states of a continuous spectrum
and Shumeik® studied short bridges without imposing the for which the quasiparticle energy exceeds the value .of
stringent constraint oZ. It would be interesting to compare We must calculate the transparency for quasiparticles inci-
the results following fron(18) in the limiting case of a short dent on aSINIS structure from the left. We shall use the

bridge with the results obtained by Wendin and Shumeikasolutions of Eqs(2) in the form of the scattering wave func-
for Z<1. A transition to the limiting case of a short bridge in tions of the problem:

(18) corresponds to the conditiomsv,L <% and whv,>A

in dimensional units. In this case, the quasiparticle spectrum W(z)

in Andreev's approximation assumes the fofthe states ¢(2)

0220, kF:kF' COS(I)/2>Z) 0
g0 S ®/2 +(B,ka?+ B—elklz)(l); |z]=<d; (20)

—Es(o)=+COSE+ZZ[1+COS(2~k L] ——
A noTER 2T F=/1 cos®/2”

) :(A+eik02+Ae—ik02)<é)

(19 (lﬂ(z)) :C+é’)\l(z+d)(1 )+D e—i)\l(zﬁ—d)( 1 )
z _ - _
Let us now consider expressidf) from Ref. 21: () Y Y
. S

E=+A{1-D sir® ®/2, +D+é”2(z+d)(1 ) z<—d; (21)
whereD is the penetration coefficient for the entire structure.
If the reflecfcion at the interfa_ce is_ weak€1), we can _vvrite_ lﬂ(z)) _E ei’\1<zd)( 1 ) = ei)\z(Zd)( 5+)
the expansion of the coefficiebt into a power series in this ¢(2) - Y+ N 1)y
parameter. The dependence of the quasiparticle spectrum on
the phase of the order parameter obtained in this case coin- 2>d, (22)
cides with(19). i, T T 2 AN

The degenerate case can also be evaluated, but the cdfPere Y==7€ 7=, Jx = e, y=A[[E+(E"=4%) ]
responding spectrum is not given here. the quantitiesky, ki, and{ are defined as before, and ,

It was mentioned above that Andreev’s approximation is=[2m¢=2m(E?—A%) Y242 N _
often sufficient for describing current in weak links. If, how- For joining the solutions, we use the condition of conti-

ever, various weak links are created by using high-nuity of the wave functions at the interfaces between the
temperature superconductors, the parametécan be of the Media and conditiorf10). This leads to a nonhomogeneous
order of not 103—10* (traditional superconductorsbut ~ System of eight equations for determining the unknown co-
10128 Hurd and Wendif? studied theoretically the Joseph- efficients, which makes it possible to calculate the coefficient
son current in a superconducting ballistic point contact forof transmission of quasiparticles through a two-barrier struc-
such large values of the paramefdt. We also analyzed the ture:
case of a puréeSNSjunction and calculated the Andreev ~
spectrum taking into account corrections of the order of _14‘|F—|2
(A/£)2. This question will be considered in greater detail in SINIS™ €, 12
another paper. _ _ _ _
The application of a magnetic field parallel to tNe-S  where F_=F_J/E,, C,=C,/E,, C,=M,/My, F_
interfaces complicates the energy level diagram oSS =M,/Mgy, a My, M4, M, are the determinants given in
junction considerably. The local dependence of the positio\ppendix. Using these determinants, we can write formula
of Andreev’s levels on the phase differendeis preserved, (23) in the form

, (23
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IMo|?+ M |?
WS,,\”S:WZ—. (24)
Substituting expression#\1), (A2), and(A3) from Ap-

pendix, we obtain the following expression for the numerator

G. A. Gogadze and A. M. Kosevich

fi=—2+25(1—-S)(cos KoL —cos X,L)—2(1

+2S)cog (ko— k)L +P]+4S¥(sin K,L
—sin X;L)—4S cos®{2(1—S)cog (ko+k;)L]

of (24):

[Mol?+[M|?=256 1 ¥*(x) JH{[1+ y*()1[1+28(1

+S)]+4y%(x)S(1+S)+2[1
+v2(x)]1S(1—S)[ ¥*(x)cos X,L

+c0s X;L]—29%(x)(1+2S)cog (ko

—ky)L'+d]+4[1

+ %2(x)1S*7 y2(x)sin oL +sin ;L]

—492(x)S cos®{2(1—S)cog (ko
+ky)L]+(1+2S)cog (kg—k)L]
+4SY2 sin (ko + kq)LT}}.

The denominator of24) is given by

(29

[M5|?=256(2[1— y*(x)]*S*(1+ %)%+ a®(x) + B*(X)

+2a(x) B(x)cog 2(Kg— ky)L]+2[ 1
—Y2(x) 14 (1+ S?*—6S)cog 2(ko+ kq)L]
+4SY2(1—9)siM2(ky+ky)L]} + 2[ a(x)
+B(x)][1—¥*(x)]*S(1 - S)(cos XKoL
+cos ;L) +S¥T a(x)+ B(x)][1
— v?(x)]?(sin XKoL +sin ;L)
+49%(x)cog ®—4y%(x)cos P{{[ a(x)
+B(x)]cog (ko—ky)L]+2[1— ¥*(x)]°S(1
—S)cog (kgt+kqy)L]+4[1
— 721?82 sinl (ko + ko) L1}},

where the following notation has been introduced:

a(x)=[y*(x) —{1=Y*(x)}S]%,

BO)=[1+{1-¥*X)}S]?>, Q=alke.

S=27%/(1-Q?),

(26)

+(1+2S)cog (kg—kq) L]+ 4SY2 sin (kg +kq)L1};
f,=S*+ (1+9)*+4S%(1+S)? co[ (kg—kq)L]
+23%{[1+S?—6S]cog 2(ko+ ky)L]+4SYA(1
—9)sin 2(ky+ k) L]} +2S(1— S)[ S+ (1+9)?]
X (cos XKoL +cos &;L)+4S¥ S+ (1+9)?]
X (sin &L +sin 4L );
fa=—8S%(1+S)?—4S%(1+9)—4S(1+9)°—45(1
+9)[(1+S)?+S?Jcog 2(ko—kq)L]—8S*{(1+S?
—6S)cog 2(kg+ky)L]+4SY41—S)sin 2(kg
+kq)L]}—8S%(1— S?)(cos XKoL +cos X, L)
—48(1-S)[S?+(1+9)?](cos XL +cos X,L)
— 16541+ S)(sin XL +sin x;L)—8S%S?
+(1+9)?](sin XL +sin X;L)—4 cos®{[ S?
+(1+9)?]cog (ko—kq)L]+2S(1—S)cog (kg
+ky)L]+4S%2 sin (kg+ k) L1}

The valuey=0 defines the position of resonant levels
for a completely normal structure. It can be seen that, after a
transition of the “banks” of the sandwich to the supercon-
ducting state, the relative displacement of these levels is de-
termined by the small parametef.

Using formula(24), we can construct numerically the
dependence of the transparency ofiiISstructure on the
reciprocal energw=A/E(x=<1) for the values of the pa-
rametersb= /3, Q=0.1,Z=0.1,A/{=5x10"23 (Fig. 29,
Z=0.1, A/¢=10"2 (Fig. 2b, andZ=0.5, A/{=5x10"*
(Fig. 20. It can be seen that the transparency of $iNIS
structure becomes equal to unity for certain energy values
(resonant transparency levels of a two-barrier system

The patterns of resonant spikes on the energy curves are
also shown for comparison in the case of zero energy gap

A=0 (Fig. 39 and for a finite gap\ =10 * eV (Fig. 3b) for
the same values of other parameters of the structime

The energy of scattering states satisfies the conditio@xample, we have chosen the valdes0.1 and{=1 eV). It
2E>A, ie., the parametery<1. Consequently, we can can be seen that the period of oscillations increases when a

write the expansions of the numerator and denominator ifinite gap is formed.

(24) in this small parameter. Retaining only the terms of the

order of y?, we obtain

fot+v*f,
S|N|s:f2+—72f3,

where
fo=1+25(1+S)+2S(1—-S)cos X, L
+4S%2 sin XL ;

(27)

Let us consider various special cases of expressdn
(1) Let us suppose thaf=0 (SNSjunction). In this
case,k=«k*=1, and formula(24) is transformed into the

following expressiof?—3t

2 -1

4
ﬁ sinf[ (Ko—ky)L/2— /2]

Wsns=) 1+
(28)

Here the resonant spikes appear due to above-the-barrier
reflection of quasiparticles at the gap edges.
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FIG. 2. Numerical calculation of the transparency coefficiéfy;y s as a function ofx=A/E. The chosen values of parameteds= /3, Q=0.1, Z
=0.1,A/{=5%X1072% (a), Z=0.1, A/{=10"2 (b), andZ=0.5, A/{=5X10"* (c).

(2) We put A=0 (y=0) (NININ structurg. In this In the case under consideration, there are no quasi-local
case, the transparency is givertby’ states, but the transparency of the system is a function of the
mH! 2 mH 2y -1 phase of the order parameter.
WN|N|N: 1+4(k_ COSkOL-I-k—SIn koL:| }
0 0 5. CONCLUSION
(29 ,
The “quasi-local levels” are defined by the equation We StUd'Ed. the electron quantum states of a
superconductor—insulator—normal metal— insulator—
tan koL = — ko 2/mH. superconductor sandwidtSINIS structure. Metal films we

assumed to be pure. The analysis was carried out on the basis
of the Bogoliubov—de Gennes equations. We used the model
of step-wise variation of the order parameter at film inter-
faces, which means that we disregarded the proximity effect.
The model operates the better, the higher the intensity of
electron scattering by an insulating barrier.

_ 1+4774+29*(1-cos®)(1+8Z%)(1—»*)~? The main result obtained in this research is the deriva-
SIST T [1+4Z%+ 294 (1—cos®)/(1- YD) tion of the dispersion equatiofill) for the quasiparticle

(30 spectrum of theSINIS sandwich, the quasiparticle energy

The energy values of this structure are definedEas
=h2k3/2m.

(3) We putd=0 (SIS structurg. The potential(z) in
Eq. (3) assumes the formi25(z). As a result, the transpar-
ency of the system becomes
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being lower than the energy gap of the superconductor. +2e 1komkiba2(1 4 42)(1—k)(1— k*)

This equation describes interference effects induced by An- )

dreev’s scattering as well as by conventional reflection of +2d( 0TI (14 9%) (1- k%) (1 k)
quaS|part|.cI.es at the interfaces between contactling media. —2e ko kDL (14 42) (14 ic* ) (1+ k)

The coefficientdD,, D;, andD, are complex functions of

the excitation energy. In the presence of current through the +e okl a2(1— »2)(1+|k|?)(1— k) (1— k*)

structure, the phase differenck of the order parameters

i(ko—K{)L 24 _ .2 2
appears only in the first term of the equation. The coefficient +e 0T VA (1= ) (1+ k|9 (1+ k) (14 &)

Do qf this term doe_s not depend on the pa_ram?teharac- — o kb (1 — 92)(1+|k[?)(1— k*)(1— k)
terizing the intensity of the potential barrier, i.e., conven- oL ) )

tional scattering processes do not affect its value. The second —e 10Tk (1—92) (1+[k[?) (1+ k* ) (1+ k).
term of the dispersion equatidil) describes rapid oscilla- (A3)

tions of the Friedel type, which emerge during particle—
particle (or hole—holé scattering. The third term ifiL1) de-
scribes oscillations with a large period, which are associated
with Andreev’s scattering mechanism.

If we confine the analysis of Eq11) only to Andreev's  *E-mail: gogadze@ilt.kharkov.ua
approximation and assume that conventional scattering does
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The low temperature heat capacity measurements on LSCO samples containing Zn impurities
have been performed by means of pulsed differential calorimetry technique. The
interpretation of the Zn-concentration dependence of the resigaakfficient in the linear
temperature part o€, (T) at T<T, is consistent with a model based on the assumption of the
d-wave symmetry of the order parameter of these superconducting copper oxides.

© 1998 American Institute of Physid$51063-777X98)00308-9

1. INTRODUCTION is intimately connected to the quantit(k))—i.e., the av-
erage value of the superconducting gap function across the
A great deal of effort has been applied to establish thecermi surface. In the case of Cooper pairing in the 2
symmetry properties of the ordered superconducting states ghannel, we have
high-T. cuprates. In contrast to the superfluid phases of
liquid ®He, for which the symmetries of the order parameters Aq(k)=A(T)(cosak,—cosaky) @)
were established almost immediately after their discoveryand(A(k))=0. This property of thal-wave state opens the
the symmetry properties of the ordered states of Higlsu-  way to a strong suppression ®f by non-magnetic impuri-
perconductors are still under debate after ten years of cories (compare with Ref. B—an effect observed for various
siderable experimental and theoretical activity. What iskinds of scattering centers introduced into higheuprates,
however, now firmly established is that the Cooper pairs irincluding those which are generated as a result of a radiation
high-T, cuprates are in a spin-singlet state, and the maimlamagée.
focus has become concentrated on the orbital structure of the Another important effect of non-magnetic scattering cen-
order paramete. ters on the properties of thd-wave paired state is the
A considerable amount of information accumulated dur-gradual filling of quasiparticle density of states near the
ing recent years has clearly shown that the magnitude of thEermi level with increase in concentration of impurities. The
gap function|A(k)| of the highT. superconducting copper gap function given by the Eql) possesses noded,(k)
oxides is highly anisotropic ifk-space, but it is still neces- =0, along four lines on the cylindrical Fermi surface and due
sary to explore the behavior of its phase which distinguishego this property the density of statdg at the Fermi level is
in particular, thes-wave-like and thed-wave-like properties zero in the pure limit with the infinite quasiparticle mean free
of the Cooper-pair wave functions. Accordingly, phase-path. In the presence of an impurity scatteri@ag a finite
sensitive experiments on the order parameter have acquireglue of the mean-free path the Fermi-level density of
special importance and among these the performance etatesN;#0 and increases with a decreasd,ddis has been
Josephson-type measurements has proved to be the most giedicted in a number of theoretical investigatidnSThese
rect way to establish the order parameter phase behaviobbservations are in a sharp contrast with what is expected in
During the last few years these experiments have given valuhe case of ars-wave-like Cooper pairing witfA (k))#0.
able information about the orbital symmetry &fk) in high-  This state may also have very pronounced anisotropy in the
T, superconductofswith strong support for the proponents (ky.ky) plane with a large difference betweeky,,, and
of the d,2_,2-type behavior of the Cooper-pair wave- Apj,. One can even imagine aswave-like state with
function, although some controversy is still present, possibly‘accidental” zerosA,,;,=0 along the same nodal lines on
connected with distortion of the pudewave-like order pa- the Fermi surface as in tha2_,2 pairing case. This rather
rameter near the crystal boundarfes. artificial (but instructive situation is described by a gap
Among other order-parameter phase-sensitive propertigfsinction with the form
a response of the superconducting state to pair-breaking scat- _
tering events on various pointlike defects, localized on the Ay(k)=A(T)|cosak,—cosak 2
conducting Cu@ planes of the high. superconducting cu- which again hasN;=0 in the pure limit. In spite of the
prates, has also proved to be of great value. In contrast to tt@milar magnitudes of the gap functions in E¢s) and (2),
s-wave-like case the non-magnetic scattering centers stronglyre response to impurity scattering of a superconducting state
destroy the ordered state with2_ 2 symmetry*~’ This fact  with even symmetry, corresponding to E@), is radically

1063-777X/98/24(8)/4/$15.00 547 © 1998 American Institute of Physics
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different from what has just been described for the >  where T,(0)=T,(0)=T; is an initial temperaturgbefore
state, whose symmetry is odd. This happens because the irfre heat pulgeand the heat-power inp@=1V is supplied
purity scattering events probe the phase properties of theimultaneously to both samples by means of an electric
order parameter and the phases of the gap functions given Iheater. Fron(3) it is seen that

Egs.(1) and(2) behave quite differently. It can be shoWn )

that, for a superconductor with amwave-like pairing de- Ci1AT=IVAt—AQ, CAT=IVAt+AQ, 4)
scribed by Eq(2), instead of filling the quasiparticle states at where AT=T,—T; andAQ= K[ 8T(t)dt is an amount of

the Fermi level, a finite gap in the density of states grows heat transferred between the samples through the thermal
up as a result of impurity scattering. In a more realistic  |ink (with thermal conductivityK) due to the temperature
wave-like case with;,#0 the impurity scattering pushes difference 5T(t) present between the two thermal equilib-

the gap to a value > A, which simply means that in this  rjum states. Finally, the measured heat capacity difference
case the impurities tend to smear out any initial in-planeAC=2AQ/AT.

anisotropy of the superconducting states. These very differ-

ent responses of superconductors with conventitgalave-

like) and unconventionald-wave-like order parameters to 3. LOW-TEMPERATURE CALORIMETRY OF

the phase-sensitive impurity scattering events have proved #t2-xSxCu1-,Zn,0,

be a_good probe of the symmetry of the order parameter in  \we have investigated a zinc-doped LSCO series of

the highT, _cup_rates. . ) . . samples by carrying out accurate measurements on their spe-
A drastic difference in the quasiparticle spectral densityisic heats using our pulsed differential calorimetry tech-

near the Fermi energy for impurity-containirsggwave-like niques. Six samples of La,Sr,Cu,_,Zn,0, were studied,

and d-wave-like ordered states has an immediate influence); ith an optimal level of hole dopiyngx%=0.16), and with

on the character of the low temperature behavior of the spe;,, oncentrations of=0.00; 0.01; 0.02; 0.033: 0.045 and

cific heat of superconductors providing one more possibilityy og The sample containing 6 at.% of Zn was used as the

of exploring th% Symmetry properties of the high-copper  reference sample since it was certainly not a superconductor

oxide systems’*! Although heat capacity measurements g indeed, was in a metallic state. The samples were fab-

contain less direct information than Josephson experiment$icated by a standard solid-state reaction in which the initial

they probe bulk properties of samples and are not sensitive {0y mpination of the constituent chemical compounds was

possible distortions of the order-parameter symmetry negfjone via solid state mixing and then the samples were sin-

the crystal boundaries. tered at a temperature of 1030 K while being subjected to a

high pressure. The resulting sample pill was then ground up

and the sinter process was repeated again in the presence of
We have performed low temperature heat capacity mead high pressure. Subsequent measurements of the suscepti-

surements on a family of LSCO samples doped with Zn bybility showed that the samples with Zn concentrations of

means of pulsed differential calorimetry technique. When us9.00, 0.01 and 0.02 had superconducting transition tempera-

ing a differential method one measures the differe~@of  tures of ~38 K, ~26 K and ~15 K, respectively. The

the heat capacities of the sample of interest and the referené@mples with concentrations of 0.033 and 0.045, on the other

sample with knownC(T). Continuous and pulsed heating hand, displayed no superconducting transitions for tempera-

regimes can be used. The former method has been succe$gres down to 4.2 K, which was the lowest temperature of

fully applied in recent investigations of fundamental proper-our susceptibility measurements.

2. EXPERIMENTAL METHOD

ties of a number of high-, superconductorg¢see, for ex- In the results reported below, the differential specific
ample, Refs. 12 and 13The pulsed differential calorimeter heat

d_esigned by. ué comb!nes th_e high s_,ensitivity of the_con— AC(y,T)=C(y,T)— C(0.06T) (5)
tinuous heating type differential calorimeter and the high ac- _ _

curacy of a classical pulsed calorimeter. of the five samples withy=0.00; 0.01; 0.02; 0.033 and

The measuring unit consists of two identical cells hold-0-045 were measured over the temperature interval 2—60 K,
ing the sample of interest and the reference sample. The celf¢here the sample with the 0.06 Zn concentration was being
are connected by means of a thermal link so that befor&ised as the reference sample. As an example, the raw data
application of a heat pulse of duratiaxt, as well as after for the sample which contained no zinkC(0,T), are pre-
some relaxation time> At, the two samples are in thermal sented in Fig. 1 where a pronounced peak at the supercon-
equilibrium. At all stages adiabatic conditions are main-ducting transition temperaturé. =37 K, for this nominally

tained. pure sampley=0) is evident.
The time evolution of the sample temperature is given ~ The specific heat differenaC can be represented as a
by the equations sum of electronic and phonon contributions:

AC=ACq+ACy,. (6)

Since Zn is isoelectronic with the Cu for which it is substi-
tuted, we may assume that the contributid@, will, in the
®) d hat th ibutioG o, will, in th
T _T.:i Y dt’ normal state, depend only upon the hole concentrati@nd
2A) =T, Q(t")dt’, . L) P e .
Cz Jo not upony). This contribution is a term which is linear in

1 t ' ’
Tl(t)_Ti:C_l JOQ(t )dt’,
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temperaturey\T, whereyy is the Sommerfeld coefficient, behavior of its phaséas ford-wave Cooper pairing In the
and it is convenient to eliminate this contribution from the =

measured values of the quanttyC(y,T)/T. For the refer- low te~mperature domaid C/T can be represented as
ence sample, in its metallic state, the Sommerfeld coefficient AC 5
yx, Which could be obtained from the linear term in the = = Y(¥)+ABTS, (7)
specific heat, can be considered to remain constant over the ] ]
whole temperature range and, therefore, for the sample d¥here the residuaj(y) should be zero foy=0 in the case
concentratiorx=0.16 we have puyy=10 mJ(mol-K?), in  Of the dyo_,» symmetric order parameter sincg(y)
accordance with known results. Then, having settled uporff N1(¥) ande2(0)=0_due to the nodes df(k) on the Fermi
this value foryy, we are able to obtain values for the func- Surface. TheT* term in (7), in addition to the phonon con-
tion AE/T=AC/T+3’N, which are presented in Fig. 2 for tribution, is expecteq to have an electronic contribution in
the samples with concentratiogis=0.00, 0.01 and 0.02, and (he case of a-wave like order parametér. , _
these clearly show the suppression produced in the transition Having plottedAC/T as a function off%, as shown in
temperaturel,, by the addition of Zn impurities. Fig. 3, we are able to fing(y) from the intercepts on this
As was mentioned in the introduction, besides the sup9raph. The dependence ofat low temperatures on the Zn
pression ofT., the impurity scattering has a profound influ- concentration is shown in Fig. 4. It is seen thely) in-
ence on the low temperatur@€T,) properties of a super- Ccreases rapidly witly and then levels out foy>0.04. This
conducting state with strong anisotropy of the gap functiorP€havior is consistent with the earlier measurentérts
A(k) especially in the case of an unconventiofgihgulaj ~ Which have been interpreted in terms of tdg_.-wave
Cooper pairing model, predicting a gradual filling of the den-
sity of states at the Fermi level.
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FIG. 2. Temperature dependencemE:IT=AC/T+ yn for three samples
with Zn concentratiory=0.00; 0.01 and 0.02. FIG. 4. Dependence of-coefficient on the Zn concentration.
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Critical magnetic fields parallel and perpendicular to the planes of quasiperiodic superconducting
Fibonacci multilayergML) consisting of vanadium and zirconium are measured. The

temperature dependence of the parallel critical flelg displays two crossovers. The(T)
dependence is of square-root type in the vicinity of the transition tempergjusad

linear at low temperatures. Between these temperature intervals, the dependence follows a power
law: Hy~(1—T/T.)%, «=0,78-0,02. The complex nature of this dependence can be

explained in the framework of the Ginzburg—Landau theory for a quasiperiodic ML, as well as

by the scaling theory for fractal multilayers which takes into account the different structure

length scales in the case of ML with a complex sequence of layers19€8 American Institute

of Physics[S1063-777X98)00408-3

1. INTRODUCTION the oscillatory temperature dependence Hy, associated
‘with the spatial inhomogeneity of a quasiperiodic ML at dif-
ferent scales of lengt Similarities in the dependence of
guasiperiodic and fractal ML are also discussed.

Investigations of the properties of superconducting mul
tilayers (ML) have been carried out for a number of years.
The majority of publications concerns the structural, normal
and superconducting properties of periodic ML. Many ex-
perimental datg an(_j theoretical modgls for these ML havg gampLE PREPARATION AND MEASURING TECHNIQUE
been systematized in a number of reviews.

In addition to the standard periodic ML, layered systems  Fibonacci type quasiperiodic multilayers were obtained
of simpler(superconducting sandwich&s!®as well as more by successive condensation of Zr and V vapor from two
complicated typegML with a double periodicity, random electron-beam vaporizers d001) substrates of fluorophlo-
and fractal ML!'2 and quasiperiodic Mt>'% were also  gopite(FP) and ALO;, heated to a temperature of 600 °C in
studied. The use of other structural patterns leads to a sigk vacuum of (2—6X% 10" ° Pa. We believe that as in the case
nificant variation of the results for critical fields as comparedof periodic ML,*® multilayers deposited on fluorophlogopite
to the results for periodic ML. In particular, the temperatureare most perfect from the structural point of view. The layer
dependence of the critical field,,(T) parallel to the layers thickness was monitored during the process of deposition by

of fractal and quasiperiodic ML can be represented in theéd quartz resonator. In order to decrease the roughness asso-
form ciated with the island mechanism of growth, some of the

N layers were deposited on a Zr sublayer of thickness 400 A

Ho~ (Te=T)". (1) deposited preliminarily on the substrate. These samples were
The exponent lies in the interval 0.5 «<1, does not co- also covered by a thick Zr layer to prevent possible manifes-
incide with any of the limiting valuésand depends on frac- tation of surface superconductivitin the case of a magnetic
tal dimensionality* or on the characteristic wavelengtt: field applied parallel to the layersvhich may mask the pe-
of the quasiperiodic multilayef the coupling constant for culiarities in the behavior dfl;, associated with the internal
the materials used, and the layer thickn¥'s§.0n the other  structure of the sample.
hand, periodic multilayers are characterized by the limiting  The method of fabrication of Fibonacci-type quasiperi-
values 1 and 0.5 of the exponeat corresponding to the odic ML was described by Merliet al?® Such a multilayer
three- and two-dimensional behavior, respectiVeiy. structure is formed by two block& andB. In our case, each

In this work, we present the results of investigation ofblock consists of a layer of vanadium and a layer of zirco-
the critical fields for quasiperiodic V/Zr multilayers, which nium. All Zr layers have the same thickneds,=20 A,
indicate that the difference in the behavior of tHe(T)  while the V layers had a thickness 60 A in blogkand 29 A
dependence for quasiperiodic and periodic ML may be morén block B. The thickness of individual layers was chosen in
pronounced than that following from the works of Karkut such a way that the ratio of thicknesses of the blocks is equal
et al’® and Cohnet al** In particular, one cannot rule out to the “golden” numberG=(1+ \5)/2. The alternation of

1063-777X/98/24(8)/4/$15.00 551 © 1998 American Institute of Physics
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blocks was determined by the Fibonacci quasiperiodic se- 40
quence ABAABABAABAAB...?® The characteristic
wavelength of the quasiparticle multilayer is definedAgs
=Gd,+dg (hered, anddg are the thicknesses of blocks

and B respectively. For the multilayers investigated by us,
Ar=180A. If such a method is used for constructing mul-
tilayers, the sequence of layers is self-similar. Such a ML
is shown schematically in Ref. 13. All samples contain 43
layers.

The electron-microscopic and electron-diffraction stud-
ies of samples revealed an axial texture in the layers with the
axis[001] for Zr and[110] for V, oriented along the normal
to the layer plane. The crystallites in ML had a siz€00 A.

The technique used for measuring critical fields was the
same as that used for periodic multilay&té! The critical
fields H. were defined at the middle of the resistive transi-
tions R(H). The magnetic field was oriented parallel to the
layers to Wit_hin~0.2°, while tﬁg error in temperature mea- 8_5 ' 3?0 ] 3;5 . 4?0 . 45 . 5.0
surement did not exceed- 10 ° K. The superconducting
transition temperatureb, of samples deposited on different T.K
SUb.St_rateS dO. r.]Ot differ S|gmflcamly'_ The widMT" of the FIG. 1. Temperature dependence of critical magnetic fields pata)leind
resistive transitioR(T) for H=0 is quite small. The lowest perpendicular2) to the layers in quasiperiodic ML V/Zg andb are cross-
valueAT/T,=1X 10 2 was registered for the sample depos-over points. The meaning of poitis described in the text.
ited on a fluorophlogopite substratiée valueAT describes
the broadening of resistive transition between the points
0.1R, and 0.R,). Owing to the small broadening of the Ginzburg—Landau approximation. Their results show that the
transition, the values of; are determined with a fairly high same exponent is retained for the perpendicular figld(T)
degree of accuracy, which is essential for calculating thés for periodic ML: the coherence lengtt~ 7"
reduced temperature=(T,—T)/T. which plays a signifi- Hci — 7 &(7)=[@o/2mH(7)]"? where ¢, is the magnetic
cant role in the analysis of experimental data. flux quantum andr=(T.—T)/T.. In the field parallel to the

layers, the dependence for different ML is not universal, and
the exponent for the critical fieldH(T)~ 7* varies in the
3. EXPERIMENTAL RESULTS AND DISCUSSION interval 0.5< <1 depending on the structure and supercon-

Figure 1 shows the temperature dependence of parallducting parameters of quasiperiodic ML. It is pointed out
and perpendicular critical fields for ML deposited on FP. Thethat since the scaling for Fibonacci layers at the second-order

dependenceH ., (T) for quasiperiodic ML is qualitatively

similar to that for periodic ML or films, while it can be seen )
from Figs. 1 and 2 that the dependenceHgf is nontrivial. 10
In the vicinity of T, this dependence is square-root-like
while the dependence at the lowest temperatures attained ex-
perimentally becomes linear. These two regions of the
H¢(T) dependence are separated by a quite broad tempera-
ture interval in whichH~(T.—T)“, «=0.78t0.02. Thus,

the temperature dependencehty, displays two crossovers.
Samples deposited on sapphire substrates also reveal two 8
crossover points, but the linear region of the dependence -“_ b
H¢)(T) for these samples begins at a lower temperature. The =
presence of the upper and lower Zr layers does not affect the x

10’

T
——

form of the dependendé(T), i.e., surface superconductiv- 10°}

ity is obviously not observed in samples without protective s l
Zr layers either. Samples deposited on different substrates

have practically the same value af which means that the a

smoothness of the interfaces for layer thicknesses used by us
does not affect the dependence of the critical fidlg sig-

-1 L aaal PEPEPY aaab " PP
nificantly. It must be mentioned that Colet al!* also ob- 1010.. - "10.3 102 100 10°
served double crossover on the dependéhgéT) for some
guasiperiodic Nb/Ta samples. T

; 415,18 ; ;
. Kltae\-/.and !—eV|t0€’ Stuq|ed_th?0ret|ca”y the. behav- FiG, 2. Dependence of parallel critical magnetic fielg, on the reduced
ior of critical fields of quasiperiodic ML by using the temperaturer=(T.—T)/T.. a andb are crossover points.
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phase transition points should be observed only upon an irthe fractal latticeS, is the smallest scale of length in a given
crease in the scale by a factdr (d=[(1+5)/2]? is the ML, D the fractal dimensionalityn the number of various
square of the golden numbethe H(T) dependences may scales, and,,(T) the coherence length in the direction per-
be more complicated than power dependences. Hgér) pendicular to the layers for each scale of lengths. According
dependence may display singularites with a periodto calculations! the dependencel (T) must be close to
2y In ®(y=1/(2a—1)).322 An analysis of the data ob- linear away fromT. (i.e., at low temperatures where the
tained by Karkutet alX® for one of the samples was carried smallest scale of lengths in fractal ML is significanwhile
out by Kitaev and Levitov who obtained the value the two-dimensional situation should prevail in the vicinity
=0.74. Some departures from this dependence may be olof T, i.e., for large length scales. In the intermediate tem-
served at higher temperatures. perature interval, the behavior bff, (i.e., the value of) is

Let us compare the experimental results with the abovedetermined by fractal dimensionality. In our experiments, a
mentioned theory of quasiperiodic layered structdréd. similar situation is observed in quasiperiodic ML. In some
According to the calculations made by Kitaev and Levitdv, respects, the quasiperiodic ML are more ordered than fractal
theH,, (T) dependence was found to be linear for the inves-ones, but we can single out in such ML not only the period
tigated ML. However, théd(T) dependence is much more Ag, but also a number of structurally determined character-
complicated. According to Figs. 1 and 2, the main features ofstic lengths associated with the size of solitary blocks and
this dependence can be described as follows. There are thrédeeir combinations. As in the case of any ML system, the
well-defined temperature intervals with different types oftransverse coherence length in such a ML is defined by the
H(T) dependence. The exponent fdr, is close to 0.5 relation
(0.43 in the immediate vicinity ofT.. At the lowest tem- B
peratures for which thél, (T) dependence was measured, Hai(T) = @ol2m(T) £.(T).
the exponent is equal to unity, and the linear dependenc®he temperature dependence of the critical field (see
H¢(T) is extrapolated to the same critical temperature thaFig. 1) can be used to determine the value&f0) for the
was obtained from th&(T) measurements in zero magnetic sample under investigation. This parameter is found to be
field. A power dependence &f,; with an exponent 0.78 was equal to 71 A. Using the value of the critical fielHs, in the
observed between these two intervals. The Interval be-  region of their linear variation with temperature, we arrive at
tween the two crossover pointa and b in Figs. 1 and)2s  the value¢, (0)=54 A. Accordingly, we obtain the value
3.64. This value differs by just 8% from the parameter¢ ;(T)=101A at the crossover temperatuFe (point b in
27y In ® which is equal to 3.37 for the sample under consid-Figs. 1 and 2 This value is close to the size of tB8 block
eration. However, it would not be proper to state that the98 A). Obviously, the dependendé(T) cannot display
experimentally observed dependerttg(T) reflects the os- smaller structural lengths, i.e., sizes of the blogksind B
cillatory dependence predicted by Kitaev and Levitdv, separately, since their characteristic lendghdg< ¢, (0).
since one cannot speak of any periodicity in the narrow tem-  On the other hand, it follows from the thedhthat in
perature interval over which the experimental results werghe immediate vicinity of ., where large characteristic
obtained. It should be remarked that the large value of théengths are significant, the behavior of the fractal ML must
period makes it difficult to detect such a periodicity in ex- be close to two-dimensional, and
periments. Measurements bf;, at lower temperatures are 12
not very promising since the crossover poimtis “too Ho~7"=In 7. 2
close” to T=0 if we take into consideration the expected Here, the small logarithmic correction is connected with the
periodicity in In7. On the other hand, measurements at teminfluence of three-dimensional long-range interaction.
peratures close td. are too complicated for the existing We observed just such a behavior for the investigated
facilities for temperature measurement. For our samples, onguasiperiodic ML in the vicinity ofT,. According to the
may expect to observe an additional period on the oscillatorgiata shown in Fig. 2, we obtain the dependerge~ r°4%in
dependenceH () only if a sufficiently large number of the interval of temperatures closeTg. Plotting the data in
experimental points are obtained in an interval 1K in the coordinatesH vs. 7%/ —In 7 (Fig. 3), we find that the in-
vicinity of T.. There are better chances of detecting oscillaterval of 2D behavior is even broader. In the interval be-
tions in samples with comparatively smaller valuesyof tween the two regions discussed above, the indeadiffers

Although the double crossover situation has not beerirom 0.5 and 1. Note that the dependertg(T) described
interpreted unambiguously so far, it is obvious that the exy formula(2) is in better agreement with the experimental
perimental results are consistent with the theoreticabata than the power dependence with index 0.5, and is ob-
predictions'>*%18 served over a much broader temperature interval than the

On the other hand, the behavior of quasiperiodic ML is|atter. The point of crossover from the depende(®eo the
similar in certain respects to the expected behavior of fractalependencel ,,~ 7* is marked by lettec in Fig. 1. It should
ML. According to calculations made by using the scalingalso be noted that the value of indexobtained in this way
theory;* fractal ML must display a number of crossovers for the interval between points and b is equal to 0.763
corresponding to the conditions +0.002, and differs slightly from that obtained in the inter-

£.(T)=S, val between the pointa andb (the value ofa was deter-

n ' mined in both cases by the method of least squaleg has

HereS,=2(""1/Pg are the characteristic scales of length ina much lower dispersion.
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15 some unpublished results, as well as for recommending the
choice of materials constituting the ML aa well as the film
thickness.

*E-mail: fogel@ilt.kharkov.ua

10} . YQuasiperiodic ML with small values of ¢, which display a nearly
two-dimensional behavior, i.e. for which the value @f0.5, are an ex-
ception to this rule.
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Electrical characteristics of homogeneous superconducting tin films with phase-slip ¢®8€rs

and with structures of the superconductor—normal metal—-supercond&dt® type are

studied experimentally. It is found that near the superconducting transition temperature, elastic
scattering of nonequilibrium quasiparticles can play a significant role in PSC by reducing

the effective charge disbalance time, and hence the diffusion length for quasiparticles as compared
to similar processes in theN Sstructure. The application of an external electromagnetic

field of frequency~10'° Hz in the vicinity of the superconducting transition temperature reduces
the resistance of th8 NSstructure to zero, indicating a superconducting transition inNhe

region. An increase in the transport current results in the formation of the first PSC just in this
region. Non-Josephson oscillations appear in this region at certain temperatures, currents,

and radiation power. €1998 American Institute of Physids§1063-777X98)00508-§

INTRODUCTION &(T) in the superconductor. This region is a source of excess
quasiparticles, leading to disbalance of the electron- and
Long quasi-one-dimensional superconductomsarrow  hole-like branches in the excitation spectrum of the nonequi-
films or filaments with transverse dimensions smaller thanibrium superconductor, and remains least comprehensively
the coherence lengtf(T)), in which the critical density,  studied in view of technological difficulties involved in pre-
of the Ginzburg—Landau pair-breaking curreigt attained, paring the required samples. It has been found experimen-
display a dynamic resistive steté characterized by the for- tally that the chemical potentigks of Cooper pairs in this
mation of phase-slip center@®SQ distributed along the region undergoes an abrupt jumphile the currentgy and
sample at temperatures below the superconducting transitigny as well as the energy gap oscillate with the Josephson
temperatureT; (Fig. 1. In the regions of their formation, frequencyw;.%® At the center of this region, the gapvan-
the modulus of the complex order parameigrof Cooper ishes periodically, remaining small outside this region. En-
pairs vanishes periodically with the Josephson frequencgrgy gap oscillations induce balanced oscillations of the su-
w;, its phasey experiencing a jump by a magnitude multiple perconducting and normal currents at the Josephson
of 277. At the instance when the modulus of the order paramfrequency (the so-called Carlson—Goldman médat the
eter(the energy gap of the superconductpranishes at the core and in its neighborhood. Thus, the core is a source of
PSC(Fig. 10, this region of the generally superconducting strong deviations from equilibrium and stability of the entire
film becomes a source of excess quasiparticle excitations irPSC structure.

volves in the charge transpamormal current through the The second region of the PSC extends from the core in
sample. As a result, the time-averaged transport current comoth directions to distances of the order af,(T)
tains both superconductingd) and the normalj) compo-  =[&(T)Ig(T)]¥%* wherel is the depth of penetration of a

nents(Fig. 1d. The presence of the latter component leads toveak longitudinal electric field in the superconductor. The
energy dissipation in the resistive state. The structure of dosephson oscillation amplitude Afdecreases rapidly, and
solitary PSC has been studied in detail both theoretitallythe superconducting componejy of transport current re-
and experimentally-’ However, many aspect@specially mains small so that the entire current is carried practically by
the nonstationary dynamics of PBf@main unclear. normal excitations. For this reason, the given region can be
A PSC is a symmetric one-dimensional spatial structureeferred to as quasi-normal. It was proved that the deviations
consisting of several nonequilibrium regions in which certainfrom stability in the electric potential due to non-Josephson
dynamic processes dominate. It was found theoretitaltyl  oscillation (NJO) at the boundaries of this region is charac-
experimentall§ that three spatial regions embedded into oneterized by a much lower frequency than in the PSC &dfe.
another can be singled out in a PE&g. 1b. These regions In this research, this instability will be considered most
are mutually connected, and hence the designations of indthoroughly.
vidual parts of PSC are conditional and reflect the dominat-  In the third PSC region extending on both sides from the
ing processes. core over distances of the order of the dejfil) of pen-
The central and the smallest region in the PSC structuretration of a longitudinal electric field into the supercon-
is its core having a size of the order of the coherence lengthuctor, the superconductingd) and the normal ji) cur-

1063-777X/98/24(8)/10/$15.00 555 © 1998 American Institute of Physics
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Nevertheless, we shall prove that relaxation of quasipar-
ticles in PSC at sample temperatures very close to the super-
conducting transition temperature can be due to both scatter-
ing mechanisms described above.

Moreover, a PSC becomes a source of NJO in a narrow
range of temperatures and currefgéee above This points
to the emergence of special processes of relaxation of non-
equilibrium quasiparticles in PSC leading to excitation of
, : : low-frequency potential oscillations. According to the
:3‘ f" : : modet”*8proposed on the basis of a large number of experi-
Aj : mental results, the emergence of the low-frequency instabil-
_) X ity of PSC is due to relaxation to the level of energy dapf
= J Je quasiparticles that have acquired a certain energyas a
it ety result of multiple Andreev’s reflections inside the quasi-
normal region 2y(T). If the level ¢, in the region of the
N-Sinterface is at the edge of the energy ¢gam the range
of operation of weak high-frequencfdosephson oscilla-
tions, so that §,—A)~A %2 the probability of relaxation
of nonequilibrium quasiparticles with such an energy due to
photon bremsstrahlung is much higher than the probability of
the phonon scattering mechaniéft? Here the depairing
factof y=7%/(27,A) and is approximately equal to 18 for
tin. The fulfillment of these conditions for the PSC structure
(and hence the existence of NJ® possible only in a very
narrow interval of temperatures and currents. The energy lib-
erated for such a relaxation excites weakly attenuating col-
FIG. 1. Structure of a phase-slip center: schematic diagram of a narrov;gecnve plasmjl Osci”atmﬁg of superconducting electrons at
superconducting film with PSC emerging for curréntl (@), the structure  T€qUeNCywo~(g,—A)/% much lower than the Josephson
of a solitary PSC, wherel2=2I¢(T) is the length of the nonequilibrium frequency in the third nonequilibrium region of the PSC.
region, 2= 2¢(T) the core size, andd=2[£(T)Ie(T)]" the length of  This determines the small amplitude of such low-frequency
the quasi-normal regiofb), the distribution of energy gap along PSC and  pl3sma oscillations. The electron—phonon scattering remains

its oscillationsA in the core regior(c), distribution of total currenf and the main relaxation mechanism for the remaining nonequi—
time-averaged normalj() and superconductingj§) currents along PSC; . . . . . ..

dotted curves in the quasinormal regiod\2mark the boundaries in which librium qua3|part!cles being 'r.“eclted' o .

the superconducting and normal currents oscillae and schematic dia- The penetration of a longitudinal electric field into a su-

gram of plasma oscillations excited in individual parts of PSC, i.e., high-perconductor to a depthE(T), i.e., the coexistence of the
frequency(Carlson—Goldman moden the core and low-frequendNJO  gyperconducting and normal current components, is also ob-
mode in nonequilibrium regionge). . .

served for the transport of electric charge through the junc-

tion between a normal metal and a superconduftém. an

SNSstructure with twoN-S interfaces, nonequilibrium re-
rents coexist as before, but the amplitudes of theigions of the sizé(T) each are formed on both sides of the
oscillations are insignificant. This nonequilibrium region of N layer. At first sight, these are the same nonequilibrium
the PSC is the longest. All relaxation process occur in thigegions as in a PSC, which is hence similar toSSstruc-
region and practically terminate at its boundaries. For thigure. However, the difference is that the energy gap as well
reason, the time-averaged voltage drop across a film with as the superconducting and normal currents in the core of a
single PSC is mainly determindd we neglect the contribu- PSC oscillate with the Josephson frequency, while only nor-
tion from the corg by the length 2(T) of the nonequilib- mal current exists in theN region of length larger than
rium region. The size of this region is determined by various2£y(T) of an SNSstructure, and there is no energy gap.
relaxation mechanisms in the superconduttor. Moreover, the time-averaged supercurrent in a PSC is ap-

It has been established reliably that inelastic electron-proximately equal to 0jg, always tending to the critical

phonon scattering with the characteristic timedetermining  value at a distanck(T) from the core, i.e., at the edge of
|=(T) plays a significant role in a superconductor n&ar  the nonequilibrium regioA.On the other hand, the supercur-
At lower temperatures, when the energy gap width differsrent in anSN Sstructure(in which the superconducting cur-
from zero considerably, much stronger current is required forent within the normal layer is equal to zgrcan attain its
creating a resistive state. It was proved theoreti¢aff§that  critical value at the boundary between the nonequilibrium
the motion of Cooper pair condensate at a large velocityegion and the superconductor only when the total transport
becomes itself a source of elastic scattering of quasiparticlesurrent is equal to or larger than the critical current. Conse-
This reduces the relaxation time as comparedrto and quently, the nonequilibrium regions of a PSC are always
accordingly changes the electric field penetration deptlunder the conditions of higher density of the condensate of
|(T),* which was confirmed experimentafty® Cooper pairs than in aBN Sstructure.

o m
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Taking into account what has been said above, it is nec- 15
essary to compare PSC afidN Sstructures create@f pos-
sible) in the same sample under the same external conditions
(temperature and transport curreand to find out in which 1.0
cases and which relaxation mechanism for nonequilibrium
guasiparticles play a decisive role in their resistive behavior. <«

We have made an attempt to excite NJO inS¥iSstructure E_ 051
in a high-frequency electromagnetic field, thus simulating =
PSC with the help of th&N Sstructure. I-
0 C
1. EXPERIMENTAL RESULTS
S
1.1. Experimental methods and technique 05— e
- ) . . ) 0 0.5 1.0 15
The resistive state of narrow films is usually studied at vV, mv

temperatures close to the superconducting transition tem-
perature T/T.=0.95-0.999) in order to eliminate overheat- FIG. 2. '_I'ypical current—voltage characteristics pf a supercon_ducting film
ing and hysteresis processes. Besides, a PSC become%ﬁvzr‘z;r}ﬁe{;e"f“ie’;?(f,mg metgeurve 1) and with a phase-slip center

, . . . gion. The arrows on the two IVC mark the
source of NJO just in this temperature range under certaifygions in which NJO are excited for definite currents. The inset shows
voltage across the PS@ee above In the tin films under schematic diagram of the sample under investigation carrying cutrent
investigation at the same temperatugg,)=1 um, and the Here_ PSC are‘the phase-slip centers formed in the supe_rconducting part of
size ZZIN(T) of the quasi-normal region of the PSC amounts'the film andN is the nprmal region fo'rmed due to proximity effect due to

. . the normal whisker lying across the film.

to several micrometers, whilelXT) can be as large as
20—-30um.

For this reason, a correct comparison of P@@luding  In increased its local concentration, and gradually penetrated
those under the NJO conditionand SN Sstructures can be on both sides of the junction. As a result, the length of the
compared correctly at these temperatures if we place an irregion with the lower superconducting transition temperature
sert of a normal metal of length from one to a few microme-(the length of the normal insgrincreased. This allowed us
ters in a narrow superconducting film of width of the order ofto investigateSN Sstructures with different length of thid
&(T) and length not smaller than A T) across the current. region on the same sample in the temperature range between
It is also important that th&l—S interfaces are “clean” and the values ofT . of Sn and In.
not lead to additional mechanisms of inelastic scattering dur-  The experiments on such samples revealed that they pos-
ing charge transport. This problem can be solved most easilyess another interesting property. The superconducting tem-
by reducing locally the superconducting transition temperaperature of the In—Sn alloy can change from the valu& of
ture of the superconducting film due to the proximity efféct for In to temperatures exceeding the valueTgffor Sn de-
in its contact with a normal metal. pending on the In concentration. For example, an alloy con-

The samples for the experiments described here werkining 30% In and 70% Sn has a superconducting transition
prepared as follows. A filamentary indium single crystaltemperature near 7.3 . For this reason, we could also
(whiskep of diameter 6—8um was pressed across a narrow study NSN structures in the course of In diffusion into a Sn
tin film (having a width of the order of Lm) (see the inset film.
to Fig. 2. Since the value of ; for In is approximately 0.3 K All the experiments discussed here were made on super-
lower than superconducting transition temperature for Sn, aonducting Sn films with a normal metal insert and without
region with a smaller energy gap due to the proximity effectit; the basic parameters of the samples are given in Table I.
was formed in the region of their contact. The diffusion of InHered, w andL are the thickness, width, and length of the
into Sn led with time to an additional suppression of superfilm. The superconducting transition temperatdrg, the
conductivity in the region of junction. Continued diffusion of film resistanceR;y, and R, , at 300 and 4.2 K, as well as

TABLE |. Physical parameters of superconducting Sn films under investigation.

Sample d, w, L, Te, Ra00, Rz, &0), 1£(0), eff
number nm pum pum K Q Q nm pum nm

1* 58 1.4 47 3.822 82 7.5 101 1.69 94.4
2* 174 15 34 3.779 175 0.72 127.2 2.59 2214
3* 294 18 43 3.802 11 0.41 130.1 2.73 2454
4 378 1.8 76 3.789 15 0.42 138 3.16 330

5 684 2.4 63 3.76 51 0.089 148 4.03 535
6* 698 18 84 3.767 8.9 0.173 198.8 3.8 479.2
7 850 14 68 3.825 7.9 0.43 123 3.6 190
8 950 2.6 54 3.77 29 0.037 153 4.72 735

Remark:Asterisks on sample numbers indicate samples without normal inserts.
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£(0),l1g(0), and theeffective mean free path were mea- 3K

sured before the formation of th insert in the film. s 110
An analysis of the resistive state on the samples carrying

direct current was carried out by the traditional four-probe 2} 108 v

method with analog recording of current—voltage character- <t ——‘:e. N

istics (IVC) and a high accuracy of the choice and stabiliza- = 06 %

tion of temperature §T<2x 104 K). _o ~
Besides, we tried to simulate nonstationary dynamics of 1 704 =

PSC in a non-Josephs@N Sstructure to a certain extent by @

placing it in an external rf electromagnetic field. The radia- 102

tion frequency varied from foto 10t° Hz, and the power of 0

the external rf generator was supplied to the sample along a 3',70 375 3.80 385

coaxial line through a coupling capacitor, i.e., in the preset T,K

current mode. ) ) i
FIG. 3. Temperature dependences of the film resistdRcE) during a

transition of the sample from the normal to the superconducting state and of
the current corresponding to generation of NJO, measured in sample No. 7
with an insert of a normal metal.

1.2. DC experiments
The transition of the samples from the normal to the
superconducting state was determined from their current—
voltage characteristic§VC). At first, the superconducting ally similar for a certain timécurvesl and?2 in Fig. 4), and
transition occurred at a certain temperatlitein a long tin ~ only a slight decrease img and an increase in the residual
film except in the “weak” region N-inser). The N inset  resistance were observed. The normal Sn—In region became
became superconducting upon coolingT{b. more and more inhomogeneous with time, and the resistive
In the general form, the IVC of samples with Aninsert  transition changed significantlicurve 3 in Fig. 4). Such a
at temperatures'l’c>T>T8 at which anSNS structure is sample displayed complete superconducting transition only
formed is a superposition of the IVC of two series-connectedat a temperature close . for In (3.5 K). The onset of the
parts of the sample: the superconducting film and a part ofuperconducting transition was not displaced for all the three
the same film in the normal state. A typical IVC has the formcurves, indicating the invariability of the superconducting
shown by curvel in Fig. 2. The initial slope for small cur- transition temperature of the matrix Sn film. We do not give
rents is determined by the residual ohmic resistance of thany temporal characteristics of the rate of sample ageing
normal part of the film, which determines its size. A further since this process is determined by many factors like tem-
increase in direct current leads to a transition of the main panperature, film thickness, and thermal cycling.
of the long narrow film to the resistive state. In this case, the  The samples with a normal insert studied by us also
IVC (curve 1 in Fig. 2) first displays a voltage jump at a displayed NJO. It was found that low-frequency oscillations
certain current, indicating the attainment of the critical cur-of the potential are induced only for a transport current ex-
rent for the formation of the first PSC, followed by the stepceeding the current of PSC formation in a pure Sn film, their
structure at large currents, which is typical of samples withcharacteristics being independent of the stdleof S') of
several PSC. the “weak” region. This is illustrated in Fig. 2 where the
At temperatures beloWw?, the IVC displays the critical region of emergence of NJO on IVC is marked by vertical
current(curve 2 in Fig. 2) which is much smaller than the
current corresponding to the formation of the remaining
PSC. It can be seen from the figure that the differential re- 20
sistance of the sample at small currents, which is determined 3
by the first PSQthe initial slope on curve) is smaller than o000
the resistance of th&NSstructure(the initial segment of 1.5F JD
curvel). This decrease in resistance has the form of a jump %f

in a narrow temperature intervat10 2 K during a transi- 2

tion througth. It was proved experimentally for a large -1.0 B L1 T ey B st 8 o

number of samples that such a difference in the differential & 0] D‘.l

resistances of PSC an8NS structures emerges and in- dﬁﬂ g
T

creases in the films upon a decrease in the mean free path g s} BO—O——eO—

(other conditions being the sajne l._lI
A typical resistive transition for a sample with a normal

insert is depicted in Fig. 3. 0
It was mentioned above that the diffusion of indium into 35 3.7 3

a tin film increases the length of the normal region and the » K

residual resistance of the sample, For this reason, the ten&TG. 4. Time variation of the resistive transitid(T) in a sample with a

perature dependencd®(T) measured W|t_h an mtgrval Of normal insert. Curveg and3 were measured 5 and 110 days respectively
about a few weeks after sample preparation remain functionafter the first measurement.

1 1
9 4.1
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arrows. Moreover, Fig. 3 shows the temperature dependence C
Io(T) of the current corresponding to the region of existence / / / / / //
of NJO together with the resistive transition curve for a 876°5 4 3 1
sample with a normal insert. The point of intersection of the
former curve with the temperature axis determined the local
value of the superconducting transition temperature of the Sn
film in the region of emergence of NJO. This method was
developed and verified in our previous experiments on a
large number of samplé8 Thus, NJO are generated beyond E
the junction between the In whisker and the Sn film, i.e., in _- 0.5
the resistive part of the sample which is a pure tin film.

1.0

1.3. Analysis of IVC in external electromagnetic field

In order to simulate high-frequency dynamics of PSC,
we made experiments to determine the effect of electromag- v
netic field on the characteristics of samples with @3NS » mV
structure. The oscillation frequency of the order parameter imG. 5. IVC of a sample with an insert of a normal metal, measured at
PSC measured near the superconducting transition temperdfferent irradiation levelga larger number of IVC corresponds to a higher
ture lies between foand 16°Hz. For this reason, we Powed. The arrow mark the region of existence of NJQ, and 1}, are _
choose the frequency of exteral racion nthe same e 1 e tomogeneous e sl 3 ok eon
guency range. In the temperature interval corresponding tgiained in the superconductivity stimulation mode.
the existence of alsNS structure (I'C>T>T(c)) under the
effect of rf radiation in a certain power interval, we observed
superconductivity stimulation in the homogeneous region of ) ) _
the film as well as the emergence of superconductivity in the  The first abrupt decrease in the sample resistance at
“weak” region during a transition of the normal part to the =3.845 K(see Fig. 3 is associated with the onset of a su-
superconducting state. In the former case, IVC displayed aRérconducting transition in the homogeneous tin film. The
increase in the critical current corresponding to the formatiorf@mple resistance ultimately vanishesTat3.72 K. This
of PSC in the homogeneous part of the Sn film, while in thel@mperature is lower thaR. of the Sn film, but is still much
latter case we observed the vanishing of resistance for Righer than the superconducting transition temperature for In
small transport current and the emergence of the critical cur3-41 K). Consequently, we can assume that the normal re-
rent. This current increased with the rf power, attained #gion formed in the film at 3.72 KT<3.845 K is mainly due
certain maximum value, and then decreased to zero startif§ the local suppression @f; of the film due to the proximity
from certain values of power. The results of these experiffect exerted by the In whisker. In this temperature range,
ments are shown in Fig. 5 presenting IVC measured for diffhe sample had the form of &N Sstructure in which parts
ferent radiation levels on one of the samples. The emergend¥ the long superconducting film of widtt 1 um were su-
of the critical current in the “weak” region and the voltage Perconducting “banks,” and the role of the normal insert
jump associated with it indicated the formation of a PSC inWas played by the part of the same film in the normal state.
this region under the action of the electromagnetic field. ~ For this reason, the residual resistance of the sample is de-
In this case, the samples becomes a source of NJO ifgrmined by the normal segment a few micrometers long,
narrow intervals of rf power, direct current, and temperaturedepending on the size of the contact region between the film
It is important to note that in the absence of an externaRnd the whisker, as well as nonequilibrium segment of the
electromagnetic field, the film became a source of NJO aguperconductor adjoining it on both sides. o
temperatured <T? for the same values of the critical cur- "€ depthig(T) of penetration of a weak longitudinal
rent of the “weak” region as in the case of superconductiv-elecmc field in the superconductor at the-S interface is

ity stimulation, but for much larger transport currents. determined in the general case by the length of diffusion of
quasiparticles into the superconductor:

2. DISCUSSION OF RESULTS le(T)=\D71g(T). 1)

2.1. Electrical properties of SNS structure and PSC in

HereD =1 is the diffusion fficient for iparti-
direct current ere ot UE/3 is the diffusion coefficient for quasipa

cles with the mean free path; and the Fermi velocity ¢,

The dc analysis of the temperature dependence of thand 74 is the charge disbalance relaxation time. Charge im-
resistance for samples with &hinsert revealed that a tran- balance in a superconductor can relax due to various mecha-
sition from the normal to the superconducting state in thermisms. According to the thec?¥if we take into account all
occurs in two stages, which follows from the presence of twdknown relaxation processes in a nonequilibrium supercon-
steps on thdR(T) curves for a sample shown in Figs. 3 and ductor, the effective relaxation time of charge disbalance is
4. defined as
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4KT, gence of NJO and its extrapolation to zero. The temperature
Q= V7/(2D), (20 T, which is critical for the region of emergence of NJO
coincides with the temperature corresponding to the end of
where the first short plateau on thB(T) curve. Upon a further
1 1 D(2muy)? D 92A f:lecrease_in temperatur?e'_"c’(<T<Tc), the sample r_esistance
= o7 + 75 + —2rz + T (9_rz_) . 3 is determined by the resistanBg(T) of the normal insert as

well as the resistancBg(T) of nonequilibrium regions. If
Expression3) takes into account electron scattering mechawe assume thaRy, is independent of temperature, the shape
nisms characterized by the timte of inelastic scattering at of the resistive transition curvB(T) must reflect the tem-
the Fermi surface, the time; of scattering by magnetic im- perature dependence of the deptfiT) of penetration of a
purities with spin flip, the time of elastic scattering in the longitudinal electric field into the superconductor. The total
presence of a superfluid momenturm;, and gap anisot- length of the nonequilibrium region is equal td2T) since
ropy along the coordinate. the resistive state is formed on both sides of the normal in-
The Sn films under investigation contain no magneticsert, and the temperature dependence is determined only by
impurities, and hence the second term in form@gis equal  the relaxation mechanism.
to zero. In addition, the contribution to relaxation of excita- For the lengthL=68 um of the film whose resistive
tions due to anisotropy oA is negligibly small since the transition is depicted in Fig. 3, the contribution of the purely
variation of A at theN—S interface occurs at a distance of normal region to the sample resistance in the absence of In
the order of the coherence lengghwhich is much smaller diffusion along the film is much smaller than the contribution
than the penetration depth for a longitudinal electric field. from nonequilibrium region$g(T) since the length of these
If the resistive transition is studied with a small measuringregions near the superconducting transition temperature can
current(much smaller than the critical currgnthe contribu-  be of the order of tens of micrometers. We compared the
tion of pair breaking mechanism due to velocity of the  experimental dependend¥T) depicted in Fig. 3 with the
superconducting component can be neglected also. As a realculated value of the resistan&ydT) in a region of
sult, the factod is equal to 1/(2,), and the effective relax- length[Iy+2I2(T)], wherelLy is the length of its purely
ation time depends only on inelastic electron—phonon scatormal part, andEh(T) is the depth of penetration of a lon-
tering. In this case, according (@), 7o can be expressed in gitudinal electric field into the superconductor in the case of
terms of the energy gafy and the timer, of the electron— inelastic electron—phonon relaxation, which is determined

phonon interaction: from (1) and(4). Since the sample is a film of uniform cross
KT section, we calculated the contribution to the resistance from
7o(T)= ﬁ('lf) 7. (4)  the region 22°(T) by multiplying the residual resistance per

unit lengthR, /L at 3.845 K by the length of the nonequilib-
This expression for the charge disbalance relaxation timgjum region: Re(T)=(R,/L)2I2(T). This resistance is
which was mentioned by several authors, is a particular casgupplemented with the contribution of the resistance of the
of (2) taking into account the electron—phonon scatteringnormal insert, which is equal toR(/L)Iy. Thus, the
alone. Rsnd T) dependence was calculated by using the formula
For superconductors with a weak ligikcluding tin), the
energy gap nearf; can be defined as in Ref. 27:

A(T)=1,74A(0)y1—T/T,. (5)

If we take into account the fact that(0)=1.76&T,, the  While calculatingRsndT), we used the value ofEh(O)
value of effective relaxation time for charge disbalance in a=3.6 um determined from the electrical parameters of the
nonequilibrium superconductor adjoining tNe-S boundary  sample and the critical temperatufg=3.825 K determined
is defined as from the | o(T) dependencésee Fig. 3 If we assume that
_ the normal insert has the length=5 um, we obtain the
7o(T)=0,42r,(1-T/T)) "1 ®  solid curve in Fig. 6. The fact that the calculated temperature
Using formulas(1) and (6), we can write the temperature dependence exactly coincides with the experimental points
dependenc:(T) of the size of the nonequilibrium region in confirms the fact that the electron—phonon mechanism of
the form quasiparticle relaxation plays a decisive role in the nonequi-
_ librium superconductor adjoining thé—S interface neafl .,
le(T)=1e(0)(1=T/Te) . ™ \Where thepcritical current {s smgll. ’

It can be seen from Fig. 3 that a transition from the  As the temperature is lowered beloWg=3.72 K, the
normal to the superconducting state starts at 3.845 K, foltVC displays the critical currer(curve?2 in Fig. 2) indicating
lowed by a small plateau extending To=3.825 K. In this  a transition of the “weak” region(normal inserk to the su-
interval, individual segments of the film obviously go over to perconducting state. The superconductivity of this “weak”
the superconducting state, and the entire film becomes supaegion is suppressed in the same way as the formation of a
conducting afT ;= 3.825 K. The fact that this is the critical PSC in the homogeneous part of the sample, i.e., jump-wise,
point was confirmed by the measurements of the temperaturgith the emergence of excess current. Apart from critical
dependence of transport current corresponding to the emecurrent, the main difference between IVC depicted in Fig. 2

r

—| D

Rend T)=— (21BT) +1y). ®
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ff, 0.8 where g, = (7h/8kg)(T,—T) ! is the Ginzburg—Landau
< 06 time. For a superconductor at zero temperature, we have
< ToL=3X1012T_![s]. Expression(9) shows that, at high
e 04 current densitiegof the order of critical current the relax-
3 ation mechanism of charge disbalance is determined by the
0.2 relation between relaxation times. For example, far
-] <7, Inelastic scattering dominates in the superconductor,
Lo 1 L while the factorl'pgc for 7.> 7, is mainly determined by
097 098 0.99 1.00 1.01 the second term i(9), which corresponds to elastic scatter-
T/Te ing under the effect of current. Since is constant for a

FIG. 6. Normalized temperature dependences of the resisR(iEe of a given metal,. while the value afg, depefr?ds of the Closene$5
film with a normal insert during its transition from the normal to the super- Of the working temperature to the critical value, scattering
conducting state. Experimental values are marked by circles and the solighechanism may change with temperature in the course of
curve is obtained as a result of calculations using fornfgla experiments. The temperature corresponding to such a
“crossover” can be determined from formu(8) by equat-
ing the contributions of elastic and inelastic scattering
mechanisms (Z,=67¢):

(curvesl and?2) is different slopes of the initial linear seg- - 3k
ments, indicating that the films carrying small currents have = — —1_ L_
different differential resistances. It can be seen from the fig- Te 8kgTcTe

ure that the resistance of the sample with a normal insert . .
. . . PSC experiments are usually made in the temperature
(curve 1) is considerably larger than in the case of PSC 2 4 . .
range 10°>T/T;>5X10". In this temperature range, in-

(c.ur\./e2).. Such a d|fference cannot be expla|.ned only by theelastic scattering prevails in Nb, Pb, and In, while the main
elimination of the resistance of the normal insert of length

. contribution to scattering in Zn and Al comes from elastic
[y="5 um from formula(8) used for calculatindRgnd T). o i6 : .
. NP processes. Stuivingat al.”” used this to explain the fact that
It was mentioned above that the diffusion length of qua- . . : . .

sivarticles in a suberconductor depends on the effective timthe size of PSC observed in Al and its resistance is smaller

P £ oh di bpl laxati P hich is determined fhan follows from the assumption concerning the presence of
7q O charge disbalance refaxation, Which 1S determined on, o, ;e scattering alone. It should be noted that none of the
the staticN—S boundary by inelastic scattering mechanism

dh by the ti In th £ PSC. th diti 'terms in(9) cannot be neglects in the temperature range cor-
and hence | .yt. € t|me§. n t.e case o , the conditions responding to crossover since both mechanisms make their
for nonequilibrium regions differ considerably from the pre-

X Ao ; ~~ contribution to relaxation of quasiparticles. This is mani-
vious case. In the nonequilibrium region of PSC, the time-ogiay in the shape of the IVC. Let us estimate the possible
averaged supercurrent changes frer0.6j. at the center 10 o541 phehind the difference in the initial segments of char-
the critical value at the edges. This is due to the fact that & aristics shown in Fig. 2 from this point of view.
PSC is formed in the film when the critical pair-breaking  \ye shall first determine the crossover temperature tak-
current is attained. On the other hand, in &N Sstructure ing into account formuld10). Since the PSC in this case is
with current, the supercurrent is equal to zero in its normakgrmed in the region with a smaller energy gap, i.e., at the
region, while at the edge of the nonequilibrium region itjhtersection of the In whisker with Sn film, we choo%
tends to the value of preset transport current. If we increase 3 72 K as the critical temperature. The available data and
the total current to the critical current of the superconductinghe results of our experiments suggest that the electron—
film, the supercurrent of th8N Sstructure averaged over the phonon interaction time is,=3x10"°s. Then the re-
nonequilibrium region is smaller than in the case of PSC. Aquced crossover temperature can be obtained for a given
further increase in the current through the sample leads to t%mple from formula10) (t=T/T8=O.992). The current—
formation of PSC in its superconducting regions at distancegoltage characteristit2) depicted in Fig. 2 was measured for
longer thanlg(T) from theN-S interface. T/T9=0.987, which is quite close to the crossover tempera-
Thus, we can expect that the fraction of superfluid curtyre. Hence we can expect a strong influence of the addi-
rent in the total transport current increases considerably upofional elastic scattering due to the superconducting current
an insignificant decrease in temperature as a result of theomponent. This leads to a reduced effective relaxation time
formation of PSC in the nonequilibrium region of &NS  as compared to formuléd):
structure. For this reason, in the expressin for I', we
must take into account the contribution from the third term, 4K T,
viz., elastic scattering of quasiparticles at the momentum of 7@~ A
the condensate of Cooper pairs. In this cdse,l'pgc near
T. is determined by the contribution of two relaxation As a result, the effective length of the PSC, and hence its
mechanisms: resistance, decreases.

(10

Te + STGL
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Taking into accountl1), we can write, in analogy with 2.2. SNS structure in an external electromagnetic field
(8), the following expression for the differential resistance of

- . We carried out a large number of experiments on lon
nonequilibrium regions of PSC: 9 b 9

Sn films with anSNSstructure. The length of the normal
region in theSN Sstructures in the temperature range under
investigation was lager than the coherence lergth) by a
factor of several units. As a result, such structures did not
display the overlapping of the wave functioigs of the com-
plex order parameter for Cooper pairs, which is essential for
an experimental observation of the stationary Josephson ef-
fect, i.e., high-frequency oscillations of energy gap were not
observed. Thus, th8N Sstructures under investigation differ
significantly from PSC in the absence of oscillationsof
near theN—S boundary in the former structures. It was men-
tioned in Introduction, however, that a constituent part of the
model of emergence of NJO used by us is the relaxation of
nonequilibrium(in energy quasiparticles injected from the

N to the S region near the edge of the energy gap at small
high-frequency oscillations of the potenti&l Such a mecha-
nism of scattering of quasiparticles must lead to the emer-
gence of low-frequency photons in the nonequilibrium re-
gion of a superconductor.

3TGL ) 1/4 (12)

Ts+3TGL

R, Re o
RPS(,;T 2g(T)= T 21E(T)

Using formulas(8) and (12), we can define the ratio of
the resistancdRgys for inelastic scattering to the dynamic
resistancdRpgc0f the PSC for elastic and inelastic scattering
through the ratio of relaxation times:

1/4

R In+21T) (37g + 7
SNS_ N E ( GL E (13)

Rpsc  2IRY(T)

3TGL

The ratio of the initial differential resistance of tH&NS
structure to the differential resistance of the first PSC deter
mined from the IVC in Fig. 2 is equal to 1.66. The calcula-
tion of this ratio by using13) and 7,=3Xx10 1° s for the

corresponding reduced temperatures $8dSand PSC and X )
the normal region lengthy=5 xm gives a value differing For this reason, we decided to compensate the absence

from the experimental result only by 15%. The reason peOf A oscillations in arSN Sstructure at th&l—S interface by

hind such a discrepancy can be the increase in the criticéheir_ excitation induced by an_exterr_1a| electromagnetic field
temperature in the nonequilibrium region of the PSC emerg@Pplied to the sample, thus simulating the processes occur-
ing in the film in place of theSNSfrom the value off% of ~ fiNG In PSC.
the “weak” region, which is used in calculations, to the Itis very important to choose correctly the frequency of
value of T, for a homogeneous tin film. The choice of the the electromagnetic field, which determln_es the response of
length of the normal insert does not affect significantly thethe superconductor. Under actual experimental conditions,
calculated ratio of the resistance in contrast to the choice ofosephson’s frequenciéf gap oscillations in PSC near the
the critical temperature. However, we can say that the result&itical temperature are of the order of ‘#¢iz, while the
of calculations are in accord with the experimental resultgvidth of the energy gap\ in a homogeneous channel is
even for the existing difference in the ratiBsyg/Rpsc. much larger tharkw. For this reason, we made our experi-
Thus, we can state that elastic processes of quasiparticl@ents at external radiation frequencies of this range.
scattering in the presence of the superfluid component of It was found that the application of the field of frequency

transport current play a significant role in the region of the~ 10'° Hz to the samples near the superconducting transition
“crossover’ temperature in PSC along with inelastic temperature reduces the resistance of the normal insert with
electron—phonon scattering. increasing radiation poweP. At a certain value of the

It was mentioned above that low-frequency oscillationsPower, this resistance vanishes, and its further increase leads
of potential(NJO) are generated in superconducting sampledo the emergence of a critical current whose magnitude in-
in a certain range of transport current. In Fig. 2, the boundcreased withP. The electrical parameters of the samples
aries of the regions of existence of NJO on IVC are markecchanged qualitatively under the action of the applied electro-
by arrows. It was proved in previous investigations that PS@nagnetic field in the same way as in the case of supercon-
becomes a source of NJO at definite temperatures and bigkictivity stimulation in heterogeneous bridgésThe only
voltages across the PSan the present work, we tried to difference is that our samples are geometrically homoge-
analyze peculiarities in NJO in the presence of a purely norneous, and the electrical nonuniformity is due to the normal
mal region as well as at temperatur'éng, at which the insert going over to the superconducting state under irradia-
normal insert becomes superconducting. As in the case dfon. In this connection, it would be interesting to analyze the
homogeneous samples, a decrease in temperature leads toachanism of superconductivity —stimulation in such
displacement of the region of existence of NJO towardssamples.
strong currents. The dependence of the NJO region on cur- The IVC depicted in Fig. 5 were recorded for different
rent is illustrated in Fig. 3. A transition througif does not levels of power at a temperature at which the sample under
lead to noticeable changes in the current and temperatuigvestigation had the form of aBNSstructure. In the ab-
dependences of excitation of NJO. Besides, we did not detesence of radiation and for small transport currents, the
noticeable changes in the spectrum of the signal upon a trasample resistance is a finite value determifseb aboveby
sition of the N insert to the superconducting state while the resistance of the normal insert and two nonequilibrium
studying the amplitude—frequency characteristics of the NJ®@esistive regions of lengthg(T) (curve 1 in Fig. 5. The
signal. same curve shows the currdify corresponding to the for-
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mation of the first PSC. It is the Ginzburg—Landau equilib-CONCLUSIONS

fium pal'r-breakmg current for th? homogeneoyL’J.s long super- We investigated experimentally the electrical parameters
conducting part of the sample, viz., the "bank” in the weak ot yhe resistive state of homogeneous superconducting Sn
link under investigation. .Ur?der the aqtlon of the_lncreas.:mgf”mS with PSC as well aSNSstructures. It is found that
power of external rf radiation, IVC display the increasing g|astic scattering processes reducing the effective time of re-
critical currentl¢; of the weak link(curve2 in Fig. 5. This  |axation of charge imbalance to the equilibrium state, and
means that the normal region of the film created by us due thence the diffusion length of quasiparticle, play a significant
the proximity effect becomes superconducting under irradiargje in PSC near the superconducting transition temperature.
tion. At the same time, the critical current in the banks in-The reason behind this effect is that the values of the aver-
creases noticeably with the rf power and attains its maximumyged supercurrent in nonequilibrium PSC regions is closer to
valuelg, at a certain power. Such a behavior for a homogethe critical current than in similar regions of &N Sstruc-
neous superconducting channel can be explained by the stitre. For small transport currents, this leads to a lower dy-
perconductivity —stimulation mechanism proposed bynamic resistance of nonequilibrium regions of PSC as com-
Eliashberg?® Although the critical current increases with  pared to that of a similaBN Sstructure.
in the region of the normal insert, it remains smaller than the  The application of an external electromagnetic field of
equilibrium current of the banks up to a certain level of frequency~ 10'° Hz to anSNSstructure near the supercon-
power (¢;<1¢;). This means that a weak link of tf®S'S  ducting transition temperature reduces to zero the resistance
type is formed in the sample. In this case, superconductivityf the N region and causes its transition to the superconduct-
is probably stimulated due to the Eliashberg mechanism aig state and the emergence of critical current in the sample.
well as due to the Aslamazov—Larkin mechanm&ior het-  In this site, a superconducting region with an energy gap
erogeneous superconducting structures. In the latter caseglue smaller than for the remaining film is formed, and the
stimulation is localized directly in the region of a weak link, first PSC is formed just in this region upon an increase in the
for which a potential well is formed on the dependenceéof transport current through the sample. Under certain values of
on the longitudinal coordinate. At certain levels of rf power temperature, current, and level of external radiation power,
(curves5 and 6 in Fig. 5), the critical current of the weak NJO are excited in this region.
link becomes larger than the equilibrium critical current of ~ We failed to excite experimentally NJO in &N Sstruc-
the banks [%,>12)). In this case, we can state that the turé by applying a rf signal in the absence of the critical
Eliashberg stimulation mechanism plays a decisive role sincgurrent through the sample. This means that it is impossible
the superconducting parameters can exceed their equilibriuf® create conditions in a8NSstructure in a uniform elec-
values only due to the operation of this mechanism. tromagnetic field, which are completely similar to those ex-
Consequently, a rf electromagnetic field transforms ariSting in PSC. . o _
SNSstructure to ar§S S structure. For this reason, the first ~ 1hiS research was partly financed by the Ministry of Sci-
PSC in which nonequilibrium processes leading to the gen€"CeS from the State Foundation for Fundamental Studies,

eration of NJO developed for a certain value of current wadroject No. 2.4/136.

formed just in the region with a lower order parameter. TWO  The authors are privileged to present this work as their

vertical arrows on curv@ in Fig. 5 indicate the region on the  ¢onyibution to the publications dedicated to the jubilee of

IVC in which NJO exist. If, however, the intensity and/or Igor Mikhailovich Dmitrenko. Two of the authoré/.M.D.

frequency of the external signal were below the values reéang G.E.CH.began their scientific career under the guidance

quired for the emergence of the critical current of a “weak” of |gor Mikhailovich and cherish fond memories of those

link, no NJO were detected in this region. Non-JosephsoRjears. The younger authof®.A.D.) and (A.B.A) took up

oscillations were found to be also very sensitive to the rfand developed the creative traditions of Acad. Dmitrenko’s

power level. An insignificant increase in this power leads toschool. We wish Igor Mikhailovich sound health and the joy

the suppression of the conditions of NJO excitation in theprought by his pupils.

sample. Sample cooling in zero electromagnetic field to tem-

peraturesl < Tg, at which the same value of critical current *g_majl: churilov@ilt.kharkov.ua
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A polycrystalline sample of GPd,Ge; is investigated using a dc SQUID magnetometer. A
noticeable difference between ZFC and FC magnetic susceptibility is found eGwK. The
temperature dependence of the magnetic susceptibility demonstrates an anomaly near
approximately 2.8 K below which a remanent magnetic moment exists. Two characteristic
temperatures detected support the assumption that there are different cerium magnetic subsystems
in Ce;Pd,pXs (X=Ge, S) compounds. Unusual magnetic behavior observed gPGgGe;

is discussed within the framework of the “molecular magnetism” model which predicts a

frustration of exchange interactions. €998 American Institute of Physics.
[S1063-777X98)00608-7

1. INTRODUCTION 2. EXPERIMENTAL RESULTS

The problem of the coexistence of magnetic and Kondo  Figure 1 represents the temperature dependences of a
ground states ifi-electron systems has been discussed intenstatic magnetic susceptibility at lo@e2 Og and high (50
sively over the past decadBef. 1). In our previous works®  kOe) magnetic fieldx o, and xnign, respectively. At high
we reported on a Kondo-like dependence of electrical resistemperatures the following relationship takes place:
tivity and unusual magnetic behavior in polycrystalline Xiow™ Xhigh- Below approximately 10 Kynign is almost equal
samples of CPdXs (X=Ge, S). The electrical resistivity to xow- It is interesting to note that the electrical resistivity
of these compounds demonstrates logarithmic increasing b&&s @ Kondo minimum at the same temperaftfﬁhe solid
low characteristic temperatures of 10 (Ce;Pch,Ge) and line in Fig. +1 _show_s the Curie Iayv’s magnetic susceptibility
50 K (CePdySig). In addition a magnetic anomaly was Xfree Of Ce™" ions in CaPdGe; if they would be free of
found in CePdySis below ~50-60 K. Though the crystal exchange interactions. The curves,(T) and s T) cross

structures of CePhyGe; and CaPdhSis are very similar, each other a'F the temperatpaseso K. It is likely that this
) . . temperature is characteristic of fe,b,Ge; as well as of
no magnetic anomalies were detected in the former com:

pound above the helium temperatdre. However, an Ce;PdhoSis. " The low temperature magnetic susceptibility
. - L o 7 (at 12 and 2 Ogis displayed in Fig. 2. Curveg(T) clearly
antiferromagnetic-like peculiarity of ac-susceptibility in

demonstrate a magnetic anomaly n&ar=2.8 K. BelowT
CePd,Ge; was found at 1 KRef. 4. In the presented work g y noa !

‘ > ) the increase in the susceptibility slows down noticeably
a polycrystalline sample of GBd,Ge; has been investigated \ich excludes a ferromagnetic type of this anomaly. More-

using a dc SQUID magnetometer in the temperature ranggyer, no evidence of the magnetic hysteresis was observed in
from 2 to 200 K and at magnetic field2-50 kOe. The  nagnetization curves measured at 2 K. Furthermore, as may
sample of CgPd,Ge; was prepared using a melting tech- e seen from Fig. 3, the effective magnetic momintper
nique in an arc furnace in the argon atmosphere as describet*+ jon) decreases with lowering of the temperature from
in Ref. 5. Annealing in the argon atmosphéaéthe pressure 10 to 2.4 K.

of 1.1X10° P9 was performed at 600 °C during about |t should be noted that increase of the magnetic field at
700 h. The crystal structure of the sample determined by theyw temperatures suppresses the magnetic susceptilsiity
x-ray analysis is the same as reported in Ref. 5. The temper&ig. 2, compareM/H at 12 and 2 O€(inseb]. This is a
ture dependence of the electrical resistivity of the sampleharacteristic feature of spin-glass systems. In addition, a
being studied as a test shows a logarithmic increase belodistinct remanent magnetic momegiRMM) was detected at

10 K that accords with results obtained in Refs. 2 and 3. low temperatures. The inset of Fig. 4 demonstrates the tem-

1063-777X/98/24(8)/3/$15.00 565 © 1998 American Institute of Physics
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T.K FIG. 3. Magnetization curves of ged,;Ge; at different temperatures.

FIG. 1. Temperature dependences of theRtgGe; magnetic susceptibility

at different magnetic fields. The solid line represents the calculated “free

ions” magnetic susceptibility which follows the Curie law. temperature magnetism in 55&120(366. This point of view is
supported by Fig. 4 which shows the differerc®l between

perature dependence of RMM in {RebGe; nearT,. To ;pallgnetlci. mog::ecnts %f fgﬁjdzoee}? m'(iacsured %urmg _zriro

obtain these data the sample was cooled dow® K at the ield cooling ( ) and field cooling(FC) procedures. The

zero external magnetic field, then the magnetic field of 10 alue of AM clearly tends 1o zero at temperatures above

Oe was applied for a short time and next it was turned off. 2~60K.

On subsequent heating, the RMM of the sample quickly falls

down in the temperature range from 2@ 3 K and falls 3. DISCUSSIONS

down lower at temperatures above 3 K. The existence of the Since 1995, when GBdoXs (X=Ge, S) was

RMM also could indicate a “spin-glass(SG) nature of low gy nhesized, magnetic properties of this compound have
been investigated in works*6-8|t was found that the pos-

sibility of detecting magnetic anomalies depends strongly on
the applied magnetic field. Thus, the cusp in the ac-magnetic
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FIG. 4. The difference between the FC and ZFC magnetic moment of
FIG. 2. The low temperature magnetic susceptibility of;RBGe; at CePd,(Ge; versus the temperature. The inset shows the temperature depen-
12 Oe. The inset shows the magnetic susceptibility at 2 Oe. dence of the remanent magnetic moment below 4 K.
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susceptibility of CgPd,Sig at 0.15 K is suppressed by the a=1.2445 nm
weak static magnetic field. The magnetic behavior of
Ce;Pd,Sig at high temperature@—100 K) is also sensitive

to the static magnetic fielThis evident field-dependence
on the applied magnetic field explains why the magnetic
anomaly at 50 K in CgdySiec and that at 2.7 K in
CePdyGe;, observed in this work, were undetected at the
magnetic field 3 kOe used in Refs. 4 and 8.

The marked field sensitivity of magnetic susceptibility in
Ce;Pd,Sig was analyzed within the framework of the “mol-
ecule magnetism” modél.This model could explain also a
“spin-glass” magnetic behavior in GBd,;Ge;. According
to Ref. 5 and the “molecular magnetism” model, there are
two non-equivalent Ce positiorif€el and CeRin the crystal
lattice of CePd,pXe.> First type (Cel) ions form face-
centred “large” cube and second typ€e2 ones make up a
“small” cube inside the “large”. If Ce2—-Ce2 ferromagnetic g, 5. The unit cell of CgPd,oGe; crystal structure. Only Ce positions are
exchange interactions dominate over others, this could resutown.
in the formation of “superparamagnetic cube€SPQ con-
taining eight Ce2 iond.Anomaly at 50—60 K in C¢2dhSig
can be attributed to antiferromagnetif) ordering of SPC.

In this case Cel moments, placed between two SPC, under
magnetic frustration. It is well known that magnetic frustra-
tion and spin-glass behavior are intimately relateon-
freezing cerium magnetic moments are capable of being e
fective Kondo’s scattering centet#\nalogous frustration of
exchange interactions may also take place inPOgGe;.

Within the framework of this model in the temperature range  This work was partially supported by the Russian Fun-
50—60 K there may occur the magnetic transition of SPC tqiamental Research Foundatit@rant 95/02/04340 and 95/
antiferromagnetic state in gRd,Sig and to the “freezing”  03/09647.

state(partial or completgin Ce;Pd,(Ges. This characteristic

temperature is determined mainly by Ce2—Ce2 exchange in:yy. zyumov, M. Katsnelson, and Yu. Skryabirtinerant Electron
teractions which should be close in both compounds. From Magnetism Nauka, Moscow(1994).

this point of view the second magnetic anomaIqut in 2Yu. P. Gajdukov, Yu. A. Koksharov, Yu. V. Kochetkov, J. Mirkovic, and

; “ P : V. N. Nikiforov, JETP Lett.61, 381(1995.
CesPd,Ge; is due to “freezing” of some Cel magnetic mo- 3V. N. Nikiforov, Yu. A. Koksharov, J. Mirkovic, and Yu. V. Kochetkov,

ments(see below. J. Magn. Magn. Mater163 184 (1996.
Figure 5 shows the unit cell of GRd,(Ge; crystal struc- :J' Kitagawa, N. Takeda, and M. Ishikawa, Phys. Re35101(1996.
ture (0n|y Ce positions are presen)ed’he analysis of an A. V. Gribanov, Yu. D. Seropegin, and O. |. Bodak, J. Alloys Compd.

. . 204, L9 (1994.
arrangement of cerium atoms relative to SPC reveals tWQSJ. Kitagawa, N. Takeda, M. Ishikawa, T. Yushida, A. Ishiguro, and

different positions of Cel ions. These are Cqibsitions, T. Komatsubara, irProceedings of Conference on Strongly Correlated
which are located at corners of the “large” cube, and ‘Cel _Electron SystemsAugust 19-22, Zurict{1996 (in print).

. . 7 . .
ones—at centers of the faces. Because of their unequivalenf)- Takeda, J. Kitagawa, and M. Ishikawa, @onference on Strongly

. Correlated Electron SystemAugust 19-22, Zuricl1996 (in print).
Iocz_itlon near SPC_ these Cel subsystems_ may u_ndergo MAaG . Takeda, J. Kitagawa, and M. Ishikawa, J. Phys. Soc. 68n387
netic ordering at different temperatures. It is possible That  (1995.
is the temperature of “freezing” in one of these subsystem.gS- Ozeroff and P. Keezom, iBemiconductors and Semimetals, Diluted
This could result in the termination of Kondo-like increase of Magnetic Semiconductors Volumeé. 25, Jacek K. Furdyna and Jacek

. . Kossut(Eds), Academic Press In¢1988.
the electrical resistivity near 2 K.Other Cel subsystem
COU'Q have a transition to the antiferromagnetic phase undeis article was published in English in the original Russian journal. It was
cooling below 1 K? edited by R. T. Beyer.

In conclusion, we suppose that L&, Xs (X=Ge, S)
system could be considered as antiferromagnetic with a few

magnetic subsystems and a strong frustration of exchange
interactions. This could explain the anomalous magnetic be-
pavior(including “spin-glass” ong and coexistence of mag-
netic and Kondo-like properties at the same temperature
region.
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Local magnetic fields and their anisotropyifire nuclei are measured in the domain boundaries

for the sites 4, of F€" ions of the hexaferrite Srig, g in the temperature range 4.2—295

K. The anisotropy of the magnetic moment moduli of Fens is determined at low temperatures.
The anisotropy of the magnetic moment moduli is considered as the physical factor

responsible for the hyperfine field anisotropy. The connection between the anisotropy of magnetic
moment moduli and the magnetic characteristics of the ferrite is considered in the molecular

field approximation. ©1998 American Institute of Physids§1063-777X98)00708-1

INTRODUCTION circumstance must be taken into consideration in this con-
i _ _nection. The local field at a nucleus is the superposition of

The analysis ofllow.-tempclarature properties of r’n"’“‘]’nm"[he hyperfine fieldH,; and the dipole fieldH, produced by
cally ordered materials is carried out most frequently by us- o . : ,
ing the semiclassical approach. This approach is based on t}Ilrée magnetic ions surrounding the nuc?leus. The dipole f'el_d
constancy of the moduli of magnetic moments of ions and"@Y change as a result of reorientation of local magnetic
hence the magnetization of a magnet. This condition is use§10Ments. Hence it is preferable to study this effect in mul-
to determine the equilibrium orientation of the magnetizationtisublattice ferrimagnets for nuclei in crystallographic posi-
and its small oscillations. The semiclassical approximation igions with a small anisotropy of dipole fields. For M-type
inadequate for studying a number of phenomena. For exaexaferrites, such positions correspond fq for Fe** ions
ample, by rejecting the condition of conservation of magne4in the c-sublattice. According to the data presented in Ref. 5,
tization modulus, Baryakhthrcreated a phenomenological the theoretical value of the dipole field anisotropy if, 4
theory of magnetic relaxation which correctly explains thepositions is about an order of magnitude lower than for the
difference between the relaxation constants in the Landaugther crystallographically nonequivalent positions offFe
Lifshitz equation obtained from the mopility of domain walls jons. The local field anisotropyH, at the nuclei can be
(DW), and the Qata on ferromagnetic resonamEMR)'. _ determined experimentally by NMR studies in DW nuclei
Hence the experimental measurement of the magnetlzatlo&lsing the steady-state method.

anisotropy and the magnetic moment moduli of ions acquires L . .
) - . . : In M-type uniaxial magnetic crystals, NMR signals are
a considerable significance. For highly anisotropic rare-earth

compounds, the anisotropy of the magnetic moment moduﬁ’bservGd front’Fe at th? Iedge of t.he DW with a freqqency
can be determined from the experimental dependence dfd and from ;he nuclei in the middie of the DW with a
magnetization on the applied magnetic field along easy anfiéquencyr,, .~ For nuclei at the edge of the DW, the mag-
difficult magnetization direction.For the oxide ferrimag- Netic moments are oriented along the light magnetization
nets containing 8 magnetic ions and having a lower anisot- axis, which coincides with the-axis, while the magnetic
ropy, the effect should be less pronounced, and it has natoments of nuclei in the middle of the DW lie in the basal
been possible so far to observe the anisotropy of the modufilane. Thus the differencév=v,,— v4 in frequencies char-

of magnetic moments of ions and the magnetization. Specialcterizes the anisotropy of local frequencies, and hence the
experimental techniques have to be worked out in this ConanisotropysH, = H,,— H4 of local fields upon a reorientation

nection. The considerable progress made in the technique g magnetic moments from the-axis towards the basal
growth of perfect crystals of ferrimagnets, and in the meth+3e.

ods for studying local characteristics of magnetic ions by the
NMR techniqué allows us to use the NMR technique for

determining the anisotropy of the moduli of magnetic mo-_~ " . . :
ments of ions. At temperatures close to absolute zero, th@osmons in the hexaferrite Sre,0 (STM) in the tempera-

hyperfine fieldH,; at the nucleus of a magnetic ion in the tUre range 4.2-295 K. The hyperfine field anisotropy, which
magnetically ordered state is determined by the modulus df treated as a consequence of the anisotropy of magnetic
the magnetic moment of the idnHence the dependence of Moment moduli of F& ions, is determined at low tempera-
Hy¢ on the magnetization orientation relative to the crystal-tures. The connection between the anisotropy of magnetic
lographic axes can provide experimental information aboutnoment moduli and the magnetic characteristics of a ferrite
the anisotropy of magnetic moment moduli. The following is considered in the molecular field approximation.

In this work, we report on the measurements of local
fields and their anisotropy afFe nuclei of F&" ions at 4,

1063-777X/98/24(8)/4/$15.00 568 © 1998 American Institute of Physics
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SAMPLES AND MEASURING TECHNIQUE '\
Crystals of SrFg0O,4 (SrM) grown from solution in the L
molten flux SrOB,0O; were used as samples. The crystals 3.9
were synthesized in the temperature interval 1180-1050 °C.
The samples were enriched in the isotSfiee to 95%. The
phase composition of crystals was checked by x-ray crystal- i .
lography. At room temperature, the crystal lattice constants
had the following valuesa=0.588 nm,c=2.299 nm. The { . ‘ Ly . |
NMR of DW nuclei was observed in the steady state by 3.8 0 100 200 300
using a device consisting of a rf amplifier with tp&ckup- TK

circuit containing the sample connected to its input, and a

frequency-characteristic meter X1-42. The NMR was de-IG. 2. Temperature dependence of local fields*ée nucleiH,, in the
tected from the resonance peaks on the frequency charactemiddle andH, at the edge of a DW, respectively.

istic of the pickup-circuit The voltage across the circuit did

not exceed 102 V. The crystal was oriented in thackup-

circuit in such a way that the rf field was oriented along theDW should not differ significantly from the NMR frequen-
c-axis while the signal intensity was the highest. NMR of cies of nuclei in the domains. The signal frequengyfor
nuclei in the domains was observed by using a noncoheremiuclei in 4f, positions of domains was determined by the
spin-echo spectrometer which made it possible to find thgpin-echo technique. The value of differs insignificantly
dependence of the echo signal amplitude on the duty factdrom the frequencyy which was attributed to the nuclei at

of rf pulses. the DW edge. The identification of signal from nuclei in the
middle of a DW requires a knowledge of the anisotropy of

DISCUSSION OF RESULTS local frequencies upon a reorientation of the magnetization
vector from thec-axis to the basal plane in the one-domain

Two NMR lines were observed fofFe nuclei in a DW
in the 4f, positions of F&" ions. Streevérprovided an iden-
tification of NMR spectral lines for various crystallographic v’ =v, — v, (1)

" b : d .
positions of F&" ions in an M-type hexaferrite. Figure 1 \yherey, corresponds to the magnetization orientation in the
shows the frequency characteristic of the pickup circuit req555) plane and, to the orientation along the-axis.
corded qt 77 K with the help of a plotter. Two peaks at  The quantitys»’ was determined by the spin-echo tech-
frequenciesq and,, can be seen. The frequency values areyjque in a field 1.75 MA/m using the method described by us
given in Table I. For identifying the peaks, we used the faclyaylier® The values ofs»’ and the theoretical value of,
that the NMR signal frequencies for nuclei at the edge of &e shown in Table I. It can be seen from the Table that the

value of v, differs only slightly from that ofv,, which was
TABLE |. Characteristic frequencies of NMR spectra of the hexaferrite attributed tQ the nuclei in the m'f_’d'e of the DW. The Ste_ady'
SrFe,056 at 77 K. state technique used for observing NMR made it possible to
trace the temperature variation of and v,,. The data of
ve, MHz v, MHz 6y, MHz 6v’, MHz v, MHzZ v, , MHz these temperature dependences were used to find the tem-
72.28 71.83  —045 ~032 72.99 71.97 perature variation of local fieldsly andH,, at the nuclei.
These variations are shown in Fig. 2. It follows from the

state
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T,K interaction of all degrees of freedom in a highly anisotropic

0 100 200 300 magnet leads to a non-conservation of the modulus of the

T T T magnetic moment of ions and the magnetization modulus
during reorientation of the magnetic moments. This conclu-
sion is confirmed by the experimental results on the measure-
ment of anisotropy of the magnetization modulus of interme-
tallic compounds at low temperature$ience it would be
quite appropriate to consider that the hyperfine field anisot-
ropy follows from the anisotropy of moduli of magnetic mo-
ments of F&" ions in 4f; positions, and to assume that the
decrease in hyperfine field due to reorientation of magnetic
moments from light to difficult magnetization direction is
associated with the decreadg in the modulus of the mag-
netic moment of the F& ion, where du/u~ Hp/Hp=
—5.7x10 3. It should be interesting to use this approach for
estimating the observed effect. In the expression for the en-
ergy W of an F€" ion in the 4f, position in a DW, we
consider two largest terms, viz., the exchange en&kgy;
and the anisotropy energy, :

FIG. 3. Temperature dependence of the anisotréigy on °'Fe nuclei. W=W,+Weyec. (3
Considering that the ferromagnet is not subjected to an
external agency and treating it as a closed system, we obtain
figure that the local field anisotropyH; =H,,—Hgq increases  6W=0 andéWp,= — 6W, for spin reorientation. This leads
with temperature. The excitation of magnons inside a DWtO the relation

must Igad to a sharper decrease in the Iocql ﬁdil\gwith SWoio/ We= — SW, /Wiy (4)
increasing temperature as compared to the fi€}d™” This - _ _ _
should lead to an increase #H, sinceH,<Hy. Figure 3 In 4f, positions, the F& ions in thec-sublattice have

shows the temperature dependence of the local field anisotaree exchange bonds with Feions in the 1R position of
ropy 6H,. It can be seen thafH, increases linearly with thea sublattice and six exchange bonds witFns in the
temperature. The linear dependence indicates that the ma#® position of theb sublattice’® Hence in the molecular
contribution to the temperature variation 8ifl, comes from field approximation, the exchange fielde,. and the ex-
the mechanism associated with a decrease in the local maghange energyVe,. for Fe* ions in the 4, positions may
netization in the middle of the DW as compared to the edge®e presented in the forth

on account of thermal excitation of magnons within the DW. _ 2

According to the calculations carried out by Wintethe Hex=214(3Jact 6350)(9A)%,

difference in local magnetizations must increase linearly  We,= — 1?(3J,c+6J,0)(98)?, )
with temperature. Extrapolation @H,(T) to T=0 K allows
us to find the local field anisotropyH,(0)= — 144 KA/m.
The expression fobH(0) has the form

where u is the magnetic moment of the Feion, g the
electrong- factor, 8 the Bohr magneton, and,, the abso-
lute values of the integrals of indirect exchange between ion

oH(0) = oHp(0) + 6H4(0), (2)  of sublatticesb, a andc. Using relations(4) and (5), we
wheresH,(0) is the hyperfine field anisotropy, adt,(0)  °Ptain
the dipole field anisotropy. 26p 84+ 28, oW,
According to the computational data obtained by + =- : (6)
5 _ . . M Jact2dpc Weyc
Stepankoveet al.,> 6H4(0)=95 kA/m for 4f, positions in
the c-sublattice of F&" ions in an M-type hexaferrite at low In the approximation considered by us, it is assumed that

temperatures. Hence we obtain from form@ SH¢(0) the changeSu in the magnetic moments in the positionfs; 4
=—239kA/m. In magnetically ordered ferrimagnets, 12k and 2a is practically the same. For ions in the middle of
Hp:(0)>H4(0), and it can beassumed thatH(0) the DW, the change in the anisotropy energy is numerically
~H,(0)=41.9 MA/m, while the relative variation equal to the anisotropy energy, and hence
SHy¢/Hh=—5.7x10"3. In the analysis of hyperfine inter- _ _ _

action anisotropy, it is usually assumed that the hyperfine OWa /Weye= = Wa/Wexe=Ha/Hee, ™
field and the magnetic moment of an ion are connecteadvhere H, is the anisotropy field of the ferrite SrM. The
through a tensor relatichThis approach corresponds to an quantity — W, /W,,>0, since a reorientation of magnetic
approximation in which relativistic interactions are disre-moments from the light to difficult magnetization direction
garded and it is assumed that the modulus of magnetic maives sW,>0, while W,,<0. The value of the anisotropy
ment of an ion is conserved during reorientation. In the refield for the ferrite under consideration at low temperatures
view article by Loktev and OstrovsHijt is shown that the (77 K) is H,=1.37-10° A/m. Using expression§5), quan-
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tities J,. and Jy, from Ref.(10), andu=gBs (s=5/2), we ration is accompanied by a redistribution of the spin and
obtain for the exchange fielt .= 464x10° A/m. Hence electron densities with a corresponding decrease in the mag-
formula (7) gives W,/W,,~3X10 3. The value of netic moment moduli of F¥ ions.
— 6W,/W,,. is of the same order d8ul/u, but the signs of ]
— 6W,/W,,. and Su/u are opposite. It should be observed 'V.G. Baryakhtar, Zh. Esp. Teor. Fiz87, 1501(1984 [Sov. Phys. JETP
that Rozenfeldet al>*2 mentioned such a peculiarity in their 60 863(1984]. : .

ks. but without considering the sian. Thev found experi- E. V. Rozenfel'd and A. V. Korolev, Zh. l&p. Teor. Fiz108 862(1995
WOrks, _ g gn. They found exper- |;e1pgy 471 (1995]. )
mentally that the relative anisotropy of magnetization in in- 3s. p. Kuntsevich, A. A. Bezlepkin, and Yu. A. Popkov, Ztksg. Teor.
termetallic compounds has the same order of magnitude ag-iz. 85, 1820(1983 [Sov. Phys. JETR®1, 1079(1985].

: ; E. A. Turov and M. P. Petrouclear Magnetic Resonance in Ferro- and

the_ ratio of the anisotropy energy to the exchange energy. Antiferromagnetsin Russiad, Nauka, MoScow 1969,
Using the values of- 6W,/Wexc and du/u as well as the sy “siepankova, J. Englich, and B. Sedlak, Czech. J. PBgS, 816
relation (6), we obtain ©J,c+283p)/(Jact2dy) =14.4 (1983.

-1072 which gives8J,.+28J,.>0. According to Eqs(5) °J. M. Winter, Phys. Revi24 452(1961).

: : ’R. L. Streever, Phys. Re86, 286 (1969.
this corresponds to a decrease in the exchange energy andi’@. M Loktev and V. . Ostrgvskii (Fiz. 2izk. Temp0, 983(1994 [Low

phange in.the s.eparati'on and angles between exchange bondgmp. phys20, 775 (1994].
in the chain of interactions B&(4f,) — 0? —Fe**(12) and M. I. Kurkin and E. A. Turov,Nuclear Magnetic Resonance in Magneti-
Fe¥'(4f,)— 0> —Fe*(2a). cally Ordered Materials and its Applicatidiin Russiai, Nauka, Moscow
: (1990. )

. The a_bove anal_ySIS can be Summe_d up as_follov_vs. ArﬂOM. P. Petrov and A. V. Kuntsevich, Zh kBp. Teor. Fiz63, 2239(1972
increase in the anl_sotropy energy during reonentguon of [sov. Phys. JETR6, 1184(1972)].
magnetic moments is compensated by a decrease in the €%J. SmartEffective Field Theories of Magnetismhiladelphia(1966).

. . . . . 12 ’ i
Change energy Th|S is accompanled by an increase in theﬁgigErmolenko and E. V. Rozenfel'd, Fiz. Met. MetallovetB, 505
indirect exchange integrals and a change in the separation '

between magnetically active ions. The variation of ion sepaTranslated by R. S. Wadhwa
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The two-dimensional (R) Heisenberg model with anisotropic exchange<1-J,/J,) and

with negative next nearest neighbor exchand@g (vith S=1/2 is investigated by using

the quantum-mechanical Monte-Carlo method. The energy, magnetic moment at a site, heat
capacity, and spin-spin correlation functions are calculated. The stability regions éboidering

of spins as well as the strip-phase and gapless quantum spin liquid are determined in the
interval A/2<J,/J;<1/(2A). © 1998 American Institute of PhysidsS$1063-777X98)00808-1

Over the recent years, a large number of publicationshe interval 0.6—0.8, a four-sublattice AF is formed. Al
have been devoted to the theoretical and experimental stuthese investigations are based on Heisenberg's isotropic
ies of 2D Heisenberg antiferromagnetdF) in a square lat- model although quasi-two-dimensional compounds have an
tice with spin S=1/2. Following the discovery of high- exchange anisotropy~ (10 4-102)J. For example,
temperature superconductivity in metal oxides, considerabl€aV;0,; with an exchangel,/J;~1.3 has a temperature-
attention has been paid to the investigations of frustratethdependent static structural fact®(q) above the Nel
antiferromagnets with a negative next nearest neighbor intetemperaturé® The anisotropy lowers quantum fluctuations
action. Several elegant theories have been proposed for neand minimizes computational error associated with the finite
types of magnetic states. These are the resonant valence boside of the lattice.
(RVB) states proposed by Andersbmhich are formed as a In an earlier work* we studied the dimeric state in an
result of superposition over all realizations of singlet pairs.antiferromagnetic Heisenberg chain with four-spin interac-
Calculations for a & 4 latticé confirm the closeness of the tion and with a spirS=1/2. The four-spin exchange may be
energiesEryp to the exact value. ThN-Fermi approach, in a result of interaction of spins with lattice vibrations
which N different flavors are introduced instead of the two (phonong. Expanding the exchange integral in powers of
projections of the electron spi,®* leads to a 1/2-flux state atomic displacements, we obtain the spin—phonon interaction
with gapless spin excitation and a power attenuation of thén first-order perturbation theory. Transforming the phonon
spin—spin correlation function. In the strong frustration re-operators through a displacement by a certain conStdat
gion J,/J;~0.6, wherel, is the energy of antiferromag- termined by the condition of vanishing of terms linear in
netic exchange interaction between nearest or next neargshonon operators, we obtain the four-spin exchange. Thus
neighbors, the existence of gap magnetic states is assum#étk bilinear and four-spin exchange correspond effectively to
with an energy gap-(0.1-0.2)). These states include that a spin-Peierls system with a spin-Peierls phase transition in
of a quantum spin liquidSL) with scalar and vector chiral the one-dimensional Heisenberg motfeBuch a transition
ordering?® and an ordered dimerigpin-Peierls state®>’ in  corresponds to the formation of spin pairs that are in singlet
the 1N approximation N is the number of flavoyS the  states with ordered centers of mass relative to one another. In
energy of the dimeric state is slightly lower than the energythis work, we study the properties of the dimeric state and
of the chiral spin stateE o/Egime=0.994. The exact di- calculate the dimeric state—paramagnet phase transition tem-
agonalization in small latticBsgives opposite results: the perature as a function of the four-spin interaction. The tran-
vector chiral order parameter is double the dimeric paramsition vanishes in the absence of a four-spin interaction, and
eter. The latter states are described by fractional statistics aritle calculated properties for the antiferromagnetic chain are
have a specific spectrum of spinon, holon, and anyon excitan good agreement with the results of computations, e.g., the
tions described in detail by Izyumaat al® correlation radius varies according to a power EwA/T in

Most works devoted to investigation of the Heisenbergthe entire range of temperatufe
model with frustrations assume a long-range AF order at Thus, we can single out two problems. The first one
=0 andJ,=0. The critical value ofl,/J; corresponding to concerns the possibility of existence of a quantum spin liquid
the violation of long-range magnetic order depends on thén an anisotropic frustrated AF and the effect of exchange
technique and approximations used in analytic computationanisotropy on the stability region of long-range antiferro-
and varies between 0.1 and 3:#~2The more precise the magnetic order and the quantum spin liquid. The second
uncoupling of spin correlation functions, the smaller theproblem concerns the existence of an energy gap in the ex-
critical value for the frustrated bond. For valuesJgf/J; in citation spectrum of a quantum spin liquid. The value of the

1063-777X/98/24(8)/6/$15.00 572 © 1998 American Institute of Physics
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gap in the SL can be determined from the temperature de- (S =+1/2), y=M/H. ©)]
pendence of heat capacity, susceptibility, and from the de-

pendence of magnetization on the applied magnetic field. wi/e calculated the longitudind(r) =(S;S;) spin-spin and
shall use the trajectory algoritifiin the Monte-CarlqMC)  four-spin(S;SiS{Sf., ;) correlation functions and their Fou-
method. The basic idea underlying this algorithm is thefier transform along the sides and diagonal of a square lat-
transformation of a quantu-dimensional problem into a tice. The thermodynamic mean of the spin at a site is defined
classical D+ 1)-dimensional problem by introducing “time s o=1im, _..[abs(S{S/))]"% The correlation radiug of
sections” in the space of imaginary time<0r< 1/T, and the ~ SPin interaction and the pre-exponential indgxre defined
realization of the MC procedure in the “imaginary time- through the relation

coordinate” space. R(r)=A/r? exp(—r/&), 4

where R(r) is the normalized correlation functioR(r)
1. MODEL AND COMPUTATIONAL TECHNIQUE =(S*0)S(r))—(S»2. In the model with competing inter-
actions in the absence of a magnetization-type order param-
Let us consider an anisotropic Heisenberg AF with thegter, a possible characteristic of the system may be the cor-
next nearest neighbor antiferromagnetic interaction in delation function of locally calibrated operator over an
square lattice with spin$=1/2 localized at its sites and elementary plaquette. These plaguettes may turn out to be

applied field. The Hamiltonian can be presented in the formpe eight-spin correlation function

2 4 N
Z Z Z Z Z Z
H==> 2 [J%(h,)S'SE, |, (S%(0)S*(hy) S*(hy) S*(hy+hy) S*(r)S*(r +hy)
et Pa=t 1=l X S(r +hy)S(r +h,+hy)). (5)
X,y X X QY
Ja (h“)(SS‘*haJFS' S'“‘a)} Chiral order may exist in the region of strong frustrations
N/2 (J,~0.53,). Let us determine the vector parameter of chiral-
—HZ D, (S50 ), (1) ity over the smallest triangle
=1 @
Fijk=(SX§+SX§+SXS) (6)

whereJa <0, the summation oven, is carried out over all
neighbors in theath coordination sphereA=1—-J*Y/J%* is  and calculate itg-projectionF*
the “easy axis” type exchange anisotrophl/ is external _ o o
magnetic field, andN the total number of spins. Fix=il(S'S —S §)+(S/S —5'S)
The algorithm and the MC method were described in +(S'S -5 SN @
detail in an earlier publicatiotf The Hamiltonian is divided !
into clusters of four spins on a plaquette, and commutatioWe calculate the correlation functions of normal and anoma-
between them is taken into consideration using Trotter’s forfous types of spin operatorsS™(0)S™(r)), (S"(0)S™(r)
mula. In the MC procedure adopted in our work, we use+S™(0)S™(r)). by using the Hirsch techniqu&.The idea
periodic boundary conditions along Trotter's direction andunderlying this technique is that the world lines are ruptured
over the lattice. The linear dimensions of the lattice bre at a distanca =m in the Trotter direction, and the wave
=40, 48, 64 and 80, anth=16, 32, 48(wherem is a  functions in theS* representation become equal at this dis-
positive integer called Trotter's numbemhe number of MC  tance. The computation of these correlations requires a new
steps per spin varies from 3000 to 10000. One MC stepMC procedure with free boundary conditions in the Trotter
involves the rotation of all spins in a lattice of sitexL direction and a doubling of the computation time.
X4m. The energ)E and the heat capaciy are defined by The statistical error in MC computation was determined
formulas by using the standard technique. The mean value was com-
puted, the instantaneous value memorized, and the mean
E= < (1/2)2 F{’j> , FI=—0aldB(In p{), C=dE/dT. square deviation determined after completion of the MC pro-
LT cedure. This error lies in the intervd).1-2%. The system-
2 atic error arises due to a finite value of the numiveand is
Here pi”j are matrix elements of the local density matrix proportional to~A/(mT)2,
(i,j=1,...L, r=1,...m), and 8= 1/(kgT). Summation is In a frustrated AF, the matrix elements in aX166 ma-
carried out over eight spin clustets<L X m, and the angle trix corresponding to a four-spin cluster on a plaquette may
brackets indicate thermodynamic averaging. Magnetizatiomssume negative values. However, the probability of local

M and longitudinal susceptibility are defined as and closed rotations is an even function of negative matrix
elements. The probability of global rotations is equal to the
M = < E M if’j> , product of matrix elements from 1 ta, which may be nega-
Ly tive. The statistical weight of these configurations is small
1 1 and is determined as follows. The number of configurations
r—__ roo 4 gtl in the space of negativigoositive weightsZ_(Z ) is deter-
Mii=am hx%:O (SHhX'th SHhX'th)' mined by the MC procedure, and the quanty /(Z,
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FIG. 2. Magnetic structure of a spin liquid: spin pairs directed along the
X-axis (dashed ling Y-axis (solid line), and Z-axis (arrowed ling. The
dotted line indicates correlations along the longitudinal spin components.

Frustration decreases the absolute value of the energy of an
AF by 5-8%. ForA>M\.;, a dimeric state is formed in
which dimers are arranged in a particular order. Such a struc-
ture can be presented schematically in the form of three types
of dimers with a mutually orthogonal arrangement. The fine
lines in Fig. 2 show pairs of spins directed along ¥axis,

(curvel), 0.2(curve?2), and 0.4(curve3) (b) on the normalized next nearest while the thick lines and lines with double arrows indicate

neighbor exchange=J,/J;.

+Z_)=0.02—-0.044 decreases with increasing temperaturéc.)
This leads to a systematic error of the same order of magn{—n

tude in the computed values:

(A)~A{1+Z_(Z.—Z_)}. ®

respectively the spin pairs directed along theandZ-axes.
Spins directed along thé-axis induce polarization along the
ngitudinal spin components on the nearest neighbors
arked by circles in Fig. 2. The spin—spin correlations along
ongitudinal components are shown by dashed lines. In this
region, the correlation functions along the diagonal of the
squarg110] at a distance =v2a are negative for longitudi-

Here A, is the sum of physical quantities in the space ofha@l components and zero along transverse components as

positive weights. To improve convergence of thermody-

namic means, the sign of the statistical weight of the con- - ) >
if with the exchang@d, in accordance with the magnetic struc-

figuration was not taken into consideration. This is valid

the ratio €, —Z_)/(Z,.+Z_) tends to a constant value as

T—0.2In the region of strong frustrationg4/J;=0.5), the

difference in the values of energy calculated by taking into

account the sign of transition probabil¥y>0 and without
it abs(W) is ~5%.

2. DISCUSSION OF RESULTS

shown in Fig. 2.
Figure 3a shows the spin correlation functions varying

ture presented in Fig. 2. For the critical valung=(1
+A)/4, the sign of S?(0)S*(r =v2)) varies from positive to
negative, and the signs of spin correlation functions of near-
est and next nearest neighbors coincide with the signs of the
exchange, and the frustration disappears. This leads to an
increase in the absolute value of energy. The theoretical
value of the energy of the disordered state exceeds all energy
values obtained by other methods. Thus,Xer1/2 the exact

While calculating the thermodynamic characteristics ofdiagonalization gives E/J=—0.53%' the spherically-
an anisotropic AF with frustrated next nearest neighbor exsymmetric spin-wave theory givés/J= —0.26 1 while the
change in the ground state, we shall use the technique dfiN- fermion representation gives/J=—0.23*

asymptotic continuation of these quantitigsiculated at fi-

Upon a further increase in the exchangie the short-

nite temperaturggo T=0. The dependence of energy, mag- range order in transverse spin components along the diagonal

netization at a lattice site, and spin correlation functions ordecreases byr=v2a and becomes equal

to zero

the next-nearest neighbor exchange was calculated for seyS*™(0)S™ (r=v2))~0 (Fig. 3b for A=\,. Spin correlation

eral values of exchange anisotropy=0.05, 0.1, 0.2, 0.3,
0.4, 0.6, 0.75 and 0.8. The critical values\qf , correspond-
ing to the vanishing(emergence of long-range order are
determined from the kinks on the energy dependdnge)
and the vanishing of magnetization at a lattice $kay. 1).

functions have a power dependence on distance
(S*(0)S(r))~1/r7, and can be approximated quite well by
a straight line on the logarithmic scalEig. 3¢ where the
exponenty varies in the interval 2.5-3.5 fax;<A<A,.

The chirality parameter calculated over the entire lattice ac-



Low Temp. Phys. 24 (8), August 1998

0.10
.1 a
A 005} ., °2
0 ..t +3
7\,/)0 or ] .':!-:4
s 8
-005F  ,,ee*c3tl] obees
o'. v
-0.10} ¢ ’ .
_0.15 1 1 i 1 1
0 02 04 06 08 10
A
02f . b
SR L Ot WP
w | 1
+0o
)
Vo,
.‘.
| ~
L 1 ] 1 ]
0 05 10 15 0 1 2
A inr

S. S. Aplesnin 575

The dependence of magnetization on the external mag-
netic field is linear(Fig. 49. the critical fieldH.=0, and
hence there is no energy gap between the ground and triplet
excited states. The susceptibility is independent of tempera-
ture and applied magnetic field in SL. The temperature de-
pendence of heat capacity can be approximated quite well by
a power lawC(T)~AT", where the exponent varies be-
tween 2 and 3 depending on the value of the exchabge
For an exchange anisotropgy=0.05,J,/J,=3 in an SL, the
MC results are approximated correctly by a power depen-
denceC(T)~AT?7(?) (Fig. 4a. It was mentioned above that
the negative sign of the matrix elements of transition prob-
ability leads to a small error of3% in the energy values
for A=0.3. Figure 4b shows the energy values calculated by
taking into account the sign of the transition probability
(curve 1) and without taking the sign into consideration
(curve?2). The computational error decreases with increasing
temperature.

Let us emphasize the basic characteristics of this state.
The thermodynamic mean of the spin is equal to zero, a
short-range order exists with a sharp attenuation of spin cor-
relation functions according to a power law, and the energy
gap between the ground state and the excited state is equal to

FIG. 3. Spin—spin correlation functions along the longitudinal spin compo-zero, which corresponds to the definition of a gapless quan-
nents(S{S;) in an SL withA=0.1(1,2), 0.75(3,4 atr=1 (2,4, v2 (1,3
(@ along transverse spin componer&; S, ) with A=0.1,r=1 (1), r

=v2 (2) (b), (c) shows the dependence of the correlation function of an SL

with A=0.05,\=0.25(1), 0.8 (2) on logarithmic scale.

cording to formula(8) is equal to zerok=0), i.e., there is
no chiral order. The proposédrdering of dimers over sub- this theorem, the disordered phase of an antiferromagnet
lattices embedded into one another in a staggered manneentaining an arbitrary half-integral spin in a unit cell must
can be calculated by using the four-spin correlation functiorhave a broken symmetry or gapless excitations.

defined in these sublattices. The MC computation of four-

tum spin liquid®? The magnetic properties of a quantum spin
liquid are analogous to those of a “tomographic” Luttinger
liquid for the two-dimensional cagé.The existence of a
gapless SL in the R-Heisenberg model with frustrations is
in accord with the general theorem of Lieb, Schultz and
Mattis?* applied to the two-dimensional ca&eAccording to

The energy of an SL in the isotropic case can be pre-

spin correlation functions along the sides, diagonals and sutsented in the form of the energy of singletsdp and the
lattices(SyS:S;S; +1)~0 forr=L/2, and does not lead to a energy along longitudinal spin components with(the Ising
long-range order of singlet pairs. There is no correlation becomponent~2S2J,): E=—0.687—0.5\, which is in good
tween spin plaquettes described by form{#@a At distances
r>a, the function(5) tends to zero. Hence the long-range tion functions along the longitudinal components become
order parameter for chiral and singlet ordering of pairs isequal at distances=1 andr=v2 (Fig. 39. The exponenty

equal to zero in this state.

0.8 :
a -0.50
06 mFA o)
Zm 2 '0.55
X 04} ~
) . W _0.60
0.2} 0.65
0 o | [] 1 ] ]
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agreement with the MC results far>\, where the correla-

begins to decrease with increasing exchadgé n~1 for
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FIG. 4. (a) Temperature dependence of the heat capdziggN of a spin liquid forA=0.05,A=2 (curvel) and 3(curve?2); (b) temperature dependence
of energyE/NJ calculated without takingcurve 2) and taking(curve 1) into consideration the sign of transition probability far=0.05,A=0.3; (c)
dependence of the magnetizativhon the applied field in a spin liquid with =0.05,\=1 (curve 1) and 2(curve2).
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FIG. 6. Temperature dependence of spin correlation functions along longi-

tudinal components in a spin liquid with=0.05,A=1 (1), 2 (2), and 3(3)
A=M\s. A four-sublattice AF structure obtained by the ata distance/a=1 (a) andv2 (b). The inset shows the same dependence
method of exact diagonalizatib%‘?l or analyticall)}l'zs can for r/a=1 with =2 along the transverse components.
be singled out over several nearest neighbors. This structure
is formed by two spin sublattices with a staggered ordering
and a unit cell size/2a embedded one into the other. On decreases sharply with distan¢&2(0)S(r))~ 1/r35(3),
account of an inadequate consideration of spin correlations For the order parameters in a quantum spin liquid, we
in analytic computations and the small size of lattice in ancan take correlation functions at distancesl, v2. The cor-
exact diagonalization, the variation in the short-range orderelation functions along the longitudinal components are in-
for Aq=(1+A)/4 and A, is naturally associated with the dependent of temperaturgn contrast to those along the
violation of the Nel state and the emergence of a strip phasdransverse componenisSince the excitations in SL are
(AF2) with a ferromagnetic ordering of spins along one sidespinons, a singlet pair is transformed into a triplet wih
of a square, and an antiferromagnetic ordering along the=0. The static structural fact@(Q), viz., the Fourier har-
other side. The strip phase, determined from the Fouriemonic of the pair correlation function &= m/a for A
spectrum(S_,S;) in MC computations, is degenerate for <\, andQ==/(v2a) for \>\,, has a temperature depen-
two vectorsQ(0,m/a) and Q(=/a,0), and a spontaneous dence analogous to the depended&(0)S*(r=1,v2a))
breaking of symmetry occurs along one of these vectors foshown in Fig. 6. Two temperature transitions appear in the
N=\.,. The interpolation of the critical values,; and\.,  spin liquid forA>\,. The first transition is associated with
calculated by the MC technique leads respectively to a lineathe violation of the dimeric order &i=T,., where the re-
Aa1=A/2 and inverse\,=1/2A dependence on exchange lation (S*(0)S™(r=1))—(S*0)S*r=1)), characteristic
anisotropy. An asymptotic continuation for the isotropic casefor an AF with Neel ordering of spins is satisfied. The de-
reveals the absence of a long-range order of the strip-phaseloped long-range magnetic order in longitudinal compo-
type. Figure 5a shows the phase diagram of the ground stateents shown by a dashed line in Fig. 2 is preservedTfor
of an anisotropic Nel antiferromagnet{AF1), strip phase >T,., and is transformed into a paraphrasd atT,.. The
(AF2), and of a quantum spin liquid. Only one line corre- spin correlation functiogS*(0)S*(r =v2)) has a singularity
sponding to the isotropic cage=0 was investigated earlier. at this temperaturéFig. 6b, and the dependence of the
Our computations reveal the absence of a long-range ordepin—spin correlation function on distance changes from
for all values of the exchangk <0, and two types of short- power to exponential. In the temperature interfig,<T
range order fola<0.25 and\>0.75 with a power depen- <T,., the heat capacit{Fig. 4 and susceptibility have their
dence of the spin correlation functions on distance. In thenaximum values. FoT >T,., the temperature dependence
interval 0.25<\<0.75, the spin—spin correlation function of heat capacity is analogous to that for a paramagnet:
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It is shown that the order parameter fluctuations result in a power dependence of the
superconducting transition temperature in qud3if@etals on the probability of fermion hopping
between layers. The dependence of this temperature on the carrier concentration is determined
for a model with indirect attraction between carriers. It is found that the transition takes place at
temperatures lower than those expected from the BCS theoryl998 American Institute

of Physics[S1063-777X98)00908-9

INTRODUCTION dicate Bose condensation of local pairs which is used for
interpreting some other experimental data &l¢see also our
The problem of crossover from superfluidiBose—  review?®) This, however, is not in accord with the photoelec-
Einstein condensatiorof compound bosons to BCS-type su- tron spectra ARPES which point towards the presence of
perconductivity has acquired considerable importance oves Fermi surface in metallic phases of HTSC, and hence a
the last few years. This is due to well-manifested peculiaripositive value ofu and thus the absence of pairs in the
ties of the superconducting transition in high-temperature suspace. Moreover, real copper oxides are quasi-two-
perconductorgHTSC) whose behavior depends significantly dimensional, strictly speaking, and this circumstance is ex-
on the concentratiom; of free carriers in thenisee, for  tremely important from the point of view of the possible
examples, Refs. 145However, even if we disregard the formation of a uniform(including superconductingorder
earlier (before the creation of the BCS thegrgttempts to  parameter in them. Finally, it is unlikely that the attractive
associate the phenomenon of superconductivity with Bosefermion—fermion interaction in conductors of any dimen-
Einstein condensatiofsee Ref. 6 for an excellent account of sionality can occur without retardation effects.
the history and physics of superconductivity by I. M. Dmi- Hence, in this publication dedicated to the 70th birth
trenko, it is worthwhile to note that the problem of cross- anniversary of 1. M. Dmitrenko in July 1998, we shall en-
over began to be studied intensively at the end of the sixtiegleavor to consider crossover on the basis of a more real
following the observation of anomalies in the conductivity of model than in Ref. 7, i.e., the model with an indirect attrac-
metal-ammonia solutions. In order to explain these anomaion between fermiongin the framework of the simplest
lies, Dmitrenko and Kulik used the idea of tunneling and Frohlich Hamiltonian. We shall also generalize the ap-
superfluidity of local pairs whose formation was associatethroach to obtaining th& —n; phase diagram of @ metals
with a strong nonretarded interactidh (Hubbard’s model with an arbitrary charge carrier, which was developed in
with U<0 was usej] while the superconducting transition Refs. 16 and 17, to the[® case which emerges when the
temperaturel ; was found to be proportional tnfz’s, which  interlayer(Josephsontunneling is taken into account. It will
corresponds to a possible Bose condensation of pairs formedze proved that when the probability of the emergence of the
in a 3D-system atT>T,. Dmitrenko and Kulik did not third direction is low, the value oT is much smaller than
calculate the chemical potential of Fermi particles(carri-  the mean-field valueT""=TES which follows formally
ers which must be negative in such situatidtisi.e., there  from the BCS theory. In contrast to the case of nonretarded
must be no Fermi surface. attraction, retardation is responsible for different behavior of
Under the same assumptiofaisregarding fluctuations T, and TMF upon a change im; even in the concentration
T.>n; in 2D-systems, which is indeed observed with a con-region in which the generally accepted assump(gze Refs.
siderable degree of precisibtf~12if we take into consider- 3 and 9 of the BCS theory concerning the validity of the
ation weakly doped HTSC samples. Since copper oxides caaquality u=e¢ (eg is the Fermi energyis valid. Another
be treated asR-systems to a good approximation, it would unsolved problem remaining in the HTS physics is the be-
seem that such a concentration dependenck.ahould in-  havior of the functionT(ny) in the range of larga; (strong

1063-777X/98/24(8)/5/$15.00 578 © 1998 American Institute of Physics
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doping, in which it rapidly drops to zero for most cuprate with a quadratic energy—momentum relatfénFormally,
compounds$®-2°We propose that such a behavior can be duesuch an assumption boils down to the replacemeri®oby
to doping-induced degradation of intermediate long-wavethe propagator

bosons (which are henceforth referred to as Einstein’s _ _

phonon$ whose exchange causes attraction between charge D(,k)=D (@) f(k=Knin), ®)
carriers? which obviously coincides wittD (w) for n;=0.

Knowing (1) and(3) and introducing the order parameter
CI)J'(X,.y):(1)0<¢T(Xj)l,0.l(yj)>, we can gasily calculate the
density of the effective thermodynamic potential of the
system by using the method proposed in Refs. 16 anddd

Let us consider a system of parallel planes. One-electroalso Ref. 5 and 32 which can help in an analysis of the
states in each plane are characterized by a quasimomentu#dperconducting properties of the system. This method is
and spin, while the probability of hops between planes idased on the phase—modulus concept for the function
low. The system defined in this way is basically similar to ®;(X,y) =A;(x,y)exdié;(xy)], which is regarded as inho-
that studied for the first time by Efetov and LarKiitsee also mogeneous since long-range uniform ordering in a pude 2
Ref. 24 who analyzes a quasiEl case in the BCS approxi- System at finite temperatures is impossible. Such a parametri-
mation. In the case of quasER electrons interacting with zation is also convenient and physically justified since the

phonons, the density of the Hamilton system can be writter@bsence of this ordering is due to just thermal fluctuations of
in the form z=1) the order parameter phase.
However, we cannot determirf® under such quite gen-
H=->
I,o

FORMULATION OF THE MODEL

‘!’;(Xj) 2_2+ b (X)) gral _assumptions. For this reason, an admissible_ approxima-
tion is the disregard of nonuniformity and fluctuations of the
modulus of the order parameter, leading to the equality
Aj(x,y)A(n¢,T)=A. The other assumption concerns the
smoothness of phase fluctuations, or the smallness of the

quantityV;6;(x,y), which allows us to calculate the value of

+ Gpnthg (X)) Yo (X)) @(X))

+Hpntty 2 zﬁ(xj)zﬂf(xj)wl(xj_l)%(xj_l), Qto Wlthln [V 0;(X, y)1? (long-wave approximation
! Carrying out the appropriate calculations which in fact
—(r2D are the same as in Ref. 16, we can arrive at the expression
X;=(ry~,t). (1)
In this expression, the notation is adopted, accordingto ¢ _ , [ dedk} £4(k) + A% _Ek)
which j labels conducting planeg;,(x;) and ¢(x;) are the N¢ (2m)3 2T
operators of electron and phonon fields of fhe plane,g, ur
is their coupling constantn and o=1,| are the fermion XD(w,k)-i—f de dr2PJ(u,A, T)(V 6)2
mass and spint,;~ |t %/W is the constant of Josephson’s 0
(two-particle tunneling whose role in the transverselative t,A2

to cuprate layepstransport in HTSC is regarded as signifi- —
cant in spite of its weaknegsee Ref. 2] t .y, is the ampli- Ne
tude of coherent electron transition between adjacent planef which the coefficient
W the width of conduction band, artd,, the Hamiltonian of

f dx{1—cog 6;(x,x) = 6;_1(x,x)1}, (4)

a free Bose field which will be regarded as nondispersive an fz 7
characterized by frequenay, for the sake of simplicity. It (A T)= AT
should be noted that in view of the ionic nature of HTSC \/72
compounds, it is optical weakly dispersive phonon branches 42T In 1+ex;< Y e +A ”
that are often regarded as probable intermediate bosons en-
suring attraction sufficient to attaining high, .2°=%° T A2 g

The propagator of free bosons, which determines this - |1- _> —}
attraction, has the standard fotm 87 2T) (Al2T)

2w J’°° X+ ul2T
D{w)= w’—wi+is’ =0, @ % M/szX cosiyxZ+ (A/12T)? ®

which will be slightly modified artificially in order to take is a quantity playing the role of stiffness relative to nonuni-
into account the following physical circumstances: we asform “shear” deformations of the order parameter in the
sume that as the value of; increases, long-wave bosons plane of its definition, and(k)=k?/2m— w. While writing
with k=<k,, become strongly attenuating and cease to bexpressiong4) and (5), we have omitted the subscripton
carriers of fermion—fermion interaction. Here the boundarythe terms where it is insignificant and introduced the number
momentumk,;, is proportional to the Fermi momentukg N, of planes per unit length along tleeaxis perpendicular to
so thatk,j,=ake=a+/2meg, Wherea is a free parameter. It the planes. Thus, the expression obtained¥as the starting
should be recalled thatr=mn;/m for free 2D fermions expression for deriving equations describing the behavior of
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characteristic temperatures as functionsnef It should be The temperatur@ . can be obtained by using the same
noted that the form of effective potential is in accord with theexpression(4) taking into account the last term since it cor-
expression derived by Abrikosd¥,who assumed that inter- responds to the global () ordering. In the case of weak
planar tunneling occurs through resonant two-level centertunneling assumed by us and apparently corresponding to
which are always present in finite quantity between conductHTSC compounds, the required temperature is the tempera-
ing layers of real HTSC samples. In addition, coefficiét  ture of stabilization of the unified phagg(x,y)= 6 in all the
in Ref. 24 was assumed to be equal to the density of supefayers, which can be attributed, following Refs. 23 and 24, to
conducting condensate. the universal value ofcosé)#0, thus becoming the order
parameter that can be determined from the equétion

QMF( 0) -1
f D6 exp{— 1 H

It should be mentioned above all that the quadi-2 MF
model under consideratiofas well as the P mode) has Xf Do cos ex;{— Q (9)} ®
two, and not one, characteristic temperattfé$ T2¢S at T
which the modulus of the order paramefetwhich naturally
depends onT as well as onn;) emerges and starts being
“ordered,” and T, which is the true superconducting transi-
tion temperature appearing as a result of the quasi-two-
dimensional nature of the systefin the 2D case, the )
Berezinskii—Kosterlitz—Thouless temperature plays the role —t;A%(cos #)cos 6] ©
of the critical temperatu)e*® No spontaneous breaking of s the total effective potential of unit volume of a quag-2
continuous symmetry of operat6f) at T¢©°, and this tem-  system, which is actually taken in the self-consistémt
perature is not critical since it is typical of relatively fast mean field approximation, but witl-fluctuations taken into
formation of the quantityA. Below this temperature, the consideration. However, the thermodynamic potent@l
modulus of A#0, but there is no nondiagonal long-range and Eq.(8) corresponding to it take into account only clas-
order down to the poinT=T, in view of well-developed sjcal fluctuations of the fieldb;(x,y). At the same time,
long-wave transverse fluctuations. This, in turn, indicateyuantum fluctuations requiring special consideration must be
that the wave functions of pairs of incoherent in the regionsignificant either for extremely low temperatures, or for very
T.<T=TZ"®, and their phases are random in different re-small values of; . Both cases can be difficult for an experi-
gions and planes. mental verification since copper oxides whose conductivity

Although TE®is not critical, its behavior can easily be s determined by a heterovalent doping undergo a metai—
determined by writing an equation foA in the self- insulator transition fom¢=0.05 and become nonsupercon-

PHASE DIAGRAM OF THE SYSTEM (cos f)=

where

QMF(g)= NCJ dr?P[I(u,A, T)(V )2

consistent fieldBCS) approximation: ducting.
de dk D(w,k)A An explicit expression foiT ; can be obtained from the
A= —igghf 2 wz—gz(k)'—Aeri&’ (6)  condition for the existence of a nonzero solution of Eg).

taking into account(6) and (7). Assuming, as usual, that
which is a direct consequence of the fulfillment of the con-(cos#)<1 at the point of transition and carrying out the re-

dition quired expansion on the right-hand side(8f, after calcu-
90 lating the functional integrafeven fort;—0) we arrive at
— =0 the final expression
JA V6=0t,=0 2
3_pn3
of the minimum of effective potential disregarding hops be-  Tc= thJJZ(MaAaTc)(w_O) , (10

tween the layers. Expressid@f) contains unknown chemical

potential whose expression can be derived from the standaMhereJ(«,A,T) is defined in(5). It will be proved below
definition that this formula gives a dependentg(n;) differing from

those obtained earlier for quasb#® and 3D’ cases. More-
over, expressiorf10) shows, first, thaff.=0 for t;=0 as
expected, and second, this formula is also valid in the limit
of large n; for which u=¢e, and Cooperand not local
and has the form pairing is formed in the system.

\/m We can easily derive the asymptotic forms for both tem-
V2 + A%+ p+21n 1+exp( - |72 @ peratureT2SanT, . Indeed, in the range of smai} where
eplwo<l, the temperatureToC® satisfies the equation
Thus, Egs(6) and(7) form a closed self-consistent system of Tg“® In(T “Yer) = w exp(~4m/gh,m) which directly implies
equations whose solutions are analyzed in Ref. 16. The exhat 9TECY gep— o0, for eg— 0. In the same range, we have
plicit dependence$2°(n;) andu(T2C%,n;) follow directly N1t s
(6) and(7) if we use the criteriom\ — 0 specifying the criti- TC——C — w_JO exq_4,n./g§hm) ee~Ns, (11)

Q)

=-n
au f

V6=01;=0

cal line in the same approximation. 2
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whereN; is the volume concentration of free charge carriersstrongly correlatedcharge carriers. A generalization of the
In other words, the critical temperature is a linear function oftheory to the case of stroriglubbard electron—electron cor-
n¢, while the quantity A(T=0)/T.~n; ¥/, for example, is relations will be carried out in a separate publication.
much larger than its canonic@CS) value~3.5. Naturally, It is with a sense of deep satisfaction and responsibility
the power ofn; differing from those determined in Refs. 7 that we dedicate this research to the jubilee of Academician
and 23 is actually a consequence of tHe Rature of the Igor Mikhailovich Dmitrenko (National Academy of Sci-
system since the tunneling constant was assumed to beemces of the Ukrainewho is a leading light and an enthu-
small parameter in the analysis@) and in the derivation of siast of low-temperature physics and technology. The gener-
(20). It follows from (11) that an increase in this parameter ally recognized experimental investigations carried out by
increased ;. on one hand, while on the other hand it can leadhim for many years created the foundations and stimulated
(if the smallness criterion is violate¢do corrections which the formation of a large number of fundamental trends in
“replace” the linear dependencéll) by the dependence superconducting physics and its applications, such as Joseph-
TcocNf’3 obtained by Dmitrenko and Kulik. son and point-contact spectroscopy, nonequilibrium super-
In the region of large values ofi;, the temperature conductivity, analysis of the properties of the resistive state
TBCS_A(T=0)=const if er/wy>1 and u=¢¢, and the and quantum interference effects.
dependencer®“n;) corresponds to the BCS—Eliashberg
theory. Since the density of states in this theory is indepen~g.mail: vioktev@gluk.apc.org
dent of energy in the case,T?CS(nf) turns out to be YBy way of an analogy, we can mention low-frequency spin fluctuations
constant. At the same time, it follows directly frofh0) that ~ Whose spectrum becomes diffusive upon an increase if** This, in
T continues o ncrease, approach™ only asymptoti- 017, POTe 0w e ubresson o e ong s ol e
cally so thatT;~>—T.—0, and such a behavior is preserved ne disregard of the intermediate boson dispersion allows us to solve the
for all a<1 (see(3)). The inequalityae>1 appears to be obtained equations analytically. However, the complete self-consistent so-
more interesting: in this case, a poiﬁ;ir (or’ which is the lution of the problem is hardly possible at present.
sament") exists at whichT2¢S=T_=0. In other words, for
ni=n{, a quasi-D metal with degrading long-wave inter- Y. I. Uemura, inProceedings Workshop in Polarons and Biopolarons in
mediate bosons must lose its superconducting properties.High'Tc Superconductors and Related MateriaBambridge, 1994ed.
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Exact analytic expressions are obtained for Green’s functions of a linear chain with a diatomic
unit cell containing an isotopic substitutional impurity. An infinite chain as well as a semi-

infinite chain with an impurity at the free end are considered. The total change in the phonon
spectrum and the spectral densities of vibrations of the impurity and its nearest neighbors

are investigated. The conditions for the formation and characteristics of local and gap vibrations
are analyzed. A general method of obtaining exact solutions by using Jacobi matrices is
proposed for a wide class of one-dimensional systems1988 American Institute of Physics.
[S1063-777X98)01008-1

The derivation of exact analytic expressions for vibra-structures that can be used in microelectronics as an element

tional characteristics of linear chains is an important problenof ultra-miniature semiconducting devic¥sThe interpreta-

in the crystal lattice dynamics. Exactly solvable one-tion of processes occurring in such systems involves an
dimensional models are traditionally used for determininganalysis of the behavior of quasi-parti¢lacluding phono
basic regularities in the behavior of phonon spectra of reagpectra of linear chains with a polyatomic unit cell, which
three-dimensional crystals and are often used to control angbntain various defectée.qg., chains with impurities, semi-
interpret the asymptotic and numerical results obtained fofnfinite chains, and finite chainsSuch problems were con-
more complex and realistic modelsee, for example, Refs. sidered in a number of recent publications. For example,
1-3. This is the more so since quasi-one-dimensional begags et al! obtained asymptotic analytic expressions for
havior of quasiparticle excitations is observed not only forfrequencies and amplitudes of atomic vibrations in a di-

quasi-one-dimensional systems. It is also displaégd by indiztomic linear chain with an isotopic substitutional impurity.
vidual low-frequency modes split in layered crystatsSuch  yiprational modes of a finite linear chain were studied by

modes take place even in three-dimensional crystalline StruGs|ushko and Khrisano¥? Special attention in these publica-

tures whose macroscopic properiies are far from being IOW'Eions was paid to vibrations localized in the gap or beyond

dimensional gnd which exhibit the suppression of the Iong;[ e quasi-continuous spectrum of the chain, which are impor-
range order in the arrangement of atoms in the crystal an . . : ; .
ant for an analysis of quasi-one-dimensional behavior of

considerable local anisotropy of atomic interactidfor ex- . . .
three-dimensional structure as well as for characteristics of

ample, the results of experimehfson the low-frequency . . ) .
dynamics of complex multilayered crystals K@§00,), synthesmed ong—dlmenspnal_systems. The method of.Jacobl
matrices (recursive technigyeis a powerful and effective

and CsDyMoQ,), were interpreted successfully by using the ) o _
phonon spectrum of a linear chain with a diatomic unit cell.tOOI for calculat!ng V|brat|9nal parameter; (?f crystal; with
The presence of separated quasi-one-dimensional modes fHOKen felgyl'g”ty (especially for describing localized
the phonon spectra of the lattices with a large number o¥ibrations.™ =The application of this method made it pos-
atoms in a unit cell can be an argument supporting the apslble to dgrlve exact analytlc_e>_<preSS|ons fqr the c?ondl_tlons
plication of one-dimensional models for studying nonlinear®f formation and characteristics of localized vibrations
properties of high-temperature superconduétasd other ~formed by various defects in a linear chain with a monatomic
anharmonic crystals. This circumstance also explains intnit cell and to determine the total change in the continuous
creasing interest in obtaining exact solutions for harmonic@Pectrum of the chain by a defect as well as the frequency
vibrations of linear chains with more than one atom in thespectra of individual atom$:*’
unit cell as the zeroth approximation for an analysis of non-  In the present paper, the method of Jacobi matrices is
linear properties of crystals with a gap in the vibrationalused for obtaining exact analytic expressions for the condi-
spectrum. tions of formation and parameters of local and gap vibrations
The interest to one-dimensional modéspecially those in a linear chain with a diatomic unit cell containing an iso-
with a complex unit ce)larose in connection with consider- topic substitutional impurity. An infinite and semi-infinite
able advances in the synthesis of virtually one-dimensionathains with an impurity at the free end are considered. A

1063-777X/98/24(8)/10/$15.00 583 © 1998 American Institute of Physics
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general method of obtaining exact solutions is proposed for a If a region of the continuous spectrum is simply con-
wide class of one-dimensional systems. nected and has no “hatches” the matrix elements of the
J-matrix tend with increasing number to certain limiting val-
ues depending on the values of the upper and lower bound-
aries of the continuous bartd.Equating alla; and b; for

i=n to these limiting values, we obtain the following ex-

In the method of Jacobi matrices, we present the entir@ression for the Green’s functitit™
spaceH of displacements of atoms of a chdiny choosing

EXACT SOLUTIONS FOR ONE-DIMENSIONAL VIBRATIONAL
SYSTEMS BY THE METHOD OF JACOBI MATRICES

appropriately the generating vectdnlg)] in the form of a Qn(N)—bp_1Qn_1(M)K(N)
direct sum of orthogonal subspadd§’ invariant to the op- GodM) =15 ) =Dy 1P (VKN (©)]
eratorL describing chain vibrations: n n-1tn-1 ”
L(rr')= D(r,r’) where the functiork..(\) can be expressed in terms of the
(r.r)= fm(r)ym(r’) limiting values of matrix element®,,(x) are polynomials

) ) defined by the recurrence relation
(so-called cyclic subspacesThese subspaces are linear en-

velopes stretched on the sequert®-h{’}”_  of linearly
independent vectors. Orthonormalization of this sequence PmPm+1(X)=(X=am)Pu(X)=bpn—1Pmn-1(X) 4
gives the orthogonal basih{’}=_, in which the operator
L™ induced by the operatdr in the subspaceél’) can be under the initial condition$_;(x)=0, Po(x)=1, and the
presented in the form of three-diagonal Jacobi matdix  polynomialsQ,(x) are defined by the same recurrence rela-
matrix). We shall denote byaﬂ) (n=0,1,2,..) itsdiagonal tion, but under the initial conditionQy(x)=0, Qq(X)
matrix elements and by{") the nondiagonal matrix elements =1/b,.
and use the superscrigf) (labeling the subspaces only when It can easily be verified that the vectors of the orthonor-
different cyclic subspaces have to be distinguished. mal basis/h{’}7-_, are connected through the relation which
Frequency distributions of atomic vibrations of the sys-is important for the further analysis, i.e.,

tem are usually expressed in terms of the matrix elements of
Green’s operato6=(\l—L)~! (A, which is the square of _
h : . hy=Pn(L)ho. )

e frequency, is the eigenvalue of the operatprif we use
the displacement of an atom with the radius vectoras a
generating vector hy=|r|uyeH, the matrix element If the continuous spectrum region is multiply connected,
Goo(N)=(hy,Ghg) will contain complete information on the the matrix elements of th&matrix may exhibit a quite com-
frequency characteristics of system vibrations in which thePlex asymptotic behavidf. However, for models of linear
given atom is di3p|aced a|0n_g The conditions for the pres- chains with pOlyatomiC unit cells, the asymptotic behavior of
ence of an imaginary component Bo(\) determine the such elements is frequently found to be periodic:
boundaries of the continuous vibrational spectrum, while the
irr_lagi_nary component itself chgracteriz_es the frequency dis-  |im a,, =a;; lim b,m=20;. (6)
tribution of the vibrations of this atom in these bands. The m—e m— o
spectral density normalized to unity is given by

1 In this case, we obtain from E¢3)
po(N)=—Im Gog(\). (1)

The distribution functiorg(\) for squares of the frequency Ko(N)=
is equal to the arithmetic mean of spectral densities associ-

ated with linearly independent generating vecto§s. = = _ 2_

The functionGgy(\) may have poles onlymfutside the Pk()\HBk*le*lO\)i\/[Pk()\) ProaQia(V] 4,
continuous spectrum, i.e., in the region where it is purely real 2Bk-1Pk-1(N)
function. These polea  determine the squares of discrete (@)
frequencies oflocal or gap vibrations. The residues at these
poles, i.e., where the polynomiald,(\) and Q,(\) are constructed

— 7 with the help of matrix elements; and 3; .

Md,0= reSA:)\dGOO()\) @ From relljations(l) and (3), weI obtai[rglI the following ex-
are the intensitiegweight9 of these vibrations. pression for the spectral densjby(\):

The time-averaged square of the amplitude of vibrations
for an atom with the radius vectar as a function of the Im K,(\)
squared frequency and temperature is proportiongh(x) p(N)= (8)

hl — 5.
for vibrations at the same frequency lying in a band of the ™ [Pn(M) =Dn-1Pr s (MK (V)]

continuous spectrum and @ o for vibrations with a dis-
crete frequency. It can easily be seen that this function is analytic. Hence
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it is called the analytic approximation of the spectral density.of arithmetic means of the corresponding diagonal elements
If this expression is exact for some system, the true spectralf Green’s operatoG of the system written in the above
density is an analytic function of the square of frequencybases.
This is a characteristic feature of one-dimensional structures.  Using formula(5), we can easily write
For lattices with a higher dimensionality, the total phonon
density always has Van Hove singularities. For such struc-
tures, formula8) is an approximation of the spectral density
describing exactly the behavior of its firsh2 1 moments.

Formulas(3), (7) and (8) for Green’s function and the /.Ld,nEréS)\:AdGnn()\)zPﬁ()\d)/.l,d’o. (12
spectral density will be exact if the elements of thenatrix
assume their limiting values starting from a certain number ~ Among other things, it follows from these expressions
n. Such a behavior of matrix elements reflects a periodidhat the imaginary parts of the functio,,(\) (i.e., the
repetition of atomic displacements in the base vectorgontinuous spectral bandare the same for any, and the
{h0*_ and a periodic dependence of the moduli of thesepoles of the function§,(\) describing the squares of fre-
vectors on the numbar. This is possible if the number of guencies of discrete vibratioriocal or gap A4 are also the
atoms excited in them does not increase indefinitely upon afa@me for alin. Formula(12) can be used to determine the
increase in the value of, and is also a periodic function of extent_of Iocalizatiqn and the characteristic features of at-
the number, which is a characteristic feature of vibrations irfénuation of such vibrations.
the wave band. Obviously, the base vectors in a linear chain
with interaction between the nearest neighbors will exhibit
such a behavior if INFINITE DIATOMIC LINEAR CHAIN CONTAINING AN

(a) the chain is semi-infinite; in this case, the displace-ISOTOPIC SUBSTITUTIONAL IMPURITY
ment of the terminal atom should be chosen as the generating

vector?’ . o . : ) )
a linear chain with a diatomic unit cell as a result of intro-

h (b) the ;:hau; extend? m?/(\a/ﬂmtellz Otr;] both f'de‘?’ but do?Sduction of an isotopic substitutional impurity, and analyze
ave a center of symmetry. e make the center of Symmeliy, o -,ngitions of emergence of localized states in such a

coincide with the origin of coordinates and enumerate thesystem as well as their characteristics

atoms on either side of this center_{as_nﬂ)};fzo. Suppose that we have a periodic linear chain having a
Two different situations can arise in this case: diatomic unit cell with atoms of masses, andm,. Each of

(1) An atom is located at the center of symmetry. In thisthe® atoms may be a center of symmetry, hence we can use
case, formula (9) to break the space of atomic displacements into
H=HO@HED ©) cycllc _subspaces. We make the origin of.coo_rdlnates coin-

' cide with an atom of mass;, and choose its displacement

o © as the generating vectd” . Such a choice does not entail

where the basghy '}, in the subspacei™ is formed 5y 555 of generality. The generating vechyt ™) will be

as a result of displacement of this atom~0) and syn-  the symmetric displacement of nearest neighbors of the

phase (antisymmetrig displacements of atoms with given atom(i.e., of the atoms with mass,). In this case,

numbers=n, while the baseh{*"}i:_ is formed by

pa(N)==1Im G,(N)=Pa(\)po(N); (11)

3l

Let us consider the variation of the phonon spectrum of

the antiphasésymmetri¢ displacements of atoms with (-D"| n |1 L (D" n 1
numbers=* (n+1) (the atomn=0 is stationary in this hg0)27 -n 1>; hi=9= 3 |-n _1>-
subspacke (13)
(2) There is no atom at the center of symmetry, i.e., there is
no atom with numben=0. In this case, The operatol. can be presented in the form
H=H®"aH), (10
1 ! .
where the basegh{"1”_  and {h{}7_, are formed 2 Vhihz In=n’]=1;
respectively by synphase and antiphase displacements of L(jn—n'])={ Ai; n=n’=2k: (14)
atoms with numbers: (n+1) (a particular case of such , _
symmetry was considered earlier by*Us. A2 n=n'=2k+1;
, - o , 0; In—n’|>1,
It can easily be verified that relatidb) is valid for each
of the four bases considered above, and that each s;ubs;pace;,\jﬁere)\i —2alm, (i=1,2).
cyclic. Since the displacement of an atom with number If at the origin of coordinates there is an isotropic impu-
is equal to the arithmetic mean of the vectors belonging tgity of massm’ in place of the atom of mass, (see Fig. 1,

mutually orthogonal subspaceb({’ and h(=} in the first  the vibrations of a chain containing an impurity will be de-
case, anh{"); andh{”), in the second cageGreen’s func-  scribed by the operatdr+A®), where the perturbation op-

tion for the vibrations of this atom may be expressed in termsratorA() has the following form in the coordinate space:
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h(0) while #(0) denotes a combination of Heaviside functions
0 defining the continuous spectral bands:
..My My M-a-My-a-My...
----- -+ v 9 ¥ - O =il E _ V6@ _
3 R 0 1 5 3 F(O)=I[ON)ON1—N)FON—=N)O(N;+No—N)]
- h((.)tﬂ < FON-A)ONL—N)—O(N—N;—)\y). (20

In the subspacel 1), we can write
FIG. 1. Schematic diagram of a model of an infinite one-dimensional chain
with a local defect.

GhoP(n)= 2 [(x No)+ 4(0)

" AMA=A) N+ A= 0|
A=X; |

172
] . (21

A=
1+g MO Ji+e _
It follows hence that the continuous spectrum of the
Aiho| M2 chain under consideratigqmith or without an impurity con-
T) (8n,-17 0n,0) 19 sists of two bands of the same WIdEFE={\ 1 ,\ 2} min, SEPA-
rated by a gap of Width\1,\ o} max—{M AJmin=w5— Q3.
The upper boundary of the continuous spectrumh js,,
=N+,
The spectral densities defined in the continuous spectral
bands can be represented as follows:

[e=(m"—m;)/m,.6;  is the Kronecker delta

It can be shown easily that in the cyclic subspbi¢é?)
the operatorA(") induces the zeroth operator, while the op-
eratorL can be represented in terms ofamatrix with ele-

ments
. +1)_ VAN p(N,e)= ! (1+¢)
ag =Ny ahii=Ng; b= 5> (16) o RO\ e)
— _ _ 1/2
(k,0=0,1,2,3,..). | x[()\ M)A A2) (At Ay w 22
In the cyclic subspacke(?), the operatot. + A" has the A |
form of the Jacobi matrix
(1) 2 NA=N) A+ A= N)| 2
A po (M= (23
FO= "L 40y . g0 AN, A=\, |
0 1+¢’ 2k 1 2k+1 21
Letn=|n|1) be the unit displacement vector for an atom
=0 ANk, |\ Y2 () VA1A2 with numberm. It was mentioned above that this vector is
by = 2(1+e¢) » D T (17) equal to the sum of two mutually orthogonal vectbf® and

_ o h(*Y . Hence we obtain froni17) and(18)
where k,n=1,2,3,.., and thetilde over a letter indicates

matrix elements that depend on the perturbation introduced _ 0) (+1)

by the impurity: p(N\,e)=5 {Pn (N e)+p7(M)}
{ab}"={ab}y (),

and the corresponding matrix elements of the unperturbed

operatorL are defined as X PO,

(3,0}9={3,b}(0). .

Using formulas(3) and (7), we can obtain from the given wg(n,e)= ;’n =5 [PP(Ng,e)12mid (24)
matrix elements expressions for Green’s functions in both

cyclic subspaceghe sign before the radical in formul@) is (since the perturbation operator under consideration does not
chosen in such a way that the spectral density is pogitive act in the cyclic subspade(*Y), there are no vibrations with

{[P“’ (N,8)2p (N, e) +[PEY (V)2

In the subspacei(®), we have discrete frequencies in this subspace
te For an ideal chain, the functioR(®(\,0)=(A—\;)
GY\,e)= Ty (8()\_)\2”‘%(@) X(Ny+A,—N\) and the spectral densify(2k,\) generated
RPN &) as a result of displacement of an atom of magsis
X( ()\_)\1)()\_)\2)()\1+)\2_)\))1/2] )\_)\2 ‘ 1/2
A s p2KN)=po” =T NOA=N) (N1 +Ao—\))| @9
18 (ote that Re&O)(\,0)=0).
where For an ideal linear chain, this result can also be obtained
O(N,&)=—NZ(1—82)+ \[Ap(1—£2)+2\,] quite easily by using the “traditional” approach, i.e., by ex-

pansion in plane waves. Seeking the solution of the equation
Ni(N1t+N3), (190 of motion
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aD(na,t)=—x[2u"(na,t) —u V((n+1)a,t)
—uB® I(n-1)a,t]

[u®(na,t) (i=1,2)] is the displacement of thi¢h sublattice
atom at thenth lattice sitg in the form

ui(n,t)= \/i_ kE eV (k,o)expi[kna—tyA, (k)]
m; ko

(the indexo is used to enumerate the vibrational branghes
we obtain

(Ni—\) ié”(k,@]
C [ my
—\5_; coskal e D (k,o) |=0. (26)
Mg

It should be noted at the very outset that E@6) are
invariant to sign reversal ok, hence the eigenvalues and
eigenfunctions will be even functions of this variable. In
oth?_)r words, the spectrum will be simple arf)(k,o)
=e(N,).
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FIG. 2. Evolution of the spectral densities of an impurity atoms with a
change in mass defect: the impurity in the light sublattiegX\,) (a) and
in the heavy sublatticen(,>\,) (b).

p(N)=2g(M)[eV(N ]2 (30

The squares of eigenfrequencies satisfy the followingrq; the spectral density generated by the displacement of an

dispersion relations:

2
+ X\, cog ka

At 2
1 2+

5+

AN—Ap
2

Ao(K)=

|

(27)

atom of massn,, expression$30) and(25) coincide. Obvi-
ously, the spectral density generated by the displacement of
an atom of massn, [the functionp(2k+1\)] ia obtained

by interchanging\; and\, in (25) or (30). The same result

(the minus sign preceding the radical corresponds to the obtained from(23)—(25). The distribution functior(29) of

acoustic branch, and the plus sign to the optical brantie

the squares of frequencies for the chain under consideration

eigenfunctionse®)(\,) corresponding to these eigenvaluesis equal® to the arithmetic average qf(2k,\) and p(2k

and normalized by the conditioB[e("(\,)]?=1, can be
i

}1/2

Note that the squares of the eigenfrequengigandX ,
have the valuka= /2 corresponding to them, i.e., the vi-

written in the form

)\0_)\37i
2 o= (N1 +Ny)

e<‘><>xg>=[ (29

+1\).

Each of the above spectral densities has root singularities
at the edges of the continuous spectrum for0 and
N=N\;+ X\, (see Fig. 2 fore=0). The spectral density gen-
erated by the displacement of a heavy atom has a root sin-
gularity at the upper boundary of the acoustic baﬁ@)( and
tends to zero- y/\ at the lower boundary of the optical band
(wg). Conversely, the spectral density generated by the dis-

brations of atoms of a unit cell are displaced in phase by @lacement of a light atom tends to zero/\ for )\—>Q§ and

quarter of a period. The atom with masy is at rest for
A=DX\,, while the atom of masm, has its maximum ampli-
tude. Conversely, the atom with masg has its maximum
amplitude forA =X\, while the atom of masm, is at rest.

has a root singularity at= wg. Hence the formation of local
vibrations with frequencies higher thaf\;+ X, by a light
isotopic impurity must take place without a threshold, i.e.,
for e<0 irrespective of whether the impurity is in heavy or

The distribution function for the squares of frequencieslight sublattice (the highest vibrational frequency corre-
for an ideal diatomic chain normalized to unity has the formsponds to the simultaneous antiphase displacements of atoms

|)\1+ )\2_2)\|
WNA=ND) (A=A (A1 +h—2)N)

The spectral density generated by the displacement of
atom from the sublattice in the crystallographic directioh
can be presented in the fofr?2°
. Y,
(—_"0
Prmemi <

1
9(>x)=ﬂ (29

— e 2
e(k,o

é)\,r(k)=)\ Vk)\(r(k) | ( )|

(g is the dimensionality of space, an®, is the
g-dimensional volume of the unit cell For the one-
dimensional system under consideration, we obtain

in both sublattices

Similarly, the gap vibrations must be detached from the
top of the acoustic band without threshold due to the pres-
ence of a light impurity in the heavy sublattice and from the

aottom of the optical band due to the presence of a heavy

impurity in the light sublattice.

It was mentioned above that the vibrational amplitudes
of heavy sublattice atoms vanish at the frequeagy while
the vibrational amplitudes of light sublattice atoms vanish at
the frequency,. Hence the isotopic impurity will not af-
fect the vibrations of the sublattice atoms at such frequen-
cies. Consequently, the splitting of gap vibrations from the
top of the acoustic band under the effect of an isotopic im-
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FIG. 4. Formation of total phonon densitf\) of a diatomic linear chain
by spectral densities®(\) (dashed curvgsand p=?(\) (dotted curves

and the functiomg(\) for various values of mass defect fo;>\, (a) and

N>\ (D).

| | le|—¢ {14— 2N —Ap(1—g?) ] @2
NIl NSNS RN M10™ — ;
-10 -08 -06 -04 -02 0 21=e) [ Jane? 31— %7
€ le|+e 2)\1—)\2(1—82) 1 nsa
FIG. 3. Squared frequencies and intensities of local and gap vibrations — 2 2 2,1 .22 | 1 21
associated with an isotopic impurity in an infinite chain as functions: of _ 2(1-e) \/4)\18 +tAy(1-e%)
N1>\, (@) andh,>N\ 4 (b). Mg0 |£| —& 2% (1 82)
X )\1< )\2.
2(1-¢) \/47\ 2+x —g2)?
purity in the light sublattice and from the bottom of the op- (33
tical band under the effect of an isotopic impurity in the Figure 2 shows the evolution of the spectral densities
heavy sublattice must be quite difficult at least. pP)(\,&) upon a variation of the parametey while Fig. 3

The computation of poles of Green’s functit8) [i.e.,  shows the dependence of the square of discrete frequencies
the roots of the quadratic trinomigl9)] leads to the follow-  and intensities of the corresponding vibrationsson

ing result: If N\y>\, (impurity in the light sublatticg local and gap
1 2\ 2\ g | 2|12 vibrations are formed without a threshalkkee abovg being
N =3 Aot 1—12i A5+ ( 1 ! 2) ] (31)  split from the top of the optical band far<0 and from its

’ — & — &

bottom fore>0, respectively. The squared frequency of lo-
The pole corresponding to the plus sign before the radical isal vibrations tends to infinity-(1—¢2) "t ase——1 (i.e.,
equal tox;+\, for e=0 and decreases with increasiag for m’'/m;—0), while the intensity tends to unity. In other
Consequently, it corresponds to a local vibration with squarevords, vibrations become more and more localized. As
of the frequency\;>\;+\,. The pole corresponding to the ¢—o, the squared frequency of the gap vibration tends to
minus sign before the radical also decreases with increasirtpe upper boundary of the acoustic barﬁlg(= \?) also as
e, but is equal tov; for e=0. It corresponds to a gap vibra- ~(1—¢?)"1. The intensity of this vibration increases
tion with square of the frequency, e[ QF, w§]. abruptly at first, then decreases slowly, and this vibration
The residue of the functiofil8) at the points\ 4, i.e.,  becomes delocalized further and furtheﬂa@is approached.
the intensity of local or gap vibrations, can be presented irt should be noted that far=1 (impurity is twice as heavy
the form as an atom in the light sublatticethe square of the fre-
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guency of the gap vibration is exactly at the middle of thediscrete vibrations form a decreasing geometric progression

gap irrespective of the relation betwesn andm,: with increasing distance between the unit cell and the impu-
rity atom. The common ratig of this progression is given
No(1)= i h2 2 A 34 by
9 2 2

The intensity of this vibration is given by _ Pa(Nig) B Ps(Nig)

=Ny, 03— Q2 Y9 Py(N1g)  Pi(ig)

1) = = . 35

Hool D)= Y (39 2N e \ANTe?+ N 5(1-6?)? @7
A light impurity in the heavy sublatticex;j<\,) leads Ao(1-2) '

to simultaneous thresholdless formation of local as well as

gap vibrations. In this case, local vibrations become moravhere, as in31), the “plus” and “minus” signs in front of

and more localized with decreasing(uo—1, and the radical corresponds to local and gap vibrations, respec-
\,—). On the other hand a gap vibration separated in thigively. The intensities of discrete vibrations form a geometric
case from the top of the acoustic band is localized weaklyprogression with the common ratgf and the sum equal to
The ugo(e) dependence is nearly symmetric in the intervalunity.

e e[—1,0] and vanishes foe=—1. The square of the fre- It should be noted that if the elements of the Jacobi
quency of this vibration reaches the middle of the gap, andnatrix of the operatot. + A in a system of an arbitrary di-
gap vibrations cannot be formed in the upper half of the gagnensionality tend to limiting values with increasing the

in this case. attenuation of the amplitudes of discrete vibrations for large

A heavy impurity in the heavy sublattice does not lead ton is determined by37), i.e., is exponential. For example, the
the formation of discrete vibrations. In this case, an increasattenuation of local vibrations in a lattice with a monatomic
in & leads to the “pumping” of phonons in the spectral den- unit cell at large distances from a defect can only be expo-
sity p{®(\,&) from the optical to the acoustic band. nential.

The complete change in the phonon spectrum of a linear  The amplitude of vibrations of an impurity atom itself at
chain with a diatomic unit cell due to an isotopic substitu-a discrete frequency is larger than the amplitude of vibrations
tional impurity can be describe by using the displacemenef a neighboring atom if
function &\,e) introduced by LifshitZ:

2)\1 1/2

2§()\,8) |Pl()\d,8)|<<m

N

Agn)= 39

The _shegr function can be easily evaluated by using Jacolfihis inequality holds identically for a local vibration associ-
matrices® and for the problem under consideration has theated with a light impurity in the light sublattice. For a local

form vibration associated with a light impurity in the heavy sub-
1 AOA=N,) 1/2 lattice, this inequality is satisfied for
&(N,e)=x—arctan e ,
T (A=A (N1 F+AXo—N)
)\2 1_38

where the “plus” sign corresponds to the acoustic band in
which the dispersion of vibrations is positive and the “mi-
nus” sign corresponds to the optical bardispersion is
negative. The evolution of the dependences

(in this caseg <0 and\;<\,). According to(37), the vio-
lation of (399 means that the amplitude of vibrations of a
light atom at a discrete frequency in each unit cell is larger
Ag(N)==eg(N) than for a heavy atom, although the light atom is separated
B from the defect by a larger distance. In other words, the
% Ma[2h, 2MM+)\2)+)\()\1+22)] exponential decrease of the amplitude of the vibrations is
[2A =M= Mol[IN =N (A i+ A= M)+ e N (A=) “modulated” by certain oscillations. For the gap vibration
with a change in the parameteris shown in Fig. 4. In the ~@ssociated with a light impurity in the heavy sublattice, the
approximation linear in the impurity concentratign the  inequality (38) never holds. This vibration is mainly local-

total phonon density is given by(\,e) =g(\) + pAg(N). ized at the nearest neighbors of the impufitght atoms.
It can easily be seen th&()\)lng:sgn(s)@(Az—)\l), and For_the gap vib_ratio_n asso<_:iated with the heavy impurity
g()\)|)\1+)\2:_1 which coincides with the results of the in the light sublattice, inequality38) also holds under the
ol ' condition(39), bute>0 and\ ;>\, in this case. Inequality

above analysis of the redistribution of vibrations between thg39) is violated when\ is near the top of the acoustic band,
bands. where the amplitudes of atomic vibrations in the light sub-

With increasing numben (i.e., the distance from an lattice become zero. Heavy atoms mainly vibrate at frequen-
impurity ator), the intensity of the vibration with a discrete cies close td),, and hence the amplitudes of vibrations with
frequency decreases according to the [A®). It can easily the gap frequency for heavy atoms at large distances from
be proved by mathematical induction that the amplitudes othe defect are larger than for less remote atoms.
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hg —_ this function has poles with the residues
m -ag-my-a-My-a-mp... C(14+28)F |1+ 28|[O(A 1= A) = O (A= Ay)]
®—r o—r-- st 4
0 1 2 3
FIG. 5. Schematic diagram of a model for a semi-infinite one-dimensional X{ 1+ Ayt 2hpe(lte) (45)
chain. VAI(1+2¢)2+4N5e2(1+¢)?

(in all the combinationst or +, the upper sign corresponds
SEMI-INFINITE DIATOMIC LINEAR CHAIN WITH AN to local and the lower sign to gap vibration&or e =0, Eq.
ISOTOPIC SUBSTITUTIONAL IMPURITY AT THE FREE END (43) assumes the form

. S . . . i) - _

Let us consider a semi-infinite chaim*0) with a di- REVN0 =N[20 = (A1 +)2)],
atomic unit cell. The atom of mass, at the free end of the - and its only root corresponding to a gap vibration is given by
chain (1=0) is replaced by an isotopic impurity of mass.

In this case, the perturbation operatof®” in the coordinate At

representation has the form Ag(0)= 2 (46)
i 1+eh The intensity of this vibration at the terminal atom has the
(s = _ -n)— — — —
A LO(—n) 2(1+e) Sn.0 form
1 )\ )\ )\1_)\2
+ —| 2 (40) ng(0)=——=O(\1=\y), (47)
Vi1+e 2 ' 1

where the unperturbed operatoris chosen in the form of a @nd & gap vibration is formed only when>\,, i.e., an
dynamic operatof14) of a perfect infinite diatomic chain, &M from the light sublattice is located at the end of the
and the notation; (i =1,2) ande corresponds t¢15). chaln._ The squared frequency of this vibration is _ex_actly at

Having chosem, = |0|1) as the generating displacement the middle of the gap. It should be noted that this is com-
vector (see Fig. 5 and using the procedué"hy}”_,, we pletely in accord with the characteristics of the gap vibration
obtain the family of the basis vector$hn}‘,}°2;= {|n| associateq with . the presence of a _h_eavy isotope with
X (—1)™}%_,. The linear envelope stretched on these Vec_m’/m1=2 in the light sublattice of an infinite chaisee(34)

tors coincides with the complete displacement spdctor and (39)). . . . B
atoms in the given system. Thiematrix of the operatot It can easily be verified that lim, o A(e) = —= and

+ A in this basis has the form expressions{44) and (45) for gap vibrgtions withe=0 are
transformed intd46) and (47), respectively.
3 _} Ao an=\." a - The spectral density of the vibrations of the terminal
072 1+g’ T2 7D “2k-1702 atom, which is defined in the bands of the continuous spec-
trum, has the form
~ 1|2 RSy B _
0<% m 7 by= 5> k,n=1,2,3,.... (41 p(SI)O\,S)
The Green'’s function of the given system can be written ~_ 2(1+e) [J(A=A)(A—Np) (A1t No— N[\ V2
as TREV(\, &) A |
(s 2(1+¢) 3 (48)
Goo (M &)= o | (1+2e)(A—Np) + 4(0) _ o _ _ _
REY(Ne) which also coincides witli25) for e = 1. The root singularity
()\—M)()\—Az)(?\ﬁ?\z—)\)’ 12 atA=0 typ_|cal of the phonon spectrum of one-dimensional
X N | , structures is preserved for all valuesafFore=—1/2, the
function
(42) 1
where #(0) is defined by(20), and R<S')()\,s)=R(S')()\,— E) =(N=A) (A +Ap—\)

(si) — 2 _
RN e)=4e(1te)\"+ 2NNy~ 2hze(1+e)] and (48) coincides with the spectral densitg5) of the cor-

= AN+ Ny). (43)  responding atom in a perfect infinite chain, i.e., the mass
defect compensates the effect of the free surface. In other
words, the effect of the free end of a linear chain on its
1 N phonon spectrum and vibrational parameters is completely
Mgle)= 2 {)‘ZJF 2e(1l+e) similar to the effect of an isotopic impurity with a mass twice
o 12 as Iar_ge as the mass of the en_d-point atom of the_ chain.
) ] (44) Fma]ly, comparing (18) with (42), we obtain the
expression

At the points

+2¢

2 2
Nt N o TT e

+sgre)
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Ad a vibration “coexists” with the local vibration as in the case
of a light impurity in the heavy sublattice of an infinite chain.
It was noted abovésee(46) and (47)] that for A ;>\,
the gap vibration exists fot=0 also. It can be easily veri-
. fied from (44) and (45) that for £ >0, the frequency of this
.I vibration decreases with increasing impurity mass to the up-
per boundary of the acoustic baridim,_,., )\g(s)=Q§
I =\,], and the intensity tends to zero, Foe[0,— 1/2], the
A frequency of the gap vibration increases to the lower bound-
'\ ary of the optical ban@i\ 4(—1/2)= w§= 1], and the inten-
| + sity decreases to zero. A further decrease in the impurity
TP (A*22)/ 2 E mass lads to the disappearance of the gap vibration and to the
formation of a local vibration.

e d
(0)
{

|
| CONCLUSION
|
l

N T _ Exact gnglytic _solutions_for G_reen’s fqnc;ion can be ob-
-1 0 1 > 3 tained for infinite linear chains with a periodic arrangement
of atoms(with an infinitely large, but finite perigdand with
disordered defect clusters by using the method of Jacobi ma-
b trices in the case when the system has a symmetry center. An
exact solution is obtained by splitting the entire displacement
space into the complete system of two cyclic subspaces
formed by displacements that are symmetric and antisym-
1 metric about the given center. For a semi-infinite chain, such
0 . . )
05 an exz_ict sol_ut|on can be obtamed_ in _aII cases. The corre-
: sponding unique cyclic subspagehich is a complete sys-
tem) is generated by a displacement of the terminal atom of
the chain.

The imaginary components of diagonal elements of
| Green’s function and the residues at the poles of the given
05 function, which characterize the vibrational amplitudes of

- atoms at frequencies lying in the region of the continuous
0 9.; spectrum and at discrete frequencies respectively depend on
T T T the numbgr of this.diagonal elemgnt Bﬁ().\). The ampli-
-10 -08 -06 -04 -02 0 tudes of discrete vibrations associated with the defects out-
) ) : ’ ) side of the defect cluster form a decreasing geometric pro-
gression, i.e., attenuate exponentially.

FIG. 6. Squared frequencies and intensities of discrete vibrations in a semi-  The continuous spectrum of the squared eigenfrequen-
infinite chain as functions of: X;>X; (@) and\ ;>\, (b). cies for a linear chain with a diatomic unit cell in which each
atom is a symmetry center consists of two bands of the same
width. The spectral densities of both atofasd hence their
vibrational amplitudeshave root singularities at zero and at
the upper boundary of the entire spectrum. The amplitude of
vibrations of the heavy atom has another root singularity at
leading to similar relations for spectral densities and paramthe upper boundarylé of the acoustic band and vanishes at
eters of discrete vibrations. the lower boundary» of the optical band. On the contrary,

Figure 6 shows the characteristics of discrete vibrationshe amplitude of vibrations of the light atom vanishes for
as functions of the parameter Irrespective of the relation )\=Q§ and has a root singularity fOr:wé.
between\; and \,, wu(—1/2)=uy(—1/2)=0, ie., e= The presence of a light isotopic substitutional impurity
—1/2 is the threshold value of discrete vibrations. The locain such a chain leads to the thresholdless formation of local
vibrations with the squared frequenay(e) splits from the vibrations splitting from the upper boundary of the optical
upper boundary; +\, of the optical band foe<<—1/2. A band irrespective of the sublattice containing the impurity.
further decrease ir (e e[ —1/2,1]), the frequency and in- Moreover, if the light impurity is in the heavy sublattice, a
tensity of this vibration increade\|(¢) —«,u;(e)—1]. The  gap vibration localized mainly at the nearest neighbors of the
value \4(1/2)=X\4, i.e., forA;<\, a gap vibration whose impurity splits from the upper boundary of the acoustic band.
squared frequency tends to the lower bounda%yt N\, splits A heavy impurity in the light sublattice leads to the for-
from the topQSz)\l of the acoustic band, and the intensity mation of a gap vibration splitting from the lower boundary
decreases nonmonotonically to zdfor e=—1). This gap  of the optical band. A heavy impurity in the heavy sublattice

€

s lal

€

G (N, e) =G (N, 1+ 2¢), (49)
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Low-temperature plasticity of Pb—Bi alloys: the role of thermal activation
and inertial effects
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Detailed studies of temperature dependences of critical shear stress and strain-rate sensitivity of
deforming stress of Pb—Bi single crystals with 0.1-6.0 at. % Bi are carried out in the
temperature range 0.5-295 K. The deforming stress decrease during a superconducting transition
of the sample is studied and the concentration dependence of the effect is measured. The

ideas of a gradual transitiofupon cooling from thermally activated motion of dislocations
through impurity barriers to the thermoinertial mechanism in the temperature range

10-25 K and further to the quantume-inertial motion at temperatsrgK are developed. A

detailed thermoactivation analysis of experimental data is carried out, and empirical estimates of
internal stresses, dislocation—impurity interaction parameters, electron and phonon

components of dynamic drag coefficient for dislocations are obtained19€8 American

Institute of Physicd.S1063-777X98)01108-4

1. INTRODUCTION (1) A wide temperature interval in which plastic deforma-
tion occurs through dislocation slip and is not affected
The theory of yield stress of solid solutions based on the  significantly by diffusion;
concepts of thermoactivated overcoming of local impurity(2) An analysis of temperature dependences of differential
barriers by dislocations predicts a monotonic increase of ef- parameters of plasticity such as strain rate and tempera-
fective stress upon coolinf It was proved earliér’ that, in ture sensitivity of deforming stress, that must be carried
the case of solid solutions of Sn and Sb in Pb, this theory out along with an analysis of temperature dependence of
successfully describes the main peculiarities of plastic flow, yield stress;
which are detected in experiments in the range of moderatel{8) A range of concentration of impurity barriers as wide as
low temperatures. The thermoactivation analysis of experi-  possible, which is responsible for dislocation drag;
mental data carried out in these publications according to the4) A variety of local barrier heights obtained by varying the
algorithm proposed in Refs. 1 and 5 makes it possible to  types of doping elements.

estimate the empirical parameters of the theory and to deter- The fulfillment of these conditions and the use of modi-

mine the statistics of barrier distribution along the disloca-gq procedure of thermoactivated analysi make it pos-
tion line. _ N _ sible to obtain rich information on dynamic parameters of
~ However, the low-temperature singularitiomalies gisjocations and dislocation—impurity interaction, i.e., to de-
in plasticity observed in the range of hydrogen and heliumermine the statistics of impurity distribution along disloca-
temperatures cannot be explained by using simple thermgjon |ines and to estimate the height of impurity barriers, the
fluctuation concepts. Above all, this concerns the complexharacteristic level of internal stresses, and the dynamic drag
temperature dependence of the yield stress, athermal creegyefficient for dislocations.
and the stress jump in the superconducting transition. These  single crystals of Pb-based solid solutions are most con-
effects were studied in many experimental works whose reyenjent objects of investigation that satisfy all the conditions
view is given in Ref. 6. Several hypotheses proposed fofisted above. In this paper, the kinetics of low-temperature
explaining low-temperature anomalies take into account speslastic deformation of Pb—Bi single crystals with a wide set
cific features of dynamic and activated motion of disloca-of concentration values of Bi impurity is studied in detail.
tions at low temperatures. For example, the decisive role ofhe application of the rigorous procedure of thermoactiva-
inertial”® and quantum-mechaniéat™® effects in overcom-  tion analysis of the experimental data makes it possible to
ing of impurity barriers by dislocations was proved for alloys enrich and clarify the knowledge of dynamic effects exhib-
based on fcc and hcp metals. However, the mechanisms @kd in the motion of dislocations at low temperatures. The
low-temperature anomalies of plasticity are not completelyinterest in Pb—Bi alloys is also due to peculiar variations of
clear as yet. their thermal properties during the superconducting transi-
It has become clear recenth/? that experimental data tion, which is important for determining the possible role of
can be interpreted correctly only under a number of condithermal effects in low-temperature peculiarities in plasticity
tions the chief ones of which are listed below: of metals.

1063-777X/98/24(8)/9/$15.00 593 © 1998 American Institute of Physics
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2. EXPERIMENTAL TECHNIQUE

We investigated Pb—Bi alloys with Bi concentrations
0.1, 0.5, 1.0, 3.0, and 6 at. %. The purity of starting materials
for sample preparation was 99.9999% for Pb and 99.997%
for Bi. Single crystals were grown by using the Bridgmann
method in a dismountable graphite mofdwhich made it
possible to obtain a batch of 10 samples from one seed. The
size of the working part of the sample wasXl3Xx 1 mm.

The extension axis was oriented close to th&0] direction.

The stress—strain curvege) for extension at a constant
strain rates =1.1x 10" % s71 (r is the shear stress andthe
shear strainwere recorded in the temperature range 0.5-295
K. The experiments were made on a low-temperature de-
forming setup with #He cryostat at temperaturds=4.2 K
and on a setup with #He cryostat at 0.5-4.2 K Tempera-
ture variation was carried out by evacuation*sie and®*He
vapor. The temperature was monitored by three resistance
thermometers fixed at different points of the sample. The
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FIG. 1. Temperature dependence of the critical shear stg€3$3$ for Pb—Bi
single crystals with different Bi concentrations; the extension axis is ori-
ented approximately along th&10] direction.

For all the five values of impurity concentration, we can
relative error of temperature measurements did not exceedistinguish four segments on thg(T) curves(see Figs. 1

and 2: the absence of any temperature dependémitermal

The critical shear stresg) was determined from the de- region at T>150-200 K, an increase im, upon sample

viation of the initial segment of the(e) curve from Hooke'’s

cooling to a certain temperatufg,;~ 10—30 K, a noticeable

law. In some cases, the sample was unloaded near the strefscrease in the value of, during sample cooling below
7o, cooled, and loaded again. The valuesrgfobtained by  T,;, and the formation of one more athermal segmeri at
sample loading at 3—4 different temperatures taking into ac<5 K. The temperature boundaries of these regions, the
count strain-hardening at each loading corresponded to thigeight of the peak on the,(T) curve, and the values of, in
values determined from thee) curve at a fixed temperature. high- and low-temperature athermal segments depend sig-
At T<T. (T,~7.2K is the superconducting transition nificantly on the concentratio@ of impurity atoms.

Below the superconducting transition temperatiite
samples in the superconducting and normal states: a transhe well-known effect of plasticity variation is obserfethe

tion to the normal state was induced by switching on theransition of the samples from the superconducting to the
magnetic field of a superconducting solenoid containing theormal state induced by a magnetic field is accompanied by
sample. In these experiments, we recorded the deformingn increase in the critical shear stress Myys= mon(T)
stress jumpA 7g. Weakly doped alloys did not display the — 745(T)>0 (see Fig. 2 It is worth noting that the relative

temperature for Pb the measurements were made on

effect of magnetic flux trapping distorting the jumgrgy. In

the case of strongly doped alloys, the effect of magnetic flux
trapping on the parameters being measured was eliminated
by recording their values only during the first destruction of
superconductivity by the applied magnetic field.

Apart from 79, we also recorded the sensitivity of de-
forming stres§ A7(¢)]t to an increase in the strain rate
from 1.1:10° s 1 by a factor of 10 and 100 during defor-
mation at a fixed temperature. In order to plot the tempera-
ture dependenca 7(T), the value ofA7 was determined by
extrapolating the dependenckr(r) to the point 7= 7y,
which allowed us to minimize the uncontrollable influence of
deformation defects. The error in stress measurements was
+2 kPa.

3. DISCUSSION OF EXPERIMENTAL RESULTS

3.1. Temperature dependence of plasticity parameters

3.01 ‘:.- N .
[* 6 at.%
g 2.5-.- a
s 20t 3
1.0 . v * . . 1at.%
05 - IT? ! 1 1 : T
0 20 TK 4 60
1.0 :
&
=08, .. 05a%
g 21 M :
v 0.6poF 0.1at.% °
0.4 T‘I= 1 1 1 1 1
0 20 T,K 4 60

. FIG. 2. Anomaly of critical shear stresg(T) for Pb—Bi single crystals in
The experimentally measured temperature dependences normal and superconducting statiesv-temperature specification of de-

7o(T) and AT(T)/Iné of the critical shear stress and the pendences presented in Fig: dark symbols correspond to the normal state

strain-rate sensitivity of deforming stress recorded in experi:

:and light symbols to the superconducting state, né the superconduct-

. L . _ing transition temperature. The solid curve describes the theoretical depen-
ments for all the alloys under investigation are shown iNgence(3) corresponding to purely thermoactivated slip of dislocations in the

Figs. 1, 2, 3, and 4.

alloy Pb—3 at. %Bi obtained for the values of parameters from Table I.
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FIG. 3. Temperature dependence of the sensitivity of deforming stress to the

variation of strain rate from 1.1x 10 ° to 1.1x 10" * s~ for Pb—Bi alloys
with different concentrations of Bi. 0

magnitude of the stress decrease is quite latyeyg/ Ton
~10-15%), and the value d&f ry 5 considerably depends on
the impurity concentration.

For all the alloys under investigation, the dependence
A7(T)/A In ¢ (see Figs. 3 and)4s a curve with a peak at b
Tmo~80-90 K. The peak temperatufe,, is independent of .
the impurity concentration, while the value of

A7(Tmp)/A In e increases significantly with concentration.

The strain-rate sensitivity of deforming stress virtually van-

ishes in the regiond~180-200 K andT<12-15K (to

within the error of measurements afr~2 kPa). It should v .

be noted that the value df7(T)/A In & becomes negative at 2} v

T>200 K, and stress-strain curves display a decrease in the d

stage of linear strain-hardening and first features of unstable . M v

(jump-wis@ plastic flow. These observations indicate a sig- 1~ hd *‘-"""{—'—:

nificant role of impurity diffusion and dislocation—diffusion .

effects of deformation ageing in inelastic deformation pro- . ,

cesses at >200 K. 0 20 40 60
The dependenceS~(T)/A In & depicted in Figs. 3 and T.K

4 were obtained by changing the strain rate by a factor of 1OFIG. 4. Low-temperature anomalies of the strain-rate sensitivity of deform-

Similar values ofA7(T)/A In e were observed in the case ing stresg(@) and activation voluméb). Solid curves are theoretical depen-

when the strain rate was decreased by a factor of 100. dences corresponding to purely thermoactivated dislocation slip in the alloy
Figure 4 showson a magnified scale on the temperaturepb‘3 at. % Bi plotted for the values of parameters from Table I.

axis) the low-temperature anomaly of the strain-rate sensitiv-

ity [A7(T)/A Ine];: the rate of decrease in this quantity

increases abruptly upon cooling af<20-30K. The  gtress for Pb—Bi single crystals at 36K <150 K possess

anomaly can be seen more clearly on the temperature depegy the features typical of dislocation-type plastic deforma-

dence of activation volumésee Fig. 4l tion determined by thermoactivated motion of dislocations
V(T)=KT(A In e/A7)7. through local barriers formed by impurity atoms. In such

e cases, the relation between the plastic strain tatthe de-
The general regulgrltles in the temperature dependencergrming stressr, and temperaturd is determined by the

70(T) andA7(T)/A In e for Pb—Bi alloys are qualitatively assical Arrhenius equation

similar to those observed for other alloys based on fcc

metals>48

»
1

v, 103 b®

W
™
-

-

-

e=gq exd —H(7)/KT]. 1)
3.2. Thermally activated plasticit . . .
Y _ P Y _  Here 7 =75—7; is the effective stress equal to the differ-
The experimentally observed temperature and impurityence between the deforming stregs and the long-range
concentration dependenceg(T) and A7(T)/A Ine of the  (interna) stress7;, and H(7*) is the effective activation
critical shear stress and the strain-rate sensitivity of flonenergy(enthalpy whose form is determined by the power
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law governing the interaction of a dislocation with the pin-
ning center and the statistics of distribution of such centers
along a dislocation line.

In various models of solid-state strain hardening, the
stress dependence of activation enthalpy is successfully ap-
proximated by the universal expression

H(7)=Ho[1—(7"/7)P]9, )

whereH, is the energy parameter of dislocation—impurity
interaction typical of a given impurity, and, the critical
stress of activationless motion of a dislocation through im-
purity barriers. The exponengs and q in formula (2) are 0 20 500 150 200
numerical parameters of the order of unity. The value of the T.K
parametery is determined by the shape of a barrier, while
the parametep and 7, are determined by the properties of 1.0
the barrier itself and the statistics of barrier distribution along
the dislocation line.

Relations(1) and(2) readily lead to explicit expressions
for the experimentally studied parameters of plasticity:

7o(T)= 7+ 7e[ 1= (T/To) *]*P, )

At 7. [T\ T\ 1a]1-p)p {
= = |1- : 4) 0.2
+ PAA 1Ty .

Alne To
Here we have used the following notatioh=In(gy/¢); Ty i
=Hg/KA. 0 50 100

A comparison of relation$3) and (4) with the experi- ’
mental curves presented in Figs. 1, 2, 3, and 4 allows US 1B 5. comparison of experimental temperature dependences 6T}
determine the empirical values of the paramefersy, 7, (a) and 7* 2?3 (b) with formulas(3) and(4) (solid lines for the values of the
7., A, andH; of the theory. In the general case, we mustparameterp=2/3 andg=1.
take into account the fact that the parametersr;, andH,
are directly proportional to the shear modufas and hence
are functions of temperature in accordance with the deperprovided thatdr; /dT<dr,/dT. Under the above assump-
denceG(T). The disregard of this fact can lead to significanttions concerning the impurity nature of barriers overcome by
errors in the estimates of the parameters of the theory in the dislocation through thermal activation and a weak depen-
cases when formula@) and(4) are used for describing ex- dence 7;(T), the value ofA calculated from formula5)
perimental data in a very wide temperature rahigelow-  should not depend significantly on the impurity concentra-
ever, this interval for Pb-based alloys does not exceed 200 ifon and temperature. Athermal empirical values of the pa-
as a rule, and the corrections associated with the temperatur@meterA is a criterion of applicability of Eq(1) and rela-
dependenc&(T) are small. tion (2) for describing a plastic flow.

Additional difficulties are also encountered when the  In order to match expressiori8) and(4), we must take
temperature dependence of the paramstappearing in for-  the values ofr;= 74(T,) as an empirical estimate of internal
mula (3) is taken into account correctly. This is due to low stresses. Then we must find the empirical values of effective
reliability of the method of measurement of(T) in the  stress7*(T)=71o(T)— 7= 1o(T)— 7(To) for each concen-
low-temperature rang®.The thermoactivation analysis pro- tration and verify the correspondence of the chosen values of
posed in Ref. 11 makes it possible to avoid possible errorp andq to experimental dependences shown in Fig. 1.
associated with the above circumstances. While processing the experimental data according to the

First of all, we must analyze the temperature dependencabove algorithm, we considered all possible combinations of
of the strain-rate sensitivity of stresé ¢/A In e); whose the values of exponents appearing in formg®: p=1,
theoretical expressiof) does not contain the parameter ~ 2/3 andg=2, 3/2, and 1. In each case, we analyzed the cor-
Using this dependence, we can obtain empirical values of theglation between the experimental data and the theoretical
parameterp, q, andT, as well as the ratia./A. Then we dependence) and(4) as well as temperature and concen-
can calculater, after determining the paramet@rindepen- tration dependences of the parameters of the theory appear-
dently. This can be done by finding the empirical values ofing in these expressions. It was found as a result of analysis
the derivativedr,/dT by numerical differentiation of the that the optimal values of the parameters pre2/3 andq

-
o
T

*-0.1 at.% Bi
*-0.5
v-1.0
*-3.0
+-6.0

0.8

0.6

04

A1/T)?, (kPa/K)?

e
N

12/ | (MPa)2/3

1
150 200

curves shown in Fig. 1 and using the relation =1. For these values, the dependender/A In €); in the

Ar \"Ydry (A7/T)? vs. T coordinates is linear for all the alloys under
A=—T(—.) (_) i (5) investigation in the temperature range= 30—140 K (Fig.
Alne T dT e 53). In the same temperature range, the dependeg(d® is
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TABLE |. Empirical values of the parameters of the theory.

C' TO' Teo Tis HO! fmy Tiy 1.5‘
at% K MPa MPa A eV H-101% K Angg/7

0.1 141 0.30 0.40 20 0.25 2.0 12 0.31 ]

0.5 140 0.37 045 20 0.25 2.0 15 0.31 % 1.0F

1.0 138 0.57 0.50 20 0.25 2.0 17 0.28 -

3.0 137 099 0.80 20 0.25 2.0 22 0.24 \-'o

6.0 140 135 1.95 23 0.27 2.2 25 0.24

0.5
.

. . . 2/3 * 1 i 1 ] 1
Il_near in the coo.rdlnates ) vs. T, where 7(T) 0 0.05 0.10 0.15 0.20 0.25
=7o(T) = 70(To) (Fig. 5b. cir

The empirical values of the parametérg, 7., and 7
calculated by using the curves in Figs. 1, 2, 5a and b an#iG. 6. Concentration dependence of the critical stress for activationless
expressiong3) and (4) are given in Table I. The values of flow of dislocations.
the parameteA obtained as a result of numerical differen-
tiation of 7o(T) (Fig. 1) as well as from formul&5) and the
data presented in Fig. 2 were found to be independent agfponds to the case when the average lehgtf dislocation
temperature in the interval 30—140 K. The valuesAaiver-  segments is a function of the stregsacting on a dislocation
aged over this temperature interval and the valuetHgf (Friedel statistics In this case, in the first approximation the
=KkToA corresponding to them are also given in Table I. Itvalue ofL is determined by the formufd
can be seen that only .the critical stressand the int(_arnal _ L~(2E_b/7*C)"3, ©6)
stressr; display a considerable dependence on the impurity
concentration. The effect of impurities on the internal stresgvhereE, is the linear tensile force acting on the dislocation
7, is insignificant for low concentrations and becomes noticeandb the Burgers vector. In the Friedel statistics, the stress

able only forC>0.01. corresponding to activationless depinning of the dislocation
The correctness of the above analysis and obtained esfirom a barrier is defined as
mates is confirmed additionally by the following circum- 7o=(2E_ /b?) 6¥3C12, )

stances. The value of the parametet 20 is typical of most

fcc metalst? This parameter is virtually independent of tem- Wheres=f.,/2E, is the dimensionless barrier strengf, (s
perature in a fairly wide temperature range 30—140 K, whicHthe maximum force required for overcoming a barrier with-
means that the role of the dependen&d) and r,(T) is  ©out thermal activation Figure 6 shows that the values &f
insignificant. The temperatuf&, corresponding to the upper ©obtained for alloys with different impurity concentrations
limit of applicability of Eq. (1) is approximately the same for Satisfies relatiori7) indeed. The slope of the straight line in
all the alloys. According to formulé2), this means that the Fig. 6 makes it possible to estimate the paraméer

type and parameters of the barriers responsible for disloca- 2E, £312
tion drag do not change upon an increase in the Bi concen- e 52’3=b—m2 V2E, =7-10° Pa. (8)
tration.

The characteristic energy paramekty also behaves in  Using this relation, the standard estimate & 2 Gb?, the
analogy withT,. The empirical value oH, corresponds to values of the shear modul@= 10'° Pa and Burgers vector
the case when solitary impurity atoms play the role of theb=3.5x10 °m for the easy slip system in Pb, we obtain
effective barrier for dislocations in a fcc crystal. The averagehe values off ,, given in Table I. The value of,, obtained
value of Hy=0.26 eV is close to the corresponding value for Bi impurities is slightly smaller than for doping Pb with
obtained in Refs. 3 and 4 as a result of thermoactivatiorSr® and Sk* This is in good agreement with the data on the
analysis for Pb—Sn alloy®.27 eV} and is much lower than effect of Bi, Sn, and Sb impurities on solid-solution harden-
for Pb—Sb alloys(0.31 e\j. The value ofH, is in accord ing of Pbl6-18
with the data on the height of impurity barriers in Pb, which It should be noted that the empirical value of the param-
were obtained by using other methdds*® eter g=1 for Bi impurities differs from the value ofj

Another important test that makes it possible to estimate=3/2 obtained for Sn and Sb impuriti#8.In the case of Bi
the correctness of the choice of the numerical valuegpfor impurities, the values off=3/2 or 2 do not satisfy formulas
andq is the verification of correlation between the values of(3) and(4) or lead to unexpectedly high values of the param-
temperatureT,,, and T, following from formula (4). An  etersHy, Ty, andf,,. This indicates the difference in the
analysis of formula(4) for maximum leads to the relation profiles of potential barriers created by these impurities.
Tm2=Pp"Ty. It can easily be seen that this relation holds to  Thus, the optimal value of the parameper 2/3 and the
within ~10% for the valuep=2/3 andg=1. form of concentration dependencegC) indicate that the

The value of the parametgrand the form of ther,(C) barrier distribution along a dislocation line in these alloys
dependence give an idea about the statistics of barrier distrcorresponds to the Friedel statistics. The values of the energy
bution along a dislocation line. The valye=2/3 corre- parameteH of the barrier, the maximum fordg,, and the
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limiting temperatureT, are typical of barriers formed by A possible reason behind the anomalies can be associ-
individual substitutional atoms in Pb. At>140 K, the ef- ated with a transition from the thermoactivated to quantum-
fective contribution to the deforming stress comes only frommechanical motion of dislocations through barriers. Osetskii
long-range obstacles. et al?2 explained the creep of pure Pb Bt 10 K by quan-

All the regularities of plastic flow in Pb—Bi alloys de- tum effects, while it was prové@?® that the limiting tem-
scribed above change significantly for<30 K: the tem- perature® below which the quantum mechanism plays a
perature dependences of the measured parameters of plastiecisive role must be of the order of @} (Op is the
ity deviate from regularities typical of a thermoactivation Debye temperatuje The inclusion of quantum effect in a
process described by the Arrhenius equation. Such devialescription of motion of a dislocation through local barriers
tions are known as low-temperature anomalies of plasticityboils down to the replacement of temperattiren Eq. (1) by

the “effective” temperaturel* (T):

(0/2)(1+TY0?), T<0O
T, T>0'

a,IAfter the substitutionT— T*(T) in (1), relations(3) and (4)
xvith the obtained values g andq become

* T)_

3.3. Low-temperature anomalies of plasticity = (10

The departure of experimental data from the theoretic
dependences$3) and (4) at T<30K is clearly seen from
Figs. 2 and 4. When the sample is cooled below a certai

characteristic temperature;, the temperature sensitivity To(T*)=1,— 7(1—T*ITo) %2 11
(d7/dT); and the strain-rate sensitivitA¢/A In &)1 of de- A 3

forming stress decrease more rapidly t'han. what is predicted (A : T ) :2_TAC V=T To(T*IT). (12)
by the dependence8) and (4). The derivative 7,/dT), nej;

reverses its sign and becomes positive, while/A In e}y These formulas make it possible to explain the athermal na-
decreases to zer®o within the error in stress measurementsyre of plastic flow afT<5K if we put ®~10 K.?2 How-
A7~2kPa). In the region of the peak(T), the tempera- gyer, the emergence of a peak on thgT) curve atT
ture dependence of activation volume has a clearly mani=>n_30 K cannot be explained by expressigdd) and

fested minimum(see Fig. 4b The temperaturd; corre- 12).
sponding to the beginning of the anomaly increases with the |; \yas proved earliér* that more unambiguous conclu-
impurity concentratiorisee Table )l sions on the influence of quantum effects on the motion of

At a temperaturd <T, whereT is the superconduct- gis|ocations through impurity barriers can be made from an

ing transition temperature, all the alloys under investigationanalysis of the temperature dependence &F/@ In &)
T.

g0 ﬁver t? th?_sgpercon_ductwg stat_e.bT h'AS IS agclztcnmpag|ed tWowever, the strain-rate sensitivity in our case vanishes at
a charactersiic Jump-wise changeagby A7ys. L Can b€ ¢ 15 1 in view of limited sensitivity of measuring instru-

seep fromthgAZ thgt tge valge NT,’[\‘hS(T) mcr_f[eases upctm ments. Thus, we can only state that the plasticity parameters
cooling, while A7ys(0) depends on the impurity concentra- studied by us aT <30 K have anomalies that cannot be ex-

tlon.Th hvsical mechanisms wh tion can explain | Wplained only by quantum effects.
€ physical mechanisms Wnose action can explain low= o eftect of inertial properties of dislocations is consid-

;Z?Eg;?grg anomalies of plasticity were considered by I:)Otéred to be one of possible reasons behind manifestation of

Taking into account the type of anomalies ob- low-temperature anomalies of plasticit§?* In the low-
served by us here, which are typical of fcc alloys, we shall%i

der i ter detail the th tical hvooth hi emperature region, dislocation segments go over from a
consider in greater detail the theorelical hypotheses whic amped to an undamped state due to an increase in the ef-
were recently confirmed in experiments.

. . ) . fective stress* (T) and a decrease in the phonon component
Under the action of high effective stresses in the low- (T) P P

. ; . . T) of the dynamic drag coefficie®(T)=B.(T)+B
temperature region, dislocations can be accelerated to hi ol is) the athe?lmal contribgution of conEju)ctior:) ht(ale)ctrorﬁs to
velocities. In this case, a transition to the above-the-barrief;,. &

motion of dislocation 1 be made. for which the followin islocation dragy The time of attenuation of natural vibra-
otion of cislocations can be made, 1o ch the 10llowiNG ions of the dislocation segment in this case constitutes a
relations must hoftt:

considerable part of the time of expectation of a favorable
™=vye and 67/de= e, (99  thermal of quantum fluctuation. As a result, quantum depin-
ning from an individual barrier is accompanied by the mo-
tion of the dislocation through a large number of neighboring

barriers(unzipping. The conditions for the existence of un-

measured values of the strain-rate sensitivity of deformin . ; : . )
) . - . . amped dislocations is the simultaneous fulfillment of the
stress are in noticeable contradiction with relati¢®s For ! ”»
two inequalities

example, it can be seen from Figs. 2 and 4 that the tempera-
ture dependences,(T) and A7(T)/A In &); are different, To— 7 =7°>0,51, (13
while these dependences should be identical accordiff).to 12

Thus, the anomalous nature of plasticity parameters observed BL<2m(ME)™, (14)
in our experiments cannot be explained by a transition fromwhereM is the linear mass density of a dislocation.

the thermofluctuation to the above-the-barrier motion of dis- The assumption concerning successive transition from
locations. the purely activated to the thermoinertial mechanism follows

where y is a parameter proportional to the dynamic drag
coefficient for dislocations. In our cageee Sec. 3)1 the
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by a transition to the quantum—inertial mechanism of motion 0.04
of dislocations through impurity barriers upon cooling has

made it possible to describe completely the low-temperature 0.03
anomaly of plasticity for Pb—Sn and Pb—Sb alldysAc-

cording to Table | and Fig. 1, conditioil3) is satisfied for M'B
Pb—Bi alloys even aT <60 K. In order to verify condition e 0.02

(14), we can use the rough estimat& ~0.5Gb?, M -
~0.50b? (p is the crystal densily and take the value of the ~ ~ 0.01
drag coefficientB=4x10"° N-m2.s typical of Pb-based
alloys in the low-temperature rangePutting G=10'° Pa, 0
p~10* kg/m?®, andb~3.5x10 1% m, we obtain the follow-
ing condition for the fulfillment of(14): L<10 ' m. Ac- -0.01 1 1 L ) 1
cording to relation(7) taking into account9), the length of 0 0.10 1/2 0.20 0.30
the segment.~10 ' m for 7*~0.5r, even for the alloy C
with the minimum impurity concentratio®@=0.001. Thus, FiG. 7. Concentration dependence of the threshold temperajucé the
at T~T,; condition (14) holds for all the five alloys under low-temperature anomaly, illustrating the validity of formul&6) for »
investigation. =3.

The combined influence of inertial effects and thermal
fluctuations on the motion of dislocations through obstacles
was analyzed by using computer simulation mettfSdghe
features of such an influence following from the thermoiner
tial model arg(a) a decrease of the derivatide™ /dT to zero
and its sign reversalib) a sharp increase in the activation
volumeV upon cooling as a result of quasi-dynamic nature
of motion, and(c) the emergence of anomalies only in the
presence of impurity barriers and an increase in the threshold n(T/©
temperature of the anomaly with the impurity concentration.
The regularities in manifestations of low-temperature pecu-  a=278674ME, /b?)2. (16)
liarities in plasticity parameters observed by us are in accord
with the features of thermoinertial model listed above. Con-  1he results presented in Fig. 7 indicate that relati)

sequently, the low-temperature anomalies in plasticity Okq\s for all values off; if we assume that the Debye tem-
P.b—B| alloys are determlned'b.y the same physm_:al me(_:h_aperature®D:94 K!® and puty=3 and 7="7a. The value
nisms as those used for explaining the gnomahes in plgst|0|t¥:3 in formula (16) corresponds qualitatively to the case
of Pb—Sn and Pb-Sh allo%the thermoinertial mechanism \hen the contribution to dislocation drag is determined by
is realized aff <20-30 K, while afT<10 K the motion of jne|astic scattering of thermal phonons by dislocation lines
dislocations through impurity barriers is governed by therjatter effect?” Extrapolating the straight line in Fig. 7 to
quantum-inertial mechanism. its intersection with the ordinate axis, we can obtain the em-
pirical value of the electron drag coefficierB.=3.5

X 10" % N-m~2.s. This value is in good agreement with the
empirical estimates of the electron drag coefficidBig in

Experimental recording of the threshold temperafliye the normal state, which were obtained from an analysis of
of the low-temperature anomaly and the application of theother experimental data for Pb and its a||6§/§3ut is ap-
basic concepts of the theory of thermoinertial motion of dis-proximately an order of magnitude higher than theoretical
locations provide information on the characteristic value andstimate<®
temperature dependence of the dynamic drag coefficient For the coefficient; in formula(15), we obtain the em-
B(T) for dislocations'? pirical estimaten=7a~7x10 3 N-m2.s.

According to the theory of thermoinertial effects, the
threshold temperatur€; increases with the concentration of
impurity barriers. When the inequality* >0.5r, is satisfied,
the T;(C) dependence must be described by the condition The effect of the electron state of the sample on the
B(T)L(7*,C)=2x(ME_)*? in which the temperature de- critical shear stress is known to be a common property of
pendenced(T) is determined by the phonon component. At superconductor$ A transition from theN to the S state in
T<®p, the phonon contribution to dynamic drag of dislo- solid solutions causes a jump-wise variation of stress by
cations is correctly approximated by a power funciband A 7ys= 7on— Tos, and the magnitude of the effect depends
hence we can use the following expression BgiT): considerably on temperature, concentration, and the barrier

” height:A 7ys= Ay g(T,C). At temperatures below 015, the

B(T)=B+n(T/0p)", (19 temperature dependence dfs attains saturation. In order
where p=const, and the value of the exponenis deter- to clarify the mechanism of stress jump, we must take into
mined by the interaction between dislocations and phononsccount the form of the concentration dependence

Considering thak (7*,C) in the given case is determined by
formula (7), putting 7~ 7., and taking into account the
dependence.(C) [see(9)], we can expect that the following
relations hold:

)1/: acl/2_ Be ,

3.4. Dynamic drag coefficient for dislocations

3.5. Variation of stress in the course of superconducting
transition
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FIG. 8. Concentration dependence of the change in deforming strggs
= 1on— Tos during the superconducting transitiohs= 0.55 K.

A7yg(0,C) as well as the relative magnitude of the jump

A7ys(0,C)/ 7., wherer, is the critical stress of dislocation
depinning from a batrrier.

2

©)

Isaev et al.

from 0.1 to 6.0 at. % are studied in a wide temperature
range 0.5-295 K. The low-temperature anomaly of plas-
ticity typical of solid solutions based on fcc and hcp
metals is detected.

A thermoactivation analysis of temperature dependences
of plasticity parameters is carried out, and it is proved
that plastic deformation in the temperature range 25-150
K is determined by thermoactivated motion of disloca-
tions through impurity barriers. Empirical dependences
of the parameters of dislocation—impurity interaction
and internal stresses are obtained.

It is shown that considerable deviation of temperature
dependences of plasticity parameters from the regulari-
ties typical of a simple thermoinertial process below 25
K (low-temperature anomalys due to the mechanisms
of thermoinertial and quantum—inertial motion of dislo-
cations through impurity barriers.

) Empirical estimates for the electron and phonon compo-

The analysis of experimental data carried in the previous

sections convincingly proves that the kinetic of plastic flow

in the region of existence of superconductivity is determined

the inertial mechanism of stress decrease effect developed by

Granat8” on the basis of the string model of a dislocation

and modified by Kostof? by taking into account the veloc-

ity of impingement of the dislocation on obstacles for inter-

preting the obtained results on the influence of the supercon-
ducting transition on the critical shear stress in Pb—Bi single
crystals. This model predicts a monotonic enhancement of

nents of the dynamic drag coefficient for dislocations are
obtained from an analysis of the concentration depen-
dence of the threshold temperature of the low-
temperature anomaly.

by the inertial mechanism of overcoming of impurity barriers (5 The effect of jump-wise variation of deforming stress

by dislocations. Keeping this in mind, it is expedient to use

upon a sample transition from the superconducting to the
normal state induced by an external magnetic field is
studied below the superconducting transition tempera-
ture. It is shown that the dependence of the jump in the
deforming stress on the impurity concentration corre-
sponds to the assumption concerning the fluctuation—
inertial motion of dislocations through impurity barriers.
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Equations of state are proposed for describing the isothermal compression of liquid argon. These
equations are derived by the method of integral equations in the statistical theory of the
condensed state of matter. The thermophysical data are analyzed for calculating the isotherms
and parameters of molecular interaction potential. 1898 American Institute of Physics.
[S1063-777X98)01208-0

In the method of integral equations in the statisticalof potential energy of molecular interaction. Retaining an
theory of the condensed state of matter used in our earliarbitrary numbei of terms in the serie$3), we obtain the

publicationst>**we chose the generating functional following relation’:
. . +i—2)! i+2)!
Lau(r/¥), ¥(N]=3 Fal¥i(an—¢(n]gur/¥) ate1y LS 2R ™
D

This leads to the following isothermal equation of state in the

- PR 13 ; -
and, makingq tend to infinity [q=(V/Vo)™ is the scaling  t5m (5) under the condition that the increase in the recipro-
factor], which corresponds to a transition to high densities.5| value of the parameteA is characterized by the

since in this cas&/—0 and p—o, obtained the integral dependende
equation for the radial distribution function in the form
A t=Ag +In[(P+K)/(Po+K)], (8
gz(r)Mr(O),&p(rHMr(O)[gz(r)—l]erf go(r—r") whereA, is the parameter in the initial Tait's equation.
In Refs. 2 and 3, we verified the modified equati@n
XM, _(0)Be(r—r")[gy(r')—1]dr'=0 (2)  for water under pressure up to 1 GPa. This equation reveals
with a direct correlation function satisfying the relation @ good qualitative agreement between the experimental re-
sults and theoretical values of the specific volume of water
M, (0)c(r)=—g2(r)M(0) Be(r), and the isothermal derivative of volume with respect to pres-
_ _ (3 sure.
Mr(O):exp(—r-Vr)—lzz, (=D)'(=r-Vp'it, In order to analyze the experimental results on isother-

mal compression of argon, we used the data obtained in Ref.
where ¢(r) is the intermolecular potential. Using the virial 5 for three isotherm3 =130, 140 and 150 K. Table | shows
theorem, the compressibility theorem and the Euler's theothe results for density obtained from experiments, Tait's
rem on homogeneous functions, we obtain from Eg8sthe  equation, and the modified equatits). The results obtained

following equations of state by using Eq.(5) were analyzed in two stages. At first, the
p(dPldp)1=2P—pkT (4)  Parametersi,B(T) andK were obtained at the reference
points Po=10 MPa, P,=20 MPa, P,=40 MPa and P
and =100 MPa. The values of parameters obtained in this way
Vo—V  IN[(P+B(T))/(Po+B(T))] 5 were then substituted into E¢5) for determining the den-
= sity.

= _
Vo  Apt+IN[(P+K)/(Py+K)] An analysis of the results presented in Table | shows that

Equation(4) can be reduced to the familiar Tait's equation Eg. (5) correctly describes the experimental data on isother-
with parameterg\ andB(T): mal compression of liquid argon and gives fairly accurate
_ results upon extrapolation. It should be observed that Tait’s
~(9PIV)7=(P+B(T))/AV,. ©) equation is applicable in the range of thermodynamic vari-
Confining to the first term in the surnB), we obtain A ables where the isothermal compressibifiy, is low.>’ We
=1/2 andB(T)=—pokT/2 fori=1 andA=3/(m+2) and processed the experimental data only in this region, where
B(T)=(A—1)pokT for i=2. Herem is the exponent of the BroPy<1.
potential corresponding to the repulsive forces between mol- The processing of experimental results led to the values
ecules and defined in the forgy(r)~r™, or the uniformity  of the parameter#,, B(T) and K which are compiled in

1063-777X/98/24(8)/2/$15.00 602 © 1998 American Institute of Physics
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TABLE I. Values of densitype,, (in units of 16 mole/n?) calculated from experimental resuls; calculated from Tait's equatiotd), and p,,, calculated
from the modified equatiofb).

P 130 K 140 K 150 K
MPa Pexp PT Pexp PT Pm Pexp pT Pm
10 28.72 28.72 26.63 26.63 26.63 24.17 24.17 24.17
20 30.27 30.27 28.72 28.72 28.72 27.08 27.08 27.08
40 32.30 32.30 31.13 31.13 31.13 29.95 29.95 29.93
60 33.72 33.72 32.73 32.73 32.73 31.73 31.76 31.71
80 34.85 34.85 33.96 33.96 33.94 33.07 33.14 33.05
100 35.79 35.79 34.97 34.98 34.95 34.16 34.28 34.15
120 36.60 36.61 35.84 35.86 35.82 35.08 35.26 35.08
140 37.32 37.33 36.61 36.64 36.59 35.89 36.13 35.89
160 37.97 37.99 37.29 37.36 37.28 36.61 36.91 36.61
180 38.56 38.59 37.91 37.99 37.90 37.26 37.62 37.27
200 39.10 39.14 38.48 38.58 38.48 37.86 38.29 37.87
220 - - 39.01 39.13 39.02 38.41 38.90 38.42
240 - - 39.50 39.65 39.52 38.92 39.48 38.93
260 - - 39.96 40.14 39.99 39.40 40.03 39.41
280 - - - - - 39.85 40.55 39.86
300 - - - - - 40.28 41.05 40.28
errors 67=0.03% 57=0.15% 67=0.90%
Ar=0.1% A+=0.45% Ar=1.9%
6,,=0.003% 6m=0.03%
A,L,=0.07% A,=0.07%

Table Il. The physical meaning of the parameB€il) liesin ~ m lies in the interval 24—33. Thus a consistent derivation of
that it defines the internal pressure in the liquid and is ahe equation of state carried out by using methods of statis-
decreasing function of temperature. The paramitarthar-  tical mechanics makes it possible to establish a relation be-
acterizes the pressure at which the short-range structuréveen the parameters of molecular interaction potentials and
variations begin to manifest themselves upon an increase ihermodynamic properties of liquids.

pressure. The paramet&g defines the structure of the short- Processing of the data obtained in a computer experi-
range order and, as mentioned above, is related in a certainent carried out by d$ for a model system of soft spheres
manner with the exponential index of the molecular interacin which the particle interaction is preset by the potengial
tion potential corresponding to the repulsive forces between-¢(a/r)'2 may serve as a serious argument in favor of the
molecules. For liquid argon, the value of the expomarites  result presented in this work. A comparison of theoretical
between 27.07 and 27.37. However, it does not match wittand experimental values of pressure indicates the correctness
valuem=12 generally accepted for many model potentials.of the description of a system “soft” spheres with the help
It should be recalled that the valne= 12 does not have any of equation of stat€5). The error in determining the pressure
theoretical basis and was chosen for the sake of convenien@e this case is of the order of 0.3%, which is in accord with
of computations. An analysis of the temperature dependendée error of the computer experiment.

of the second and third virial coefficients for argon, krypton

and xenon, as well as of the equations of state for theSE&-mail: moldept@molphes.ups.kiev.ua

elements carried out by Dymoret al® leads to the conclu-

sion that the forces of repulsion between molecules in thelv. M. Sysoev and A. V. Chaliy Izv. Vuzov, ser. Fizikal2, 43 (1981).

investigated systems are characterized by a potential Z(M- Sél-abinovy V. M. Sysoev, and A. V. ChalyZh. Strukt. Khim.24, 88
1983.
®(r)=g[0.331r in/1) 2+ 2.072 1 i /1) ], M. S. Labinov, V. M. Sysoev, and A. V. ChalyTeplofiz. Vys. Temp20,

, " - , 1194(1982.
wherer y;, is the position of minimum of the intermolecular 4v. M. Sysoev, A. V. Chaly, and M. S. Labinov, irProceedings XI AIR-
potential, andn=28. An analysis of the experimental data APT Int. Conf. High Press. Science and Technoldggukova Dumka,
for a number of liquids and solids showSthat the value of K€V (1989.
or a number o qu ds and solids s O%Lgt atthe value o SW. B. Streett, PhysicéAmsterdam B76, 59 (1974.
V. M. Sysoev, Teor. Mat. Fiz55, 305(1983.

V. G. Boiko, V. M. Sysoev, and A. V. Chaly Zh. Eksp. Teor. Fiz97,
TABLE II. Values of parameters of Tait's equatiéf), and of the modified 842 (1990 [Sov. Phys. JETHO, 472(1990].

equation(5). 8J. H. Dymond, M. Rigby, and E. B. Smith, J. Chem. Ph¢8, 2801
(1965.
Parameter 130 K 140 K 150 K 9P. R. Couhcman and C. I. Reynolds, Jr., Phys. Stat. S&HdK47 (1977).

10p_R. Couhcman and C. I. Reynolds, Jr., J. Appl. PAfs5201(19786.

ATYT) 9.69 9.79 9.72 W, G. Hoover, M. Ross, and K. W. Johnson, J. Chem. PBgs.1198
B(T), MPa 5.56 ~0.37 —457 (1970.
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EPR investigation of the fluctuating valence compound YbB 12
A. E. Altshuler

Institute of Biology, Russian Academy of Sciences, 420503 Kazan’, Russia
T. S. Altshuler, B. S. Rameev, and E. P. Khaimovich

Physicotechnical Institute, Russian Academy of Sciences, 420029 Kazan’,*Russia
(Submitted November 28, 1997; revised March 4, 1998
Fiz. Nizk. Temp.24, 800—802(August 1998

The compound YbB, having a fluctuating valence is investigated by the EPR method. It is
suggested that the valence fluctuation frequency of ytterbium iond0'® Hz. The electron
excitation spectra reveal a gap of the order of 6—7 meV.1998 American Institute of
Physics[S1063-777X98)01308-3

The strong electron—electron correlation in a number ofThe EPR line corresponding to Ybcan be observed only if
compounds leads to anomalous phenomena like fluctuatingie frequencyry,, of valence fluctuation between ¥band
valence and formation of heavy fermions. Unfortunately, inYb?" is lower than the frequency of the EPR spectrometer.
contrast to heavy fermions, the only compound in whichSince the EPR spectrum was not detected, it means that the
fluctuating valence has been studied intensively so far ifrequencywry, is apparently higher than ¥bHz. Probably,
SmB;. Investigations of a large number of such compoundshe fluctuation frequency in YbB, as in SmR, is of the
are essential for revealing the general regularities for mateorder of 13?10 Hz.*
rials from this class. In this work, we describe the results of  In the entire temperature range, an intense EPR signal is
EPR studies of ytterbium dodecaboride YpE which is  observed from GY# with a g-factor equal to 1.950.02.
also a fluctuating valence compound. The temperature dependence of the linewislthis shown in

The compound YbB, was synthesized in an induction Fig. 1. The broadening of the EPR line observed below 10 K
furnace in vacuum at 1700 K by barometric reduction fromis due to magnetic ordering. Above 20 K, the linewidth in-
the oxide YBO,. It was then melted in an arc furnace and creases rapidly from 200 to 1200 Oe at 50 K, and then attains
dissolved in nitric acid to remove the YgBmpurity. The  saturation.
single-phase composition of the sample in the form of a  The temperature dependencei in this temperature
black powder was verified by x-ray diffraction analysis. interval can be described quite correctly by the exponential
Measurements were made on two samples, viz., pure;YbB law

and YbB,, doped with 1 at. % Gt. Gadolinium has pure
spin paramagnetisrtwith ground stat€’S;,) and was used
as a marker. Measurements were made at a frequency
=9.4 GHz in the temperature interval 4.2—60 K.
Rare-earth dodecaborides BBhave the same crystal
lattice as NaCl with a metal atom at the Na position and a

SH=A exp(—A/T),

whereA=7220,A=75 K.

Such a behavior of the dependengid(T) may be due

to two reasons:

cubic octahedron formed by 12 boron atoms in the CI(1) It follows from the results obtained by Sugawaend

positions® The rare-earth ions in RB are usually trivalent
and the dodecaborides have metal-type conductivity. The
multiplet YB** (4113 8F.,) is split by a crystal field of
cubic symmetry into a doubldtg, a quarteti’s, and a dou-
bletT';. The ground state may contain Kramers doubl&is

orI'; and an EPR signal can be observed on them. HoweveF,Z)

we did not detect any EPR signal in pure YBBThis may

be due to the following reason. Studies of electric conduc-
tivity, susceptibility, and photoemissibAshow that the va-
lence of Yb in YbB, is not integral, and amounts to 2.9,
while its conductivity is of semiconductor type. Such a de-
parture from the behavior of conventional dodecaborides is
associated with the existence of a fluctuating valence of Yb
ions in YbB,,, i.e., the valence fluctuates between the states
Yb3" and YIF*, the yttrium ion spending 90% of its time in
the trivalent state and 10% of its time in the bivalent stateof
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Moriya® that the linewidthsH varies exponentially as a
result of exchange interaction of the impurity spin with
excited states of the magnetic lattice. In our case, this is
the exchange interaction of gadolinium spin with the
f-electrons of the excited state of ¥bions.

The broadeningdH(T) may be due to the presence of
electron excitations in a narrow gap arising, for example,
due to hybridization ofk-conduction electrons with the
f-electrons from the valence band of Yb. The interaction
of the spin of GA" with the spins of electrons and holes
causes a broadening of the EPR line. Since the number
of s—f excitations and hence the density of states at the
edges of the gap increases exponentially, the dependence
SH(T) is exponential.

Sugawara has presented the results of computation
the dependence of spin—spin relaxation ra‘[gl

© 1998 American Institute of Physics
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I'e) peratures. Since there are no free holes and electrons in the
OO o system aff =0 K, there can be no scattering of Gd electrons
- o i by them. In this case, if the EPR linewidth is determined by
-~ the interaction of Gd spins with the spins of electrons and
G OO holes in Yb, it will tend to zero. Indeed, extrapolating the
7 curve SH(T) to zero temperature and disregarding the order-
L ¢ 6] ing effects observed dt< 15 K, we find thatsH(0) is close
;' to zero. If H(T) is determined by the scattering of Gd spins
/ by the excited levels of Yb, a slight narrowing of the lifisy
Q' about 25% according to Sugawaravill be observed afl
! =0 K, since spontaneous excitationsfe¢lectrons of Yb are
. possible even at zero temperature.
,95 The estimate obtained by us for the gap=75K
é) =6.5meV is of the same order as for SgpHEA
¢
1

=4.5-7 meV)*®
200L Q. o

We propose to study in near future the question concern-
ing the origin of the gap, i.e., find out if the gap is due to
> s—f-hybridization or due to exciton pairing «f-electrons
0 20 40 60 with f-holes as in Smp®

T.K This work was supported financially by a grant from the
FIG. 1. Temperature dependence of the EPR linewidth for ¥bB Russian Foundation for Fundamental Resedpebject No.
97-02-162R
(T, tc6H) of an impurity (with the S ground state on
t=T/[E(I'g)—E(I'g)] for Yb®' ions in a cubic symmetry *E-mail: tatiana@dionis.kfti.kcn.ru
field, whereT is the temperature(I'g) the energy of the
excited quartetl’g, and E(T'g) the energy of the ground
state, viz., the doub|df6 of Yb ions. IM. Kasaya, F. lga, K. Negishét al, J. Magn. Magn. Mater31—34, 437
; _ (1983,
It. follows fj(l)m the resu.lts of computations that the re 2F. Iga, Y. Takakuwa, T. Takahasht al, Solid State Commurt0, 903
laxation rateT, ~ increases just by 25% as a result of scat- (19g4,
tering of spins af-electrons in the excited state B§ of Yb 3F. Bertaut and P. Blum, CR Acad. S&4, 666 (1949.
ions. Since the broadenin#H in our case amounts to 500% T Kasuya, T. Tanaka, K. Takegahartal, J. Phys(France 40, C5-308
upon a variation of temperff\ture_ from 10 tp 50 K,_ I.€., IS 5, Suéawara and C. Y. Huang, J. Phys. Soc. 260295 (1976.
much larger than 25%, the linewidth in YbBis due, in all 6T. Moriya, Prog. Theor. Phy28, 371(1962.
probability to the presence of a gap in the spectrum of elec-'K. Sugawara, J. Phys. Soc. Jgt2, 1154(1977). )
tron excitations as in SmB 8T. S. Altshuler, G. G. Khaliullin, and D. I. KhomskiZh. Eksp. teor. Fiz.
An indirect argument in favor of of this assumption is OO 2104(1986 [Sov. Phys. JETR®S, 1234(1986].
the relatively narrow EPR line of Gd observed at low tem- Translated by R. S. Wadhwa
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On the dielectric constant anomaly in the antiferromagnetic phase of YMnO 3
I. E. Chupis

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences of the
Ukraine, 310164 Kharkov, Ukraine
(Submitted March 16, 1998

Fiz. Nizk. Temp.24, 803—806(August 1998

It is proposed that the triangular antiferromagnelistructure precedes the triangular
antiferromagnetier-structure observed in YMn{by neutron diffraction studies at 4.2 K. The
experimental observation of the anomalous behavior of the dielectric constant below
Neel temperature is attributed to the phase transition betygand « configurations. ©1998
American Institute of Physic§S1063-777X98)01408-X

The compound YMn@belongs to the class of hexago- waves emerging at temperatures belbywmay make a con-
nal rare-earth manganates RMpn@R=Ho, Er, Tm, Yb, Lu, tribution to & owing to the dependence of the equilibrium
Y), which are ferroelectridsand antiferromagnefsThe in-  magnetization of the magnetic sublattice on the electric field
teraction between the electric and magnetic subsystems ¢this effect has the first order in ME interaction constant
YMnO3 was indicated for the first time in a publication by Calculations, which we shall not present here, show that the
Haanget al® who observed an anomaly in the temperatureobserved shape of the(T) curve cannot be due to the con-
dependence of the dielectric constant below the temperatutebution from spin waves. The latter increase the nearest
of antiferromagnetic transition. The transition to the mag-neighborhood off =Ty . If their contribution is significant,
netically ordered state is accompanied by a break in the tenthis would lead to an increase in the valuesofust below
perature dependence of the dielectric constahtHowever,  Ty. However, the decrease in the valuesobbserved aff
the temperature dependence ofbelow Neel temperature =Ty indicates that the static ME effect dominates over the
observed in YMnQis distinctly nonmonotonic, and appears high-frequency effect. It is obvious even without any com-
in the form of an S-shaped cur¢Eig. 1). putations that the contribution of spin wavessdaecreases

In this work, it is suggested that the nonmonotonicity of with temperature and cannot cause a sudden increase in the
the &(T) dependence below Nktemperature is associated dielectric constant away from eetemperature.
with the first order phase transition occurring between differ- ~ Consequently, the anomalous temperature dependence of
ent antiferromagnetic configurations in the crystal. e is determined by the static magnetic properties of the sys-

The manganate YMnQhas a high ferroelectri¢FE) ~ tem. There are six Mi ions in YMnO;, lying in planes
transition temperature®,=914 K) and Nel temperature perpendicular to the hexagonal axis. Neutron diffraction
Tn~80 K. Figure 1 clearly shows the change in the slope oftudie§ at 4.2 K point in favor of the antiferromagnetic
the temperature dependencesait the Nel temperature: the trigonal structurex (Fig. 2). Nedlin’ studied theoretically the
dashed straight line is the extrapolationsofrom the para- Ppossible magnetic configurations in YMgQn the exchange
magnetic phase to the low-temperature region, while segapproximation, the thermodynamic potential per unit volume
ment 2 on the curve corresponds to the dielectric constarfian be presented in the form
after variation as a result of magnetic ordering. The magne- L
toelectric(ME) interaction leads to the emergence of a kink _ 2 ) 2,2
on thee(T) curve atT=Ty~75 K. It was shown earlier ¢_§A182+A2| TAs(G1FG2) T AT H 1)

(see Ref. 4 and the literature cited thejdimat this anomaly

is of exchange type and is determined by ME exchange in-
teraction. After the break &ti=T), thee(T) dependence is +Dr§r§ Sin? o, + Dlgigg sir? ¢q
expected to be monotonisee, for example, the dependence
¢(T) in BaMnF,).°> However, the dielectric constant of
YMnOjs increases in a certain temperature interval after de-
creasing in the antiferromagnetic phase.

Apparently, the nonmonotonicity of the(T) depen- Here, s=2i6=1si is the total spin,l=2i6=1(—1)‘+13 is the
dence is due to the magnetic properties of YMn€ince the antiferromagnetism vector, and,g,,r,,r, are expressed in
S-shaped anomaly is also observed in the temperature deparafrms of the corresponding linear combinations of spin vec-
dence of the derivatively/dT of magnetic susceptibility, torss .’ The anglep, is the angle between the vectorsand
and the magnetic field displaces th€T) curve significantly  r,, while ¢4 is the angle between the vectgsandg,.
in the magnetically ordered phagsee Fig. 1 The coefficientsA; are positive in the paramagnetic

The presence of excitations in a crystal facilitates arphase. The potentiall) allows the following equilibrium
increase in its dielectric susceptibility. In principle, the spinantiferromagnetic structures:

+B1(g5+93)2+B(r2+r3)?

1 1
+Zcsz(r§+r§)+zclsz(g§+g§)+... . (1)
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FIG. 1. Dielectric constant of YMnQmeasured by Haangt al in zero
magnetic field((]) and in a magnetic fielth=5 T (@).

(1) A4,<0,B>0,4B+D>0,s=l=g,=0,=0, 8 D<O, ¢,
=ml2, r1=r,, S,;3=5. Trigonal antiferromagnetic
structure a (Fig. 2); b) D>0, ¢,=0, 7, ry,»=0 or
ri2)= =V3ry. Antiferromagnetic configuration with
spins collinear with the hexagonal axis.

(2) A3<0,B;>0, 4B;+D;,>0, D;<0, ¢g=7/2, g;=0,,
s=I=r,;=r,=0. Trigonal antiferromagnetic structuy
in Fig. 2 withs,3=—5.

Neutron diffraction studies in monocrystalline samples

of YMnOg at 4.2 K point in favor of the phase 1a, i.e., the
trigonal structurar. In this phase, the magnetic susceptibility
x=p2v; %(6°®19s?) ! (u is the Bohr magneton ang, the
unit cell volume has the form

A,
 4B+D

i

x=wve (Ayter)

)

In the framework of the Landau theonp,=a(T—0)
<0, a>0. Since the phase transition temperature for YMnO
increases in a magnetic fielgsee Fig 1, the coefficient

/ N/,
4 1 43 1

5

5 6

FIG. 2. Various types of trigonal antiferromagnetic configuration in
YMnO,. The even and odd Mt ions lie in different planes at right angles
to the hexagonal axis. Arrows indicate the directions of the spins.
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c<028 The experimentally measured valuegf=dy/dT is
negataive, andy’(T) curve is S-shaped like the dependence
e(T).

It can be verified easily that the magnetic susceptibility
(2) with the temperature-dependent coefficiént leads to
monotonicity of the functiony’(T). The next step in the
analysis was the assumption that the coefficibnin the
fourth-order invariants i1) depends linearly on tempera-
ture and remains negative at all<Ty: D=-—d+ BT(d
>0,8>0 or B<0). For 8>0, such a dependenda(T)
does not violate the monotonicity of' (T), while for g8
<0 it may lead just to the emergence of an extremum. How-
ever, the experimental dependence shows that there must be
two such extrema if we assume that the magnetic configura-
tion « is preserved in the crystal in the intervak@<Ty.

The observed nonmonotonicity of' (T) is not obtained
theoretically even if higher-order terms are taken into ac-
count in the expansion of potentiél).

Hence it is suggested that the anomalies in the depen-
dencesy’(T) ande(T) are associated with the phase transi-
tion occurring in YMnQ between the above-mentioned
magnetic configurations la, 1b, and 2. An analysis shows
that transitions between these configurations are first-order
phase transitions. A sharp variation in the dielectric constant
in zero magnetic fieldFig. 1) and an analogous variation in
the slope of the dielectric lossegoint towards a first-order
phase transition.

A transition between states 1a and 1b is possible upon a
reversal of the sign of the constdntin (1). In the vicinity of
Ty, the energies of these states are given by

AG
4B+D’

Al

P1a” 4B’

sinceD <0, ®,,<d,,. This means that it is not advanta-
geous for the system to go over from paramagnetic state to
the state 1b, i.e., the phase 1b cannot precede the low-
temperature phase la.

The configuration 1la can precede the state 2 if the sign
of the coefficientA; in (1) is reversed at the ¢ tempera-
ture,A;=b(T—Ty), b>0. State 2, i.e., th@ configuration,
is stable for allT<T,. However,A, becomes negative at
T<O<Ty, and this leads to the emergence of the equilib-
rium state laconfigurationa) whose energy is lower than
the energy of the3-configuration below a certain tempera-
tureT,<0. SinceB configuration does not lose stability, the
left boundary of the temperature hysteresis may be consider-
ably extended, while the right boundary is equal to the tem-
perature® at which the configuratiomr becomes unstable.

According to the above assumption about the configura-
tional magnetic transition, curvé in Fig. 1 corresponds to
the a-configuration while curve2 corresponds to thes-
configuration.

The change ine due to antiferromagnetic ordering is
associated with the exchange ME interactimith an energy

1 1
=5 VPAri+12)+ 5 v PAG+ &), @
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€ The experimental curve(T) in zero magnetic field
(light points in Fig. 3 corresponds to the dependengd’)

in Fig. 3 obtained during heating. The value of the tempera-
ture ® corresponding te =g, is equal to 55 K. The depen-
dencegy(T) is linear: eo(T)=A+vT, wherex=13.6 and
v=7.7x10"3deg ' (Fig. 1. The Nel temperatureTy
~75 K. Using the experimental data and formy&, we
obtain the following estimates for the ME interaction con-
stantsT;~—2x10"% deg ! andI',~—9x 10 ° deg .

Hence it is assumed that the nonmonotonic temperature
dependence of the dielectric constant of YMn® the anti-
ferromagnetic state is a consequence of the first-order phase
transition between magnetic configuratighsnd a.
| | A transition from - to a-configuration upon a decrease
(=) TN T in temperature was observed by the neutron diffraction mea-

surements in the hexagonal HoMa®In YMnO,, the neu-
FIG. 3. Temperature hysteresis of the dielectric congtheoretical during  tron diffraction measurements were made only at 4.2 K. The
heating and cooling of the crystal. authenticity of the above hypothesis could be verified by
carrying out such measurements in the temperature interval
55-80 K, where the existence of magngiiconfiguration is
whereP is the electric polarization. The dielectric suscepti- agssumed.
bility x. in the phenomenological theory is given ky* Note that since the magnetic field blurs the temperature
= g°®/P?, whered =D o(P) + @ e, P(P) is the thermo-  phase transition, the anomalies of magnetic characteristics
dynamic potential of the ferroelectric subsystem in the formwhich can be determined by applying a magnetic field are
of an expansion in powers d#*. Taking into account the |ess pronounced than the anomaly of the dielectric constant
smallness of the ME energ¢), we can present the dielectric measured in zero magnetic field. In this case, the ME mea-
constante , in the antiferromagnetic phases 1 and 2 in thesurements may be preferable to the magnetic measurements

form for studying the magnetic properties.

ei(T)=gg+(eo—1)?T(T;—T), =12 5

T1: , T2: TN y

.= Y18 r.= ¥2b 1F. Bertaut, F. Forrat, and P. Farg, C. R. Acad. 866 1958(1963.

1 27w(4B+D)’ 2 2w(4B,+Dy)” 2V. A. Bokov, G. A. Smolenskii, S. A. Kizhaev, and I. E. MyI'nikova, Fiz.
. . . . Tverd. Tela(Leningrad 5, 3607 (1963 [Sov. Phys. Solid Stats, 2646

Here, eq=¢¢(T) is the dielectric constant in the paramag- (1963].
netic phasédashed line in Fig. 1 3Z.J. Haang, Y. Cao, Y. Y. Suet al, Phys. Rev. B56, 2623(1997.

: : : - . 4G. A. Smolenskii and I. E. Chupis, Usp. Fiz. NaliR7, 415(1982 [Sov.
The dielectric constant in a first-order phase transition Phys. Usp25, 475(1982)],

must have a temperature hy;teresis shown lqu.alitatively iDG.'A. Samara and P. M. Richards, Phys. Rev185073(1976.
Fig. 3. The dependencgg (T) will also have a similar form.  °F. Bertaut, G. Buisson, A. Delapabee al., in Theses of Intern. Conf. on
The right boundary of the hysteresis correspond3 00 . Magnetism Nottingham(1964.

. . _ . ’G. M. Nedlin, Fiz. Tverd. TeldLeningrad 6, 2708 (1964 [Sov. Phys.
In this case, it follows from formulé5) thate =¢,, i.e., the Solid States, 2156 (1964)].

value ofe lies on the straight lineo(T) extrapolated to the 4 s, Borovik—RomanovAntiferromagnetism and Ferritgsn Russiar,
temperaturesT<Ty. The left boundary of the hysteresis Izd. Akad. Nauk SSSR, Mosco 962.

may be the temperaturg, at which energies of the phases ®W. C. Koehler, H. L. Yakel, E. Q. Wollan, and J. W. Cable, Phys. L%it.
become equal, or a lower temperature since phase 2 remaing® (1964.

stable. Translated by R. S. Wadhwa
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Acoustically stimulated phase transition and low temperature optical spectra
in Pbl, crystal

M. M. Bilyi, I. S. Gorban, I. M. Dmitruk, I. M. Salivonov, and I. V. Ostrovskii

Physical Faculty, Kiev Taras Shevchenko University, 6 Akademic Glushkov Prs., 252127, Kiev, Ukraine
(Submitted April 9, 1998
Fiz. Nizk. Temp.24, 807—808(August 1998

The influence of an intensive ultrasonic wave on the crystal structure gfWRls investigated.
Acoustically stimulated phase transition have been observed for the first timé99®
American Institute of Physic§S1063-777X98)01508-4

Pbl, is a layered crystal and it consists of strongjiynic ~ crystal layers. A nondestructive study of crystal structure
force9 bounded layers. Layers interact with each other bywas performed by means of optical methods: reflectance and
the weak Van-der-Vaals forces. Many polytypes of Rixiist ~ photoluminescencéPL), the low temperature spectroscopy
because of different possible orders of a layers package. Asand the Raman spectroscopy. We also measured acoustical
result of weakness of interlayer forces, the phase polytyp8oises(an acoustic emission, AErom our sample, the fre-
transitions are possible under the pressure or temperatug/ency range of measurements was 0.02 to 0.5 MHz.
change. Such a transition H2—Pb|2(D§d)—>4H The optical reflection spectra at the low temperature (
_pb|2(cgv) (Ref. 1) can be observed under heating up to = 1.4 K) measured before and after the acoustical irradiation
130 °C. The reverse transition takes place because of a metare presented in Fig. 1. One can see the 2 nm shift of a
stable character of theHt polytype phase after 1-2 months. polariton reflection curve after the acoustical irradiation.
Under the hydrostatic pressure other types of phasé—his fact reflects the alteration of band width caused by the
transitions—polymorphous transitions—were observed. IPhase transformationt2—Pbhb—4H—Pbl,. The same shift
such a type of the transition not only the layers orientationvas observed in photoluminescence spegtig. 2). The ini-
but the structure of layers are being chan§ed. tial spectrum of P2H (curvel) has the emission bands

The aim of this work is to Study an influence of an ul- of free excitongFE) 496.5 nm, excitons localized on impu—
trasonic wave on the Ppstructure. We studied the transfor- rities or defects(LE) 497.4 nm, and the lower energy so
mations of the simplest and the most stabld polytype called K-series. After the ultrasonic action a PL spectrum
single crystals after the exposure to the acoustical wave dforresponds to theH—Pbl, PL spectrum except the weak
the 2.25 MHz frequency and the intensity about 1 Wicm band at 497.4 nm which is due to the residue of thé¢ 2
The PZT-type piezoceramic transducer was used to excite &Plytype. The K-series disappearing proves the existence of
ultrasonic wave in the sample. The maximum amplitude of2 phase transition, because this series is absent in the PL
rf-voltage applied to transducsf,, was 40 V. The direction
of the ultrasonic wave propagation was perpendicular to the
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FIG. 1. Reflection spectra of Pbsingle crystals beforél) and after(2) FIG. 2. Photoluminescence spectra of Phihgle crystals beforél) and
ultrasonic irradiationa, ,ar—upper and lower polaritonic branches, corre- after (2) ultrasonic irradiation; a—free excition, |—localized excition,
spondingly;T=1.4 K. K1,K,,Ks—K-series. T=1.4 K.
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spectrum of the W polytype. This conclusion is confirmed exciton line disappeared after the ultrasonic irradiation. This

with Raman spectra measurements. fact can be explained by the considerable increase of the
Type of the AE signal, its kinetics reflects the changes imnear-surface nonradiative recombination rate caused by a mi-

a defect structure inside the sample initiated by the ultrasonigration of defects to the surface of the sample.

wave. The AE appeared when the ultrasound reached a cer- In our experiments we have observed for the first time an

tain threshold amplitudérf-voltage V,,=24 V). Under the  acoustically stimulated phase transition. It is shown that a

ultrasound irradiation the intensity of AE signals increaseddislocation structure is changing under the ultrasonic irradia-

with V,, increasing up to 40 V. Then, undev,, tion. The high stability of the obtainedH! polytype is of

=40 V=const, an evolution of the AE intensity in time special interest. These fact and acoustic emission anomalies

achieved the maximum value and then decreased to zero. dre under discussion.

lasted approximately 10 min. After switching off the acoustic

irradiation and following next increasing of ,,, the AE

reappeared av,,>24V, lasted 10 min and then disap- 1y ¢ Mitchell, Z. Kristallogr111, 372 (1959.

peared under the constavif,. Such a behavior of the AE  2N. M. Belyi, A. V. Bobyr, E. A. Vinogradov, I. S. Gorban’, V. A.

signal is explained by the changes of a dislocation structure Gubanov, and G. N. Zhyzhyn, Fiz. Tverd. T&4 887(1982 [Sov. Phys.

inside the Samplé. Solid State24, 502 (1982].

. . . . 3V. S. Boiko, R. I. Garber, V. F. Kivshyk, and L. F. Krivenko, Fiz. Tverd.
An interesting result was obtained when measuring the 1¢|517 1541(1975 [Sov. Phys. Solid Staté7, 1010(1975].

low temperature T=1.4 K) photoluminescence spectra
from a natural crystal surface. In these spectra the localizethis article was published in English in the original Russian journal.
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