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The emergence of resistive state in the Meissner phase of superconductors upon
an increase in temperature below the critical point

N. B. Brandt, G. A. Mironova, and V. V. Rzhevskii
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It is shown that the resistive state emerging upon an increase in temperature in the region below
the critical point in the Meissner phase of superconductors can be detected by measuring
the variation of the frozen magnetic field in a mesoscopic hollow cylindrical sample upon its
heating in the superconducting state. Owing to magnetic flux quantization, the decrease
in the magnetic field upon heating must be step-wise. ©1998 American Institute of Physics.
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According to Gor’kov,1 the order parameterC in the
Ginzburg–Landau theory is connected with the energy gaD
in pure superconductors~whose the electron mean free pathl
in the normal state is much longer than the coherence le
j! in the BCS theory through the relation

C~T!5F8.4mvF
2N~0!

2p2kB
2Tc

2 G1/2

D~T!, ~1!

which is valid forT→Tc . Herem is the electron mass,vF

the Fermi velocity,N(0) the density of electron states at th
Fermi level,kB Boltzmann’s constant, andTc the supercon-
ducting transition temperature. In the Ginzburg–Land
theory, the square of the order parameter modulus de
mines the number density of superconducting electro
uCu25ns/2. By ‘‘superconducting electrons’’ we mean tho
creating the superconducting current

j s5nsevs , ~2!

wheree is the electron charge andvs the velocity of ordered
motion of electrons creating superconducting current. Sub
tuting into ~1! the expression

N~0!5
8A2p m3/2«F

1/2

~2p\!3 ~3!

for the electron density of states in the normal state
considering that the electron number density is given by

n052•
4

3

ppF
3

~2p\!3 ,

wherepF5mvF is the Fermi momentum, we obtain the fo
lowing expression determining the temperature depende
of the number density of superconducting electrons nearTc :

ns~T!'n0

D2~T!

kB
2Tc

2 . ~4!

In the case of dirty superconductors (l ,j), the dependence
similar to ~1! has the form
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Cd~T!5FpmvFN~0!l

12\kBTc
G1/2

D~T! ~5!

and accordingly

ns~T!'n0

l

\vF

D2~T!

kBTc
. ~6!

On the other hand, it follows from experimental data th
the electron number densityns at T!Tc virtually coincides
with the value ofn0 for the London type superconducto
~whose the coherence lengthj is much smaller then the mag
netic field penetration depthlL for the superconductor! and
is of the order ofn0lp /j for the Pippard type superconduc
ors ~whose penetration depthlp is smaller thanj!. Thus, the
number density of superconducting electrons decreases
an increase of temperature from a value of the order of;n0

at T!Tc to zero atT5Tc . The approximate form of this
dependence is shown in Fig. 1.

Let us consider a superconductor carrying the currenj s

created by an external source atT!Tc . The current involves
electrons having the number densityns0

;n0 and moving
with the velocityvs0

defined by~2!. As the temperature in-
creases, the number density of superconducting electrons
comes lower. The fractiondns of electrons participating in
the creation of supercurrent loses the velocityvs0

and trans-
fers the kinetic energy~evolved in the form of the Joule hea!
to the crystal lattice. Moreover the current in the superc
ductor is sustained by the emerging electric field accelera
the remaining superconducting electrons. As a result, a re
tive state characterized by a nonzero electric resistance m
be formed upon heating.

In order to estimate the resistivityr emerging in this
case, we assume that the entire kinetic energy of elect
per unit volume (dnsmvs

2/2) is liberated during heating in
the form of Joule heat:
© 1998 American Institute of Physics
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dns

mvs
2

2
;~nsevs!

2rt.

Assuming thatdns;ns , we obtainr>m/2nse
2t.

For the time of heatingt>1 s, r510216 V•m, which is
smaller than the copper resistance at room temperature
factor of 108. This value is so small that it can be neglect
practically. It is probably for this reason that this effect h
not been studied~to our knowledge!. However, the emer-
gence of the resistive state in closed mesoscopic super
ducting systems upon an increase in temperature can be
tected and the effect can be appreciable.

Let us consider a long hollow superconducting cylind
of radiusR, whose wall thicknessd is larger that the mag
netic field penetration depthl for the superconductor. A
T1!Tc , we induce a supercurrent in the cylinder of dens
much smaller than the critical current density at this tempe
ture ~for this purpose, we cool the sample to the temperat
T1 in a constant external magnetic field which is remov
after cooling!. This current creates a magnetic field
strengthH1 in the cylinder which is also much smaller tha
the critical fieldHc(T1). We heat the cylinder to the tem
peratureT2 at which the fieldH2 is still smaller than the field
Hc(T2) at this temperature. The decrease in the number d
sity ns(T) of superconducting electrons upon heating lea
to a decrease in the supercurrent density, and hence in
field strengthH in the cylinder. The change in the field lead
to the emergence of induced emf which accelerates su
conducting electrons as well as one-particle elementary
citations whose number density increases upon hea
Since these two processes occur at the expense of the e
of the magnetic field, the value of the field decreases.
possible decreasedH5H(T1)2H(T2) of the field can be
estimated by comparing the variation of the magnetic fi
energyEH in the cylinder with the change in the curre
energyEJ due to the above-mentioned processes. We
write the following expressions per unit length of the cyli
der:

FIG. 1. Dependence of relative variation of superconducting electron
centration on relative temperature.
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EH5E H2~T1!

8p
dS; EJ5E ns~T1!

mvs
2

2
dS; ~7!

A5
EJ

EH
5

2l

R S 12expS 2
2d

l D D . ~8!

It follows from energy balance and relation~8! that the
changes in the field and superconducting electron concen
tion are connected through the following relation~we assume
that the changes in the field and current are smaller than
initial values!:

dH

H~T1!
;A

dns

ns~T1!2dns
. ~9!

Thus, the decrease in the number density of superc
ducting electrons upon an increase in temperature fromT1 to
T2 must be accompanied by a decrease in the magnetic
strength in the cavity of the cylinder.

If we now cool the cylinder fromT2 to T1 , the concen-
tration of electrons creating supercurrent corresponding
temperatureT2 must remain unchanged. For this reason,
field H(T2) must not vary in the next cooling–heatin
cycles.

The validity of this assumption is confirmed by the fo
lowing arguments. Let us consider a macroscopic superc
ducting ring carrying a circulating supercurrent with a te
perature gradient in its plane~Fig. 2!. The temperatureT1

maintained at point 1 is lower than the temperatureT2 at
point 2 (T1,T2). Both temperatures are lower thanTc .

We assume that the supercurrent at each point of the
is created by the equilibrium concentration of supercondu
ing electrons corresponding to the temperature at the g
point. During motion of superconducting electrons fro
point 1 to point 2, energy must be dissipated as a result
decrease in the electron number density~as well as a result of
heating!, i.e., the current in the superconducting ring mu
attenuate as a result of temperature gradient¹T. The current
attenuation time can be estimated by the formula

Dt5
D i

i

L

R
. ~10!

For a ring of diameter 2r 55 cm and cross-sectional radiu
a51022 cm, the self-inductanceL is given by (r @a)

L5m0r @ ln~r /a!10.23#,

wherem054p31027 V•s/A. The resistanceR5r l /S of the
ring can be estimated by formula~7! if we replace in it the

n-

FIG. 2. A ring with a temperature gradient in its plane: the temperaturesT1

and T2 are maintained at points 1 and 2,T1,T2 . Both temperatures are
lower than the superconducting transition temperature (T1 ,T2,Tc).
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time t of heating by the time of motion of superconductin
electrons from point 1 to point 2. Assuming that the avera
velocity of superconducting electrons isvs5103 cm/s, we
find that the supercurrenti decreases to half the initial valu
during the timet>102 s. The results of experiments on th
effect of thermo-emf in a superconducting ring with a te
perature gradient2 show, however, that the supercurrent
the ring does not attenuate significantly over periods of ti
much longer than>102 s.

Thus, the assumption that the current at each point of
ring is determined by the equilibrium concentration of sup
conducting electrons at the corresponding temperature
tradicts the experimental data. Apparently, the current i
ring with a temperature gradient is apparently determined
the value of the minimum concentration of superconduct
electrons corresponding to the maximum temperatureT2 at
each point of the ring. Since this concentration does
change during motion of electrons from point 1 to point
there is no energy dissipation in the ring, and the super
rent circulates without attenuation irrespective of the te
perature gradient in the plane of the ring.

In this case, an interesting situation emerges at the t
peratureT1 : the supercurrent is created only by a fraction
superconducting electrons. Another fraction of these e
trons equal tons(T1)2ns(T2) does not participate in the
supercurrent, and their total momentum remains zero. Th
equivalent to the stratification of the superconducting liq
into the current-carrying and ‘‘stationary’’ components up
cooling.

The resistive state can be observed when the follow
two conditions are satisfied. First, the field variationdH
must be large enough for measuring. Among other thin
this quantity depends on the cylinder radiusR and increases
with decreasingR in accordance with~9!. However, the ef-
fect of quantization of the magnetic flux through the cylind
becomes significant with decreasingR. Consequently, the
second requirement is thatH(T1) must be larger than the
field H0(T)'F0 /p@R1l(T)#2, corresponding to the mag
netic flux quantumF052.0731027 G•cm2. Let us now es-
timate the magnitude of the effect in real superconduct
Apparently, appropriate substances are Ta~Tc54.48 K,
Hc(0)5830 G, l(0)55.431026 cm) and Nb (Tc

59.46 K, Hc(0)51944 G, l(0)54.731026 cm). We as-
sume that the thickness of the cylinder walls isd.l. In this
case, the exponential term in~8! can be neglected. Suppos
that R5231024 cm; then H0'2 G. For Ta with
dns /ns(T1).1/2 andH(T1)>100 G, we havedH'H(T1)
3(2l/R)$dns /@ns(T1)2dns#%'5 G. The frozen field
H(T1) for Nb can be chosen of the order of 200 G. In th
case,dH'10 G for the same geometry (H0'2 G).

In determining the temperature dependence of the fi
H(T1), we must take in to account the following factors. T
concentration of superconducting electrons changes with
creasing temperature monotonically~see Fig. 1!. Irrespective
of the magnetic flux quantization effect, this decrease
ns(T) must correspond to a monotonic increase in the m
netic field penetration depthl for the superconductor. Bu
since the magnetic flux through the cylinderF5F0n (n is
an integer! can change only in quanta, and the flux for
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givenn must remain unchanged, the increase inl with heat-
ing must be accompanied by a decrease in the field stre
in the inner cavity of the cylinder. Thus, the field streng
H(T) must decrease monotonically during sample heat
for each value ofn, while a change inn by unity causes a
field jump, the magnitude of each next jump being sma
than the previous value. The expected nature of variation
the frozen field as a result of sample heating fromT1 to T2

~curve1! and subsequent cooling–heating cycles~curve2! is
illustrated in Fig. 3. The shape of the steps depends sig
cantly on the ratiol/R: the steps are flat forl/R!1 and
convex forl/R;1.

It should be emphasized that such a form of variation
the magnetic field in the cylinder can be observed only in
first cycle of sample heating fromT1 to T2 . Subsequent
cooling–heating cycles do not lead to the emergence o
resistive state, and the magnetic field strength in the cylin
remains unchanged~curve 2!. For the above parameters o
the samples, the number of steps on curve1 must be approxi-
mately equal to three for Ta and six for Nb. It should
noted that this effect is a nonlinear function of the ra
dns /ns(T1). For example, the above estimates ofdH be-
come twice as large fordns /ns(T1);2/3.

Thus, we propose an experiment for observing the n
effect, viz., the emergence of a finite resistance in the vort
free Meissner phase of superconductors in which the t
perature increases in the range of temperatures, mag
fields, and supercurrents much smaller than the critical v
ues. It is shown that this effect in mesoscopic samples
comes so strong that it can be detected by measuring
magnetic field frozen in a hollow superconducting cylind
The temperature dependence of field variation in the fi
heating cycle is step-wise. This is interesting as a n
method of determining the magnetic flux quantum.

*E-mail: rzhevski@mig.phys.msu.su

1L. P. Gor’kov, Zh. Éksp. Teor. Fiz.37, 1918~1959! @Sov. Phys. JETP10,
1364 ~1959!#.

2V. L. Ginzburg, Usp. Fiz. Nauk161, 1 ~1991! @Sov. Phys. Usp.34, 101
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Translated by R. S. Wadhwa

FIG. 3. Expected variation of the frozen magnetic fielddH(T) in the sample
upon heating~curve1! and subsequent cooling–heating cycles~curve2! in
the temperature intervalT1-T2 .
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Quantum states of a superconductor–insulator–normal metal–insulator–superconductor sandwich
~the SINISstructure! are investigated on the basis of the Bogoliubov–de Gennes equations.
The dispersion equation is obtained for the quasiparticle spectrum for energiesE,D ~D is the
energy gap in the superconductor! taking into account the Andreev scattering as well as
conventional electron reflection at the interfaces of theSINISstructure. The spectrum makes it
possible to calculate the Josephson current in the system. The transparency coefficient of
the system for electrons with a continuous energy spectrum is calculated, and quasi-local states
~‘‘resonance levels’’ of transparency! are determined for the structure under investigation.
© 1998 American Institute of Physics.@S1063-777X~98!00208-4#
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1. INTRODUCTION

The wave properties of an electron moving in the field
a spatially varying potential are manifested clearly when
potential varies significantly over distances of the order
the de Broglie wavelength of the electron. In the physics
electron tunneling through potential barriers, this leads
resonant tunneling of quasiparticles. In particular, this p
nomenon takes place in the case of two-barrier struc
which is interesting from the points of view of physics a
applications, and is characterized by an abrupt increase in
transparency of the entire system. Such a problem was
sidered for the first time in the solid state physics
Iogansen1 who formulated the conditions under which th
transparency of the electron system increases from the p
uct of transparencies of individual barriers to unity.

Clearly, the effect is observed only in the case of high
specular reflection of quasiparticles at film boundaries
for a long electron mean free path~as compared to the film
thickness!. Under these conditions, quasilocal energy lev
formed in the potential well between insulating barriers c
respond to metastable bound states of quasiparticles. If
energy of a tunneling electron coincides with a quasi-lo
level of the system, premises for resonant tunneling thro
the structure are created.

The idea of resonant tunneling was used in a numbe
theoretical publications for explaining the anomalously h
conductance of tunnel barriers containing ‘‘traps’’2 and for
studying superlattices.3

Among experimental works on resonant tunneling
normal ~nonsuperconducting! structures, Refs. 4 and 5 ar
worth mentioning.

The study of structures containing junctions betwe
normal and superconducting metals revealed new effects
initiated a large series of theoretical and experimental pu
cations devoted to this problem. Among these publicatio
we must mention the article by Andreev6 who predicted
theoretically a basically new mechanism of peculiar refl
5401063-777X/98/24(8)/7/$15.00
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tion of electrons at the interface between normal (N) and
superconducting (S) metals, i.e., the so-called Andreev’s r
flection. In this phenomenon, the electron quasimomen
remains virtually unchanged, and the group velocity rever
its sign.6 The latter property distinguishes Andreev’s refle
tion from the conventional specular reflection of an electr
in which only the velocity component perpendicular to t
interface changes its sign. Andreev’s reflection is accom
nied by a current through the interface.7

The Andreev’s scattering mechanism is most effect
when an electron moves along the normal to theN–S inter-
face. When the direction of electron deviates from the n
mal, the Andreev’s reflection probability decreases8,9

Dzhikaev8 proved that excitations impinging on theN–S
interface at small angles undergo conventional specular
flection with a probability of the order of unity. The bound
ary separating the regions of Andreev’s and specular refl
tions in the momentum space was determined. It was fo
that conventional specular reflection takes place for sm
angles of incidence;(kT/z)1/2.

Andreev’s reflection plays a significant role in explai
ing excess currents of weak links.10 The above-the-barrie
reflection near theN–S interface generates interference
electron- and hole-like waves in the superconductor, wh
forms the basis for explaining the Tomasch effect.11,12

Andreev6 proved that, if a film of normal metal is in
contact with superconductors on both sides, and the en
of quasiparticles does not exceedD, the elementary excita
tion spectrum of theSNS junction is quantized. The exis
tence of the discrete spectrum of one-particle excitations
found to be closely related with the coherence of the or
parameter phase. The spectrum of Andreev’s energy le
for a pureSNSjunction is defined by the formula

En
~0!5

p\vz

L S n1
1

p
arccos

E

D
6

F

2p D , n50,1,2,..., ~1!

wherevz is the velocity of excitations along the normal
the film boundary,L the thickness of the normal layer, andF
© 1998 American Institute of Physics
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the phase difference of the order parameters of two su
conductors. Formula~1! taking into account the phase diffe
enceF was derived by Kulik.13 There are two systems o
Andreev’s levels which are degenerate forF50. It is sig-
nificant that the position of the levels is determined by
phaseF. The change inF by 2p returns Andreev’s levels to
the initial state. The spectrum~1! was used for constructing
microscopic theory of stationary Josephson effect
impurity-freeSNSjunctions.13–16

The above-the-barrier reflection of quasiparticles m
cause interference effects in theSNSstructure. These effect
are manifested in oscillations of the transparency coeffic
of the system upon a change in the quasiparticle energ
the order parameter phaseF.17,18

Apart from Andreev’s reflection, an electron can al
experience conventional specular reflection at the interfa
of a sandwich due to bends of energy levels, the presenc
impurities at an interface, or as a result of a difference
tween Fermi wave vectors of contacting media. As a ru
conventional scattering at barriers can be simulated byd-
shaped potentialV(z)5Hd(z). The scattering intensityH is
proportional to the dimensionless parameterZ5H/\vz .
Blonder et al.19 analyzed a transition from a perfect met
junction (Z50) to tunneling for microconstrictions of th
normal metal–superconductor type.

Here we analyze quantum states of a superconduc
insulator–normal metal–insulator–superconductor sys
~SINISstructure!. Layered systems~sandwiches! were stud-
ied by many authors to determine the quantum states of e
trons in them. Among recent publications, Refs. 20 and
are the closest to the subject of this article. Howev
Beenakker20 studied a different physical system which ca
not be reduced by a limiting transition to anSINISsandwich,
and hence leads to a different electron spectrum. As reg
the paper by Wendin and Shumeiko,21 a remark will be made
in the appropriate place in the text.

Our analysis is based on the Bogoliubov–de Gen
equations.22 For energies belowD, we have derived a disper
sion equation for the quasiparticle spectrum taking into
count both Andreev’s reflection and conventional reflect
at the boundaries of the structure. The transparency o
SINISstructure is calculated for a continuous spectrum, a
the existence of quasi-local states in it is proved.

2. MODEL

In order to describe electron processes in anSINISjunc-
tion, we shall proceed from the Bogoliubov–de Genn
equations for a two-component wave functionC5(w

c) of
quasiparticles22:

S Ĥ0~r ! D~r !

D* ~r ! 2Ĥ0* ~r !
D S c~r !

w~r ! D5ES c~r !

w~r ! D , ~2!

whereĤ0(r )5T̂1V(r ); T̂5(1/2m)@ p̂2(e/c)A#22z is the
kinetic energy operator,m the electron mass,z the Fermi
energy, andA the vector potential. The Fermi energies of t
normal and superconducting metals are assumed to be
same. The potentialV(r ) describes conventional scatterin
of quasiparticles at interfaces. Metal films are assumed to
r-
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pure. We simulate the potentialV and the nondiagonal po
tential D by the following expressions~see Fig. 1!:

V~z!5H@d~z2d!1d~z1d!# ~3!

(L52d is the width of the normal layer, thez-axis is per-
pendicular to the plane of theN–S interface along which the
structure is assumed to be translationally periodic!:

D~z!5S D exp~ iF1!, z.d;

D exp~ iF2!, z,2d;

0, uzu<d.

~4!

HereF1 andF2 are the phases of the order parame
of two superconducting ‘‘banks.’’ For planar geometry, t
problem is reduced to a one-dimensional problem throu
the substitution (w(r )

c(r ))5exp(iqxx)(w(z)
c(z)), where the tangentia

component of the electron quasimomentum is chosen
simplicity in the formq(qx,0,0). It can be seen from~4! that
we consider the model of jump-wise variation of the ord
parameter at the boundary of the layers presuming the d
gard of the proximity effect. The model operates the bet
the more intense the electron scattering at the insulating
rier. Proximity effects in the tunnel structuresSNINSand
SNISstructures with a finite transparency ofS–N interfaces
are taken into account consistently by Golubov a
Kupriyanov.23

3. ANDREEV’S LEVELS

We shall solve the Bogoliubov–de Gennes equation
all regions of the junction, assuming that the magnetic fi
is equal to zero in theN layer. Let us consider the curren
states of quasiparticles whose energy does not exceedD. The
solutions of Eqs.~2! has the form (\[1)

S c
w D5eiqxH ~A1eik0z1A2e2 ik0z!S 1

0D1~B1eik1z

1B2e2 ik1z!S 0
1D J , uzu<d, ~5!

S c
w D5eiqxHC1eil~z2d!S 1

g1
D1D1e2 im~z2d!S d1

1 D J ,

z.d, ~6!

FIG. 1. Schematic diagram of aSINISjunction:D is the order parameter o
the superconductor,z the chemical potential of metals,H the intensity of a
d-functional potential barrier, andL52d the normal layer width.
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S c
w D5eiqxHC2e2 il~z1d!S 1

g2
D1D2eim~z1d!S d2

1 D J ,

z,2d. ~7!

Here we have introduced the following notation:

l25
k0

21k1
2

2
12miAD22E2,

m25
k0

21k1
2

2
22miAD22E2 ~8!

(Rel.0, Im l.0; Rem.0; Im m,0), wherek0 andk1 are
respectively the wave vectors of a particle and a hole. T
Andreev scattering probability amplitude is determined
the coefficients

g65
De2 iF6

E1 i ~D22E2!1/2; d65
De1 iF6

E1 i ~D22E2!1/2. ~9!

Let us join the obtained solutions at the boundaries
the media by using the requirement of continuity of tw
component wave functions at the pointsz56d as well as
the condition

dC~7d10!

dz
2

dC~7d20!

dz
52mHC~7d!. ~10!

This gives a system of homogeneous equations to
used for finding the unknown coefficients of the proble
The requirement that the determinant of this system be e
to zero leads to the dispersion equation for the quasipar
spectrum of theSINISjunction:

D0 cosF1Re~D1e2i ~k01k1!d!2Re~D2e2i ~k02k1!d!50.
~11!

The quantityF5F12F2 is the phase difference fo
the order parameters of the superconductors. The coeffic
D0 , D1 , andD2 have the form

D05~k02k0* !~k12k1* !~2i Im L!2,

D15@g* ~k02L!~k12L* !2g~k02L* !~k12L!#2,

D25@g* ~k02L!~k1* 2L* !2g~k02L* !~k1* 2L!#2.
~12!

and are complex functions of the excitation energyE:

k05H1
ik0

2m
, k15H1

ik1

2m
, k0,15A2m~ z̃6E!,

L5 il/2m

S z̃5z2
q2

2m
, l56A2mz̃1 i2m~D22E2!1/2D ,

g5exp@2 i arccos~E/D!#.

It can easily be seen that the parameterZ5H/\vZ char-
acterizing the intensity of a potential barrier does not app
in the coefficientD0 . The first term of the dispersion equa
tion ~11! is not affected by conventional scattering of qua
particles. The second term in~11! describes Friedel type os
cillations associated with the interference of quasipart
e
y

f

e
.
al
le

nts

ar

-

e

waves in particle–particle or hole–hole scattering proces
These processes are accompanied by a strong change in
simomentum (Dk;kF) generating rapid oscillations
;cos(2kFL) of the density of states upon a change in t
normal film thicknessL52d.

The third term of the dispersion equation contains os
lations of the type cos@(k02k1)L# whose period is large in
view of the small variation of quasimomentum during A
dreev scattering. This term is associated with the interfere
observed in tunneling experiments.13–24 Hahn25 studied cur-
rent states inSN metallic junctions taking into account bot
types of scattering at the film boundaries. The effect
boundary imperfections near the constriction of a superc
ducting point contact on its current and phase parame
was investigated in Ref. 26.

Returning to the dispersion equation, we see that
coefficientsD1 andD2 are functions of the parameterZ. We
expand all the quantities appearing in Eq.~11! into power
series in the small parameterD/z!1(E/z!1) and confine
our analysis only to zeroth-order terms~Andreev’s approxi-
mation!. Blaauboeret al.27 proved that the application of An
dreev’s approximation for pureSNandSNSjunctions with a
small cross sectional area weakly affects their local den
of states. In the absence of conventional scattering (Z50)
and in the zeroth order in the parameterD/z, Eq.~11! leads to
the spectrum~1! of quantized energy levels, which was o
tained by Kulik for the current state of anSNSjunction.15

In the case of a finiteZ, we also confine the analysis o
Eq. ~11! to Andreev’s approximation. In the obtained expa
sion, the terms differ in the powers of the parameterZ. Let
us first consider the caseZ@1. The first term in~11! con-
taining cosF can be omitted in this case in view of th
condition ucosFu!Z4, and Eq.~11! leads to the spectrum o
particles and holes, which is quantized in a ‘‘box’’:

6E5
p2\2n2

2mL2 1
q2

2m
2z. ~13!

In the other limiting caseZ!1, we retain second-orde
terms in the parameterZ among zeroth-order terms inD/z.
Taking into account Andreev’s reflection as well as conve
tional scattering of quasiparticles. we can write Eq.~11! for
the spectrum in the form (z;z̃)

F~E!1Z2x~E!50, ~14!

F~E!5cosF2Re$g2~E!ei @k0~E!2k1~E!#L%. ~15!

x~E!54@12~E/D!2#cos@~k0~E!1k1~E!!L#

22 Re$~g2~E!21!exp@~k0~E!2k1~E!!L#%.

~16!

It can easily be verified that Kulik’s spectrum~1! is
a solution of Eq.~15! ~in the zeroth order in the paramete
Z!1). Substituting the expansion for energy

E5En
~0!1Z2j
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into Eq.~15!, we can write to the required degree of accura

j52x~En
0!/F8~En

0!. ~17!
-

a

e
e
t
ik
in

ru

re

m
o

c

i
-
h

-
fo

v
o
in

tio
yThis leads to the quasiparticle spectrum~nondegenerate cas

FÞ0,p):
«5«n
~0!6

Z2t@«~0!#d«~0!$2t2@«~0!#cos@~k01k1!L#1cos@~k02k1!L#2cosF%

@d«~0!1pt~«~0!!#sin F
. ~18!
e

rum

nci-
e
-

ti-
the
s

co-
ent
uc-

n
ula
Here we have introduced the following~dimensionless!
variables: the energy«5E/D, the separation between An
dreev’s energy levelsd«5dEn /D (dEn5p\vz /L) and the
function t@« (0)#5@12«n

(0)2#1/2.
While deriving formula ~18!, we did not impose any

stringent limitations on the length of the weak link~bridge!.
Consequently, this expression is valid for short as well
long bridges~but also under the conditionZ!1). Wendin
and Shumeiko21 studied short bridges without imposing th
stringent constraint onZ. It would be interesting to compar
the results following from~18! in the limiting case of a shor
bridge with the results obtained by Wendin and Shume
for Z!1. A transition to the limiting case of a short bridge
~18! corresponds to the conditionsmvzL!\ and p\vz@D
in dimensional units. In this case, the quasiparticle spect
in Andreev’s approximation assumes the form~the states
vz:0, k̃F.kF , cosF/2.Z)

E~0!

D
[«n

~0!56cos
F

2
6Z2@11cos~2k̃FL !#

sin2 F/2

cosF/2
.

~19!

Let us now consider expression~7! from Ref. 21:

E56DA12D sin2 F/2,

whereD is the penetration coefficient for the entire structu
If the reflection at the interface is weak (Z!1), we can write
the expansion of the coefficientD into a power series in this
parameter. The dependence of the quasiparticle spectru
the phase of the order parameter obtained in this case c
cides with~19!.

The degenerate case can also be evaluated, but the
responding spectrum is not given here.

It was mentioned above that Andreev’s approximation
often sufficient for describing current in weak links. If, how
ever, various weak links are created by using hig
temperature superconductors, the parameterD/z can be of the
order of not 1023– 1024 ~traditional superconductors!, but
1021.28 Hurd and Wendin29 studied theoretically the Joseph
son current in a superconducting ballistic point contact
such large values of the parameterD/z. We also analyzed the
case of a pureSNS junction and calculated the Andree
spectrum taking into account corrections of the order
(D/z)2. This question will be considered in greater detail
another paper.

The application of a magnetic field parallel to theN–S
interfaces complicates the energy level diagram of anSNS
junction considerably. The local dependence of the posi
of Andreev’s levels on the phase differenceF is preserved,
s

o

m

.

on
in-

or-

s

-

r

f

n

but the difference itself varies along theN–S interface. This
leads to ‘‘vanishing’’ of these levels in an analysis of th
density of states of anSNSjunction in a magnetic field.30

4. QUASILOCAL STATES

Let us now consider the states of a continuous spect
for which the quasiparticle energy exceeds the value ofD.
We must calculate the transparency for quasiparticles i
dent on aSINIS structure from the left. We shall use th
solutions of Eqs.~2! in the form of the scattering wave func
tions of the problem:

S c~z!

w~z! D5~A1eik0z1A2e2 ik0z!S 1
0D

1~B1eik1z1B2e2 ik1z!S 0
1D , uzu<d; ~20!

S c~z!

w~z! D5C1eil1~z1d!S 1
g2

D1D2e2 il1~z1d!S 1
g2

D
1D1eil2~z1d!S d2

1 D , z,2d; ~21!

S c~z!

w~z! D5E1eil1~z2d!S 1
g1

D1F2e2 il2~z2d!S d1

1 D ,

z.d, ~22!

where g65ge2 iF6, d65geiF6, g5D/@E1(E22D2)1/2#

the quantitiesk0 , k1 , and z̃ are defined as before, andl1,2

5@2mz̃62m(E22D2)1/2#1/2.
For joining the solutions, we use the condition of con

nuity of the wave functions at the interfaces between
media and condition~10!. This leads to a nonhomogeneou
system of eight equations for determining the unknown
efficients, which makes it possible to calculate the coeffici
of transmission of quasiparticles through a two-barrier str
ture:

WSINIS5
11uF̃2u2

uC̃1u2
, ~23!

where F̃25F2 /E1 , C̃15C1 /E1 , C̃15M2 /M0 , F̃2

5M1 /M0 , a M0 , M1 , M2 are the determinants given i
Appendix. Using these determinants, we can write form
~23! in the form
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WSINIS5
uM0u21uM1u2

uM2u2
. ~24!

Substituting expressions~A1!, ~A2!, and~A3! from Ap-
pendix, we obtain the following expression for the numera
of ~24!:

uM0u21uM1u25256@12g2~x!#2$@11g4~x!#@112S~1

1S!#14g2~x!S~11S!12@1

1g2~x!#S~12S!@g2~x!cos 2k0L

1cos 2k1L#22g2~x!~112S!cos@~k0

2k1!L81F#14@1

1g2~x!#S3/2@g2~x!sin 2k0L1sin 2k1L#

24g2~x!S cosF$2~12S!cos@~k0

1k1!L#1~112S!cos@~k02k1!L#

14S1/2 sin@~k01k1!L#%%. ~25!

The denominator of~24! is given by

uM2u25256$2@12g2~x!#4S2~11S2!21a2~x!1b2~x!

12a~x!b~x!cos@2~k02k1!L#12@1

2g2~x!#4S2$~11S226S!cos@2~k01k1!L#

14S1/2~12S!sin@2~k01k1!L#%12@a~x!

1b~x!#@12g2~x!#2S~12S!~cos 2k0L

1cos 2k1L !1S3/2@a~x!1b~x!#@1

2g2~x!#2~sin 2k0L1sin 2k1L !

14g2~x!cos2 F24g2~x!cosF$$@a~x!

1b~x!#cos@~k02k1!L#12@12g2~x!#2S~1

2S!cos@~k01k1!L#14@1

2g2~x!#2S3/2 sin@~k01k1!L#%%, ~26!

where the following notation has been introduced:

a~x!5@g2~x!2$12g2~x!%S#2, S5Z2/~12Q2!,

b~x!5@11$12g2x!%S] 2, Q5q/kF .

The energy of scattering states satisfies the condi
2E@D, i.e., the parameterg!1. Consequently, we ca
write the expansions of the numerator and denominato
~24! in this small parameter. Retaining only the terms of t
order ofg2, we obtain

WSINIS5
f 01g2f 1

f 21g2f 3
, ~27!

where

f 05112S~11S!12S~12S!cos 2k1L

14S3/2 sin 2k1L;
r

n

in
e

f 152212S~12S!~cos 2k0L2cos 2k1L !22~1

12S!cos@~k02k1!L1F#14S3/2~sin 2k0L

2sin 2k1L !24S cosF$2~12S!cos@~k01k1!L#

1~112S!cos@~k02k1!L#14S1/2 sin@~k01k1!L#%;

f 25S41~11S!414S2~11S!2 cos2@~k02k1!L#

12S2$@11S226S#cos@2~k01k1!L#14S1/2~1

2S!sin@2~k01k1!L#%12S~12S!@S21~11S!2#

3~cos 2k0L1cos 2k1L !14S3/2@S21~11S!2#

3~sin 2k0L1sin 2k1L !;

f 3528S2~11S!224S3~11S!24S~11S!324S~1

1S!@~11S!21S2#cos@2~k02k1!L#28S2$~11S2

26S!cos@2~k01k1!L#14S1/2~12S!sin@2~k0

1k1!L#%28S2~12S2!~cos 2k0L1cos 2k1L !

24S~12S!@S21~11S!2#~cos 2k0L1cos 2k1L !

216S5/2~11S!~sin 2k0L1sin 2k1L !28S3/2@S2

1~11S!2#~sin 2k0L1sin 2k1L !24 cosF$@S2

1~11S!2#cos@~k02k1!L#12S~12S!cos@~k0

1k1!L#14S3/2 sin@~k01k1!L#%.

The valueg50 defines the position of resonant leve
for a completely normal structure. It can be seen that, aft
transition of the ‘‘banks’’ of the sandwich to the superco
ducting state, the relative displacement of these levels is
termined by the small parameterg2.

Using formula ~24!, we can construct numerically th
dependence of the transparency of anSINISstructure on the
reciprocal energyx5D/E(x<1) for the values of the pa
rametersF5p/3, Q50.1, Z50.1, D/z5531023 ~Fig. 2a!,
Z50.1, D/z51023 ~Fig. 2b!, and Z50.5, D/z5531024

~Fig. 2c!. It can be seen that the transparency of theSINIS
structure becomes equal to unity for certain energy val
~resonant transparency levels of a two-barrier system!.

The patterns of resonant spikes on the energy curves
also shown for comparison in the case of zero energy
D50 ~Fig. 3a! and for a finite gapD51024 eV ~Fig. 3b! for
the same values of other parameters of the structure~for
example, we have chosen the valuesZ50.1 andz51 eV). It
can be seen that the period of oscillations increases wh
finite gap is formed.

Let us consider various special cases of expression~24!.
~1! Let us suppose thatZ50 (SNS junction!. In this

case,k5k* 51, and formula~24! is transformed into the
following expression19–31:

WSNS5H 11
4g2

~12g2!2 sin2@~k02k1!L/22F/2#J 21

.

~28!

Here the resonant spikes appear due to above-the-ba
reflection of quasiparticles at the gap edges.
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FIG. 2. Numerical calculation of the transparency coefficientWSINIS as a function ofx5D/E. The chosen values of parameters:F5p/3, Q50.1, Z
50.1, D/z5531023 ~a!, Z50.1, D/z51023 ~b!, andZ50.5, D/z5531024 ~c!.
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~2! We put D50 (g50) (NININ structure!. In this
case, the transparency is given by32,33

WNININ5H 114S mH

k0
D 2Fcosk0L1

mH

k0
sin k0LG2J 21

.

~29!

The ‘‘quasi-local levels’’ are defined by the equation

tan k0L52k0\2/mH.

The energy values of this structure are defined asE
5\2k0

2/2m.
~3! We putd50 (SIS structure!. The potentialV(z) in

Eq. ~3! assumes the form 2Hd(z). As a result, the transpar
ency of the system becomes

WSIS52
114Z212g2~12cosF!~118Z2!~12g2!22

@114Z212g2~12cosF!/~12g2!2#2 .

~30!
In the case under consideration, there are no quasi-l
states, but the transparency of the system is a function of
phase of the order parameter.

5. CONCLUSION

We studied the electron quantum states of
superconductor–insulator–normal metal– insulato
superconductor sandwich~SINISstructure!. Metal films we
assumed to be pure. The analysis was carried out on the b
of the Bogoliubov–de Gennes equations. We used the m
of step-wise variation of the order parameter at film int
faces, which means that we disregarded the proximity eff
The model operates the better, the higher the intensity
electron scattering by an insulating barrier.

The main result obtained in this research is the deri
tion of the dispersion equation~11! for the quasiparticle
spectrum of theSINIS sandwich, the quasiparticle energ
a
FIG. 3. Transparency coefficient as
function of energyE for Z50.1, z
51 eV, and different values ofD,
eV: 0 ~a! and 1024 ~b!.
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being lower than the energy gapD of the superconductor
This equation describes interference effects induced by
dreev’s scattering as well as by conventional reflection
quasiparticles at the interfaces between contacting me
The coefficientsD0 , D1 , andD2 are complex functions o
the excitation energy. In the presence of current through
structure, the phase differenceF of the order parameter
appears only in the first term of the equation. The coeffici
D0 of this term does not depend on the parameterZ charac-
terizing the intensity of the potential barrier, i.e., conve
tional scattering processes do not affect its value. The sec
term of the dispersion equation~11! describes rapid oscilla
tions of the Friedel type, which emerge during particl
particle~or hole–hole! scattering. The third term in~11! de-
scribes oscillations with a large period, which are associa
with Andreev’s scattering mechanism.

If we confine the analysis of Eq.~11! only to Andreev’s
approximation and assume that conventional scattering d
not take place (Z50), the solution of this equation gives th
spectrum of Kulik’s quantized energy levels for the curre
state of anSNSjunction. We derived an analytic expressio
for the quasiparticle spectrum in the case of a smallZ!1. It
was noted that the dispersion equation~11! makes it possible
to go beyond Andreev’s approximation and calculate
quasiparticle spectrum taking into account corrections of
order of (D/z)2, which is important for high-Tc supercon-
ductors.

We also studied the states of the continuous spectrum
quasiparticles for which the transparency coefficientWSINIS

for an SINISsandwich is calculated as a function ofE. The
form of WSINIS was obtained numerically for various value
of the parameters of the problem. The plots of the dep
dences show that the transparency coefficient of theSINIS
structure becomes equal to unity for certain energy val
~resonant transparency levels of the two-barrier system!.

The authors are grateful to A. N. Omelyanchouk f
fruitful discussions and to D. V. Abraimov for his help i
numerical calculations.
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APPENDIX

M0524~12g2!$eik1L~11k!2@12ei ~k02k1!Lg2eiF#

1e2 ik1L~12k!~12k* !@12e2 i ~k02k1!Lg2eiF#%;

~A1!

M154~12g2!g1~12k* !$eik1L~11k!@1

2ei ~k02k1!LeiF#1e2 ik1L~11k* !@1

2e2 i ~k02k1!LeiF#%; ~A2!

M2532g2 cosF2ei ~k01k1!L~12g2!2~12k2!~12k* !

3~11k!2e2 i ~k01k1!L~12g2!2~12k* 2!~11k* !

3~12k!22ei ~k02k1!Lg2~11g2!~11k!~11k* !
n-
f
ia.

e

t

-
nd

d

es

t

e
e

of

n-

s

f
d,

12e2 i ~k02k1!Lg2~11g2!~12k!~12k* !

12ei ~k02k1!L~11g2!~12k* !~12k!

22e2 i ~k02k1!L~11g2!~11k* !~11k!

1e2 i ~k02k1!Lg2~12g2!~11uku2!~12k!~12k* !

1ei ~k02k1!Lg2~12g2!~11uku2!~11k!~11k* !

2ei ~k02k1!L~12g2!~11uku2!~12k* !~12k!

2e2 i ~k02k1!L~12g2!~11uku2!~11k* !~11k!.

~A3!

Herek512 i2Z.
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The low temperature heat capacity measurements on LSCO samples containing Zn impurities
have been performed by means of pulsed differential calorimetry technique. The
interpretation of the Zn-concentration dependence of the residualg-coefficient in the linear
temperature part ofCel(T) at T!Tc is consistent with a model based on the assumption of the
d-wave symmetry of the order parameter of these superconducting copper oxides.
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1. INTRODUCTION

A great deal of effort has been applied to establish
symmetry properties of the ordered superconducting state
high-Tc cuprates. In contrast to the superfluid phases
liquid 3He, for which the symmetries of the order paramet
were established almost immediately after their discove
the symmetry properties of the ordered states of high-Tc su-
perconductors are still under debate after ten years of c
siderable experimental and theoretical activity. What
however, now firmly established is that the Cooper pairs
high-Tc cuprates are in a spin-singlet state, and the m
focus has become concentrated on the orbital structure o
order parameter.1

A considerable amount of information accumulated d
ing recent years has clearly shown that the magnitude of
gap functionuD~k!u of the high-Tc superconducting coppe
oxides is highly anisotropic ink-space, but it is still neces
sary to explore the behavior of its phase which distinguish
in particular, thes-wave-like and thed-wave-like properties
of the Cooper-pair wave functions. Accordingly, phas
sensitive experiments on the order parameter have acqu
special importance and among these the performanc
Josephson-type measurements has proved to be the mo
rect way to establish the order parameter phase beha
During the last few years these experiments have given v
able information about the orbital symmetry ofD~k! in high-
Tc superconductors2 with strong support for the proponen
of the dx22y2-type behavior of the Cooper-pair wave
function, although some controversy is still present, poss
connected with distortion of the pured-wave-like order pa-
rameter near the crystal boundaries.3

Among other order-parameter phase-sensitive prope
a response of the superconducting state to pair-breaking
tering events on various pointlike defects, localized on
conducting CuO2 planes of the high-Tc superconducting cu
prates, has also proved to be of great value. In contrast to
s-wave-like case the non-magnetic scattering centers stro
destroy the ordered state withdx22y2 symmetry.4–7 This fact
5471063-777X/98/24(8)/4/$15.00
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is intimately connected to the quantity^D~k!&—i.e., the av-
erage value of the superconducting gap function across
Fermi surface. In the case of Cooper pairing in thedx22y2

channel, we have

Dd~k!5D~T!~cosakx2cosaky! ~1!

and ^D(k)&50. This property of thed-wave state opens th
way to a strong suppression ofTc by non-magnetic impuri-
ties ~compare with Ref. 8!—an effect observed for variou
kinds of scattering centers introduced into high-Tc cuprates,
including those which are generated as a result of a radia
damage.9

Another important effect of non-magnetic scattering ce
ters on the properties of thed-wave paired state is the
gradual filling of quasiparticle density of states near t
Fermi level with increase in concentration of impurities. T
gap function given by the Eq.~1! possesses nodes,D(k)
50, along four lines on the cylindrical Fermi surface and d
to this property the density of statesNf at the Fermi level is
zero in the pure limit with the infinite quasiparticle mean fr
path. In the presence of an impurity scattering~at a finite
value of the mean-free pathl! the Fermi-level density of
statesNfÞ0 and increases with a decrease ofl, as has been
predicted in a number of theoretical investigations.5–7 These
observations are in a sharp contrast with what is expecte
the case of ans-wave-like Cooper pairing witĥD(k)&Þ0.
This state may also have very pronounced anisotropy in
(kx ,ky) plane with a large difference betweenDmax and
Dmin . One can even imagine ans-wave-like state with
‘‘accidental’’ zerosDmin50 along the same nodal lines o
the Fermi surface as in thedx22y2 pairing case. This rathe
artificial ~but instructive! situation is described by a ga
function with the form

Ds~k!5D~T!ucosakx2cosakyu ~2!

which again hasNf50 in the pure limit. In spite of the
similar magnitudes of the gap functions in Eqs.~1! and ~2!,
the response to impurity scattering of a superconducting s
with even symmetry, corresponding to Eq.~2!, is radically
© 1998 American Institute of Physics
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different from what has just been described for thedx22y2

state, whose symmetry is odd. This happens because the
purity scattering events probe the phase properties of
order parameter and the phases of the gap functions give
Eqs.~1! and ~2! behave quite differently. It can be shown6,7

that, for a superconductor with ans-wave-like pairing de-
scribed by Eq.~2!, instead of filling the quasiparticle states
the Fermi level, a finite gap«g in the density of states grow
up as a result of impurity scattering. In a more realistics-
wave-like case withDminÞ0 the impurity scattering pushe
the gap to a value«g.Dmin which simply means that in this
case the impurities tend to smear out any initial in-pla
anisotropy of the superconducting states. These very dif
ent responses of superconductors with conventional~s-wave-
like! and unconventional~d-wave-like! order parameters to
the phase-sensitive impurity scattering events have prove
be a good probe of the symmetry of the order paramete
the high-Tc cuprates.

A drastic difference in the quasiparticle spectral dens
near the Fermi energy for impurity-containings-wave-like
and d-wave-like ordered states has an immediate influe
on the character of the low temperature behavior of the s
cific heat of superconductors providing one more possibi
of exploring the symmetry properties of the high-Tc copper
oxide systems.10,11 Although heat capacity measuremen
contain less direct information than Josephson experime
they probe bulk properties of samples and are not sensitiv
possible distortions of the order-parameter symmetry n
the crystal boundaries.

2. EXPERIMENTAL METHOD

We have performed low temperature heat capacity m
surements on a family of LSCO samples doped with Zn
means of pulsed differential calorimetry technique. When
ing a differential method one measures the differenceDC of
the heat capacities of the sample of interest and the refer
sample with knownC(T). Continuous and pulsed heatin
regimes can be used. The former method has been suc
fully applied in recent investigations of fundamental prop
ties of a number of high-Tc superconductors~see, for ex-
ample, Refs. 12 and 13!. The pulsed differential calorimete
designed by us14 combines the high sensitivity of the con
tinuous heating type differential calorimeter and the high
curacy of a classical pulsed calorimeter.

The measuring unit consists of two identical cells ho
ing the sample of interest and the reference sample. The
are connected by means of a thermal link so that be
application of a heat pulse of durationDt, as well as after
some relaxation timet@Dt, the two samples are in therma
equilibrium. At all stages adiabatic conditions are ma
tained.

The time evolution of the sample temperature is giv
by the equations

T1~ t !2Ti5
1

C1
E

0

t

Q̇~ t8!dt8,

~3!

T2~ t !2Ti5
1

C2
E

0

t

Q̇~ t8!dt8,
im-
he
by

e
r-

to
in

y

e
e-
y

ts,
to
ar

a-
y
-

ce

ss-
-

-

-
lls

re

-

n

where T1(0)5T2(0)5Ti is an initial temperature~before
the heat pulse! and the heat-power inputQ5IV is supplied
simultaneously to both samples by means of an elec
heater. From~3! it is seen that

C1DT5IVDt2DQ̇, C2DT5IVDt1DQ, ~4!

whereDT5Tf2Ti and DQ5K*0
`dT(t)dt is an amount of

heat transferred between the samples through the the
link ~with thermal conductivityK! due to the temperature
differencedT(t) present between the two thermal equili
rium states. Finally, the measured heat capacity differe
DC52DQ/DT.

3. LOW-TEMPERATURE CALORIMETRY OF
La22xSrxCu12yZnyO4

We have investigated a zinc-doped LSCO series
samples by carrying out accurate measurements on their
cific heats using our pulsed differential calorimetry tec
niques. Six samples of La22xSrxCu12yZnyO4 were studied,
all with an optimal level of hole doping (x50.16), and with
Zn concentrations ofy50.00; 0.01; 0.02; 0.033; 0.045 an
0.06. The sample containing 6 at.% of Zn was used as
reference sample since it was certainly not a supercondu
and, indeed, was in a metallic state. The samples were
ricated by a standard solid-state reaction in which the ini
combination of the constituent chemical compounds w
done via solid state mixing and then the samples were
tered at a temperature of 1030 K while being subjected t
high pressure. The resulting sample pill was then ground
and the sinter process was repeated again in the presen
a high pressure. Subsequent measurements of the sus
bility showed that the samples with Zn concentrations
0.00, 0.01 and 0.02 had superconducting transition temp
tures of ;38 K, ;26 K and ;15 K, respectively. The
samples with concentrations of 0.033 and 0.045, on the o
hand, displayed no superconducting transitions for temp
tures down to 4.2 K, which was the lowest temperature
our susceptibility measurements.

In the results reported below, the differential speci
heat

DC~y,T!5C~y,T!2C~0.06,T! ~5!

of the five samples withy50.00; 0.01; 0.02; 0.033 and
0.045 were measured over the temperature interval 2–6
where the sample with the 0.06 Zn concentration was be
used as the reference sample. As an example, the raw
for the sample which contained no zinc,DC(0,T), are pre-
sented in Fig. 1 where a pronounced peak at the super
ducting transition temperature,Tc>37 K, for this nominally
pure sample (y50) is evident.

The specific heat differenceDC can be represented as
sum of electronic and phonon contributions:

DC5DCel1DCph. ~6!

Since Zn is isoelectronic with the Cu for which it is subs
tuted, we may assume that the contributionDCel will, in the
normal state, depend only upon the hole concentrationx ~and
not upony!. This contribution is a term which is linear in
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temperature,gNT, wheregN is the Sommerfeld coefficient
and it is convenient to eliminate this contribution from t
measured values of the quantityDC(y,T)/T. For the refer-
ence sample, in its metallic state, the Sommerfeld coeffic
gN , which could be obtained from the linear term in th
specific heat, can be considered to remain constant ove
whole temperature range and, therefore, for the sampl
concentrationx50.16 we have putgN510 mJ/~mol•K2!, in
accordance with known results. Then, having settled u
this value forgN , we are able to obtain values for the fun
tion DC̃/T5DC/T1gN , which are presented in Fig. 2 fo
the samples with concentrationsy50.00, 0.01 and 0.02, an
these clearly show the suppression produced in the trans
temperatureTc by the addition of Zn impurities.

As was mentioned in the introduction, besides the s
pression ofTc , the impurity scattering has a profound influ
ence on the low temperature (T!Tc) properties of a super
conducting state with strong anisotropy of the gap funct
D~k! especially in the case of an unconventional~singular!

FIG. 1. Raw data forDC(y50,T). A pronounced peak is clearly seen
Tc'37 K.

FIG. 2. Temperature dependence ofDC̃/T5DC/T1gN for three samples
with Zn concentrationy50.00; 0.01 and 0.02.
nt
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behavior of its phase~as ford-wave Cooper pairing!. In the
low temperature domainDC̃/T can be represented as

DC̃

T
5g~y!1DbT2, ~7!

where the residualg(y) should be zero fory50 in the case
of the dx22y2 symmetric order parameter sinceg(y)
}Nf(y) andNf(0)50 due to the nodes ofD~k! on the Fermi
surface. TheT2 term in ~7!, in addition to the phonon con
tribution, is expected to have an electronic contribution
the case of ad-wave like order parameter.5

Having plottedDC̃/T as a function ofT2, as shown in
Fig. 3, we are able to findg(y) from the intercepts on this
graph. The dependence ofg at low temperatures on the Z
concentration is shown in Fig. 4. It is seen thatg(y) in-
creases rapidly withy and then levels out fory.0.04. This
behavior is consistent with the earlier measurements10,11

which have been interpreted in terms of thedx22y2-wave
Cooper pairing model, predicting a gradual filling of the de
sity of states at the Fermi level.

FIG. 3. Plots ofDC̃/T as a function ofT2 in the low-temperature region
(T,8 K).

FIG. 4. Dependence ofg-coefficient on the Zn concentration.
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We have to keep in mind that, according to thed-wave
pairing scenario, the temperature dependence given by
~7! is expected for temperaturesT,T* , where T* is a
disorder-dependent crossover temperature. In the temp
ture rangeT* ,T!Tc a term with a linear dependence onT
should appear in Eq.~7! due to a linear dependence of th
quasiparticle density of states on the excitation energ«
5uE2EFu at low values for these energies («* ,«!D).
Below T* the impurity induced deviation from this linea
dependence takes over.15 In the case of a sample with n
impurities we should haveg(0)505T* and a contribution
with a linear dependence on temperature should be pre
for temperaturesT!Tc (DC̃/T5aT1DbphT

2). We note
that, according to our data,g(0)Þ0 ~although it is rather
small! indicating that in our nominally pure sample (y50)
there is some amount of disorder andT* Þ0. This could be
the cause of optimal hole doping where thea-coefficient is
expected to be the smallest andT* should be the largest at
given impurity scattering rate.

In conclusion, using pulsed differential calorimetry tec
nique we have confirmed that the scattering of quasiparti
on Zn impurities present in LSCO high-Tc superconductor
has a pronounced influence on low-temperature thermo
namic properties. An interpretation of the Zn-concentrat
dependence of the residualg-coefficient of the linear tem-
perature part ofCel(T) is consistent with a model based o
the assumption of thed-wave symmetry of the order param
eter of these superconducting copper oxides.

This work was partly supported by the INTAS Gra
N1010-CT93-0046.
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Critical magnetic fields parallel and perpendicular to the planes of quasiperiodic superconducting
Fibonacci multilayers~ML ! consisting of vanadium and zirconium are measured. The
temperature dependence of the parallel critical fieldHci displays two crossovers. TheHci(T)
dependence is of square-root type in the vicinity of the transition temperatureTc and
linear at low temperatures. Between these temperature intervals, the dependence follows a power
law: Hci;(12T/Tc)

a, a50,7860,02. The complex nature of this dependence can be
explained in the framework of the Ginzburg–Landau theory for a quasiperiodic ML, as well as
by the scaling theory for fractal multilayers which takes into account the different structure
length scales in the case of ML with a complex sequence of layers. ©1998 American Institute
of Physics.@S1063-777X~98!00408-3#
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1. INTRODUCTION

Investigations of the properties of superconducting m
tilayers ~ML ! have been carried out for a number of yea
The majority of publications concerns the structural, norm
and superconducting properties of periodic ML. Many e
perimental data and theoretical models for these ML h
been systematized in a number of reviews.1–7

In addition to the standard periodic ML, layered syste
of simpler~superconducting sandwiches!8–10 as well as more
complicated types~ML with a double periodicity, random
and fractal ML,11,12 and quasiperiodic ML13,14! were also
studied. The use of other structural patterns leads to a
nificant variation of the results for critical fields as compar
to the results for periodic ML. In particular, the temperatu
dependence of the critical fieldHci(T) parallel to the layers
of fractal and quasiperiodic ML can be represented in
form

Hci;~Tc2T!a. ~1!

The exponenta lies in the interval 0.5,a,1, does not co-
incide with any of the limiting values1! and depends on frac
tal dimensionality11 or on the characteristic wavelengthLF

of the quasiperiodic multilayer,13 the coupling constant fo
the materials used, and the layer thickness.15,16 On the other
hand, periodic multilayers are characterized by the limit
values 1 and 0.5 of the exponenta, corresponding to the
three- and two-dimensional behavior, respectively.6,17

In this work, we present the results of investigation
the critical fields for quasiperiodic V/Zr multilayers, whic
indicate that the difference in the behavior of theHci(T)
dependence for quasiperiodic and periodic ML may be m
pronounced than that following from the works of Kark
et al.13 and Cohnet al.14 In particular, one cannot rule ou
5511063-777X/98/24(8)/4/$15.00
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the oscillatory temperature dependence ofHci associated
with the spatial inhomogeneity of a quasiperiodic ML at d
ferent scales of length.18 Similarities in the dependence o
quasiperiodic and fractal ML are also discussed.

2. SAMPLE PREPARATION AND MEASURING TECHNIQUE

Fibonacci type quasiperiodic multilayers were obtain
by successive condensation of Zr and V vapor from t
electron-beam vaporizers on~001! substrates of fluorophlo
gopite~FP! and Al2O3, heated to a temperature of 600 °C
a vacuum of (2 – 6)31025 Pa. We believe that as in the cas
of periodic ML,19 multilayers deposited on fluorophlogopit
are most perfect from the structural point of view. The lay
thickness was monitored during the process of deposition
a quartz resonator. In order to decrease the roughness
ciated with the island mechanism of growth, some of t
layers were deposited on a Zr sublayer of thickness 40
deposited preliminarily on the substrate. These samples w
also covered by a thick Zr layer to prevent possible manif
tation of surface superconductivity~in the case of a magneti
field applied parallel to the layers! which may mask the pe
culiarities in the behavior ofHci associated with the interna
structure of the sample.

The method of fabrication of Fibonacci-type quasipe
odic ML was described by Merlinet al.20 Such a multilayer
structure is formed by two blocksA andB. In our case, each
block consists of a layer of vanadium and a layer of zirc
nium. All Zr layers have the same thicknessdZr520 Å,
while the V layers had a thickness 60 Å in blockA and 29 Å
in block B. The thickness of individual layers was chosen
such a way that the ratio of thicknesses of the blocks is eq
to the ‘‘golden’’ numberG5(11A5)/2. The alternation of
© 1998 American Institute of Physics
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blocks was determined by the Fibonacci quasiperiodic
quence ABAABABAABAAB. . . .20 The characteristic
wavelength of the quasiparticle multilayer is defined asLF

5GdA1dB ~heredA anddB are the thicknesses of blocksA
and B respectively!. For the multilayers investigated by u
LF5180 Å. If such a method is used for constructing m
tilayers, the sequence of layers is self-similar. Such a
is shown schematically in Ref. 13. All samples contain
layers.

The electron-microscopic and electron-diffraction stu
ies of samples revealed an axial texture in the layers with
axis @001# for Zr and@110# for V, oriented along the norma
to the layer plane. The crystallites in ML had a size;200 Å.

The technique used for measuring critical fields was
same as that used for periodic multilayers.17,21 The critical
fields Hc were defined at the middle of the resistive tran
tions R(H). The magnetic field was oriented parallel to t
layers to within;0.2°, while the error in temperature me
surement did not exceed;1023 K. The superconducting
transition temperaturesTc of samples deposited on differen
substrates do not differ significantly. The widthDT of the
resistive transitionR(T) for H50 is quite small. The lowes
valueDT/Tc.131022 was registered for the sample depo
ited on a fluorophlogopite substrate~the valueDT describes
the broadening of resistive transition between the po
0.1Rn and 0.9Rn). Owing to the small broadening of th
transition, the values ofTc are determined with a fairly high
degree of accuracy, which is essential for calculating
reduced temperaturet5(Tc2T)/Tc which plays a signifi-
cant role in the analysis of experimental data.

3. EXPERIMENTAL RESULTS AND DISCUSSION

Figure 1 shows the temperature dependence of par
and perpendicular critical fields for ML deposited on FP. T
dependenceHc'(T) for quasiperiodic ML is qualitatively
similar to that for periodic ML or films, while it can be see
from Figs. 1 and 2 that the dependence ofHci is nontrivial.
In the vicinity of Tc , this dependence is square-root-lik
while the dependence at the lowest temperatures attaine
perimentally becomes linear. These two regions of
Hci(T) dependence are separated by a quite broad temp
ture interval in whichHci;(Tc2T)a, a50.7860.02. Thus,
the temperature dependence ofHci displays two crossovers
Samples deposited on sapphire substrates also revea
crossover points, but the linear region of the depende
Hci(T) for these samples begins at a lower temperature.
presence of the upper and lower Zr layers does not affec
form of the dependenceHci(T), i.e., surface superconductiv
ity is obviously not observed in samples without protect
Zr layers either. Samples deposited on different substr
have practically the same value ofa, which means that the
smoothness of the interfaces for layer thicknesses used b
does not affect the dependence of the critical fieldHci sig-
nificantly. It must be mentioned that Cohnet al.14 also ob-
served double crossover on the dependenceHci(T) for some
quasiperiodic Nb/Ta samples.

Kitaev and Levitov15,18 studied theoretically the behav
ior of critical fields of quasiperiodic ML by using th
e-
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Ginzburg–Landau approximation. Their results show that
same exponent is retained for the perpendicular fieldHc'(T)
as for periodic ML: the coherence lengthj i;t21/2;
Hc'2t; j i(t)5@w0/2pHc(t)#1/2 wherew0 is the magnetic
flux quantum andt5(Tc2T)/Tc . In the field parallel to the
layers, the dependence for different ML is not universal, a
the exponenta for the critical fieldHci(T);ta varies in the
interval 0.5,a,1 depending on the structure and superco
ducting parameters of quasiperiodic ML. It is pointed o
that since the scaling for Fibonacci layers at the second-o

FIG. 1. Temperature dependence of critical magnetic fields parallel~1! and
perpendicular~2! to the layers in quasiperiodic ML V/Zr.a andb are cross-
over points. The meaning of pointc is described in the text.

FIG. 2. Dependence of parallel critical magnetic fieldHci on the reduced
temperaturet5(Tc2T)/Tc . a andb are crossover points.
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phase transition points should be observed only upon an
crease in the scale by a factorF (F5@(11A5)/2#2 is the
square of the golden number!, theHci(T) dependences ma
be more complicated than power dependences. TheHci(t)
dependence may display singularities with a per
2g ln F(g51/(2a21)).18,22 An analysis of the data ob
tained by Karkutet al.13 for one of the samples was carrie
out by Kitaev and Levitov who obtained the valuea
50.74. Some departures from this dependence may be
served at higher temperatures.15

Let us compare the experimental results with the abo
mentioned theory of quasiperiodic layered structures.15,18

According to the calculations made by Kitaev and Levitov15

theHc'(T) dependence was found to be linear for the inv
tigated ML. However, theHci(T) dependence is much mor
complicated. According to Figs. 1 and 2, the main feature
this dependence can be described as follows. There are
well-defined temperature intervals with different types
Hci(T) dependence. The exponent forHci is close to 0.5
~0.43! in the immediate vicinity ofTc . At the lowest tem-
peratures for which theHci(T) dependence was measure
the exponent is equal to unity, and the linear depende
Hci(T) is extrapolated to the same critical temperature t
was obtained from theR(T) measurements in zero magne
field. A power dependence ofHci with an exponent 0.78 wa
observed between these two intervals. The lnt interval be-
tween the two crossover points~a and b in Figs. 1 and 2! is
3.64. This value differs by just 8% from the parame
2g ln F which is equal to 3.37 for the sample under cons
eration. However, it would not be proper to state that
experimentally observed dependenceHci(T) reflects the os-
cillatory dependence predicted by Kitaev and Levitov18

since one cannot speak of any periodicity in the narrow te
perature interval over which the experimental results w
obtained. It should be remarked that the large value of
period makes it difficult to detect such a periodicity in e
periments. Measurements ofHci at lower temperatures ar
not very promising since the crossover pointb is ‘‘too
close’’ to T50 if we take into consideration the expecte
periodicity in lnt. On the other hand, measurements at te
peratures close toTc are too complicated for the existin
facilities for temperature measurement. For our samples,
may expect to observe an additional period on the oscilla
dependenceHci(t) only if a sufficiently large number o
experimental points are obtained in an interval 1023 K in the
vicinity of Tc . There are better chances of detecting osci
tions in samples with comparatively smaller values ofg.

Although the double crossover situation has not be
interpreted unambiguously so far, it is obvious that the
perimental results are consistent with the theoret
predictions.15,16,18

On the other hand, the behavior of quasiperiodic ML
similar in certain respects to the expected behavior of fra
ML. According to calculations made by using the scali
theory,11 fractal ML must display a number of crossove
corresponding to the conditions

j'n~T!5Sn .

HereSn52(n21)/DS1 are the characteristic scales of length
n-

d

b-

-

-

f
ree
f

,
ce
t

r
-
e

-
e
e

-

ne
ry

-

n
-
l

al

the fractal lattice,S1 is the smallest scale of length in a give
ML, D the fractal dimensionality,n the number of various
scales, andj'n(T) the coherence length in the direction pe
pendicular to the layers for each scale of lengths. Accord
to calculations,11 the dependenceHci(T) must be close to
linear away fromTc ~i.e., at low temperatures where th
smallest scale of lengths in fractal ML is significant!, while
the two-dimensional situation should prevail in the vicini
of Tc , i.e., for large length scales. In the intermediate te
perature interval, the behavior ofHci ~i.e., the value ofa! is
determined by fractal dimensionality. In our experiments
similar situation is observed in quasiperiodic ML. In som
respects, the quasiperiodic ML are more ordered than fra
ones, but we can single out in such ML not only the peri
LF , but also a number of structurally determined charac
istic lengths associated with the size of solitary blocks a
their combinations. As in the case of any ML system, t
transverse coherence length in such a ML is defined by
relation

Hci~T!5w0/2pj i~T!j'~T!.

The temperature dependence of the critical fieldHc' ~see
Fig. 1! can be used to determine the value ofj i(0) for the
sample under investigation. This parameter is found to
equal to 71 Å. Using the value of the critical fieldsHci in the
region of their linear variation with temperature, we arrive
the valuej'(0)554 Å. Accordingly, we obtain the value
j'1(T)5101 Å at the crossover temperatureT1 ~point b in
Figs. 1 and 2!. This value is close to the size of theBB block
~98 Å!. Obviously, the dependenceHci(T) cannot display
smaller structural lengths, i.e., sizes of the blocksA and B
separately, since their characteristic lengthdA ,dB,j'(0).

On the other hand, it follows from the theory11 that in
the immediate vicinity ofTc , where large characteristi
lengths are significant, the behavior of the fractal ML mu
be close to two-dimensional, and

Hci;t1/2/2 ln t. ~2!

Here, the small logarithmic correction is connected with t
influence of three-dimensional long-range interaction.

We observed just such a behavior for the investiga
quasiperiodic ML in the vicinity ofTc . According to the
data shown in Fig. 2, we obtain the dependenceHci;t0.43 in
the interval of temperatures close toTc . Plotting the data in
coordinatesHci vs. t1/2/2 ln t ~Fig. 3!, we find that the in-
terval of 2D behavior is even broader. In the interval b
tween the two regions discussed above, the indexa differs
from 0.5 and 1. Note that the dependenceHci(T) described
by formula ~2! is in better agreement with the experimen
data than the power dependence with index 0.5, and is
served over a much broader temperature interval than
latter. The point of crossover from the dependence~2! to the
dependenceHci;ta is marked by letterc in Fig. 1. It should
also be noted that the value of indexa obtained in this way
for the interval between pointsc and b is equal to 0.763
60.002, and differs slightly from that obtained in the inte
val between the pointsa and b ~the value ofa was deter-
mined in both cases by the method of least squares!, but has
a much lower dispersion.
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Thus, the behavior of the dependenceHci(T) in quasip-
eriodic V/Zr multilayers, which is characterized by the ex
tence of a double crossover, is described quite adequate
the theory developed by Kitaev, Burlachkov, a
Levitov15,16,18for such systems. On the other hand, the ex
tence of two crossover points and the peculiarities of
temperature dependence ofHci can also be explained by th
Matijasevic-Beasley theory11 for fractal ML. The possibility
of interpretation of experimental results by using quite d
ferent approaches does not carry any inherent contradict
since quasiperiodic and fractal ML contain structural e
ments with different scales of lengths, which is quite sign
cant in the case when the magnetic field is oriented para
to the layers.

In conclusion, the authors are pleased to express t
thanks to L. I. Glazman and especially to L. S. Levitov f
discussion of the results and for providing information ab

FIG. 3. Dependence of parallel critical magnetic fieldHci on t1/2/2 ln t.
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some unpublished results, as well as for recommending
choice of materials constituting the ML aa well as the fi
thickness.

*E-mail: fogel@ilt.kharkov.ua
1!Quasiperiodic ML with small values ofLF ,13 which display a nearly

two-dimensional behavior, i.e. for which the value ofa;0.5, are an ex-
ception to this rule.
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Influence of mechanisms of nonequilibrium quasiparticle scattering on the properties
of phase-slip centers
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Electrical characteristics of homogeneous superconducting tin films with phase-slip centers~PSC!
and with structures of the superconductor–normal metal–superconductor (SNS) type are
studied experimentally. It is found that near the superconducting transition temperature, elastic
scattering of nonequilibrium quasiparticles can play a significant role in PSC by reducing
the effective charge disbalance time, and hence the diffusion length for quasiparticles as compared
to similar processes in theSNSstructure. The application of an external electromagnetic
field of frequency;1010 Hz in the vicinity of the superconducting transition temperature reduces
the resistance of theSNSstructure to zero, indicating a superconducting transition in theN
region. An increase in the transport current results in the formation of the first PSC just in this
region. Non-Josephson oscillations appear in this region at certain temperatures, currents,
and radiation power. ©1998 American Institute of Physics.@S1063-777X~98!00508-8#
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INTRODUCTION

Long quasi-one-dimensional superconductors~narrow
films or filaments with transverse dimensions smaller th
the coherence lengthj(T)), in which the critical densityj c

of the Ginzburg–Landau pair-breaking current1 is attained,
display a dynamic resistive state,2,3 characterized by the for
mation of phase-slip centers~PSC! distributed along the
sample at temperatures below the superconducting trans
temperatureTc ~Fig. 1a!. In the regions of their formation
the modulus of the complex order parameterucu of Cooper
pairs vanishes periodically with the Josephson freque
vJ , its phasex experiencing a jump by a magnitude multip
of 2p. At the instance when the modulus of the order para
eter~the energy gapD of the superconductor! vanishes at the
PSC~Fig. 1c!, this region of the generally superconductin
film becomes a source of excess quasiparticle excitations
volves in the charge transport~normal current! through the
sample. As a result, the time-averaged transport current
tains both superconducting (j S) and the normal (j N) compo-
nents~Fig. 1d!. The presence of the latter component leads
energy dissipation in the resistive state. The structure o
solitary PSC has been studied in detail both theoretica4

and experimentally.5–7 However, many aspects~especially
the nonstationary dynamics of PSC! remain unclear.

A PSC is a symmetric one-dimensional spatial struct
consisting of several nonequilibrium regions in which cert
dynamic processes dominate. It was found theoretically4 and
experimentally6 that three spatial regions embedded into o
another can be singled out in a PSC~Fig. 1b!. These regions
are mutually connected, and hence the designations of i
vidual parts of PSC are conditional and reflect the domin
ing processes.

The central and the smallest region in the PSC struc
is its core having a size of the order of the coherence len
5551063-777X/98/24(8)/10/$15.00
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j(T) in the superconductor. This region is a source of exc
quasiparticles, leading to disbalance of the electron-
hole-like branches in the excitation spectrum of the noneq
librium superconductor, and remains least comprehensiv
studied in view of technological difficulties involved in pre
paring the required samples. It has been found experim
tally that the chemical potentialms of Cooper pairs in this
region undergoes an abrupt jump,5 while the currentsj N and
j S as well as the energy gapD oscillate with the Josephso
frequencyvJ .2,6 At the center of this region, the gapD van-
ishes periodically, remaining small outside this region. E
ergy gap oscillations induce balanced oscillations of the
perconducting and normal currents at the Joseph
frequency7 ~the so-called Carlson–Goldman mode8! at the
core and in its neighborhood. Thus, the core is a source
strong deviations from equilibrium and stability of the enti
PSC structure.

The second region of the PSC extends from the core
both directions to distances of the order ofdn(T)
5@j(T) l E(T)#1/2,4 wherel E is the depth of penetration of
weak longitudinal electric field in the superconductor. T
Josephson oscillation amplitude ofD decreases rapidly, an
the superconducting componentj S of transport current re-
mains small so that the entire current is carried practically
normal excitations. For this reason, the given region can
referred to as quasi-normal. It was proved that the deviati
from stability in the electric potential due to non-Josephs
oscillation ~NJO! at the boundaries of this region is chara
terized by a much lower frequency than in the PSC core9,10

In this research, this instability will be considered mo
thoroughly.

In the third PSC region extending on both sides from
core over distances of the order of the depthl E(T) of pen-
etration of a longitudinal electric field into the superco
ductor, the superconducting (j S) and the normal (j N) cur-
© 1998 American Institute of Physics
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rents coexist as before, but the amplitudes of th
oscillations are insignificant. This nonequilibrium region
the PSC is the longest. All relaxation process occur in t
region and practically terminate at its boundaries. For t
reason, the time-averaged voltage drop across a film wi
single PSC is mainly determined~if we neglect the contribu-
tion from the core! by the length 2LE(T) of the nonequilib-
rium region. The size of this region is determined by vario
relaxation mechanisms in the superconductor.11

It has been established reliably that inelastic electro
phonon scattering with the characteristic timet« determining
l E(T) plays a significant role in a superconductor nearTc .
At lower temperatures, when the energy gap width diff
from zero considerably, much stronger current is required
creating a resistive state. It was proved theoretically12,13 that
the motion of Cooper pair condensate at a large velo
becomes itself a source of elastic scattering of quasipartic
This reduces the relaxation time as compared tot« , and
accordingly changes the electric field penetration de
l E(T),14 which was confirmed experimentally.15,16

FIG. 1. Structure of a phase-slip center: schematic diagram of a na
superconducting film with PSC emerging for currentI .I c ~a!, the structure
of a solitary PSC, where 2l E52l E(T) is the length of the nonequilibrium
region, 2j52j(T) the core size, and 2dN52@j(T) l E(T)#1/2 the length of
the quasi-normal region~b!, the distribution of energy gapD along PSC and

its oscillationsD̃ in the core region~c!, distribution of total currentj and
time-averaged normal (j N) and superconducting (j S) currents along PSC;
dotted curves in the quasinormal region 2dN mark the boundaries in which
the superconducting and normal currents oscillate~d!, and schematic dia-
gram of plasma oscillations excited in individual parts of PSC, i.e., hi
frequency~Carlson–Goldman mode! in the core and low-frequency~NJO
mode! in nonequilibrium regions~e!.
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Nevertheless, we shall prove that relaxation of quasip
ticles in PSC at sample temperatures very close to the su
conducting transition temperature can be due to both sca
ing mechanisms described above.

Moreover, a PSC becomes a source of NJO in a nar
range of temperatures and currents~see above!. This points
to the emergence of special processes of relaxation of n
equilibrium quasiparticles in PSC leading to excitation
low-frequency potential oscillations. According to th
model17,18proposed on the basis of a large number of exp
mental results, the emergence of the low-frequency insta
ity of PSC is due to relaxation to the level of energy gapD of
quasiparticles that have acquired a certain energy«1 as a
result of multiple Andreev’s reflections inside the qua
normal region 2dN(T).6 If the level «1 in the region of the
N–S interface is at the edge of the energy gapD in the range
of operation of weak high-frequency~Josephson! oscilla-
tions, so that («12D);Dg3/2, the probability of relaxation
of nonequilibrium quasiparticles with such an energy due
photon bremsstrahlung is much higher than the probability
the phonon scattering mechanism.18,19 Here the depairing
factor4 g5\/(2t«D) and is approximately equal to 1022 for
tin. The fulfillment of these conditions for the PSC structu
~and hence the existence of NJO! is possible only in a very
narrow interval of temperatures and currents. The energy
erated for such a relaxation excites weakly attenuating
lective plasma oscillations20 of superconducting electrons a
frequencyv0'(«12D)/\ much lower than the Josephso
frequency in the third nonequilibrium region of the PS
This determines the small amplitude of such low-frequen
plasma oscillations. The electron–phonon scattering rem
the main relaxation mechanism for the remaining noneq
librium quasiparticles being injected.

The penetration of a longitudinal electric field into a s
perconductor to a depthl E(T), i.e., the coexistence of th
superconducting and normal current components, is also
served for the transport of electric charge through the ju
tion between a normal metal and a superconductor.21 In an
SNSstructure with twoN–S interfaces, nonequilibrium re
gions of the sizel E(T) each are formed on both sides of th
N layer. At first sight, these are the same nonequilibriu
regions as in a PSC, which is hence similar to anSNSstruc-
ture. However, the difference is that the energy gap as w
as the superconducting and normal currents in the core
PSC oscillate with the Josephson frequency, while only n
mal current exists in theN region of length larger than
2jN(T) of an SNS structure, and there is no energy ga
Moreover, the time-averaged supercurrent in a PSC is
proximately equal to 0.6j c , always tending to the critica
value at a distancel E(T) from the core, i.e., at the edge o
the nonequilibrium region.2 On the other hand, the supercu
rent in anSNSstructure~in which the superconducting cur
rent within the normal layer is equal to zero! can attain its
critical value at the boundary between the nonequilibriu
region and the superconductor only when the total trans
current is equal to or larger than the critical current. Con
quently, the nonequilibrium regions of a PSC are alwa
under the conditions of higher density of the condensate
Cooper pairs than in anSNSstructure.
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Taking into account what has been said above, it is n
essary to compare PSC andSNSstructures created~if pos-
sible! in the same sample under the same external condit
~temperature and transport current! and to find out in which
cases and which relaxation mechanism for nonequilibri
quasiparticles play a decisive role in their resistive behav
We have made an attempt to excite NJO in anSNSstructure
in a high-frequency electromagnetic field, thus simulat
PSC with the help of theSNSstructure.

1. EXPERIMENTAL RESULTS

1.1. Experimental methods and technique

The resistive state of narrow films is usually studied
temperatures close to the superconducting transition t
perature (T/Tc50.95– 0.999) in order to eliminate overhea
ing and hysteresis processes. Besides, a PSC becom
source of NJO just in this temperature range under cer
voltage across the PSC~see above!. In the tin films under
investigation at the same temperatures,j(T)>1 mm, and the
size 2dN(T) of the quasi-normal region of the PSC amoun
to several micrometers, while 2l E(T) can be as large a
20–30mm.

For this reason, a correct comparison of PSC~including
those under the NJO conditions! andSNSstructures can be
compared correctly at these temperatures if we place an
sert of a normal metal of length from one to a few microm
ters in a narrow superconducting film of width of the order
j(T) and length not smaller than 2l E(T) across the current
It is also important that theN–S interfaces are ‘‘clean’’ and
not lead to additional mechanisms of inelastic scattering d
ing charge transport. This problem can be solved most ea
by reducing locally the superconducting transition tempe
ture of the superconducting film due to the proximity effec22

in its contact with a normal metal.
The samples for the experiments described here w

prepared as follows. A filamentary indium single crys
~whisker! of diameter 6–8mm was pressed across a narro
tin film ~having a width of the order of 1mm! ~see the inset
to Fig. 2!. Since the value ofTc for In is approximately 0.3 K
lower than superconducting transition temperature for S
region with a smaller energy gap due to the proximity eff
was formed in the region of their contact. The diffusion of
into Sn led with time to an additional suppression of sup
conductivity in the region of junction. Continued diffusion o
c-
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In increased its local concentration, and gradually penetra
on both sides of the junction. As a result, the length of
region with the lower superconducting transition temperat
~the length of the normal insert! increased. This allowed u
to investigateSNSstructures with different length of theN
region on the same sample in the temperature range betw
the values ofTc of Sn and In.

The experiments on such samples revealed that they
sess another interesting property. The superconducting
perature of the In–Sn alloy can change from the value ofTc

for In to temperatures exceeding the value ofTc for Sn de-
pending on the In concentration. For example, an alloy c
taining 30% In and 70% Sn has a superconducting transi
temperature near 7.3 K.23 For this reason, we could als
studyNSNstructures in the course of In diffusion into a S
film.

All the experiments discussed here were made on su
conducting Sn films with a normal metal insert and witho
it; the basic parameters of the samples are given in Tab
Hered, w andL are the thickness, width, and length of th
film. The superconducting transition temperatureTc , the
film resistanceR300 and R4.2 at 300 and 4.2 K, as well a

FIG. 2. Typical current–voltage characteristics of a superconducting
with an insert of a normal metal~curve 1! and with a phase-slip cente
~curve 2! in the ‘‘weak’’ region. The arrows on the two IVC mark th
regions in which NJO are excited for definite currents. The inset sh
schematic diagram of the sample under investigation carrying currenI .
Here PSC are the phase-slip centers formed in the superconducting p
the film andN is the normal region formed due to proximity effect due
the normal whisker lying across the film.
4
4

2

TABLE I. Physical parameters of superconducting Sn films under investigation.

Sample
number

d,
nm

w,
mm

L,
mm

Tc ,
K

R300,
V

R4.2,
V

j~0!,
nm

l E(0),
mm

l eff ,
nm

1* 58 1.4 47 3.822 82 7.5 101 1.69 94.4
2* 174 1.5 34 3.779 17.5 0.72 127.2 2.59 221.
3* 294 1.8 43 3.802 11 0.41 130.1 2.73 245.
4 378 1.8 76 3.789 15 0.42 138 3.16 330
5 684 2.4 63 3.76 5.1 0.089 148 4.03 535
6* 698 1.8 84 3.767 8.9 0.173 198.8 3.8 479.
7 850 1.4 68 3.825 7.9 0.43 123 3.6 190
8 950 2.6 54 3.77 2.9 0.037 153 4.72 735

Remark:Asterisks on sample numbers indicate samples without normal inserts.
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j(0),l E(0), and theeffective mean free pathl eff were mea-
sured before the formation of theN insert in the film.

An analysis of the resistive state on the samples carry
direct current was carried out by the traditional four-pro
method with analog recording of current–voltage charac
istics ~IVC! and a high accuracy of the choice and stabiliz
tion of temperature (dT<231024 K).

Besides, we tried to simulate nonstationary dynamics
PSC in a non-JosephsonSNSstructure to a certain extent b
placing it in an external rf electromagnetic field. The rad
tion frequency varied from 109 to 1010 Hz, and the power of
the external rf generator was supplied to the sample alon
coaxial line through a coupling capacitor, i.e., in the pre
current mode.

1.2. DC experiments

The transition of the samples from the normal to t
superconducting state was determined from their curre
voltage characteristics~IVC!. At first, the superconducting
transition occurred at a certain temperatureTc in a long tin
film except in the ‘‘weak’’ region (N-insert!. The N inset
became superconducting upon cooling toTc

0 .
In the general form, the IVC of samples with anN insert

at temperaturesTc.T.Tc
0 at which anSNS structure is

formed is a superposition of the IVC of two series-connec
parts of the sample: the superconducting film and a par
the same film in the normal state. A typical IVC has the fo
shown by curve1 in Fig. 2. The initial slope for small cur
rents is determined by the residual ohmic resistance of
normal part of the film, which determines its size. A furth
increase in direct current leads to a transition of the main
of the long narrow film to the resistive state. In this case,
IVC ~curve 1 in Fig. 2! first displays a voltage jump at
certain current, indicating the attainment of the critical c
rent for the formation of the first PSC, followed by the st
structure at large currents, which is typical of samples w
several PSC.

At temperatures belowTc
0 , the IVC displays the critical

current ~curve 2 in Fig. 2! which is much smaller than th
current corresponding to the formation of the remain
PSC. It can be seen from the figure that the differential
sistance of the sample at small currents, which is determ
by the first PSC~the initial slope on curve2! is smaller than
the resistance of theSNSstructure~the initial segment of
curve1!. This decrease in resistance has the form of a ju
in a narrow temperature interval;1022 K during a transi-
tion throughTc

0 . It was proved experimentally for a larg
number of samples that such a difference in the differen
resistances of PSC andSNS structures emerges and in
creases in the films upon a decrease in the mean free
~other conditions being the same!.

A typical resistive transition for a sample with a norm
insert is depicted in Fig. 3.

It was mentioned above that the diffusion of indium in
a tin film increases the length of the normal region and
residual resistance of the sample, For this reason, the
perature dependencesR(T) measured with an interval o
about a few weeks after sample preparation remain funct
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ally similar for a certain time~curves1 and2 in Fig. 4!, and
only a slight decrease inTc

0 and an increase in the residu
resistance were observed. The normal Sn–In region bec
more and more inhomogeneous with time, and the resis
transition changed significantly~curve 3 in Fig. 4!. Such a
sample displayed complete superconducting transition o
at a temperature close toTc for In ~3.5 K!. The onset of the
superconducting transition was not displaced for all the th
curves, indicating the invariability of the superconducti
transition temperature of the matrix Sn film. We do not gi
any temporal characteristics of the rate of sample age
since this process is determined by many factors like te
perature, film thickness, and thermal cycling.

The samples with a normal insert studied by us a
displayed NJO. It was found that low-frequency oscillatio
of the potential are induced only for a transport current
ceeding the current of PSC formation in a pure Sn film, th
characteristics being independent of the state (N or S8) of
the ‘‘weak’’ region. This is illustrated in Fig. 2 where th
region of emergence of NJO on IVC is marked by vertic

FIG. 3. Temperature dependences of the film resistanceR(T) during a
transition of the sample from the normal to the superconducting state an
the current corresponding to generation of NJO, measured in sample N
with an insert of a normal metal.

FIG. 4. Time variation of the resistive transitionR(T) in a sample with a
normal insert. Curves2 and3 were measured 5 and 110 days respectiv
after the first measurement.
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arrows. Moreover, Fig. 3 shows the temperature depende
I 0(T) of the current corresponding to the region of existen
of NJO together with the resistive transition curve for
sample with a normal insert. The point of intersection of t
former curve with the temperature axis determined the lo
value of the superconducting transition temperature of the
film in the region of emergence of NJO. This method w
developed and verified in our previous experiments o
large number of samples.24 Thus, NJO are generated beyon
the junction between the In whisker and the Sn film, i.e.,
the resistive part of the sample which is a pure tin film.

1.3. Analysis of IVC in external electromagnetic field

In order to simulate high-frequency dynamics of PS
we made experiments to determine the effect of electrom
netic field on the characteristics of samples with anSNS
structure. The oscillation frequency of the order paramete
PSC measured near the superconducting transition temp
ture lies between 109 and 1010 Hz. For this reason, we
choose the frequency of external radiation in the same
quency range. In the temperature interval correspondin
the existence of anSNS structure (Tc.T.Tc

0) under the
effect of rf radiation in a certain power interval, we observ
superconductivity stimulation in the homogeneous region
the film as well as the emergence of superconductivity in
‘‘weak’’ region during a transition of the normal part to th
superconducting state. In the former case, IVC displayed
increase in the critical current corresponding to the format
of PSC in the homogeneous part of the Sn film, while in
latter case we observed the vanishing of resistance fo
small transport current and the emergence of the critical
rent. This current increased with the rf power, attained
certain maximum value, and then decreased to zero sta
from certain values of power. The results of these exp
ments are shown in Fig. 5 presenting IVC measured for
ferent radiation levels on one of the samples. The emerge
of the critical current in the ‘‘weak’’ region and the voltag
jump associated with it indicated the formation of a PSC
this region under the action of the electromagnetic field.

In this case, the samples becomes a source of NJO
narrow intervals of rf power, direct current, and temperatu
It is important to note that in the absence of an exter
electromagnetic field, the film became a source of NJO
temperaturesT,Tc

0 for the same values of the critical cu
rent of the ‘‘weak’’ region as in the case of superconduct
ity stimulation, but for much larger transport currents.

2. DISCUSSION OF RESULTS

2.1. Electrical properties of SNS structure and PSC in
direct current

The dc analysis of the temperature dependence of
resistance for samples with anN insert revealed that a tran
sition from the normal to the superconducting state in th
occurs in two stages, which follows from the presence of t
steps on theR(T) curves for a sample shown in Figs. 3 an
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The first abrupt decrease in the sample resistanceT
53.845 K ~see Fig. 3! is associated with the onset of a s
perconducting transition in the homogeneous tin film. T
sample resistance ultimately vanishes atT53.72 K. This
temperature is lower thanTc of the Sn film, but is still much
higher than the superconducting transition temperature fo
~3.41 K!. Consequently, we can assume that the normal
gion formed in the film at 3.72 K,T,3.845 K is mainly due
to the local suppression ofTc of the film due to the proximity
effect exerted by the In whisker. In this temperature ran
the sample had the form of anSNSstructure in which parts
of the long superconducting film of width;1 mm were su-
perconducting ‘‘banks,’’ and the role of the normal inse
was played by the part of the same film in the normal sta
For this reason, the residual resistance of the sample is
termined by the normal segment a few micrometers lo
depending on the size of the contact region between the
and the whisker, as well as nonequilibrium segment of
superconductor adjoining it on both sides.

The depthl E(T) of penetration of a weak longitudina
electric field in the superconductor at theN–S interface is
determined in the general case by the length of diffusion
quasiparticles into the superconductor:25

l E~T!5ADtQ~T!. ~1!

Here D5 l eff vF/3 is the diffusion coefficient for quasiparti
cles with the mean free pathl eff and the Fermi velocityvF ,
andtQ is the charge disbalance relaxation time. Charge
balance in a superconductor can relax due to various me
nisms. According to the theory26 if we take into account all
known relaxation processes in a nonequilibrium superc
ductor, the effective relaxation time of charge disbalance
defined as

FIG. 5. IVC of a sample with an insert of a normal metal, measured
different irradiation levels~a larger number of IVC corresponds to a high
power!. The arrow mark the region of existence of NJO,I c1

e and I c1
n are

critical currents for the homogeneous part of the sample and weak re
respectively, andI c2

n is the maximum value of the ‘‘weak’’ link current
attained in the superconductivity stimulation mode.



ha
t
-
e

ti

a-

of

ing

a

ca
n

m
a
in

n

e
n

he
fo

to
p
l
tu

m

ture
O

of

e

pe

tal

in-
ly by

ly
f In

on

can
the

-
of
ed
s
om
r
-

the

a

he

ure
ints

of
ui-

k’’
of a
ise,
cal
. 2

560 Low Temp. Phys. 24 (8), August 1998 Churilov et al.
tQ5
4kTc

pD
At« /~2G!, ~2!

where

G5
1

2t«
1

1

ts
1

D~2mvs!
2

2\2 1
D

2D S 2
]2D

]r 2 D . ~3!

Expression~3! takes into account electron scattering mec
nisms characterized by the timet« of inelastic scattering a
the Fermi surface, the timets of scattering by magnetic im
purities with spin flip, the time of elastic scattering in th
presence of a superfluid momentum 2mvs , and gap anisot-
ropy along the coordinate.

The Sn films under investigation contain no magne
impurities, and hence the second term in formula~3! is equal
to zero. In addition, the contribution to relaxation of excit
tions due to anisotropy ofD is negligibly small since the
variation of D at theN–S interface occurs at a distance
the order of the coherence lengthj which is much smaller
than the penetration depthl E for a longitudinal electric field.
If the resistive transition is studied with a small measur
current~much smaller than the critical current!, the contribu-
tion of pair breaking mechanism due to velocityvs of the
superconducting component can be neglected also. As
sult, the factorG is equal to 1/(2t«), and the effective relax-
ation time depends only on inelastic electron–phonon s
tering. In this case, according to~2!, tQ can be expressed i
terms of the energy gapD and the timet« of the electron–
phonon interaction:

tQ~T!5
4kTc

pD~T!
t« . ~4!

This expression for the charge disbalance relaxation ti
which was mentioned by several authors, is a particular c
of ~2! taking into account the electron–phonon scatter
alone.

For superconductors with a weak link~including tin!, the
energy gap nearTc can be defined as in Ref. 27:

D~T!51,74D~0!A12T/Tc . ~5!

If we take into account the fact thatD(0)51.76kTc , the
value of effective relaxation time for charge disbalance i
nonequilibrium superconductor adjoining theN–S boundary
is defined as

tQ~T!50,42t«~12T/Tc!
21/2. ~6!

Using formulas~1! and ~6!, we can write the temperatur
dependencel E(T) of the size of the nonequilibrium region i
the form

l E~T!5 l E~0!~12T/Tc!
21/4 . ~7!

It can be seen from Fig. 3 that a transition from t
normal to the superconducting state starts at 3.845 K,
lowed by a small plateau extending toT53.825 K. In this
interval, individual segments of the film obviously go over
the superconducting state, and the entire film becomes su
conducting atTc53.825 K. The fact that this is the critica
point was confirmed by the measurements of the tempera
dependence of transport current corresponding to the e
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gence of NJO and its extrapolation to zero. The tempera
Tc which is critical for the region of emergence of NJ
coincides with the temperature corresponding to the end
the first short plateau on theR(T) curve. Upon a further
decrease in temperature (Tc

0,T,Tc), the sample resistanc
is determined by the resistanceRN(T) of the normal insert as
well as the resistanceRE(T) of nonequilibrium regions. If
we assume thatRN is independent of temperature, the sha
of the resistive transition curveR(T) must reflect the tem-
perature dependence of the depthl E(T) of penetration of a
longitudinal electric field into the superconductor. The to
length of the nonequilibrium region is equal to 2l E(T) since
the resistive state is formed on both sides of the normal
sert, and the temperature dependence is determined on
the relaxation mechanism.

For the lengthL568mm of the film whose resistive
transition is depicted in Fig. 3, the contribution of the pure
normal region to the sample resistance in the absence o
diffusion along the film is much smaller than the contributi
from nonequilibrium regionsl E(T) since the length of these
regions near the superconducting transition temperature
be of the order of tens of micrometers. We compared
experimental dependenceR(T) depicted in Fig. 3 with the
calculated value of the resistanceRSNS(T) in a region of
length @ l N12l E

ph(T)#, whereLN is the length of its purely
normal part, andl E

ph(T) is the depth of penetration of a lon
gitudinal electric field into the superconductor in the case
inelastic electron–phonon relaxation, which is determin
from ~1! and~4!. Since the sample is a film of uniform cros
section, we calculated the contribution to the resistance fr
the region 2l E

ph(T) by multiplying the residual resistance pe
unit lengthRr /L at 3.845 K by the length of the nonequilib
rium region: RE(T)5(Rr /L)2l E

ph(T). This resistance is
supplemented with the contribution of the resistance of
normal insert, which is equal to (Rr /L) l N . Thus, the
RSNS(T) dependence was calculated by using the formul

RSNS~T!5
Rr

L
~2l E

ph~T!1 l N!. ~8!

While calculating RSNS(T), we used the value ofl E
ph(0)

>3.6mm determined from the electrical parameters of t
sample and the critical temperatureTc53.825 K determined
from the I 0(T) dependence~see Fig. 3!. If we assume that
the normal insert has the lengthl N55 mm, we obtain the
solid curve in Fig. 6. The fact that the calculated temperat
dependence exactly coincides with the experimental po
confirms the fact that the electron–phonon mechanism
quasiparticle relaxation plays a decisive role in the noneq
librium superconductor adjoining theN–S interface nearTc ,
where the critical current is small.

As the temperature is lowered belowTc
053.72 K, the

IVC displays the critical current~curve2 in Fig. 2! indicating
a transition of the ‘‘weak’’ region~normal insert! to the su-
perconducting state. The superconductivity of this ‘‘wea
region is suppressed in the same way as the formation
PSC in the homogeneous part of the sample, i.e., jump-w
with the emergence of excess current. Apart from criti
current, the main difference between IVC depicted in Fig
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~curves1 and2! is different slopes of the initial linear seg
ments, indicating that the films carrying small currents ha
different differential resistances. It can be seen from the
ure that the resistance of the sample with a normal in
~curve 1! is considerably larger than in the case of PS
~curve2!. Such a difference cannot be explained only by
elimination of the resistance of the normal insert of leng
l N55 mm from formula~8! used for calculatingRSNS(T).

It was mentioned above that the diffusion length of qu
siparticles in a superconductor depends on the effective
tQ of charge disbalance relaxation, which is determined
the staticN–S boundary by inelastic scattering mechanis
and hence by the timet« . In the case of PSC, the condition
for nonequilibrium regions differ considerably from the pr
vious case. In the nonequilibrium region of PSC, the tim
averaged supercurrent changes from;0.6j c at the center to
the critical value at the edges. This is due to the fact tha
PSC is formed in the film when the critical pair-breakin
current is attained. On the other hand, in anSNSstructure
with current, the supercurrent is equal to zero in its norm
region, while at the edge of the nonequilibrium region
tends to the value of preset transport current. If we incre
the total current to the critical current of the superconduct
film, the supercurrent of theSNSstructure averaged over th
nonequilibrium region is smaller than in the case of PSC
further increase in the current through the sample leads to
formation of PSC in its superconducting regions at distan
longer thanl E(T) from theN–S interface.

Thus, we can expect that the fraction of superfluid c
rent in the total transport current increases considerably u
an insignificant decrease in temperature as a result of
formation of PSC in the nonequilibrium region of anSNS
structure. For this reason, in the expression~3! for G, we
must take into account the contribution from the third ter
viz., elastic scattering of quasiparticles at the momentum
the condensate of Cooper pairs. In this case,G5GPSC near
Tc is determined by the contribution of two relaxatio
mechanisms:

FIG. 6. Normalized temperature dependences of the resistanceR(T) of a
film with a normal insert during its transition from the normal to the sup
conducting state. Experimental values are marked by circles and the
curve is obtained as a result of calculations using formula~8!.
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GPSC5
1

2t«
1

Dpc
2

2\2 5
1

2t«
1

1

6tGL
, ~9!

where tGL5(p\/8kB)(Tc2T)21 is the Ginzburg–Landau
time. For a superconductor at zero temperature, we h
tGL53310212Tc

21@s#. Expression~9! shows that, at high
current densities~of the order of critical current!, the relax-
ation mechanism of charge disbalance is determined by
relation between relaxation times. For example, fort«

!tGL , inelastic scattering dominates in the superconduc
while the factorGPSC for t«@tGL is mainly determined by
the second term in~9!, which corresponds to elastic scatte
ing under the effect of current. Sincet« is constant for a
given metal, while the value oftGL depends of the closenes
of the working temperature to the critical value, scatteri
mechanism may change with temperature in the course
experiments. The temperature corresponding to suc
‘‘crossover’’ can be determined from formula~9! by equat-
ing the contributions of elastic and inelastic scatteri
mechanisms (2ts56tGL):

t5
T

Tc
512

3p\

8kBTct«
. ~10!

PSC experiments are usually made in the tempera
range 1022.T/Tc.531024. In this temperature range, in
elastic scattering prevails in Nb, Pb, and In, while the m
contribution to scattering in Zn and Al comes from elas
processes. Stuivingaet al.16 used this to explain the fact tha
the size of PSC observed in Al and its resistance is sma
than follows from the assumption concerning the presenc
inelastic scattering alone. It should be noted that none of
terms in~9! cannot be neglects in the temperature range c
responding to crossover since both mechanisms make
contribution to relaxation of quasiparticles. This is man
fested in the shape of the IVC. Let us estimate the poss
reason behind the difference in the initial segments of ch
acteristics shown in Fig. 2 from this point of view.

We shall first determine the crossover temperature t
ing into account formula~10!. Since the PSC in this case
formed in the region with a smaller energy gap, i.e., at
intersection of the In whisker with Sn film, we chooseTc

0

53.72 K as the critical temperature. The available data
the results of our experiments suggest that the electr
phonon interaction time ist«53310210 s. Then the re-
duced crossover temperature can be obtained for a g
sample from formula~10! (t5T/Tc

050.992). The current–
voltage characteristic~2! depicted in Fig. 2 was measured fo
T/Tc

050.987, which is quite close to the crossover tempe
ture. Hence we can expect a strong influence of the a
tional elastic scattering due to the superconducting cur
component. This leads to a reduced effective relaxation t
as compared to formula~4!:

tQ5
4kTt«

pD S 3tGL8

t«13tGL
D 1/2

. ~11!

As a result, the effective length of the PSC, and hence
resistance, decreases.
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Taking into account~11!, we can write, in analogy with
~8!, the following expression for the differential resistance
nonequilibrium regions of PSC:

RPSC5
Rr

L
2l E~T!5

Rr

L
2l E

ph~T!S 3tGL

t«13tGL
D 1/4

. ~12!

Using formulas~8! and ~12!, we can define the ratio o
the resistanceRSNS for inelastic scattering to the dynam
resistanceRPSCof the PSC for elastic and inelastic scatteri
through the ratio of relaxation times:

RSNS

RPSC
5

l N12l E
ph~T!

2l E
ph~T!

S 3tGL1tE

3tGL
D 1/4

. ~13!

The ratio of the initial differential resistance of theSNS
structure to the differential resistance of the first PSC de
mined from the IVC in Fig. 2 is equal to 1.66. The calcul
tion of this ratio by using~13! and t«53310210 s for the
corresponding reduced temperatures forSNSand PSC and
the normal region lengthl N55 mm gives a value differing
from the experimental result only by 15%. The reason
hind such a discrepancy can be the increase in the cri
temperature in the nonequilibrium region of the PSC eme
ing in the film in place of theSNSfrom the value ofTc

0 of
the ‘‘weak’’ region, which is used in calculations, to th
value of Tc for a homogeneous tin film. The choice of th
length of the normal insert does not affect significantly t
calculated ratio of the resistance in contrast to the choic
the critical temperature. However, we can say that the res
of calculations are in accord with the experimental resu
even for the existing difference in the ratiosRSNS/RPSC.

Thus, we can state that elastic processes of quasipar
scattering in the presence of the superfluid componen
transport current play a significant role in the region of t
‘‘crossover’’ temperature in PSC along with inelast
electron–phonon scattering.

It was mentioned above that low-frequency oscillatio
of potential~NJO! are generated in superconducting samp
in a certain range of transport current. In Fig. 2, the bou
aries of the regions of existence of NJO on IVC are mark
by arrows. It was proved in previous investigations that P
becomes a source of NJO at definite temperatures and
voltages across the PSC.6 In the present work, we tried to
analyze peculiarities in NJO in the presence of a purely n
mal region as well as at temperaturesT,Tc

0 , at which the
normal insert becomes superconducting. As in the cas
homogeneous samples, a decrease in temperature lead
displacement of the region of existence of NJO towa
strong currents. The dependence of the NJO region on
rent is illustrated in Fig. 3. A transition throughTc

0 does not
lead to noticeable changes in the current and tempera
dependences of excitation of NJO. Besides, we did not de
noticeable changes in the spectrum of the signal upon a t
sition of the N insert to the superconducting state wh
studying the amplitude–frequency characteristics of the N
signal.
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2.2. SNS structure in an external electromagnetic field

We carried out a large number of experiments on lo
Sn films with anSNSstructure. The length of the norma
region in theSNSstructures in the temperature range und
investigation was lager than the coherence lengthj(T) by a
factor of several units. As a result, such structures did
display the overlapping of the wave functionsucu of the com-
plex order parameter for Cooper pairs, which is essential
an experimental observation of the stationary Josephson
fect, i.e., high-frequency oscillations of energy gap were
observed. Thus, theSNSstructures under investigation diffe
significantly from PSC in the absence of oscillations ofD
near theN–S boundary in the former structures. It was me
tioned in Introduction, however, that a constituent part of
model of emergence of NJO used by us is the relaxation
nonequilibrium~in energy! quasiparticles injected from th
N to the S region near the edge of the energy gap at sm
high-frequency oscillations of the potentialD. Such a mecha-
nism of scattering of quasiparticles must lead to the em
gence of low-frequency photons in the nonequilibrium
gion of a superconductor.

For this reason, we decided to compensate the abs
of D oscillations in anSNSstructure at theN–S interface by
their excitation induced by an external electromagnetic fi
applied to the sample, thus simulating the processes oc
ring in PSC.

It is very important to choose correctly the frequency
the electromagnetic field, which determines the respons
the superconductor. Under actual experimental conditio
Josephson’s frequenciesf of gap oscillations in PSC near th
critical temperature are of the order of 1010 Hz, while the
width of the energy gapD in a homogeneous channel
much larger than\v. For this reason, we made our expe
ments at external radiation frequencies of this range.

It was found that the application of the field of frequen
;1010 Hz to the samples near the superconducting transi
temperature reduces the resistance of the normal insert
increasing radiation powerP. At a certain value of the
power, this resistance vanishes, and its further increase l
to the emergence of a critical current whose magnitude
creased withP. The electrical parameters of the sampl
changed qualitatively under the action of the applied elec
magnetic field in the same way as in the case of superc
ductivity stimulation in heterogeneous bridges.28 The only
difference is that our samples are geometrically homo
neous, and the electrical nonuniformity is due to the norm
insert going over to the superconducting state under irra
tion. In this connection, it would be interesting to analyze t
mechanism of superconductivity stimulation in su
samples.

The IVC depicted in Fig. 5 were recorded for differe
levels of power at a temperature at which the sample un
investigation had the form of anSNSstructure. In the ab-
sence of radiation and for small transport currents,
sample resistance is a finite value determined~see above! by
the resistance of the normal insert and two nonequilibri
resistive regions of lengthl E(T) ~curve 1 in Fig. 5!. The
same curve shows the currentI c1

e corresponding to the for-
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mation of the first PSC. It is the Ginzburg–Landau equil
rium pair-breaking current for the homogeneous long sup
conducting part of the sample, viz., the ‘‘bank’’ in the wea
link under investigation. Under the action of the increas
power of external rf radiation, IVC display the increasin
critical currentI c1

n of the weak link~curve2 in Fig. 5!. This
means that the normal region of the film created by us du
the proximity effect becomes superconducting under irrad
tion. At the same time, the critical current in the banks
creases noticeably with the rf power and attains its maxim
value I c2

e at a certain power. Such a behavior for a homo
neous superconducting channel can be explained by the
perconductivity stimulation mechanism proposed
Eliashberg.29 Although the critical current increases withP
in the region of the normal insert, it remains smaller than
equilibrium current of the banks up to a certain level
power (I c1

n ,I c1
e ). This means that a weak link of theSS8S

type is formed in the sample. In this case, superconducti
is probably stimulated due to the Eliashberg mechanism
well as due to the Aslamazov–Larkin mechanism30 for het-
erogeneous superconducting structures. In the latter c
stimulation is localized directly in the region of a weak lin
for which a potential well is formed on the dependence oD
on the longitudinal coordinate. At certain levels of rf pow
~curves5 and 6 in Fig. 5!, the critical current of the weak
link becomes larger than the equilibrium critical current
the banks (I c2

n .I c1
e ). In this case, we can state that th

Eliashberg stimulation mechanism plays a decisive role s
the superconducting parameters can exceed their equilib
values only due to the operation of this mechanism.

Consequently, a rf electromagnetic field transforms
SNSstructure to anSS8S structure. For this reason, the fir
PSC in which nonequilibrium processes leading to the g
eration of NJO developed for a certain value of current w
formed just in the region with a lower order parameter. T
vertical arrows on curve2 in Fig. 5 indicate the region on th
IVC in which NJO exist. If, however, the intensity and/o
frequency of the external signal were below the values
quired for the emergence of the critical current of a ‘‘wea
link, no NJO were detected in this region. Non-Joseph
oscillations were found to be also very sensitive to the
power level. An insignificant increase in this power leads
the suppression of the conditions of NJO excitation in
sample. Sample cooling in zero electromagnetic field to te
peraturesT,Tc

0 , at which the same value of critical curre
of the weak link is attained as in the case of superconduc
ity stimulation~curve2 in Fig. 5!, makes it possible to excite
NJO in the sample, but the value of transport current in t
case is much larger than the current corresponding to N
excitation under the conditions of superconductivity stimu
tion.

The above results indicate that we cannot create the
ditions in anSNSplaced in a uniform electromagnetic fie
similar to those existing in PSC in which NJO are excite
This is probably due to the fact that high-frequency osci
tions of energy gap occur along the entire film and are
localized in its quasi-normal region as in the case of P
~see Fig. 1!.
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CONCLUSIONS

We investigated experimentally the electrical paramet
of the resistive state of homogeneous superconducting
films with PSC as well asSNSstructures. It is found tha
elastic scattering processes reducing the effective time o
laxation of charge imbalance to the equilibrium state, a
hence the diffusion length of quasiparticle, play a significa
role in PSC near the superconducting transition temperat
The reason behind this effect is that the values of the a
aged supercurrent in nonequilibrium PSC regions is close
the critical current than in similar regions of anSNSstruc-
ture. For small transport currents, this leads to a lower
namic resistance of nonequilibrium regions of PSC as co
pared to that of a similarSNSstructure.

The application of an external electromagnetic field
frequency;1010 Hz to anSNSstructure near the supercon
ducting transition temperature reduces to zero the resista
of theN region and causes its transition to the supercond
ing state and the emergence of critical current in the sam
In this site, a superconducting region with an energy g
value smaller than for the remaining film is formed, and t
first PSC is formed just in this region upon an increase in
transport current through the sample. Under certain value
temperature, current, and level of external radiation pow
NJO are excited in this region.

We failed to excite experimentally NJO in anSNSstruc-
ture by applying a rf signal in the absence of the critic
current through the sample. This means that it is imposs
to create conditions in anSNSstructure in a uniform elec-
tromagnetic field, which are completely similar to those e
isting in PSC.

This research was partly financed by the Ministry of S
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LOW-TEMPERATURE MAGNETISM

Low temperature spin-glass magnetic behavior of Ce 3Pd20Ge6
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A polycrystalline sample of Ce3Pd20Ge6 is investigated using a dc SQUID magnetometer. A
noticeable difference between ZFC and FC magnetic susceptibility is found below'60 K. The
temperature dependence of the magnetic susceptibility demonstrates an anomaly near
approximately 2.8 K below which a remanent magnetic moment exists. Two characteristic
temperatures detected support the assumption that there are different cerium magnetic subsystems
in Ce3Pd20X6 ~X5Ge, Si! compounds. Unusual magnetic behavior observed in Ce3Pd20Ge6

is discussed within the framework of the ‘‘molecular magnetism’’ model which predicts a
frustration of exchange interactions. ©1998 American Institute of Physics.
@S1063-777X~98!00608-2#
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1. INTRODUCTION

The problem of the coexistence of magnetic and Kon
ground states inf-electron systems has been discussed in
sively over the past decade~Ref. 1!. In our previous works2,3

we reported on a Kondo-like dependence of electrical re
tivity and unusual magnetic behavior in polycrystallin
samples of Ce3Pd20X6 ~X5Ge, Si!. The electrical resistivity
of these compounds demonstrates logarithmic increasing
low characteristic temperatures of 10 K~Ce3Pd20Ge6! and
50 K ~Ce3Pd20Si6!. In addition a magnetic anomaly wa
found in Ce3Pd20Si6 below '50–60 K. Though the crysta
structures of Ce3Pd20Ge6 and Ce3Pd20Si6 are very similar,
no magnetic anomalies were detected in the former c
pound above the helium temperature.2,3 However, an
antiferromagnetic-like peculiarity of ac-susceptibility
Ce3Pd20Ge6 was found at 1 K~Ref. 4!. In the presented work
a polycrystalline sample of Ce3Pd20Ge6 has been investigate
using a dc SQUID magnetometer in the temperature ra
from 2 to 200 K and at magnetic fields~2–50! kOe. The
sample of Ce3Pd20Ge6 was prepared using a melting tec
nique in an arc furnace in the argon atmosphere as desc
in Ref. 5. Annealing in the argon atmosphere~at the pressure
of 1.13105 Pa! was performed at 600 °C during abo
700 h. The crystal structure of the sample determined by
x-ray analysis is the same as reported in Ref. 5. The temp
ture dependence of the electrical resistivity of the sam
being studied as a test shows a logarithmic increase be
10 K that accords with results obtained in Refs. 2 and 3.
5651063-777X/98/24(8)/3/$15.00
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2. EXPERIMENTAL RESULTS

Figure 1 represents the temperature dependences
static magnetic susceptibility at low~12 Oe! and high~50
kOe! magnetic fields~x low andxhigh, respectively!. At high
temperatures the following relationship takes pla
xlow.xhigh. Below approximately 10 Kxhigh is almost equal
to x low . It is interesting to note that the electrical resistivi
has a Kondo minimum at the same temperature.2,3 The solid
line in Fig. 1 shows the Curie law’s magnetic susceptibil
x free of Ce31 ions in Ce3Pd20Ge6 if they would be free of
exchange interactions. The curvesx low(T) andx free(T) cross
each other at the temperature'50 K. It is likely that this
temperature is characteristic of Ce3Pd20Ge6 as well as of
Ce3Pd20Si6.

2,3 The low temperature magnetic susceptibili
~at 12 and 2 Oe! is displayed in Fig. 2. Curvesx(T) clearly
demonstrate a magnetic anomaly nearT1'2.8 K. BelowT1

the increase in the susceptibility slows down noticea
which excludes a ferromagnetic type of this anomaly. Mo
over, no evidence of the magnetic hysteresis was observe
magnetization curves measured at 2 K. Furthermore, as
be seen from Fig. 3, the effective magnetic momentM ~per
Ce31 ion! decreases with lowering of the temperature fro
10 to 2.4 K.

It should be noted that increase of the magnetic field
low temperatures suppresses the magnetic susceptibility@see
Fig. 2, compareM /H at 12 and 2 Oe~inset!#. This is a
characteristic feature of spin-glass systems. In addition
distinct remanent magnetic moment~RMM! was detected a
low temperatures. The inset of Fig. 4 demonstrates the t
© 1998 American Institute of Physics
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perature dependence of RMM in Ce3Pd20Ge6 near T1 . To
obtain these data the sample was cooled down to 2 K at the
zero external magnetic field, then the magnetic field of 1
Oe was applied for a short time and next it was turned
On subsequent heating, the RMM of the sample quickly fa
down in the temperature range from 2.4 to 3 K and falls
down lower at temperatures above 3 K. The existence of
RMM also could indicate a ‘‘spin-glass’’~SG! nature of low

FIG. 1. Temperature dependences of the Ce3Pd20Ge6 magnetic susceptibility
at different magnetic fields. The solid line represents the calculated ‘‘
ions’’ magnetic susceptibility which follows the Curie law.

FIG. 2. The low temperature magnetic susceptibility of Ce3Pd20Ge6 at
12 Oe. The inset shows the magnetic susceptibility at 2 Oe.
0
f.
s

e

temperature magnetism in Ce3Pd20Ge6. This point of view is
supported by Fig. 4 which shows the differenceDM between
magnetic moments of Ce3Pd20Ge6 measured during zero
field cooling ~ZFC! and field cooling~FC! procedures. The
value of DM clearly tends to zero at temperatures abo
T2'60 K.

3. DISCUSSIONS

Since 1995, when Ce3Pd20X6 ~X5Ge, Si! was
synthesized,5 magnetic properties of this compound ha
been investigated in works.2–4,6–8It was found that the pos
sibility of detecting magnetic anomalies depends strongly
the applied magnetic field. Thus, the cusp in the ac-magn

e

FIG. 3. Magnetization curves of Ce3Pd20Ge6 at different temperatures.

FIG. 4. The difference between the FC and ZFC magnetic momen
Ce3Pd20Ge6 versus the temperature. The inset shows the temperature de
dence of the remanent magnetic moment below 4 K.
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susceptibility of Ce3Pd20Si6 at 0.15 K is suppressed by th
weak static magnetic field.7 The magnetic behavior o
Ce3Pd20Si6 at high temperatures~4–100 K! is also sensitive
to the static magnetic field.3 This evident field-dependenc
on the applied magnetic field explains why the magne
anomaly at 50 K in Ce3Pd20Si6

3 and that at 2.7 K in
Ce3Pd20Ge6, observed in this work, were undetected at t
magnetic field 3 kOe used in Refs. 4 and 8.

The marked field sensitivity of magnetic susceptibility
Ce3Pd20Si6 was analyzed within the framework of the ‘‘mo
ecule magnetism’’ model.3 This model could explain also
‘‘spin-glass’’ magnetic behavior in Ce3Pd20Ge6. According
to Ref. 5 and the ‘‘molecular magnetism’’ model, there a
two non-equivalent Ce positions~Ce1 and Ce2! in the crystal
lattice of Ce3Pd20X6.

3 First type ~Ce1! ions form face-
centred ‘‘large’’ cube and second type~Ce2! ones make up a
‘‘small’’ cube inside the ‘‘large’’. If Ce2–Ce2 ferromagneti
exchange interactions dominate over others, this could re
in the formation of ‘‘superparamagnetic cubes’’~SPC! con-
taining eight Ce2 ions.3 Anomaly at 50–60 K in Ce3Pd20Si6
can be attributed to antiferromagnetic~AF! ordering of SPC.3

In this case Ce1 moments, placed between two SPC, und
magnetic frustration. It is well known that magnetic frustr
tion and spin-glass behavior are intimately related.9 Non-
freezing cerium magnetic moments are capable of being
fective Kondo’s scattering centers.3 Analogous frustration of
exchange interactions may also take place in Ce3Pd20Ge6.
Within the framework of this model in the temperature ran
50–60 K there may occur the magnetic transition of SPC
antiferromagnetic state in Ce3Pd20Si6 and to the ‘‘freezing’’
state~partial or complete! in Ce3Pd20Ge6. This characteristic
temperature is determined mainly by Ce2–Ce2 exchange
teractions which should be close in both compounds. Fr
this point of view the second magnetic anomaly atT1 in
Ce3Pd20Ge6 is due to ‘‘freezing’’ of some Ce1 magnetic mo
ments~see below!.

Figure 5 shows the unit cell of Ce3Pd20Ge6 crystal struc-
ture ~only Ce positions are presented!. The analysis of an
arrangement of cerium atoms relative to SPC reveals
different positions of Ce1 ions. These are Ce18 positions,
which are located at corners of the ‘‘large’’ cube, and Ce9
ones—at centers of the faces. Because of their unequiva
location near SPC these Ce1 subsystems may undergo
netic ordering at different temperatures. It is possible thatT1

is the temperature of ‘‘freezing’’ in one of these subsyste
This could result in the termination of Kondo-like increase
the electrical resistivity near 2 K.4 Other Ce1 subsystem
could have a transition to the antiferromagnetic phase un
cooling below 1 K.4
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In conclusion, we suppose that Ce3Pd20X6 ~X5Ge, Si!
system could be considered as antiferromagnetic with a
4 f magnetic subsystems and a strong frustration of excha
interactions. This could explain the anomalous magnetic
havior~including ‘‘spin-glass’’ one! and coexistence of mag
netic and Kondo-like properties at the same tempera
region.
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Anisotropy of local and hyperfine magnetic fields in 57Fe nuclei in the hexaferrite
SrFe12O19
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Local magnetic fields and their anisotropy in57Fe nuclei are measured in the domain boundaries
for the sites 4f 1 of Fe31 ions of the hexaferrite SrFe12O19 in the temperature range 4.2–295
K. The anisotropy of the magnetic moment moduli of Fe31 ions is determined at low temperatures.
The anisotropy of the magnetic moment moduli is considered as the physical factor
responsible for the hyperfine field anisotropy. The connection between the anisotropy of magnetic
moment moduli and the magnetic characteristics of the ferrite is considered in the molecular
field approximation. ©1998 American Institute of Physics.@S1063-777X~98!00708-7#
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INTRODUCTION

The analysis of low-temperature properties of magn
cally ordered materials is carried out most frequently by
ing the semiclassical approach. This approach is based o
constancy of the moduli of magnetic moments of ions a
hence the magnetization of a magnet. This condition is u
to determine the equilibrium orientation of the magnetizat
and its small oscillations. The semiclassical approximatio
inadequate for studying a number of phenomena. For
ample, by rejecting the condition of conservation of mag
tization modulus, Baryakhtar1 created a phenomenologic
theory of magnetic relaxation which correctly explains t
difference between the relaxation constants in the Land
Lifshitz equation obtained from the mobility of domain wal
~DW!, and the data on ferromagnetic resonance~FMR!.
Hence the experimental measurement of the magnetiza
anisotropy and the magnetic moment moduli of ions acqu
a considerable significance. For highly anisotropic rare-e
compounds, the anisotropy of the magnetic moment mo
can be determined from the experimental dependence
magnetization on the applied magnetic field along easy
difficult magnetization directions.2 For the oxide ferrimag-
nets containing 3d magnetic ions and having a lower aniso
ropy, the effect should be less pronounced, and it has
been possible so far to observe the anisotropy of the mo
of magnetic moments of ions and the magnetization. Spe
experimental techniques have to be worked out in this c
nection. The considerable progress made in the techniqu
growth of perfect crystals of ferrimagnets, and in the me
ods for studying local characteristics of magnetic ions by
NMR technique3 allows us to use the NMR technique fo
determining the anisotropy of the moduli of magnetic m
ments of ions. At temperatures close to absolute zero,
hyperfine fieldHhf at the nucleus of a magnetic ion in th
magnetically ordered state is determined by the modulu
the magnetic moment of the ion.4 Hence the dependence o
Hhf on the magnetization orientation relative to the cryst
lographic axes can provide experimental information ab
the anisotropy of magnetic moment moduli. The followin
5681063-777X/98/24(8)/4/$15.00
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circumstance must be taken into consideration in this c
nection. The local field at a nucleus is the superposition
the hyperfine fieldHhf and the dipole fieldHd produced by
the magnetic ions surrounding the nucleus. The dipole fi
may change as a result of reorientation of local magn
moments. Hence it is preferable to study this effect in m
tisublattice ferrimagnets for nuclei in crystallographic po
tions with a small anisotropy of dipole fields. For M-typ
hexaferrites, such positions correspond to 4f 1 for Fe31 ions
in thec-sublattice. According to the data presented in Ref
the theoretical value of the dipole field anisotropy in 4f 1

positions is about an order of magnitude lower than for
other crystallographically nonequivalent positions of Fe31

ions. The local field anisotropydHl at the nuclei can be
determined experimentally by NMR studies in DW nuc
using the steady-state method.

In M-type uniaxial magnetic crystals, NMR signals a
observed from57Fe at the edge of the DW with a frequenc
nd and from the nuclei in the middle of the DW with
frequencynw .3 For nuclei at the edge of the DW, the ma
netic moments are oriented along the light magnetizat
axis, which coincides with thec-axis, while the magnetic
moments of nuclei in the middle of the DW lie in the bas
plane. Thus the differencedn5nw2nd in frequencies char-
acterizes the anisotropy of local frequencies, and hence
anisotropydHl5Hw2Hd of local fields upon a reorientation
of magnetic moments from thec-axis towards the basa
plane.

In this work, we report on the measurements of loc
fields and their anisotropy at57Fe nuclei of Fe31 ions at 4f 1

positions in the hexaferrite SrFe12O19 ~SrM! in the tempera-
ture range 4.2–295 K. The hyperfine field anisotropy, wh
is treated as a consequence of the anisotropy of magn
moment moduli of Fe31 ions, is determined at low tempera
tures. The connection between the anisotropy of magn
moment moduli and the magnetic characteristics of a fer
is considered in the molecular field approximation.
© 1998 American Institute of Physics
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SAMPLES AND MEASURING TECHNIQUE

Crystals of SrFe12O19 ~SrM! grown from solution in the
molten flux SrO•B2O3 were used as samples. The cryst
were synthesized in the temperature interval 1180– 1050
The samples were enriched in the isotope57Fe to 95%. The
phase composition of crystals was checked by x-ray crys
lography. At room temperature, the crystal lattice consta
had the following values:a50.588 nm,c52.299 nm. The
NMR of DW nuclei was observed in the steady state
using a device consisting of a rf amplifier with thepickup-
circuit containing the sample connected to its input, an
frequency-characteristic meter X1-42. The NMR was d
tected from the resonance peaks on the frequency chara
istic of thepickup-circuit. The voltage across the circuit di
not exceed 1022 V. The crystal was oriented in thepickup-
circuit in such a way that the rf field was oriented along t
c-axis while the signal intensity was the highest. NMR
nuclei in the domains was observed by using a noncohe
spin-echo spectrometer which made it possible to find
dependence of the echo signal amplitude on the duty fa
of rf pulses.

DISCUSSION OF RESULTS

Two NMR lines were observed for57Fe nuclei in a DW
in the 4f 1 positions of Fe31 ions. Streever7 provided an iden-
tification of NMR spectral lines for various crystallograph
positions of Fe31 ions in an M-type hexaferrite. Figure
shows the frequency characteristic of the pickup circuit
corded at 77 K with the help of a plotter. Two peaks
frequenciesnd andnw can be seen. The frequency values a
given in Table I. For identifying the peaks, we used the f
that the NMR signal frequencies for nuclei at the edge o

FIG. 1. Dependence of the voltageU across thepickup-circuiton frequency
at 77 K.

TABLE I. Characteristic frequencies of NMR spectra of the hexafer
SrFe12O19 at 77 K.

nd , MHz nv , MHz dn, MHz dn8, MHz n i , MHz n' , MHz

72.28 71.83 20.45 20.32 72.29 71.97
s
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DW should not differ significantly from the NMR frequen
cies of nuclei in the domains. The signal frequencyn i for
nuclei in 4f 1 positions of domains was determined by t
spin-echo technique. The value ofn i differs insignificantly
from the frequencynd which was attributed to the nuclei a
the DW edge. The identification of signal from nuclei in th
middle of a DW requires a knowledge of the anisotropy
local frequencies upon a reorientation of the magnetiza
vector from thec-axis to the basal plane in the one-doma
state

dn85n'2n i , ~1!

wheren' corresponds to the magnetization orientation in
basal plane andn i to the orientation along thec-axis.

The quantitydn8 was determined by the spin-echo tec
nique in a field 1.75 MA/m using the method described by
earlier.3 The values ofdn8 and the theoretical value ofn'

are shown in Table I. It can be seen from the Table that
value ofn' differs only slightly from that ofnw which was
attributed to the nuclei in the middle of the DW. The stead
state technique used for observing NMR made it possible
trace the temperature variation ofnd and nw . The data of
these temperature dependences were used to find the
perature variation of local fieldsHd and Hw at the nuclei.
These variations are shown in Fig. 2. It follows from th

FIG. 2. Temperature dependence of local fields on57Fe nucleiHw in the
middle andHd at the edge of a DW, respectively.
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figure that the local field anisotropydHl5Hw2Hd increases
with temperature. The excitation of magnons inside a D
must lead to a sharper decrease in the local fieldHw with
increasing temperature as compared to the fieldHd .4,6 This
should lead to an increase indHl sinceHw,Hd . Figure 3
shows the temperature dependence of the local field an
ropy dHl . It can be seen thatdHl increases linearly with
temperature. The linear dependence indicates that the m
contribution to the temperature variation ofdHl comes from
the mechanism associated with a decrease in the local m
netization in the middle of the DW as compared to the ed
on account of thermal excitation of magnons within the D
According to the calculations carried out by Winter,6 the
difference in local magnetizations must increase linea
with temperature. Extrapolation ofdHl(T) to T50 K allows
us to find the local field anisotropydHl(0)52144 kA/m.
The expression fordHl(0) has the form

dHl~0!5dHh f~0!1dHd~0!, ~2!

wheredHh f(0) is the hyperfine field anisotropy, anddHd(0)
the dipole field anisotropy.

According to the computational data obtained
Stepankovaet al.,5 dHd(0)595 kA/m for 4f 1 positions in
thec-sublattice of Fe31 ions in an M-type hexaferrite at low
temperatures. Hence we obtain from formula~2! dHh f(0)
52239 kA/m. In magnetically ordered ferrimagnet
Hh f(0)@Hd(0), and it can be assumed thatHh f(0)
'Hl(0)541.9 MA/m, while the relative variation
dHh f /Hh f525.731023. In the analysis of hyperfine inter
action anisotropy, it is usually assumed that the hyper
field and the magnetic moment of an ion are connec
through a tensor relation.9 This approach corresponds to a
approximation in which relativistic interactions are disr
garded and it is assumed that the modulus of magnetic
ment of an ion is conserved during reorientation. In the
view article by Loktev and Ostrovskii,8 it is shown that the

FIG. 3. Temperature dependence of the anisotropydHl on 57Fe nuclei.
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interaction of all degrees of freedom in a highly anisotrop
magnet leads to a non-conservation of the modulus of
magnetic moment of ions and the magnetization modu
during reorientation of the magnetic moments. This conc
sion is confirmed by the experimental results on the meas
ment of anisotropy of the magnetization modulus of interm
tallic compounds at low temperatures.2 Hence it would be
quite appropriate to consider that the hyperfine field anis
ropy follows from the anisotropy of moduli of magnetic mo
ments of Fe31 ions in 4f 1 positions, and to assume that th
decrease in hyperfine field due to reorientation of magn
moments from light to difficult magnetization direction
associated with the decreasedm in the modulus of the mag
netic moment of the Fe31 ion, wheredm/m'dHh f/Hh f5
25.731023. It should be interesting to use this approach
estimating the observed effect. In the expression for the
ergy W of an Fe31 ion in the 4f 1 position in a DW, we
consider two largest terms, viz., the exchange energyWexc

and the anisotropy energyWa :

W5Wa1Wexc. ~3!

Considering that the ferromagnet is not subjected to
external agency and treating it as a closed system, we ob
dW50 anddWexc52dWa for spin reorientation. This lead
to the relation

dWexc/Wexc52dWa /Wexc. ~4!

In 4f 1 positions, the Fe31 ions in thec-sublattice have
three exchange bonds with Fe31 ions in the 12k position of
thea sublattice and six exchange bonds with Fe31 ions in the
2a position of theb sublattice.10 Hence in the molecular
field approximation, the exchange fieldHexc and the ex-
change energyWexc for Fe31 ions in the 4f 1 positions may
be presented in the form11

Hexc52m~3Jac16Jbc!~gb!2,

Wexc52m2~3Jac16Jbc!~gb!2, ~5!

where m is the magnetic moment of the Fe31 ion, g the
electrong- factor, b the Bohr magneton, andJmn the abso-
lute values of the integrals of indirect exchange between
of sublatticesb, a and c. Using relations~4! and ~5!, we
obtain

2dm

m
1

dJac12dJbc

Jac12Jbc
52

dWa

Wexc
. ~6!

In the approximation considered by us, it is assumed t
the changedm in the magnetic moments in the positions 4f 1 ,
12k and 2a is practically the same. For ions in the middle
the DW, the change in the anisotropy energy is numerica
equal to the anisotropy energy, and hence

2dWa /Wexc52Wa /Wexc'Ha /Hexc, ~7!

where Ha is the anisotropy field of the ferrite SrM. Th
quantity 2dWa /Wexc.0, since a reorientation of magnet
moments from the light to difficult magnetization directio
gives dWa.0, while Wexc,0. The value of the anisotropy
field for the ferrite under consideration at low temperatu
~77 K! is Ha51.37•106 A/m. Using expressions~5!, quan-
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tities Jac andJbc from Ref. ~10!, andm5gbs (s55/2), we
obtain for the exchange fieldHexc54643106 A/m. Hence
formula ~7! gives Wa /Wexc'331023. The value of
2dWa /Wexc is of the same order asudmu/m, but the signs of
2dWa /Wexc and dm/m are opposite. It should be observe
that Rozenfeldet al.2,12 mentioned such a peculiarity in the
works, but without considering the sign. They found expe
mentally that the relative anisotropy of magnetization in
termetallic compounds has the same order of magnitud
the ratio of the anisotropy energy to the exchange ene
Using the values of2dWa /Wexc and dm/m as well as the
relation ~6!, we obtain (dJac12dJbc)/(Jac12Jbc)514.4
•1023 which givesdJac12dJbc.0. According to Eqs.~5!
this corresponds to a decrease in the exchange energy a
change in the separation and angles between exchange b
in the chain of interactions Fe31(4 f 1)2O222Fe31(12k) and
Fe31(4 f 1)2O222Fe31(2a).

The above analysis can be summed up as follows.
increase in the anisotropy energy during reorientation
magnetic moments is compensated by a decrease in the
change energy. This is accompanied by an increase in
indirect exchange integrals and a change in the separa
between magnetically active ions. The variation of ion se
-
-
as
y.

d a
nds

n
f

ex-
he
on
-

ration is accompanied by a redistribution of the spin a
electron densities with a corresponding decrease in the m
netic moment moduli of Fe31 ions.
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Quantum spin liquid in the 2 D anisotropic Heisenberg model with frustrated next
nearest neighbor exchange
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The two-dimensional (2D) Heisenberg model with anisotropic exchange (D512Jx /Jz) and
with negative next nearest neighbor exchange (J2) with S51/2 is investigated by using
the quantum-mechanical Monte-Carlo method. The energy, magnetic moment at a site, heat
capacity, and spin-spin correlation functions are calculated. The stability regions for Ne´el ordering
of spins as well as the strip-phase and gapless quantum spin liquid are determined in the
interval D/2<J2 /J1<1/(2D). © 1998 American Institute of Physics.@S1063-777X~98!00808-1#
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Over the recent years, a large number of publicatio
have been devoted to the theoretical and experimental s
ies of 2D Heisenberg antiferromagnets~AF! in a square lat-
tice with spin S51/2. Following the discovery of high
temperature superconductivity in metal oxides, considera
attention has been paid to the investigations of frustra
antiferromagnets with a negative next nearest neighbor in
action. Several elegant theories have been proposed for
types of magnetic states. These are the resonant valence
~RVB! states proposed by Anderson,1 which are formed as a
result of superposition over all realizations of singlet pa
Calculations for a 434 lattice2 confirm the closeness of th
energiesERVB to the exact value. TheN-Fermi approach, in
which N different flavors are introduced instead of the tw
projections of the electron spinS,3,4 leads to a 1/2-flux state
with gapless spin excitation and a power attenuation of
spin–spin correlation function. In the strong frustration
gion J2 /J1;0.6, whereJa is the energy of antiferromag
netic exchange interaction between nearest or next ne
neighbors, the existence of gap magnetic states is assu
with an energy gap;(0.1– 0.2)J. These states include tha
of a quantum spin liquid~SL! with scalar and vector chira
ordering,4,5 and an ordered dimeric~spin-Peierls! state.6,7 in
the 1/N approximation (N is the number of flavors!,6 the
energy of the dimeric state is slightly lower than the ene
of the chiral spin state:Echiral/Edimer50.994. The exact di-
agonalization in small lattices8 gives opposite results: th
vector chiral order parameter is double the dimeric para
eter. The latter states are described by fractional statistics
have a specific spectrum of spinon, holon, and anyon exc
tions described in detail by Izyumovet al.9

Most works devoted to investigation of the Heisenbe
model with frustrations assume a long-range AF order aT
50 andJ250. The critical value ofJ2 /J1 corresponding to
the violation of long-range magnetic order depends on
technique and approximations used in analytic computat
and varies between 0.1 and 0.4.7,10–12The more precise the
uncoupling of spin correlation functions, the smaller t
critical value for the frustrated bond. For values ofJ2 /J1 in
5721063-777X/98/24(8)/6/$15.00
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the interval 0.6–0.8, a four-sublattice AF is formed.7,11 All
these investigations are based on Heisenberg’s isotr
model although quasi-two-dimensional compounds have
exchange anisotropy;(1024– 1022)J. For example,
CaV3O7 with an exchangeJ2 /J1'1.3 has a temperature
independent static structural factorS(q) above the Ne´el
temperature.13 The anisotropy lowers quantum fluctuation
and minimizes computational error associated with the fin
size of the lattice.

In an earlier work,14 we studied the dimeric state in a
antiferromagnetic Heisenberg chain with four-spin intera
tion and with a spinS51/2. The four-spin exchange may b
a result of interaction of spins with lattice vibration
~phonons!. Expanding the exchange integral in powers
atomic displacements, we obtain the spin–phonon interac
in first-order perturbation theory. Transforming the phon
operators through a displacement by a certain constant15 de-
termined by the condition of vanishing of terms linear
phonon operators, we obtain the four-spin exchange. T
the bilinear and four-spin exchange correspond effectively
a spin-Peierls system with a spin-Peierls phase transitio
the one-dimensional Heisenberg model.16 Such a transition
corresponds to the formation of spin pairs that are in sing
states with ordered centers of mass relative to one anothe
this work, we study the properties of the dimeric state a
calculate the dimeric state–paramagnet phase transition
perature as a function of the four-spin interaction. The tr
sition vanishes in the absence of a four-spin interaction,
the calculated properties for the antiferromagnetic chain
in good agreement with the results of computations, e.g.,
correlation radius varies according to a power lawj5A/T in
the entire range of temperatureT.

Thus, we can single out two problems. The first o
concerns the possibility of existence of a quantum spin liq
in an anisotropic frustrated AF and the effect of exchan
anisotropy on the stability region of long-range antiferr
magnetic order and the quantum spin liquid. The seco
problem concerns the existence of an energy gap in the
citation spectrum of a quantum spin liquid. The value of t
© 1998 American Institute of Physics
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gap in the SL can be determined from the temperature
pendence of heat capacity, susceptibility, and from the
pendence of magnetization on the applied magnetic field.
shall use the trajectory algorithm17 in the Monte-Carlo~MC!
method. The basic idea underlying this algorithm is t
transformation of a quantumD-dimensional problem into a
classical (D11)-dimensional problem by introducing ‘‘time
sections’’ in the space of imaginary time 0,t,1/T, and the
realization of the MC procedure in the ‘‘imaginary time
coordinate’’ space.

1. MODEL AND COMPUTATIONAL TECHNIQUE

Let us consider an anisotropic Heisenberg AF with
next nearest neighbor antiferromagnetic interaction in
square lattice with spinsS51/2 localized at its sites an
directed along theZ-axis coinciding with the direction of the
applied field. The Hamiltonian can be presented in the fo

H52 (
a51

2

(
ha51

4

(
i 51

N

$Ja
zz~ha!Si

zSi 1ha

z

1Ja
x,y~ha!~Si

xSi 1ha

x 1Si
ySi 1ha

y !%

2Hz (
i 51

N/2

~Si
z1Si 1ha

z !, ~1!

whereJa,0, the summation overha is carried out over all
neighbors in theath coordination sphere,D512Jx,y/Jz is
the ‘‘easy axis’’ type exchange anisotropy,Hz is external
magnetic field, andN the total number of spins.

The algorithm and the MC method were described
detail in an earlier publication.18 The Hamiltonian is divided
into clusters of four spins on a plaquette, and commuta
between them is taken into consideration using Trotter’s
mula. In the MC procedure adopted in our work, we u
periodic boundary conditions along Trotter’s direction a
over the lattice. The linear dimensions of the lattice areL
540, 48, 64 and 80, andm516, 32, 48 ~where m is a
positive integer called Trotter’s number!. The number of MC
steps per spin varies from 3000 to 10000. One MC s
involves the rotation of all spins in a lattice of sizeL3L
34m. The energyE and the heat capacityC are defined by
formulas

E5K ~1/2!(
i , j ,r

Fi , j
r L , Fi

r52]/]b~ ln r i
r !, C5dE/dT.

~2!

Here r i , j
r are matrix elements of the local density matr

( i , j 51,...,L, r 51,...,m), and b51/(kBT). Summation is
carried out over eight spin clustersL3L3m, and the angle
brackets indicate thermodynamic averaging. Magnetiza
M and longitudinal susceptibilityx are defined as

M5K (
i , j ,r

M i , j
r L ,

Mi , j
r 5

1

4m (
hxhy50

1

~Si 1hx , j 1hy

r 1Si 1hx , j 1hy

r 11 !,
e-
e-
e

e

e
a

n
r-
e

p

n

~Si561/2!, x5M /H. ~3!

We calculated the longitudinalR(r )5^S0
zSr

z& spin-spin and
four-spin ^S0

zS1
zSr

zSr 11
z & correlation functions and their Fou

rier transform along the sides and diagonal of a square
tice. The thermodynamic mean of the spin at a site is defi
as s5 limr→`@abs(̂ S0

zSr
z&)#1/2. The correlation radiusj of

spin interaction and the pre-exponential indexh are defined
through the relation

R~r !5A/r h exp~2r /j!, ~4!

where R(r ) is the normalized correlation functionR(r )
5^Sz(0)Sz(r )&2^Sz&2. In the model with competing inter
actions in the absence of a magnetization-type order par
eter, a possible characteristic of the system may be the
relation function of locally calibrated operator over a
elementary plaquette. These plaquettes may turn out to
ordered, and the type of this order may be determined fr
the eight-spin correlation function

^Sz~0!Sz~hx!S
z~hy!Sz~hx1hy!Sz~r !Sz~r 1hx!

3Sz~r 1hy!Sz~r 1hx1hy!&. ~5!

Chiral order may exist in the region of strong frustratio
(J2;0.5J1). Let us determine the vector parameter of chir
ity over the smallest triangle

Fi jk5~Si3Sj1Sj3Sk1Sk3Si ! ~6!

and calculate itsz-projectionFz

Fi jk
z 5 i @~Si

1Sj
22Si

2Sj
1!1~Sj

1Sk
22Sj

2Sk
1!

1~Sk
1Si

22Sk
2Si

1!#. ~7!

We calculate the correlation functions of normal and anom
lous types of spin operatorŝS1(0)S2(r )&, ^S1(0)S1(r )
1S2(0)S2(r )&. by using the Hirsch technique.19 The idea
underlying this technique is that the world lines are ruptu
at a distancer 5m in the Trotter direction, and the wav
functions in theSz representation become equal at this d
tance. The computation of these correlations requires a
MC procedure with free boundary conditions in the Trot
direction and a doubling of the computation time.

The statistical error in MC computation was determin
by using the standard technique. The mean value was c
puted, the instantaneous value memorized, and the m
square deviation determined after completion of the MC p
cedure. This error lies in the interval~0.1–2!%. The system-
atic error arises due to a finite value of the numberm and is
proportional to;A/(mT)2.

In a frustrated AF, the matrix elements in a 16316 ma-
trix corresponding to a four-spin cluster on a plaquette m
assume negative values. However, the probability of lo
and closed rotations is an even function of negative ma
elements. The probability of global rotations is equal to t
product of matrix elements from 1 tom, which may be nega-
tive. The statistical weight of these configurations is sm
and is determined as follows. The number of configuratio
in the space of negative~positive! weightsZ2(Z1) is deter-
mined by the MC procedure, and the quantityZ2 /(Z1
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1Z2)50.02– 0.044 decreases with increasing temperat
This leads to a systematic error of the same order of ma
tude in the computed values:

^A&'A1$11Z2 /~Z12Z2!%. ~8!

Here A1 is the sum of physical quantities in the space
positive weights. To improve convergence of thermod
namic means, the sign of the statistical weight of the c
figuration was not taken into consideration. This is valid
the ratio (Z12Z2)/(Z11Z2) tends to a constant value a
T→0.20 In the region of strong frustrations (J2 /J150.5), the
difference in the values of energy calculated by taking i
account the sign of transition probabilityW.0 and without
it abs(W) is ;5%.

2. DISCUSSION OF RESULTS

While calculating the thermodynamic characteristics
an anisotropic AF with frustrated next nearest neighbor
change in the ground state, we shall use the techniqu
asymptotic continuation of these quantities~calculated at fi-
nite temperatures! to T50. The dependence of energy, ma
netization at a lattice site, and spin correlation functions
the next-nearest neighbor exchange was calculated for
eral values of exchange anisotropyD50.05, 0.1, 0.2, 0.3,
0.4, 0.6, 0.75 and 0.8. The critical values oflc1,2 correspond-
ing to the vanishing~emergence! of long-range order are
determined from the kinks on the energy dependenceE(l)
and the vanishing of magnetization at a lattice site~Fig. 1!.

FIG. 1. Dependences of the energyE/NJ of an anisotropic AF withD
50.05 ~curve1!, 0.2 ~curve2!, and an isotropic AF11 ~curve3! (D50.1 in
the inset! ~a! and of the magnetizations at the site for an AF withD50.1
~curve1!, 0.2~curve2!, and 0.4~curve3! ~b! on the normalized next neares
neighbor exchangel5J2 /J1 .
e.
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o
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-
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Frustration decreases the absolute value of the energy o
AF by 5–8%. Forl.lc1 , a dimeric state is formed in
which dimers are arranged in a particular order. Such a st
ture can be presented schematically in the form of three ty
of dimers with a mutually orthogonal arrangement. The fi
lines in Fig. 2 show pairs of spins directed along theX-axis,
while the thick lines and lines with double arrows indica
respectively the spin pairs directed along theY- andZ-axes.
Spins directed along theZ-axis induce polarization along th
longitudinal spin components on the nearest neighb
marked by circles in Fig. 2. The spin–spin correlations alo
longitudinal components are shown by dashed lines. In
region, the correlation functions along the diagonal of t
square@110# at a distancer 5&a are negative for longitudi-
nal components and zero along transverse component
shown in Fig. 2.

Figure 3a shows the spin correlation functions varyi
with the exchangeJ2 in accordance with the magnetic stru
ture presented in Fig. 2. For the critical valuel15(1
1D)/4, the sign of̂ Sz(0)Sz(r 5&)& varies from positive to
negative, and the signs of spin correlation functions of ne
est and next nearest neighbors coincide with the signs of
exchange, and the frustration disappears. This leads to
increase in the absolute value of energy. The theoret
value of the energy of the disordered state exceeds all en
values obtained by other methods. Thus, forl51/2 the exact
diagonalization gives E/J520.53,21 the spherically-
symmetric spin-wave theory givesE/J520.26,11 while the
1/N- fermion representation givesE/J520.23.4

Upon a further increase in the exchangeJ2 , the short-
range order in transverse spin components along the diag
decreases by r 5&a and becomes equal to zer
^S1(0)S2(r 5&)&'0 ~Fig. 3b! for l5l2 . Spin correlation
functions have a power dependence on dista
^Sz(0)Sz(r )&;1/r h, and can be approximated quite well b
a straight line on the logarithmic scale~Fig. 3c! where the
exponenth varies in the interval 2.5–3.5 forl1,l,l2 .
The chirality parameter calculated over the entire lattice

FIG. 2. Magnetic structure of a spin liquid: spin pairs directed along
X-axis ~dashed line!, Y-axis ~solid line!, and Z-axis ~arrowed line!. The
dotted line indicates correlations along the longitudinal spin componen
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cording to formula~8! is equal to zero (F50), i.e., there is
no chiral order. The proposed7 ordering of dimers over sub
lattices embedded into one another in a staggered ma
can be calculated by using the four-spin correlation funct
defined in these sublattices. The MC computation of fo
spin correlation functions along the sides, diagonals and s
lattices^S0S1SrSr 11&'0 for r 5L/2, and does not lead to
long-range order of singlet pairs. There is no correlation
tween spin plaquettes described by formula~5!. At distances
r .a, the function~5! tends to zero. Hence the long-rang
order parameter for chiral and singlet ordering of pairs
equal to zero in this state.

FIG. 3. Spin–spin correlation functions along the longitudinal spin com
nents^S0

zSr
z& in an SL withD50.1 ~1,2!, 0.75 ~3,4! at r 51 ~2,4!, & ~1,3!

~a! along transverse spin components^S0
1Sr

2& with D50.1, r 51 ~1!, r
5& ~2! ~b!, ~c! shows the dependence of the correlation function of an
with D50.05,l50.25 ~1!, 0.8 ~2! on logarithmic scale.
er
n
-
b-

-

s

The dependence of magnetization on the external m
netic field is linear~Fig. 4c!. the critical fieldHc50, and
hence there is no energy gap between the ground and tr
excited states. The susceptibility is independent of temp
ture and applied magnetic field in SL. The temperature
pendence of heat capacity can be approximated quite we
a power lawC(T);ATn, where the exponentn varies be-
tween 2 and 3 depending on the value of the exchangeJ2 .
For an exchange anisotropyD50.05,J2 /J153 in an SL, the
MC results are approximated correctly by a power dep
denceC(T);AT2.7(2) ~Fig. 4a!. It was mentioned above tha
the negative sign of the matrix elements of transition pro
ability leads to a small error of;3% in the energy values
for l50.3. Figure 4b shows the energy values calculated
taking into account the sign of the transition probabil
~curve 1! and without taking the sign into consideratio
~curve2!. The computational error decreases with increas
temperature.

Let us emphasize the basic characteristics of this st
The thermodynamic mean of the spin is equal to zero
short-range order exists with a sharp attenuation of spin
relation functions according to a power law, and the ene
gap between the ground state and the excited state is equ
zero, which corresponds to the definition of a gapless qu
tum spin liquid.22 The magnetic properties of a quantum sp
liquid are analogous to those of a ‘‘tomographic’’ Lutting
liquid for the two-dimensional case.23 The existence of a
gapless SL in the 2D-Heisenberg model with frustrations i
in accord with the general theorem of Lieb, Schultz a
Mattis24 applied to the two-dimensional case.25 According to
this theorem, the disordered phase of an antiferromag
containing an arbitrary half-integral spin in a unit cell mu
have a broken symmetry or gapless excitations.

The energy of an SL in the isotropic case can be p
sented in the form of the energy of singlets inJ1 and the
energy along longitudinal spin components withJ2 ~the Ising
component;2S2J2): E520.68720.5l, which is in good
agreement with the MC results forl.l2 where the correla-
tion functions along the longitudinal components beco
equal at distancesr 51 andr 5& ~Fig. 3a!. The exponenth
begins to decrease with increasing exchangeJ2 to h'1 for

-

L

e
FIG. 4. ~a! Temperature dependence of the heat capacityC/kBN of a spin liquid forD50.05,l52 ~curve1! and 3~curve2!; ~b! temperature dependenc
of energyE/NJ calculated without taking~curve 2! and taking~curve 1! into consideration the sign of transition probability forD50.05, l50.3; ~c!
dependence of the magnetizationM on the applied field in a spin liquid withD50.05, l51 ~curve1! and 2~curve2!.
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l5lc2 . A four-sublattice AF structure obtained by th
method of exact diagonalization12,21 or analytically11,26 can
be singled out over several nearest neighbors. This struc
is formed by two spin sublattices with a staggered order
and a unit cell size&a embedded one into the other. O
account of an inadequate consideration of spin correlat
in analytic computations and the small size of lattice in
exact diagonalization, the variation in the short-range or
for l15(11D)/4 and l2 is naturally associated with th
violation of the Néel state and the emergence of a strip ph
~AF2! with a ferromagnetic ordering of spins along one s
of a square, and an antiferromagnetic ordering along
other side. The strip phase, determined from the Fou
spectrum^S2qSq& in MC computations, is degenerate fo
two vectorsQ(0,p/a) and Q(p/a,0), and a spontaneou
breaking of symmetry occurs along one of these vectors
l>lc2 . The interpolation of the critical valueslc1 andlc2

calculated by the MC technique leads respectively to a lin
lc15D/2 and inverselc251/2D dependence on exchang
anisotropy. An asymptotic continuation for the isotropic ca
reveals the absence of a long-range order of the strip-p
type. Figure 5a shows the phase diagram of the ground s
of an anisotropic Ne´el antiferromagnet~AF1!, strip phase
~AF2!, and of a quantum spin liquid. Only one line corr
sponding to the isotropic caseD50 was investigated earlier
Our computations reveal the absence of a long-range o
for all values of the exchangeJ2,0, and two types of short
range order forl,0.25 andl.0.75 with a power depen
dence of the spin correlation functions on distance. In
interval 0.25,l,0.75, the spin–spin correlation functio

FIG. 5. Phase diagram of the ground state of a Ne´el antiferromagnet~AF1!,
strip-phase~AF2! and quantum spin liquid~SL! in the coordinates exchang
anisotropy vs. normalized nearest neighbor interaction~a!, and of a para-
magnet ~PM!, AF2 and SL in the temperature vs.l coordinates forD
50.05 ~b!.
re
g

s
n
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e
se
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decreases sharply with distance:^Sz(0)Sz(r )&;1/r 3.5(3).
For the order parameters in a quantum spin liquid,

can take correlation functions at distancesr 51,&. The cor-
relation functions along the longitudinal components are
dependent of temperature~in contrast to those along th
transverse components!. Since the excitations in SL ar
spinons, a singlet pair is transformed into a triplet withSz

50. The static structural factors(Q), viz., the Fourier har-
monic of the pair correlation function atQ5p/a for l
,l2 andQ5p/(&a) for l.l2 , has a temperature depen
dence analogous to the dependence^Sz(0)Sz(r 51,&a)&
shown in Fig. 6. Two temperature transitions appear in
spin liquid for l.l2 . The first transition is associated wit
the violation of the dimeric order atT5T1c , where the re-
lation ^S1(0)S2(r 51)&2^Sz(0)Sz(r 51)&, characteristic
for an AF with Néel ordering of spins is satisfied. The de
veloped long-range magnetic order in longitudinal comp
nents shown by a dashed line in Fig. 2 is preserved foT
.T1c , and is transformed into a paraphrase atT5T2c . The
spin correlation function̂Sz(0)Sz(r 5&)& has a singularity
at this temperature~Fig. 6b!, and the dependence of th
spin–spin correlation function on distance changes fr
power to exponential. In the temperature intervalT1c,T
,T2c , the heat capacity~Fig. 4! and susceptibility have thei
maximum values. ForT.T2c , the temperature dependenc
of heat capacity is analogous to that for a paramag

FIG. 6. Temperature dependence of spin correlation functions along lo
tudinal components in a spin liquid withD50.05,l51 ~1!, 2 ~2!, and 3~3!
at a distancer /a51 ~a! and& ~b!. The inset shows the same dependen
for r /a51 with l52 along the transverse components.
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C(T);A/T2 ~Fig. 4!. Figure 5b shows the range of existen
of the spin liquid on the temperature-exchange~normalized
to next nearest neighbor! plane. The long-range magnet
order13 is formed in CaV3O7 due to a weak interaction be
tween planes. AboveTN52 K, the magnetic static structura
factor s(Q) is independent of temperature up toT540 K,
and has a noncommensurate vectorQ;0.7p(1,1) in the
basal plane. A quantum spin liquid is probably formed in t
temperature interval.

Summarizing the results of this research, we can c
clude that for the anisotropic frustrated 2D-Heisenberg
model with antiferromagnetic interactions, a gapless spin
uid exists in the intervalD/2,l,1/2D. For l.(11D)/4,
the spin-spin correlation functions for the nearest and n
nearest neighbors are negative and frustration vanis
Long-range chiral and dimeric order do not exist in a qu
tum spin liquid. The spin–spin correlation function has
power dependence on distance in SL.

*E-mail: gap@iph.krasnoyarsk.su
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Order parameter fluctuations and superconducting transition temperature in quasi-2 D
metals with arbitrary carrier density
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It is shown that the order parameter fluctuations result in a power dependence of the
superconducting transition temperature in quasi-2D metals on the probability of fermion hopping
between layers. The dependence of this temperature on the carrier concentration is determined
for a model with indirect attraction between carriers. It is found that the transition takes place at
temperatures lower than those expected from the BCS theory. ©1998 American Institute
of Physics.@S1063-777X~98!00908-6#
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INTRODUCTION

The problem of crossover from superfluidity~Bose–
Einstein condensation! of compound bosons to BCS-type s
perconductivity has acquired considerable importance o
the last few years. This is due to well-manifested peculia
ties of the superconducting transition in high-temperature
perconductors~HTSC! whose behavior depends significant
on the concentrationnf of free carriers in them~see, for
examples, Refs. 1–5!. However, even if we disregard th
earlier ~before the creation of the BCS theory! attempts to
associate the phenomenon of superconductivity with Bo
Einstein condensation~see Ref. 6 for an excellent account
the history and physics of superconductivity by I. M. Dm
trenko!, it is worthwhile to note that the problem of cros
over began to be studied intensively at the end of the six
following the observation of anomalies in the conductivity
metal–ammonia solutions. In order to explain these ano
lies, Dmitrenko and Kulik7 used the idea of tunneling an
superfluidity of local pairs whose formation was associa
with a strong nonretarded interactionU ~Hubbard’s model
with U,0 was used!, while the superconducting transitio
temperatureTc was found to be proportional tonf

2/3, which
corresponds to a possible Bose condensation of pairs for
in a 3D-system atT.Tc . Dmitrenko and Kulik7 did not
calculate the chemical potentialm of Fermi particles~carri-
ers! which must be negative in such situations,8,9 i.e., there
must be no Fermi surface.

Under the same assumptions~disregarding fluctuations!,
Tc}nf in 2D-systems, which is indeed observed with a co
siderable degree of precision1,10–12if we take into consider-
ation weakly doped HTSC samples. Since copper oxides
be treated as 2D-systems to a good approximation, it wou
seem that such a concentration dependence ofTc should in-
5781063-777X/98/24(8)/5/$15.00
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dicate Bose condensation of local pairs which is used
interpreting some other experimental data also13 ~see also our
review.5! This, however, is not in accord with the photoele
tron spectra ARPES14,15which point towards the presence o
a Fermi surface in metallic phases of HTSC, and henc
positive value ofm and thus the absence of pairs in ther -
space. Moreover, real copper oxides are quasi-tw
dimensional, strictly speaking, and this circumstance is
tremely important from the point of view of the possib
formation of a uniform~including superconducting! order
parameter in them. Finally, it is unlikely that the attracti
fermion–fermion interaction in conductors of any dime
sionality can occur without retardation effects.

Hence, in this publication dedicated to the 70th bir
anniversary of I. M. Dmitrenko in July 1998, we shall e
deavor to consider crossover on the basis of a more
model than in Ref. 7, i.e., the model with an indirect attra
tion between fermions~in the framework of the simples
Fröhlich Hamiltonian!. We shall also generalize the ap
proach to obtaining theT2nf phase diagram of 2D metals
with an arbitrary charge carrier, which was developed
Refs. 16 and 17, to the 3D case which emerges when th
interlayer~Josephson! tunneling is taken into account. It wil
be proved that when the probability of the emergence of
third direction is low, the value ofTc is much smaller than
the mean-field value (Tc

MF[Tc
BCS) which follows formally

from the BCS theory. In contrast to the case of nonretar
attraction, retardation is responsible for different behavior
Tc and Tc

MF upon a change innf even in the concentration
region in which the generally accepted assumption~see Refs.
3 and 5! of the BCS theory concerning the validity of th
equality m5«F («F is the Fermi energy! is valid. Another
unsolved problem remaining in the HTS physics is the
havior of the functionTc(nf) in the range of largenf ~strong
© 1998 American Institute of Physics
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doping!, in which it rapidly drops to zero for most cupra
compounds.18–20We propose that such a behavior can be d
to doping-induced degradation of intermediate long-wa
bosons ~which are henceforth referred to as Einstein
phonons! whose exchange causes attraction between ch
carriers.1!

FORMULATION OF THE MODEL

Let us consider a system of parallel planes. One-elec
states in each plane are characterized by a quasimome
and spin, while the probability of hops between planes
low. The system defined in this way is basically similar
that studied for the first time by Efetov and Larkin23 ~see also
Ref. 24! who analyzes a quasi-1D case in the BCS approxi
mation. In the case of quasi-2D electrons interacting with
phonons, the density of the Hamilton system can be writ
in the form (\51)

H52(
i ,s

Fcs
1~xj !S ¹2

2m
1m Dcs~xj !

1gphcs
1~xj !cs~xj !w~xj !G

1Hph1tJ (
j

c↑
1~xj !c↓

1~xj !c↓~xj 21!c↑~xj 21!,

xj[~r j
2D ,t !. ~1!

In this expression, the notation is adopted, according
which j labels conducting planes,cs(xj ) andw(xj ) are the
operators of electron and phonon fields of thej th plane,gph

is their coupling constant,m and s5↑,↓ are the fermion
mass and spin,tJ;utcohu2/W is the constant of Josephson
~two-particle! tunneling whose role in the transverse~relative
to cuprate layers! transport in HTSC is regarded as signi
cant in spite of its weakness~see Ref. 25!, tcoh is the ampli-
tude of coherent electron transition between adjacent pla
W the width of conduction band, andHph the Hamiltonian of
a free Bose field which will be regarded as nondispersive
characterized by frequencyv0 for the sake of simplicity. It
should be noted that in view of the ionic nature of HTS
compounds, it is optical weakly dispersive phonon branc
that are often regarded as probable intermediate bosons
suring attraction sufficient to attaining highTc .26–30

The propagator of free bosons, which determines
attraction, has the standard form31

D~v!5
2v0

v22v0
21 id

, d→0, ~2!

which will be slightly modified artificially in order to take
into account the following physical circumstances: we
sume that as the value ofnf increases, long-wave boson
with k&kmin become strongly attenuating and cease to
carriers of fermion–fermion interaction. Here the bounda
momentumkmin is proportional to the Fermi momentumkF

so thatkmin5akF[aA2m«F, wherea is a free parameter. I
should be recalled that«F5pnf /m for free 2D fermions
e
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with a quadratic energy–momentum relation.22 Formally,
such an assumption boils down to the replacement of~2! by
the propagator

D~v,k!5D~v!u~k2kmin!, ~3!

which obviously coincides withD(v) for nf50.
Knowing ~1! and~3! and introducing the order paramet

F j (x,y)5v0^c↑(xj )c↓(yj )&, we can easily calculate th
density of the effective thermodynamic potentialV of the
system by using the method proposed in Refs. 16 and 17~see
also Ref. 5 and 32!, which can help in an analysis of th
superconducting properties of the system. This method
based on the phase–modulus concept for the func
F j (x,y)5D j (x,y)exp@iuj(x,y)#, which is regarded as inho
mogeneous since long-range uniform ordering in a pureD
system at finite temperatures is impossible. Such a param
zation is also convenient and physically justified since
absence of this ordering is due to just thermal fluctuations
the order parameter phase.

However, we cannot determineV under such quite gen
eral assumptions. For this reason, an admissible approx
tion is the disregard of nonuniformity and fluctuations of t
modulus of the order parameter, leading to the equa
D j (x,y)D(nf ,T)[D. The other assumption concerns th
smoothness of phase fluctuations, or the smallness of
quantity¹ ju j (x,y), which allows us to calculate the value o
V to within @¹ ju j (x,y)#2 ~long-wave approximation!.

Carrying out the appropriate calculations which in fa
are the same as in Ref. 16, we can arrive at the express

V

Nc
5D22E dvdk

~2p!3 F2T ln cosh
Aj2~k!1D2

2T
2j~k!G

3D~v,k!1E
0

1/T

dtE dr2DJ~m,D,T!~¹u!2

2
tJD

2

Nc
E dx$12cos@u j~x,x!2u j 21~x,x!#%, ~4!

in which the coefficient

J~m,D,T!5
1

16p HAm21D21m

12T lnF11expS 2
Am21D2

T D G J
2

T

8p F12S D

2TD 2 ]

]~D/2T!G
3E

2m/2T

`

dx
x1m/2T

cosh2Ax21~D/2T!2
~5!

is a quantity playing the role of stiffness relative to nonu
form ‘‘shear’’ deformations of the order parameter in th
plane of its definition, andj(k)5k2/2m2m. While writing
expressions~4! and ~5!, we have omitted the subscriptj on
the terms where it is insignificant and introduced the num
Nc of planes per unit length along thec-axis perpendicular to
the planes. Thus, the expression obtained forV is the starting
expression for deriving equations describing the behavio
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characteristic temperatures as functions ofnf . It should be
noted that the form of effective potential is in accord with t
expression derived by Abrikosov,24 who assumed that inter
planar tunneling occurs through resonant two-level cen
which are always present in finite quantity between condu
ing layers of real HTSC samples. In addition, coefficient~5!
in Ref. 24 was assumed to be equal to the density of su
conducting condensate.

PHASE DIAGRAM OF THE SYSTEM

It should be mentioned above all that the quasi-2D
model under consideration~as well as the 2D model! has
two, and not one, characteristic temperatures16,23: Tc

BCS at
which the modulus of the order parameterD ~which naturally
depends onT as well as onnf) emerges and starts bein
‘‘ordered,’’ andTc which is the true superconducting trans
tion temperature appearing as a result of the quasi-t
dimensional nature of the system~in the 2D case, the
Berezinskii–Kosterlitz–Thouless temperature plays the r
of the critical temperature!.5,16 No spontaneous breaking o
continuous symmetry of operator~1! at Tc

BCS, and this tem-
perature is not critical since it is typical of relatively fa
formation of the quantityD. Below this temperature, th
modulus ofDÞ0, but there is no nondiagonal long-rang
order down to the pointT5Tc in view of well-developed
long-wave transverse fluctuations. This, in turn, indica
that the wave functions of pairs of incoherent in the reg
Tc&T&Tc

BCS, and their phases are random in different
gions and planes.

Although Tc
BCS is not critical, its behavior can easily b

determined by writing an equation forD in the self-
consistent field~BCS! approximation:

D52 igph
2 E dv dk

~2p!3

D~v,k!D

v22j2~k!2D21 id
, ~6!

which is a direct consequence of the fulfillment of the co
dition

]V

]DU
¹u50,tJ50

50

of the minimum of effective potential disregarding hops b
tween the layers. Expression~6! contains unknown chemica
potential whose expression can be derived from the stan
definition

]V

]mU
¹u50,tJ50

52nf

and has the form

Am21D21m12 lnF11expS 2
Am21D2

T D G52«F . ~7!

Thus, Eqs.~6! and~7! form a closed self-consistent system
equations whose solutions are analyzed in Ref. 16. The
plicit dependencesTc

BCS(nf) andm(Tc
BCS,nf) follow directly

~6! and~7! if we use the criterionD→0 specifying the criti-
cal line in the same approximation.
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The temperatureTc can be obtained by using the sam
expression~4! taking into account the last term since it co
responds to the global (3D) ordering. In the case of wea
tunneling assumed by us and apparently correspondin
HTSC compounds, the required temperature is the temp
ture of stabilization of the unified phaseu j (x,y)5u in all the
layers, which can be attributed, following Refs. 23 and 24
the universal value of̂cosu&Þ0, thus becoming the orde
parameter that can be determined from the equation23

^cosu&5H E Du expF2
VMF~u!

T G J 21

3E Du cosu expF2
VMF~u!

T G , ~8!

where

VMF~u!5NcE dr2D@J~m,D,T!~¹u!2

2tJD
2^cosu&cosu# ~9!

is the total effective potential of unit volume of a quasi-2D
system, which is actually taken in the self-consistent~or
mean! field approximation, but withu-fluctuations taken into
consideration. However, the thermodynamic potential~9!
and Eq.~8! corresponding to it take into account only cla
sical fluctuations of the fieldF j (x,y). At the same time,
quantum fluctuations requiring special consideration mus
significant either for extremely low temperatures, or for ve
small values ofnf . Both cases can be difficult for an exper
mental verification since copper oxides whose conductiv
is determined by a heterovalent doping undergo a met
insulator transition fornf&0.05 and become nonsuperco
ducting.

An explicit expression forTc can be obtained from the
condition for the existence of a nonzero solution of Eq.~8!
taking into account~6! and ~7!. Assuming, as usual, tha
^cosu&!1 at the point of transition and carrying out the r
quired expansion on the right-hand side of~8!, after calcu-
lating the functional integral~even for tJ→0) we arrive at
the final expression

Tc
35Nc

3tJJ
2~m,D,Tc!S D

v0
D 2

, ~10!

whereJ(m,D,T) is defined in~5!. It will be proved below
that this formula gives a dependenceTc(nf) differing from
those obtained earlier for quasi-1D23 and 3D7 cases. More-
over, expression~10! shows, first, thatTc50 for tJ50 as
expected, and second, this formula is also valid in the li
of large nf for which m5«F , and Cooper~and not local!
pairing is formed in the system.

We can easily derive the asymptotic forms for both te
peraturesTc

BCS anTc . Indeed, in the range of smallnf where
«F /v0!1, the temperatureTc

BCS satisfies the equation
Tc

BCS ln(Tc
BCS/«F)5v0 exp(24p/gph

2 m) which directly implies
that ]Tc

BCS/]«F→`, for «F→0. In the same range, we hav

Tc5
Nc

2 F 1

p2

tJ

v0
exp~24p/gph

2 m!G1/3

«F;Nf , ~11!
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whereNf is the volume concentration of free charge carrie
In other words, the critical temperature is a linear function
nf , while the quantity 2D(T50)/Tc;nf

21/2, for example, is
much larger than its canonical~BCS! value'3.5. Naturally,
the power ofnf differing from those determined in Refs.
and 23 is actually a consequence of the 2D nature of the
system since the tunneling constant was assumed to
small parameter in the analysis of~8! and in the derivation of
~10!. It follows from ~11! that an increase in this paramet
increasesTc on one hand, while on the other hand it can le
~if the smallness criterion is violated! to corrections which
‘‘replace’’ the linear dependence~11! by the dependence
Tc}Nf

2/3 obtained by Dmitrenko and Kulik.
In the region of large values ofnf , the temperature

Tc
BCS;D(T50)5const if «F /v0@1 and m5«F , and the

dependenceTc
BCS(nf) corresponds to the BCS–Eliashbe

theory. Since the density of states in this theory is indep
dent of energy in the 2D case,Tc

BCS(nf) turns out to be
constant. At the same time, it follows directly from~10! that
Tc continues to increase, approachingTc

BCS only asymptoti-
cally so thatTc

BCS2Tc→0, and such a behavior is preserv
for all a<1 ~see ~3!!. The inequalitya.1 appears to be
more interesting: in this case, a point«F

cr ~or, which is the
samenf

cr) exists at whichTc
BCS5Tc50. In other words, for

nf>nf
cr , a quasi-2D metal with degrading long-wave inter

mediate bosons must lose its superconducting proper
Then it can be concluded from~4! that if «F&«F

cr

5v0(a21)exp(24p/gph
2 m), we have

Tc
BCS5v0 ln21

2«F
cr

«F
cr2«F

;

Tc5v0F 35

212p2 Nc
3

tJ~«F
cr!12

v0
13 ~a21!10S 12

«F

«F
crD 5G1/11

.

~12!

In all cases,Tc,Tc
BCS, i.e., the regionTc<T<Tc

BCS is ac-
tually a pseudogap as in the 2D case sinceDÞ0 in it. An
analysis of this region was carried out in Refs. 5 and 16
should be borne in mind, however, thatD(Tc

BCS)50 only in
the BCS approximation and that in actual practice the va
of D(T), or pseudogap, can in principle be finite in the ran
of T.Tc

BCS.

CONCLUSION

Thus, the finite temperature of stabilization of a unifor
order parameter is completely controlled by tunneling
tween layers~the stronger the tunneling, the higher the val
of Tc which in turn is always smaller thanTc

BCS). The
pseudogap phase possessing peculiar properties can als
ist in quasi-2D systems. Many thermodynamic paramete
~e.g., the paramagnetic susceptibility!17 exhibit a peculiar be-
havior and are smooth in the range of the true supercond
ing transition temperatureTc . Naturally, the model unde
investigation, which describes the crossover from superc
ductivity at low carrier concentrations~superfluidity of local
pairs! to the BCS superconductivity, fails to give a comple
idea of the behavior of HTSC systems which, strictly spe
ing, cannot be described by the models with free~and not
.
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strongly correlated! charge carriers. A generalization of th
theory to the case of strong~Hubbard! electron–electron cor-
relations will be carried out in a separate publication.
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him for many years created the foundations and stimula
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and quantum interference effects.

* !E-mail: vloktev@gluk.apc.org
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lution of the problem is hardly possible at present.
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Localization of vibrational defects in one-dimensional structures with a complex
unit cell
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Exact analytic expressions are obtained for Green’s functions of a linear chain with a diatomic
unit cell containing an isotopic substitutional impurity. An infinite chain as well as a semi-
infinite chain with an impurity at the free end are considered. The total change in the phonon
spectrum and the spectral densities of vibrations of the impurity and its nearest neighbors
are investigated. The conditions for the formation and characteristics of local and gap vibrations
are analyzed. A general method of obtaining exact solutions by using Jacobi matrices is
proposed for a wide class of one-dimensional systems. ©1998 American Institute of Physics.
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The derivation of exact analytic expressions for vib
tional characteristics of linear chains is an important probl
in the crystal lattice dynamics. Exactly solvable on
dimensional models are traditionally used for determin
basic regularities in the behavior of phonon spectra of r
three-dimensional crystals and are often used to control
interpret the asymptotic and numerical results obtained
more complex and realistic models~see, for example, Refs
1–3!. This is the more so since quasi-one-dimensional
havior of quasiparticle excitations is observed not only
quasi-one-dimensional systems. It is also displayed by in
vidual low-frequency modes split in layered crystals,4,5 Such
modes take place even in three-dimensional crystalline st
tures whose macroscopic properties are far from being l
dimensional and which exhibit the suppression of the lo
range order in the arrangement of atoms in the crystal
considerable local anisotropy of atomic interaction.6 For ex-
ample, the results of experiments7,8 on the low-frequency
dynamics of complex multilayered crystals KDy~MoO4!2

and CsDy~MoO4!2 were interpreted successfully by using t
phonon spectrum of a linear chain with a diatomic unit ce
The presence of separated quasi-one-dimensional mod
the phonon spectra of the lattices with a large number
atoms in a unit cell can be an argument supporting the
plication of one-dimensional models for studying nonline
properties of high-temperature superconductors9 and other
anharmonic crystals. This circumstance also explains
creasing interest in obtaining exact solutions for harmo
vibrations of linear chains with more than one atom in t
unit cell as the zeroth approximation for an analysis of n
linear properties of crystals with a gap in the vibration
spectrum.

The interest to one-dimensional models~especially those
with a complex unit cell! arose in connection with conside
able advances in the synthesis of virtually one-dimensio
5831063-777X/98/24(8)/10/$15.00
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structures that can be used in microelectronics as an elem
of ultra-miniature semiconducting devices.10 The interpreta-
tion of processes occurring in such systems involves
analysis of the behavior of quasi-particle~including phonon!
spectra of linear chains with a polyatomic unit cell, whic
contain various defects~e.g., chains with impurities, semi
infinite chains, and finite chains!. Such problems were con
sidered in a number of recent publications. For examp
Bass et al.11 obtained asymptotic analytic expressions f
frequencies and amplitudes of atomic vibrations in a
atomic linear chain with an isotopic substitutional impurit
Vibrational modes of a finite linear chain were studied
Glushko and Khrisanov.12 Special attention in these publica
tions was paid to vibrations localized in the gap or beyo
the quasi-continuous spectrum of the chain, which are imp
tant for an analysis of quasi-one-dimensional behavior
three-dimensional structure as well as for characteristics
synthesized one-dimensional systems. The method of Ja
matrices~recursive technique! is a powerful and effective
tool for calculating vibrational parameters of crystals w
broken regularity ~especially for describing localized
vibrations!.13–15The application of this method made it po
sible to derive exact analytic expressions for the conditio
of formation and characteristics of localized vibratio
formed by various defects in a linear chain with a monatom
unit cell and to determine the total change in the continu
spectrum of the chain by a defect as well as the freque
spectra of individual atoms.16,17

In the present paper, the method of Jacobi matrice
used for obtaining exact analytic expressions for the con
tions of formation and parameters of local and gap vibratio
in a linear chain with a diatomic unit cell containing an is
topic substitutional impurity. An infinite and semi-infinit
chains with an impurity at the free end are considered
© 1998 American Institute of Physics
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general method of obtaining exact solutions is proposed f
wide class of one-dimensional systems.

EXACT SOLUTIONS FOR ONE-DIMENSIONAL VIBRATIONAL
SYSTEMS BY THE METHOD OF JACOBI MATRICES

In the method of Jacobi matrices, we present the en
spaceH of displacements of atoms of a chain@by choosing
appropriately the generating vectorsh0

( i )] in the form of a
direct sum of orthogonal subspacesH ( i ) invariant to the op-
eratorL describing chain vibrations:

L ~r ,r 8!5
F~r ,r 8!

Am~r !m~r 8!

~so-called cyclic subspaces!. These subspaces are linear e
velopes stretched on the sequence$Ln

•h0
( i )%n50

` of linearly
independent vectors. Orthonormalization of this seque
gives the orthogonal basis$hn

( i )%n50
` in which the operator

L ( i ) induced by the operatorL in the subspaceH( i ) can be
presented in the form of three-diagonal Jacobi matrix~J-
matrix!. We shall denote byan

( i ) (n50,1,2,...) its diagonal
matrix elements and bybn

( i ) the nondiagonal matrix elemen
and use the superscript (i ) labeling the subspaces only whe
different cyclic subspaces have to be distinguished.

Frequency distributions of atomic vibrations of the sy
tem are usually expressed in terms of the matrix element
Green’s operatorG5(lI2L )21 ~l, which is the square o
the frequency, is the eigenvalue of the operatorL !. If we use
the displacementu of an atom with the radius vectorr as a
generating vector h05ur uu&PH, the matrix element
G00(l)[(h0 ,Gh0) will contain complete information on the
frequency characteristics of system vibrations in which
given atom is displaced alongu. The conditions for the pres
ence of an imaginary component inG00(l) determine the
boundaries of the continuous vibrational spectrum, while
imaginary component itself characterizes the frequency
tribution of the vibrations of this atom in these bands. T
spectral density normalized to unity is given by

r0~l!5
1

p
Im G00~l!. ~1!

The distribution functiong(l) for squares of the frequenc
is equal to the arithmetic mean of spectral densities ass
ated with linearly independent generating vectorsh0

( i ) .
The functionG00(l) may have poles only outside th

continuous spectrum, i.e., in the region where it is purely r
function. These polesld determine the squares of discre
frequencies of~local or gap! vibrations. The residues at thes
poles, i.e.,

md,05résl5ld
G00~l! ~2!

are the intensities~weights! of these vibrations.
The time-averaged square of the amplitude of vibratio

for an atom with the radius vectorr as a function of the
squared frequency and temperature is proportional tor~l!
for vibrations at the same frequency lying in a band of
continuous spectrum and tomd,0 for vibrations with a dis-
crete frequency.
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If a region of the continuous spectrum is simply co
nected and has no ‘‘hatches’’ the matrix elements of
J-matrix tend with increasing number to certain limiting va
ues depending on the values of the upper and lower bou
aries of the continuous band.13 Equating allai and bi for
i>n to these limiting values, we obtain the following ex
pression for the Green’s function14,15:

G00~l!5
Qn~l!2bn21Qn21~l!K`~l!

Pn~l!2bn21Pn21~l!K`~l!
, ~3!

where the functionK`(l) can be expressed in terms of th
limiting values of matrix elements,Pm(x) are polynomials
defined by the recurrence relation

bmPm11~x!5~x2am!Pm~x!2bm21Pm21~x! ~4!

under the initial conditionsP21(x)[0, P0(x)[1, and the
polynomialsQm(x) are defined by the same recurrence re
tion, but under the initial conditionsQ0(x)[0, Q1(x)
[1/b0 .

It can easily be verified that the vectors of the orthon
mal basis$hn

( i )%n50
` are connected through the relation whic

is important for the further analysis, i.e.,

hn5Pn~L !h0 . ~5!

If the continuous spectrum region is multiply connecte
the matrix elements of theJ-matrix may exhibit a quite com-
plex asymptotic behavior.19 However, for models of linear
chains with polyatomic unit cells, the asymptotic behavior
such elements is frequently found to be periodic:

lim
m→`

ai 1mk5a i ; lim
m→`

bi 1mk5b i . ~6!

In this case, we obtain from Eq.~3!

K`~l!5

P̃k~l!1bk21Q̃k21~l!6A@ P̃k~l!2bk21Q̃k21~l!#224

2bk21P̃k21~l!
,

~7!

where the polynomialsP̃n(l) and Q̃n(l) are constructed
with the help of matrix elementsa i andb i .

From relations~1! and ~3!, we obtain the following ex-
pression for the spectral densityr0(l):

r~l!5
1

p

Im K`~l!

uPn~l!2bn21Pn21~l!K`~l!u2
. ~8!

It can easily be seen that this function is analytic. Hen
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it is called the analytic approximation of the spectral dens
If this expression is exact for some system, the true spec
density is an analytic function of the square of frequen
This is a characteristic feature of one-dimensional structu
For lattices with a higher dimensionality, the total phon
density always has Van Hove singularities. For such str
tures, formula~8! is an approximation of the spectral dens
describing exactly the behavior of its first 2n21 moments.

Formulas~3!, ~7! and ~8! for Green’s function and the
spectral density will be exact if the elements of theJ-matrix
assume their limiting values starting from a certain num
n. Such a behavior of matrix elements reflects a perio
repetition of atomic displacements in the base vect
$hn

( i )%n50
` and a periodic dependence of the moduli of the

vectors on the numbern. This is possible if the number o
atoms excited in them does not increase indefinitely upon
increase in the value ofn, and is also a periodic function o
the number, which is a characteristic feature of vibrations
the wave band. Obviously, the base vectors in a linear ch
with interaction between the nearest neighbors will exh
such a behavior if

~a! the chain is semi-infinite; in this case, the displac
ment of the terminal atom should be chosen as the genera
vector;17

~b! the chain extends indefinitely on both sides, but do
have a center of symmetry. We make the center of symm
coincide with the origin of coordinates and enumerate
atoms on either side of this center as$6nn

( i )%n50
` .

Two different situations can arise in this case:

~1! An atom is located at the center of symmetry. In th
case,

H5H~0!
%H~61!, ~9!

where the base$hn
(0)%n50

` in the subspaceH (0) is formed
as a result of displacement of this atom (n50) and syn-
phase ~antisymmetric! displacements of atoms wit
numbers6n, while the base$hn

(61)%n50
` is formed by

the antiphase~symmetric! displacements of atoms wit
numbers6(n11) ~the atomn50 is stationary in this
subspace!.

~2! There is no atom at the center of symmetry, i.e., ther
no atom with numbern50. In this case,

H5H~1!
%H~2!, ~10!

where the bases$hn
(1)%n50

` and $hn
(2)%n50

` are formed
respectively by synphase and antiphase displacemen
atoms with numbers6(n11) ~a particular case of suc
symmetry was considered earlier by us.17!.

It can easily be verified that relation~5! is valid for each
of the four bases considered above, and that each subsp
cyclic. Since the displacement of an atom with number6n
is equal to the arithmetic mean of the vectors belonging
mutually orthogonal subspaces (hn

(0) and hn21
(61) in the first

case, andhn21
(1) andhn21

(2) in the second case!, Green’s func-
tion for the vibrations of this atom may be expressed in ter
.
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of arithmetic means of the corresponding diagonal eleme
of Green’s operatorG of the system written in the abov
bases.

Using formula~5!, we can easily write

rn~n![
1

p
Im Gnn~l!5Pn

2~l!r0~l!; ~11!

md,n[résl5ld
Gnn~l!5Pn

2~ld!md,0 . ~12!

Among other things, it follows from these expressio
that the imaginary parts of the functionsGnn(l) ~i.e., the
continuous spectral bands! are the same for anyn, and the
poles of the functionsGnn(l) describing the squares of fre
quencies of discrete vibrations~local or gap! ld are also the
same for alln. Formula~12! can be used to determine th
extent of localization and the characteristic features of
tenuation of such vibrations.

INFINITE DIATOMIC LINEAR CHAIN CONTAINING AN
ISOTOPIC SUBSTITUTIONAL IMPURITY

Let us consider the variation of the phonon spectrum
a linear chain with a diatomic unit cell as a result of intr
duction of an isotopic substitutional impurity, and analy
the conditions of emergence of localized states in suc
system, as well as their characteristics.

Suppose that we have a periodic linear chain havin
diatomic unit cell with atoms of massesm1 andm2 . Each of
the atoms may be a center of symmetry, hence we can
formula ~9! to break the space of atomic displacements i
cyclic subspaces. We make the origin of coordinates co
cide with an atom of massm1 , and choose its displacemen
as the generating vectorh0

(0) . Such a choice does not enta
any loss of generality. The generating vectorh0

(61) will be
the symmetric displacement of nearest neighbors of
given atom~i.e., of the atoms with massm2). In this case,

hn
~0!5

~21!n

&

U n
2nU11L ; hn21

~60!5
~21!n

&

U n
2nU 1

21L .

~13!

The operatorL can be presented in the form

L ~ un2n8u!55
1

2
Al1l2; un2n8u51;

l1 ; n5n852k;

l2 ; n5n852k11;

0; un2n8u.1,

~14!

wherel i52a/mi ( i 51,2).
If at the origin of coordinates there is an isotropic imp

rity of massm8 in place of the atom of massm, ~see Fig. 1!,
the vibrations of a chain containing an impurity will be d
scribed by the operatorL1L( i ), where the perturbation op
eratorL ( i ) has the following form in the coordinate space
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L~ i !5
2«l1

11«
dn,01S 1

A11«
21D

3S l1l2

2 D 1/2

~dn,211dn,1! ~15!

@«[(m82m1)/m1;d i ,k is the Kronecker delta#.
It can be shown easily that in the cyclic subspaceH (61),

the operatorL( i ) induces the zeroth operator, while the o
eratorL can be represented in terms of aJ-matrix with ele-
ments

a2k
~61!5l2 ; a2k11

~61! 5l1 ; bn
~61!5

Al1l2

2
, ~16!

(k,n50,1,2,3,...).
In the cyclic subspaceH (0), the operatorL1L( i ) has the

form of the Jacobi matrix

ã0
~0!5

l1

11«
; a2k

~0!5l1 ; a2k11
~0! 5l2 ;

b̃0
~0!5S l1l2

2~11«! D
1/2

; bn
~0!5

Al1l2

2
, ~17!

where k,n51,2,3,..., and thetilde over a letter indicates
matrix elements that depend on the perturbation introdu
by the impurity:

$ã,b̃%0
~0!5$ã,b̃%0

~0!~«!,

and the corresponding matrix elements of the unpertur
operatorL are defined as

$ã,b̃%0
~0!5$ã,b̃%0

~0!~0!.

Using formulas~3! and ~7!, we can obtain from the given
matrix elements expressions for Green’s functions in b
cyclic subspaces~the sign before the radical in formula~7! is
chosen in such a way that the spectral density is positive!.

In the subspaceH (0), we have

G00
~0!~l,«!5

11«

R~0!~l,«! H «~l2l2!1L~Q!

3S U~l2l1!~l2l2!~l11l22l!

l U D 1/2J ,

~18!

where

R~0!~l,«![2l2~12«2!1l@l2~12«2!12l1#

2l1~l11l2!, ~19!

FIG. 1. Schematic diagram of a model of an infinite one-dimensional ch
with a local defect.
d

d

h

while L~Q! denotes a combination of Heaviside functio
defining the continuous spectral bands:

L~Q![ i @Q~l!Q~l12l!1Q~l2l2!Q~l11l22l!#

1Q~l2l1!Q~l22l!2Q~l2l12l2!. ~20!

In the subspaceH (61), we can write

G00
~61!~l!5

2

l1l2
H ~l2l2!1L~Q!

3FUl~l2l1!~l11l22l!

l2l2
UG1/2J . ~21!

It follows hence that the continuous spectrum of t
chain under consideration~with or without an impurity! con-
sists of two bands of the same widthV0

2[$l1 ,l2%min , sepa-
rated by a gap of width$l1 ,l2%max2$l1,l2%min[v0

22V0
2.

The upper boundary of the continuous spectrum islmax

5l11l2.
The spectral densities defined in the continuous spec

bands can be represented as follows:

r0
~0!~l,«!5

1

pR~0!~l,«!
~11«!

3FU~l2l1!~l2l2!~l11l22l!

l UG1/2

; ~22!

r0
~61!~l!5

2

pl1l2
FUl~l2l1!~l11l22l!

l2l2
UG1/2

. ~23!

Let n5unu1& be the unit displacement vector for an ato
with numberm. It was mentioned above that this vector
equal to the sum of two mutually orthogonal vectorshn

(0) and
hn21

(61) . Hence we obtain from~17! and ~18!

r~n,l,«!5
1

2
$rn

~0!~l,«!1rn21
~61!~l!%

5
1

2
$@Pn

~0!~l,«!#2r0
~0!~l,«!1@Pn21

~61!~l!#2

3r0
~61!~l!%,

md~n,«!5
md,n

~0!

2
5

1

2
@Pn

~0!~ld ,«!#2md,0
~0! ~24!

~since the perturbation operator under consideration does
act in the cyclic subspaceH (61), there are no vibrations with
discrete frequencies in this subspace!.

For an ideal chain, the functionR(0)(l,0)5(l2l1)
3(l11l22l) and the spectral densityr(2k,l) generated
as a result of displacement of an atom of massm1 is

r~2k,l!5r0
~0!5

1

p FU l2l2

l~l2l1!~l11l22l!
UG1/2

~25!

~note that ReG00
(0)(l,0)50).

For an ideal linear chain, this result can also be obtain
quite easily by using the ‘‘traditional’’ approach, i.e., by e
pansion in plane waves. Seeking the solution of the equa
of motion

in
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ü~ i !~na,t !52l~ i !@2u~ i !~na,t !2u~32 i !~~n11!a,t !

2u~32 i !~n21!a,t#

@u( i )(na,t) ( i 51,2)] is the displacement of thei th sublattice
atom at thenth lattice site! in the form

u~ i !~n,t !5
1

Ami
(
k,s

e~ i !~k,s!exp i @kna2tAls~k!#

~the indexs is used to enumerate the vibrational branche!,
we obtain

~l i2l!F 1

Ami

e~ i !~k,s!G
2l32 i coskaF 1

Am32 i

e~32 i !~k,s!G50. ~26!

It should be noted at the very outset that Eqs.~26! are
invariant to sign reversal ofk, hence the eigenvalues an
eigenfunctions will be even functions of this variable.
other words, the spectrum will be simple ande( i )(k,s)
5e( i )(ls).

The squares of eigenfrequencies satisfy the follow
dispersion relations:

ls~k!5
l11l2

2
6F S l12l2

2 D 2

1l1l2 cos2 kaG1/2

~27!

~the minus sign preceding the radical corresponds to
acoustic branch, and the plus sign to the optical branch!. The
eigenfunctionse( i )(ls) corresponding to these eigenvalu
and normalized by the condition(

i
@e( i )(ls)#251, can be

written in the form

e~ i !~ls!5FU ls2l32 i

2ls2~l11l2!
UG1/2

. ~28!

Note that the squares of the eigenfrequenciesl1 andl2

have the valueka5p/2 corresponding to them, i.e., the v
brations of atoms of a unit cell are displaced in phase b
quarter of a period. The atom with massm1 is at rest for
l5l2 , while the atom of massm2 has its maximum ampli-
tude. Conversely, the atom with massm1 has its maximum
amplitude forl5l1 , while the atom of massm2 is at rest.

The distribution function for the squares of frequenc
for an ideal diatomic chain normalized to unity has the fo

g~l!5
1

2p

ul11l222lu

Al~l2l1!~l2l2!~l11l222l!
. ~29!

The spectral density generated by the displacement o
atom from the sublatticei in the crystallographic directionl
can be presented in the form3,13,20

r l
~ i !5

V0

~2p!q (
s

R
ls~k!5l

dS

¹kls~k!
ue~ i !~k,s!u2

(q is the dimensionality of space, andV0 is the
q-dimensional volume of the unit cell!. For the one-
dimensional system under consideration, we obtain
g

e

a

s

an

r~ i !~l!52g~l!@e~ i !~ls!#2. ~30!

For the spectral density generated by the displacement o
atom of massm1 , expressions~30! and~25! coincide. Obvi-
ously, the spectral density generated by the displacemen
an atom of massm2 @the functionr(2k11,l)] ia obtained
by interchangingl1 andl2 in ~25! or ~30!. The same result
is obtained from~23!–~25!. The distribution function~29! of
the squares of frequencies for the chain under considera
is equal13 to the arithmetic average ofr(2k,l) and r(2k
11,l).

Each of the above spectral densities has root singular
at the edges of the continuous spectrum forl50 and
l5l11l2 ~see Fig. 2 for«50). The spectral density gen
erated by the displacement of a heavy atom has a root
gularity at the upper boundary of the acoustic band (V0

2) and
tends to zero;Al at the lower boundary of the optical ban
(v0

2). Conversely, the spectral density generated by the
placement of a light atom tends to zero;Al for l→V0

2 and
has a root singularity atl5v0

2. Hence the formation of loca
vibrations with frequencies higher thanAl11l2 by a light
isotopic impurity must take place without a threshold, i.
for «,0 irrespective of whether the impurity is in heavy
light sublattice ~the highest vibrational frequency corre
sponds to the simultaneous antiphase displacements of a
in both sublattices!.

Similarly, the gap vibrations must be detached from t
top of the acoustic band without threshold due to the pr
ence of a light impurity in the heavy sublattice and from t
bottom of the optical band due to the presence of a he
impurity in the light sublattice.

It was mentioned above that the vibrational amplitud
of heavy sublattice atoms vanish at the frequencyv0 , while
the vibrational amplitudes of light sublattice atoms vanish
the frequencyV0 . Hence the isotopic impurity will not af-
fect the vibrations of the sublattice atoms at such frequ
cies. Consequently, the splitting of gap vibrations from t
top of the acoustic band under the effect of an isotopic

FIG. 2. Evolution of the spectral densities of an impurity atoms with
change in mass defect: the impurity in the light sublattice (l1.l2) ~a! and
in the heavy sublattice (l2.l1) ~b!.
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purity in the light sublattice and from the bottom of the o
tical band under the effect of an isotopic impurity in th
heavy sublattice must be quite difficult at least.

The computation of poles of Green’s function~18! @i.e.,
the roots of the quadratic trinomial~19!# leads to the follow-
ing result:

l l ,g5
1

2 H l21
2l1

12«2 6Fl2
21S 2l1«

12«2D 2G1/2J . ~31!

The pole corresponding to the plus sign before the radica
equal tol11l2 for «50 and decreases with increasing«.
Consequently, it corresponds to a local vibration with squ
of the frequencyl l.l11l2 . The pole corresponding to th
minus sign before the radical also decreases with increa
«, but is equal tol1 for «50. It corresponds to a gap vibra
tion with square of the frequencylgP@V0

2 ,v0
2#.

The residue of the function~18! at the pointsl l ,g , i.e.,
the intensity of local or gap vibrations, can be presented
the form

FIG. 3. Squared frequencies and intensities of local and gap vibrat
associated with an isotopic impurity in an infinite chain as functions o«:
l1.l2 ~a! andl2.l1 ~b!.
is

e

ng

in

m l ,05
u«u2«

2~12«! F11
2l12l2~12«2!

A4l1
2«21l2

2~12«2!2G ; ~32!

mg,055
u«u1«

2~12«! F 2l12l2~12«2!

A4l1
2«21l2

2~12«2!2
21G ; l1.l2 ;

u«u2«

2~12«! F12
2l12l2~12«2!

A4l1
2«21l2

2~12«2!2G ; l1,l2 .

~33!

Figure 2 shows the evolution of the spectral densit
r0

(0)(l,«) upon a variation of the parameter«, while Fig. 3
shows the dependence of the square of discrete frequen
and intensities of the corresponding vibrations on«.

If l1.l2 ~impurity in the light sublattice!, local and gap
vibrations are formed without a threshold~see above!, being
split from the top of the optical band for«,0 and from its
bottom for«.0, respectively. The squared frequency of l
cal vibrations tends to infinity;(12«2)21 as«→21 ~i.e.,
for m8/m1→0), while the intensity tends to unity. In othe
words, vibrations become more and more localized.
«→`, the squared frequency of the gap vibration tends
the upper boundary of the acoustic band (V0

25l2) also as
;(12«2)21. The intensity of this vibration increase
abruptly at first, then decreases slowly, and this vibrat
becomes delocalized further and further asV0

2 is approached.
It should be noted that for«51 ~impurity is twice as heavy
as an atom in the light sublattice!, the square of the fre-

ns

FIG. 4. Formation of total phonon densityg(l) of a diatomic linear chain
by spectral densitiesr (0)(l) ~dashed curves! andr (61)(l) ~dotted curves!
and the functionDg(l) for various values of mass defect forl1.l2 ~a! and
l2.l1 ~b!.
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quency of the gap vibration is exactly at the middle of t
gap irrespective of the relation betweenm1 andm2 :

lg~1!5
l11l2

2
[

lmax

2
. ~34!

The intensity of this vibration is given by

mg,0~1!5
l12l2

l1
[

v0
22V0

2

v0
2 . ~35!

A light impurity in the heavy sublattice (l1,l2) leads
to simultaneous thresholdless formation of local as well
gap vibrations. In this case, local vibrations become m
and more localized with decreasing«(m l ,0→1, and
l l→`). On the other hand a gap vibration separated in
case from the top of the acoustic band is localized wea
The mg,0(«) dependence is nearly symmetric in the interv
«P@21,0# and vanishes for«521. The square of the fre
quency of this vibration reaches the middle of the gap, a
gap vibrations cannot be formed in the upper half of the g
in this case.

A heavy impurity in the heavy sublattice does not lead
the formation of discrete vibrations. In this case, an incre
in « leads to the ‘‘pumping’’ of phonons in the spectral de
sity r (0)(l,«) from the optical to the acoustic band.

The complete change in the phonon spectrum of a lin
chain with a diatomic unit cell due to an isotopic substi
tional impurity can be describe by using the displacem
function j~l,«! introduced by Lifshitz1:

Dg~l!5
2j~l,«!

]l
.

The shear function can be easily evaluated by using Ja
matrices13 and for the problem under consideration has
form

j~l,«!56
1

p
arctanH «F l~l2l2!

~l2l1!~l11l22l!G
1/2J ,

~36!

where the ‘‘plus’’ sign corresponds to the acoustic band
which the dispersion of vibrations is positive and the ‘‘m
nus’’ sign corresponds to the optical band~dispersion is
negative!. The evolution of the dependences

Dg~l!56«g~l!

3
l1@2l222l~l11l2!1l~l11l2!#

u2l2l12l2u@ ul2l1u~l11l22l!1«2l~l2l2!#

with a change in the parameter« is shown in Fig. 4. In the
approximation linear in the impurity concentrationp, the
total phonon density is given byg(l,«)5g(l)1pDg(l).

It can easily be seen thatj(l)u0
V05sgn(«)Q(l22l1), and

j(l)u
v

0
2

l11l2521, which coincides with the results of th

above analysis of the redistribution of vibrations between
bands.

With increasing numbern ~i.e., the distance from an
impurity atom!, the intensity of the vibration with a discret
frequency decreases according to the law~12!. It can easily
be proved by mathematical induction that the amplitudes
s
e

is
y.
l

d
p

e

ar
-
t

bi
e

n

e

f

discrete vibrations form a decreasing geometric progres
with increasing distance between the unit cell and the im
rity atom. The common ratioq of this progression is given
by

ql ,g5
P4~l l ,g!

P2~l l ,g!
5

P3~l l ,g!

P1~l l ,g!

5
2l1«6A4l1

2«21l2
2~12«2!2

l2~12«2!
, ~37!

where, as in~31!, the ‘‘plus’’ and ‘‘minus’’ signs in front of
the radical corresponds to local and gap vibrations, resp
tively. The intensities of discrete vibrations form a geomet
progression with the common ratioq2 and the sum equal to
unity.

It should be noted that if the elements of the Jac
matrix of the operatorL1L in a system of an arbitrary di
mensionality tend to limiting values with increasingn, the
attenuation of the amplitudes of discrete vibrations for la
n is determined by~37!, i.e., is exponential. For example, th
attenuation of local vibrations in a lattice with a monatom
unit cell at large distances from a defect can only be ex
nential.

The amplitude of vibrations of an impurity atom itself
a discrete frequency is larger than the amplitude of vibrati
of a neighboring atom if

uP1~ld ,«!u,S 2l1

l2~11«! D
1/2

. ~38!

This inequality holds identically for a local vibration assoc
ated with a light impurity in the light sublattice. For a loc
vibration associated with a light impurity in the heavy su
lattice, this inequality is satisfied for

l1

l2
.

~11«!~122«!

123«
~39!

~in this case,«,0 andl1,l2). According to~37!, the vio-
lation of ~39! means that the amplitude of vibrations of
light atom at a discrete frequency in each unit cell is larg
than for a heavy atom, although the light atom is separa
from the defect by a larger distance. In other words,
exponential decrease of the amplitude of the vibrations
‘‘modulated’’ by certain oscillations. For the gap vibratio
associated with a light impurity in the heavy sublattice, t
inequality ~38! never holds. This vibration is mainly local
ized at the nearest neighbors of the impurity~light atoms!.

For the gap vibration associated with the heavy impur
in the light sublattice, inequality~38! also holds under the
condition~39!, but «.0 andl1.l2 in this case. Inequality
~39! is violated whenlg is near the top of the acoustic ban
where the amplitudes of atomic vibrations in the light su
lattice become zero. Heavy atoms mainly vibrate at frequ
cies close toV0 , and hence the amplitudes of vibrations wi
the gap frequency for heavy atoms at large distances f
the defect are larger than for less remote atoms.
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SEMI-INFINITE DIATOMIC LINEAR CHAIN WITH AN
ISOTOPIC SUBSTITUTIONAL IMPURITY AT THE FREE END

Let us consider a semi-infinite chain (n>0) with a di-
atomic unit cell. The atom of massm1 at the free end of the
chain (n50) is replaced by an isotopic impurity of massm8.
In this case, the perturbation operatorL(si) in the coordinate
representation has the form

L~si!52LQ~2n!2
11«l1

2~11«!
dn,0

1S 1

A11«
21D Al1l2

2
dn,1 , ~40!

where the unperturbed operatorL is chosen in the form of a
dynamic operator~14! of a perfect infinite diatomic chain
and the notationl i ( i 51,2) and« corresponds to~15!.

Having chosenh05u0u1& as the generating displaceme
vector ~see Fig. 5! and using the procedure$Lnh0%n50

` , we
obtain the family of the basis vectors$hn%n50

` 5$unu
3(21)n&%n50

` . The linear envelope stretched on these v
tors coincides with the complete displacement spaceH for
atoms in the given system. TheJ-matrix of the operatorL
1L(si) in this basis has the form

ã05
1

2

l1

11«
; a2k5l1 ; a2k215l2 ;

b̃05
1

2 S l1l2

11« D 1/2

; bn5
Al1l2

2
; k,n51,2,3,... . ~41!

The Green’s function of the given system can be writ
as

G00
~si!~l,«!5

2~11«!

R~si!~l,«! H ~112«!~l2l2!1L~Q!

3S U~l2l1!~l2l2!~l11l22l!

l U D 1/2J ,

~42!

whereL~Q! is defined by~20!, and

R~si!~l,«!54«~11«!l212l@l122l2«~11«!#

2l1~l11l2!. ~43!

At the points

l l ,g~«!5
1

2 H l21
l1

2«~11«!

7sgn~«!S l2
21l1

2F 112«

2«~11«!G
2D 1/2J ~44!

FIG. 5. Schematic diagram of a model for a semi-infinite one-dimensio
chain.
-

n

this function has poles with the residues

m l ,g5
~112«!7u112«u@Q~l12l2!6Q~l22l1!#

4«

3H 16
l112l2«~11«!

Al1
2~112«!214l2

2«2~11«!2J ~45!

~in all the combinations6 or 7, the upper sign correspond
to local and the lower sign to gap vibrations!. For «50, Eq.
~43! assumes the form

R~si!~l,0!5l1@2l2~l11l2!#,

and its only root corresponding to a gap vibration is given

lg~0!5
l11l2

2
. ~46!

The intensity of this vibration at the terminal atom has t
form

mg
~0!~0!5

l12l2

l1
Q~l12l2!, ~47!

and a gap vibration is formed only whenl1.l2 , i.e., an
atom from the light sublattice is located at the end of t
chain. The squared frequency of this vibration is exactly
the middle of the gap. It should be noted that this is co
pletely in accord with the characteristics of the gap vibrat
associated with the presence of a heavy isotope w
m8/m152 in the light sublattice of an infinite chain~see~34!
and ~35!!.

It can easily be verified that lim«→20 l l(«)52` and
expressions~44! and ~45! for gap vibrations with«50 are
transformed into~46! and ~47!, respectively.

The spectral density of the vibrations of the termin
atom, which is defined in the bands of the continuous sp
trum, has the form

r~si!~l,«!

5
2~11«!

pR~si!~l,«!
S U~l2l1!~l2l2!~l11l22l!

l U D 1/2

,

~48!

which also coincides with~25! for «51. The root singularity
at l50 typical of the phonon spectrum of one-dimension
structures is preserved for all values of«. For «521/2, the
function

R~si!~l,«!5R~si!S l,2
1

2D5~l2l1!~l11l22l!

and ~48! coincides with the spectral density~25! of the cor-
responding atom in a perfect infinite chain, i.e., the m
defect compensates the effect of the free surface. In o
words, the effect of the free end of a linear chain on
phonon spectrum and vibrational parameters is comple
similar to the effect of an isotopic impurity with a mass twic
as large as the mass of the end-point atom of the chain.

Finally, comparing ~18! with ~42!, we obtain the
expression

al
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G00
~si!~l,«!5G00

~0!~l,112«!, ~49!

leading to similar relations for spectral densities and para
eters of discrete vibrations.

Figure 6 shows the characteristics of discrete vibrati
as functions of the parameter«. Irrespective of the relation
between l1 and l2 , m l(21/2)5mg(21/2)50, i.e., «5
21/2 is the threshold value of discrete vibrations. The lo
vibrations with the squared frequencyl l(«) splits from the
upper boundaryl11l2 of the optical band for«,21/2. A
further decrease in« («P@21/2,1#), the frequency and in-
tensity of this vibration increase@l l(«)→`,m l(«)→1#. The
value lg(1/2)5l1 , i.e., for l1,l2 a gap vibration whose
squared frequency tends to the lower boundaryv0

25l2 splits
from the topV0

25l1 of the acoustic band, and the intensi
decreases nonmonotonically to zero~for «521). This gap

FIG. 6. Squared frequencies and intensities of discrete vibrations in a s
infinite chain as functions of«: l1.l2 ~a! andl2.l1 ~b!.
-

s

l

vibration ‘‘coexists’’ with the local vibration as in the cas
of a light impurity in the heavy sublattice of an infinite chai

It was noted above@see~46! and ~47!# that for l1.l2

the gap vibration exists for«50 also. It can be easily veri
fied from ~44! and ~45! that for «.0, the frequency of this
vibration decreases with increasing impurity mass to the
per boundary of the acoustic band@ lim«→` lg(«)5V0

2

5l2#, and the intensity tends to zero, For«P@0,21/2#, the
frequency of the gap vibration increases to the lower bou
ary of the optical band@lg(21/2)5v0

25l1#, and the inten-
sity decreases to zero. A further decrease in the impu
mass lads to the disappearance of the gap vibration and to
formation of a local vibration.

CONCLUSION

Exact analytic solutions for Green’s function can be o
tained for infinite linear chains with a periodic arrangeme
of atoms~with an infinitely large, but finite period! and with
disordered defect clusters by using the method of Jacobi
trices in the case when the system has a symmetry cente
exact solution is obtained by splitting the entire displacem
space into the complete system of two cyclic subspa
formed by displacements that are symmetric and antis
metric about the given center. For a semi-infinite chain, s
an exact solution can be obtained in all cases. The co
sponding unique cyclic subspace~which is a complete sys
tem! is generated by a displacement of the terminal atom
the chain.

The imaginary components of diagonal elements
Green’s function and the residues at the poles of the gi
function, which characterize the vibrational amplitudes
atoms at frequencies lying in the region of the continuo
spectrum and at discrete frequencies respectively depen
the number of this diagonal element asPn

2(l). The ampli-
tudes of discrete vibrations associated with the defects
side of the defect cluster form a decreasing geometric p
gression, i.e., attenuate exponentially.

The continuous spectrum of the squared eigenfrequ
cies for a linear chain with a diatomic unit cell in which ea
atom is a symmetry center consists of two bands of the s
width. The spectral densities of both atoms~and hence their
vibrational amplitudes! have root singularities at zero and
the upper boundary of the entire spectrum. The amplitude
vibrations of the heavy atom has another root singularity
the upper boundaryV0

2 of the acoustic band and vanishes
the lower boundaryv0

2 of the optical band. On the contrary
the amplitude of vibrations of the light atom vanishes f
l5V0

2 and has a root singularity forl5v0
2.

The presence of a light isotopic substitutional impur
in such a chain leads to the thresholdless formation of lo
vibrations splitting from the upper boundary of the optic
band irrespective of the sublattice containing the impur
Moreover, if the light impurity is in the heavy sublattice,
gap vibration localized mainly at the nearest neighbors of
impurity splits from the upper boundary of the acoustic ba

A heavy impurity in the light sublattice leads to the fo
mation of a gap vibration splitting from the lower bounda
of the optical band. A heavy impurity in the heavy sublatti

i-
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does not form vibrations with discrete frequencies, b
causes the ‘‘pumping’’ of phonons from the optical to t
acoustic band.

The effect of the free end of a chain on the vibration
parameters is completely similar to the effect of a hea
isotope withm8/m52. The vibrational characteristics of
semi-infinite chain with an isotopic impurity at the end c
be obtained from the corresponding characteristics of an
finite chain through the substitution«→112«.
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Low-temperature plasticity of Pb–Bi alloys: the role of thermal activation
and inertial effects

N. V. Isaev, V. D. Natsik, V. V. Pustovalov, V. S. Fomenko, and S. E. Shumilin
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Ukraine, 310164 Kharkov, Ukraine*
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Detailed studies of temperature dependences of critical shear stress and strain-rate sensitivity of
deforming stress of Pb–Bi single crystals with 0.1–6.0 at. % Bi are carried out in the
temperature range 0.5–295 K. The deforming stress decrease during a superconducting transition
of the sample is studied and the concentration dependence of the effect is measured. The
ideas of a gradual transition~upon cooling! from thermally activated motion of dislocations
through impurity barriers to the thermoinertial mechanism in the temperature range
10–25 K and further to the quantum-inertial motion at temperatures&1 K are developed. A
detailed thermoactivation analysis of experimental data is carried out, and empirical estimates of
internal stresses, dislocation–impurity interaction parameters, electron and phonon
components of dynamic drag coefficient for dislocations are obtained. ©1998 American
Institute of Physics.@S1063-777X~98!01108-6#
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1. INTRODUCTION

The theory of yield stress of solid solutions based on
concepts of thermoactivated overcoming of local impur
barriers by dislocations predicts a monotonic increase of
fective stress upon cooling.1,2 It was proved earlier3,4 that, in
the case of solid solutions of Sn and Sb in Pb, this the
successfully describes the main peculiarities of plastic flo
which are detected in experiments in the range of modera
low temperatures. The thermoactivation analysis of exp
mental data carried out in these publications according to
algorithm proposed in Refs. 1 and 5 makes it possible
estimate the empirical parameters of the theory and to de
mine the statistics of barrier distribution along the disloc
tion line.

However, the low-temperature singularities~anomalies!
in plasticity observed in the range of hydrogen and heli
temperatures cannot be explained by using simple ther
fluctuation concepts. Above all, this concerns the comp
temperature dependence of the yield stress, athermal c
and the stress jump in the superconducting transition. Th
effects were studied in many experimental works whose
view is given in Ref. 6. Several hypotheses proposed
explaining low-temperature anomalies take into account s
cific features of dynamic and activated motion of disloc
tions at low temperatures. For example, the decisive role
inertial7,8 and quantum-mechanical3,9,10 effects in overcom-
ing of impurity barriers by dislocations was proved for allo
based on fcc and hcp metals. However, the mechanism
low-temperature anomalies of plasticity are not complet
clear as yet.

It has become clear recently11,12 that experimental data
can be interpreted correctly only under a number of con
tions the chief ones of which are listed below:
5931063-777X/98/24(8)/9/$15.00
e

f-

y
,
ly
i-
e
o
r-

-

o-
x
ep,
se
-
r

e-
-
of

of
y

i-

~1! A wide temperature interval in which plastic deform
tion occurs through dislocation slip and is not affect
significantly by diffusion;

~2! An analysis of temperature dependences of differen
parameters of plasticity such as strain rate and temp
ture sensitivity of deforming stress, that must be carr
out along with an analysis of temperature dependenc
yield stress;

~3! A range of concentration of impurity barriers as wide
possible, which is responsible for dislocation drag;

~4! A variety of local barrier heights obtained by varying th
types of doping elements.

The fulfillment of these conditions and the use of mo
fied procedure of thermoactivated analysis11,12 make it pos-
sible to obtain rich information on dynamic parameters
dislocations and dislocation–impurity interaction, i.e., to d
termine the statistics of impurity distribution along disloc
tion lines and to estimate the height of impurity barriers, t
characteristic level of internal stresses, and the dynamic d
coefficient for dislocations.

Single crystals of Pb-based solid solutions are most c
venient objects of investigation that satisfy all the conditio
listed above. In this paper, the kinetics of low-temperat
plastic deformation of Pb–Bi single crystals with a wide s
of concentration values of Bi impurity is studied in deta
The application of the rigorous procedure of thermoacti
tion analysis of the experimental data makes it possible
enrich and clarify the knowledge of dynamic effects exh
ited in the motion of dislocations at low temperatures. T
interest in Pb–Bi alloys is also due to peculiar variations
their thermal properties during the superconducting tran
tion, which is important for determining the possible role
thermal effects in low-temperature peculiarities in plastic
of metals.
© 1998 American Institute of Physics
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2. EXPERIMENTAL TECHNIQUE

We investigated Pb–Bi alloys with Bi concentratio
0.1, 0.5, 1.0, 3.0, and 6 at. %. The purity of starting mater
for sample preparation was 99.9999% for Pb and 99.99
for Bi. Single crystals were grown by using the Bridgma
method in a dismountable graphite mold,13 which made it
possible to obtain a batch of 10 samples from one seed.
size of the working part of the sample was 153331 mm.
The extension axis was oriented close to the@110# direction.
The stress–strain curvest~«! for extension at a constan
strain rate«̇51.131024 s21 ~t is the shear stress and« the
shear strain! were recorded in the temperature range 0.5–2
K. The experiments were made on a low-temperature
forming setup with a4He cryostat at temperaturesT>4.2 K
and on a setup with a3He cryostat at 0.5–4.2 K.14 Tempera-
ture variation was carried out by evacuation of4He and3He
vapor. The temperature was monitored by three resista
thermometers fixed at different points of the sample. T
relative error of temperature measurements did not exc
1022.

The critical shear stresst0 was determined from the de
viation of the initial segment of thet~«! curve from Hooke’s
law. In some cases, the sample was unloaded near the s
t0 , cooled, and loaded again. The values oft0 obtained by
sample loading at 3–4 different temperatures taking into
count strain-hardening at each loading corresponded to
values determined from thet~«! curve at a fixed temperature

At T,Tc (Tc'7.2 K is the superconducting transitio
temperature for Pb!, the measurements were made
samples in the superconducting and normal states: a tra
tion to the normal state was induced by switching on
magnetic field of a superconducting solenoid containing
sample. In these experiments, we recorded the deform
stress jumpDtSN. Weakly doped alloys did not display th
effect of magnetic flux trapping distorting the jumpDtSN. In
the case of strongly doped alloys, the effect of magnetic fl
trapping on the parameters being measured was elimin
by recording their values only during the first destruction
superconductivity by the applied magnetic field.

Apart from t0 , we also recorded the sensitivity of de
forming stress@Dt(«)#T to an increase in the strain rate«̇
from 1.1•1025 s21 by a factor of 10 and 100 during defo
mation at a fixed temperature. In order to plot the tempe
ture dependenceDt(T), the value ofDt was determined by
extrapolating the dependenceDt~t! to the point t5t0 ,
which allowed us to minimize the uncontrollable influence
deformation defects. The error in stress measurements
62 kPa.

3. DISCUSSION OF EXPERIMENTAL RESULTS

3.1. Temperature dependence of plasticity parameters

The experimentally measured temperature depende
t0(T) and Dt(T)/ ln «̇ of the critical shear stress and th
strain-rate sensitivity of deforming stress recorded in exp
ments for all the alloys under investigation are shown
Figs. 1, 2, 3, and 4.
ls
%

he

5
e-

ce
e
ed

ess

c-
he

si-
e
e
g

x
ed
f

-

f
as

es

i-

For all the five values of impurity concentration, we ca
distinguish four segments on thet0(T) curves~see Figs. 1
and 2!: the absence of any temperature dependence~athermal
region! at T.150– 200 K, an increase int0 upon sample
cooling to a certain temperatureTm1'10– 30 K, a noticeable
decrease in the value oft0 during sample cooling below
Tm1 , and the formation of one more athermal segment aT
,5 K. The temperature boundaries of these regions,
height of the peak on thet0(T) curve, and the values oft0 in
high- and low-temperature athermal segments depend
nificantly on the concentrationC of impurity atoms.

Below the superconducting transition temperatureTc ,
the well-known effect of plasticity variation is observed6: the
transition of the samples from the superconducting to
normal state induced by a magnetic field is accompanied
an increase in the critical shear stress byDtNS5t0N(T)
2t0S(T).0 ~see Fig. 2!. It is worth noting that the relative

FIG. 1. Temperature dependence of the critical shear stresst0(T) for Pb–Bi
single crystals with different Bi concentrations; the extension axis is
ented approximately along the@110# direction.

FIG. 2. Anomaly of critical shear stresst0(T) for Pb–Bi single crystals in
the normal and superconducting states~low-temperature specification of de
pendences presented in Fig. 1!: dark symbols correspond to the normal sta
and light symbols to the superconducting state, andTc is the superconduct-
ing transition temperature. The solid curve describes the theoretical de
dence~3! corresponding to purely thermoactivated slip of dislocations in
alloy Pb–3 at. %Bi obtained for the values of parameters from Table I.
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magnitude of the stress decrease is quite large (DtNS/t0N

'10– 15%), and the value ofDtNS considerably depends o
the impurity concentration.

For all the alloys under investigation, the dependen
Dt(T)/D ln «̇ ~see Figs. 3 and 4! is a curve with a peak a
Tm2'80– 90 K. The peak temperatureTm2 is independent of
the impurity concentration, while the value o
Dt(Tm2)/D ln «̇ increases significantly with concentratio
The strain-rate sensitivity of deforming stress virtually va
ishes in the regionsT'180– 200 K andT,12– 15 K ~to
within the error of measurements ofDt'2 kPa). It should
be noted that the value ofDt(T)/D ln «̇ becomes negative a
T.200 K, and stress-strain curves display a decrease in
stage of linear strain-hardening and first features of unst
~jump-wise! plastic flow. These observations indicate a s
nificant role of impurity diffusion and dislocation–diffusio
effects of deformation ageing in inelastic deformation p
cesses atT.200 K.

The dependencesDt(T)/D ln «̇ depicted in Figs. 3 and
4 were obtained by changing the strain rate by a factor of
Similar values ofDt(T)/D ln «̇ were observed in the cas
when the strain rate was decreased by a factor of 100.

Figure 4 shows~on a magnified scale on the temperatu
axis! the low-temperature anomaly of the strain-rate sensi
ity @Dt(T)/D ln «̇#T : the rate of decrease in this quanti
increases abruptly upon cooling atT,20– 30 K. The
anomaly can be seen more clearly on the temperature de
dence of activation volume~see Fig. 4b!:

V~T!5kT~D ln «̇/Dt!T .

The general regularities in the temperature depende
t0(T) and Dt(T)/D ln «̇ for Pb–Bi alloys are qualitatively
similar to those observed for other alloys based on
metals.3,4,8

3.2. Thermally activated plasticity

The experimentally observed temperature and impu
concentration dependencest0(T) and Dt(T)/D ln «̇ of the
critical shear stress and the strain-rate sensitivity of fl

FIG. 3. Temperature dependence of the sensitivity of deforming stress t

variation of strain rate«̇ from 1.131025 to 1.131024 s21 for Pb–Bi alloys
with different concentrations of Bi.
e

-

he
le
-

-

0.

-

en-

es

c

y

stress for Pb–Bi single crystals at 30 K,T,150 K possess
all the features typical of dislocation-type plastic deform
tion determined by thermoactivated motion of dislocatio
through local barriers formed by impurity atoms. In su
cases, the relation between the plastic strain rate«̇, the de-
forming stresst, and temperatureT is determined by the
classical Arrhenius equation

«̇5 «̇0 exp@2H~t* !/kT#. ~1!

Here t* 5t02t i is the effective stress equal to the diffe
ence between the deforming stresst0 and the long-range
~internal! stresst i , and H(t* ) is the effective activation
energy~enthalpy! whose form is determined by the powe

he

FIG. 4. Low-temperature anomalies of the strain-rate sensitivity of defo
ing stress~a! and activation volume~b!. Solid curves are theoretical depen
dences corresponding to purely thermoactivated dislocation slip in the a
Pb–3 at. % Bi plotted for the values of parameters from Table I.
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law governing the interaction of a dislocation with the pi
ning center and the statistics of distribution of such cen
along a dislocation line.

In various models of solid-state strain hardening,
stress dependence of activation enthalpy is successfully
proximated by the universal expression1

H~t* !5H0@12~t* /tc!
p#q, ~2!

where H0 is the energy parameter of dislocation–impur
interaction typical of a given impurity, andtc the critical
stress of activationless motion of a dislocation through
purity barriers. The exponentsp and q in formula ~2! are
numerical parameters of the order of unity. The value of
parameterq is determined by the shape of a barrier, wh
the parameterp and tc are determined by the properties
the barrier itself and the statistics of barrier distribution alo
the dislocation line.

Relations~1! and~2! readily lead to explicit expression
for the experimentally studied parameters of plasticity:

t0~T!5t i1tc@12~T/T0!1/q#1/p, ~3!

S Dt

D ln «̇ D
T

5
tc

pqA S T

T0
D 1/qF12S T

T0
D 1/qG ~12p!/p

. ~4!

Here we have used the following notation:A5 ln(«̇0 /«̇); T0

5H0 /kA.
A comparison of relations~3! and ~4! with the experi-

mental curves presented in Figs. 1, 2, 3, and 4 allows u
determine the empirical values of the parametersp, q, t i ,
tc , A, andH0 of the theory. In the general case, we mu
take into account the fact that the parameterstc , t i , andH0

are directly proportional to the shear modulusG, and hence
are functions of temperature in accordance with the dep
denceG(T). The disregard of this fact can lead to significa
errors in the estimates of the parameters of the theory in
cases when formulas~3! and ~4! are used for describing ex
perimental data in a very wide temperature range.11 How-
ever, this interval for Pb-based alloys does not exceed 20
as a rule, and the corrections associated with the tempera
dependenceG(T) are small.

Additional difficulties are also encountered when t
temperature dependence of the parametert i appearing in for-
mula ~3! is taken into account correctly. This is due to lo
reliability of the method of measurement oft i(T) in the
low-temperature range.15 The thermoactivation analysis pro
posed in Ref. 11 makes it possible to avoid possible er
associated with the above circumstances.

First of all, we must analyze the temperature depende
of the strain-rate sensitivity of stress (Dt/D ln «̇)T whose
theoretical expression~4! does not contain the parametert i .
Using this dependence, we can obtain empirical values of
parametersp, q, andT0 as well as the ratiotc /A. Then we
can calculatetc after determining the parameterA indepen-
dently. This can be done by finding the empirical values
the derivativedt0 /dT by numerical differentiation of the
curves shown in Fig. 1 and using the relation

A52TS Dt

D ln «̇ D
T

21S dt0

dT D
«̇

. ~5!
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provided thatdt i /dT!dt0 /dT. Under the above assump
tions concerning the impurity nature of barriers overcome
a dislocation through thermal activation and a weak dep
dencet i(T), the value ofA calculated from formula~5!
should not depend significantly on the impurity concent
tion and temperature. Athermal empirical values of the
rameterA is a criterion of applicability of Eq.~1! and rela-
tion ~2! for describing a plastic flow.

In order to match expressions~3! and ~4!, we must take
the values oft i5t0(T0) as an empirical estimate of interna
stresses. Then we must find the empirical values of effec
stresst* (T)5t0(T)2t i5t0(T)2t(T0) for each concen-
tration and verify the correspondence of the chosen value
p andq to experimental dependences shown in Fig. 1.

While processing the experimental data according to
above algorithm, we considered all possible combinations
the values of exponents appearing in formula~2!: p51,
2/3 andq52, 3/2, and 1. In each case, we analyzed the c
relation between the experimental data and the theore
dependences~3! and ~4! as well as temperature and conce
tration dependences of the parameters of the theory app
ing in these expressions. It was found as a result of anal
that the optimal values of the parameters arep52/3 andq

51. For these values, the dependence (Dt/D ln «̇)T in the
(Dt/T)2 vs. T coordinates is linear for all the alloys unde
investigation in the temperature rangeT530– 140 K ~Fig.
5a!. In the same temperature range, the dependencet0(T) is

FIG. 5. Comparison of experimental temperature dependences of (Dt/T)2

~a! andt* 2/3 ~b! with formulas~3! and~4! ~solid lines! for the values of the
parametersp52/3 andq51.
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linear in the coordinates (t* )2/3 vs. T, where t* (T)
5t0(T)2t0(T0) ~Fig. 5b!.

The empirical values of the parametersT0 , tc , and t i

calculated by using the curves in Figs. 1, 2, 5a and b
expressions~3! and ~4! are given in Table I. The values o
the parameterA obtained as a result of numerical differe
tiation of t0(T) ~Fig. 1! as well as from formula~5! and the
data presented in Fig. 2 were found to be independen
temperature in the interval 30–140 K. The values ofA aver-
aged over this temperature interval and the values ofH0

5kT0A corresponding to them are also given in Table I.
can be seen that only the critical stresstc and the internal
stresst i display a considerable dependence on the impu
concentration. The effect of impurities on the internal str
t i is insignificant for low concentrations and becomes noti
able only forC.0.01.

The correctness of the above analysis and obtained
mates is confirmed additionally by the following circum
stances. The value of the parameterA'20 is typical of most
fcc metals.1,2 This parameter is virtually independent of tem
perature in a fairly wide temperature range 30–140 K, wh
means that the role of the dependencesG(T) and t i(T) is
insignificant. The temperatureT0 corresponding to the uppe
limit of applicability of Eq.~1! is approximately the same fo
all the alloys. According to formula~2!, this means that the
type and parameters of the barriers responsible for dislo
tion drag do not change upon an increase in the Bi conc
tration.

The characteristic energy parameterH0 also behaves in
analogy withT0 . The empirical value ofH0 corresponds to
the case when solitary impurity atoms play the role of
effective barrier for dislocations in a fcc crystal. The avera
value of H0.0.26 eV is close to the corresponding val
obtained in Refs. 3 and 4 as a result of thermoactivat
analysis for Pb–Sn alloys~0.27 eV! and is much lower than
for Pb–Sb alloys~0.31 eV!. The value ofH0 is in accord
with the data on the height of impurity barriers in Pb, whi
were obtained by using other methods.16–18

Another important test that makes it possible to estim
the correctness of the choice of the numerical values fop
andq is the verification of correlation between the values
temperatureTm2 and T0 following from formula ~4!. An
analysis of formula~4! for maximum leads to the relatio
Tm25pqT0 . It can easily be seen that this relation holds
within ;10% for the valuesp52/3 andq51.

The value of the parameterp and the form of thetc(C)
dependence give an idea about the statistics of barrier d
bution along a dislocation line. The valuep52/3 corre-

TABLE I. Empirical values of the parameters of the theory.

C,
at. %

T0 ,
K

tc ,
MPa

t i ,
MPa A

H0 ,
eV

f m ,
H•10211

Ti ,
K DtNS /tc

0.1 141 0.30 0.40 20 0.25 2.0 12 0.31
0.5 140 0.37 0.45 20 0.25 2.0 15 0.31
1.0 138 0.57 0.50 20 0.25 2.0 17 0.28
3.0 137 0.99 0.80 20 0.25 2.0 22 0.24
6.0 140 1.35 1.95 23 0.27 2.2 25 0.24
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sponds to the case when the average lengthL of dislocation
segments is a function of the stresst* acting on a dislocation
~Friedel statistics!. In this case, in the first approximation th
value ofL is determined by the formula19

L'~2ELb/t* C!1/3, ~6!

whereEL is the linear tensile force acting on the dislocati
andb the Burgers vector. In the Friedel statistics, the str
corresponding to activationless depinning of the dislocat
from a barrier is defined as

tc5~2EL /b2!d2/3C1/2, ~7!

whered5 f m/2EL is the dimensionless barrier strength (f m is
the maximum force required for overcoming a barrier wit
out thermal activation!. Figure 6 shows that the values oftc

obtained for alloys with different impurity concentration
satisfies relation~7! indeed. The slope of the straight line i
Fig. 6 makes it possible to estimate the parameterf m :

2EL

b2 d2/35
f m

3/2

b2 A2EL57•106 Pa. ~8!

Using this relation, the standard estimate of 2EL5Gb2, the
values of the shear modulusG51010 Pa and Burgers vecto
b53.5310210 m for the easy slip system in Pb, we obta
the values off m given in Table I. The value off m obtained
for Bi impurities is slightly smaller than for doping Pb wit
Sn3 and Sb.4 This is in good agreement with the data on t
effect of Bi, Sn, and Sb impurities on solid-solution harde
ing of Pb.16–18

It should be noted that the empirical value of the para
eter q51 for Bi impurities differs from the value ofq
53/2 obtained for Sn and Sb impurities.3,4 In the case of Bi
impurities, the values ofq53/2 or 2 do not satisfy formulas
~3! and~4! or lead to unexpectedly high values of the para
etersH0 , T0 , and f m . This indicates the difference in th
profiles of potential barriers created by these impurities.

Thus, the optimal value of the parameterp52/3 and the
form of concentration dependencestc(C) indicate that the
barrier distribution along a dislocation line in these allo
corresponds to the Friedel statistics. The values of the en
parameterH0 of the barrier, the maximum forcef m , and the

FIG. 6. Concentration dependence of the critical stress for activation
flow of dislocations.
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limiting temperatureT0 are typical of barriers formed by
individual substitutional atoms in Pb. AtT.140 K, the ef-
fective contribution to the deforming stress comes only fr
long-range obstacles.

All the regularities of plastic flow in Pb–Bi alloys de
scribed above change significantly forT,30 K: the tem-
perature dependences of the measured parameters of pl
ity deviate from regularities typical of a thermoactivatio
process described by the Arrhenius equation. Such de
tions are known as low-temperature anomalies of plastic

3.3. Low-temperature anomalies of plasticity

The departure of experimental data from the theoret
dependences~3! and ~4! at T,30 K is clearly seen from
Figs. 2 and 4. When the sample is cooled below a cer
characteristic temperatureTi , the temperature sensitivit
(dt0 /dT) «̇ and the strain-rate sensitivity (Dt/D ln «̇)T of de-
forming stress decrease more rapidly than what is predi
by the dependences~3! and ~4!. The derivative (dt0 /dT) «̇

reverses its sign and becomes positive, while (Dt/D ln «̇)T

decreases to zero~to within the error in stress measuremen
Dt;2 kPa). In the region of the peakt0(T), the tempera-
ture dependence of activation volume has a clearly m
fested minimum~see Fig. 4b!. The temperatureTi corre-
sponding to the beginning of the anomaly increases with
impurity concentration~see Table I!.

At a temperatureT,Tc , whereTc is the superconduct
ing transition temperature, all the alloys under investigat
go over to the superconducting state. This is accompanie
a characteristic jump-wise change int0 by DtNS.6 It can be
seen from Fig. 2 that the value ofDtNS(T) increases upon
cooling, whileDtNS(0) depends on the impurity concentr
tion.

The physical mechanisms whose action can explain l
temperature anomalies of plasticity were considered by D
senkoet al.20 Taking into account the type of anomalies o
served by us here, which are typical of fcc alloys, we sh
consider in greater detail the theoretical hypotheses wh
were recently confirmed in experiments.

Under the action of high effective stresses in the lo
temperature region, dislocations can be accelerated to
velocities. In this case, a transition to the above-the-bar
motion of dislocations can be made, for which the followi
relations must hold21:

t* 5g«̇ and dt/d«̇5g«̇, ~9!

where g is a parameter proportional to the dynamic dr
coefficient for dislocations. In our case~see Sec. 3.1!, the
measured values of the strain-rate sensitivity of deform
stress are in noticeable contradiction with relations~9!. For
example, it can be seen from Figs. 2 and 4 that the temp
ture dependencest0(T) and (Dt(T)/D ln «̇)T are different,
while these dependences should be identical according to~9!.
Thus, the anomalous nature of plasticity parameters obse
in our experiments cannot be explained by a transition fr
the thermofluctuation to the above-the-barrier motion of d
locations.
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A possible reason behind the anomalies can be ass
ated with a transition from the thermoactivated to quantu
mechanical motion of dislocations through barriers. Oset
et al.22 explained the creep of pure Pb atT,10 K by quan-
tum effects, while it was proved22,23 that the limiting tem-
peratureQ below which the quantum mechanism plays
decisive role must be of the order of 0.1QD (QD is the
Debye temperature!. The inclusion of quantum effect in a
description of motion of a dislocation through local barrie
boils down to the replacement of temperatureT in Eq. ~1! by
the ‘‘effective’’ temperatureT* (T):

T* ~T!5H ~Q/2!~11T2/Q2!, T,Q

T, T.Q
. ~10!

After the substitutionT→T* (T) in ~1!, relations~3! and~4!
with the obtained values ofp andq become

t0~T* !5t i2tc~12T* /T0!3/2, ~11!

S Dt

D ln «̇ D
T

5
3tc

2A
A12T* /T0~T* /T0!. ~12!

These formulas make it possible to explain the athermal
ture of plastic flow atT,5 K if we put Q'10 K.22 How-
ever, the emergence of a peak on thet0(T) curve at T
520– 30 K cannot be explained by expressions~11! and
~12!.

It was proved earlier3,4 that more unambiguous conclu
sions on the influence of quantum effects on the motion
dislocations through impurity barriers can be made from
analysis of the temperature dependence of (Dt/D ln «̇)T .
However, the strain-rate sensitivity in our case vanishes
T,12 K in view of limited sensitivity of measuring instru
ments. Thus, we can only state that the plasticity parame
studied by us atT,30 K have anomalies that cannot be e
plained only by quantum effects.

The effect of inertial properties of dislocations is cons
ered to be one of possible reasons behind manifestatio
low-temperature anomalies of plasticity.7,8,24 In the low-
temperature region, dislocation segments go over from
damped to an undamped state due to an increase in th
fective stresst* (T) and a decrease in the phonon compon
Bph(T) of the dynamic drag coefficientB(T)5Bph(T)1Be

(Be is the athermal contribution of conduction electrons
dislocation drag!. The time of attenuation of natural vibra
tions of the dislocation segment in this case constitute
considerable part of the time of expectation of a favora
thermal of quantum fluctuation. As a result, quantum dep
ning from an individual barrier is accompanied by the m
tion of the dislocation through a large number of neighbor
barriers~unzipping!. The conditions for the existence of un
damped dislocations is the simultaneous fulfillment of t
two inequalities

t02t i5t* .0,5tc , ~13!

BL,2p~MEL!1/2, ~14!

whereM is the linear mass density of a dislocation.
The assumption concerning successive transition fr

the purely activated to the thermoinertial mechanism follo
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by a transition to the quantum–inertial mechanism of mot
of dislocations through impurity barriers upon cooling h
made it possible to describe completely the low-tempera
anomaly of plasticity for Pb–Sn and Pb–Sb alloys.3,4 Ac-
cording to Table I and Fig. 1, condition~13! is satisfied for
Pb–Bi alloys even atT,60 K. In order to verify condition
~14!, we can use the rough estimatesEL'0.5Gb2, M
'0.5rb2 ~r is the crystal density!, and take the value of the
drag coefficientB5431025 N•m22

•s typical of Pb-based
alloys in the low-temperature range.25 Putting G.1010 Pa,
r'104 kg/m3, andb'3.5310210 m, we obtain the follow-
ing condition for the fulfillment of~14!: L,1027 m. Ac-
cording to relation~7! taking into account~9!, the length of
the segmentL'1027 m for t* '0.5tc even for the alloy
with the minimum impurity concentrationC50.001. Thus,
at T'Ti condition ~14! holds for all the five alloys unde
investigation.

The combined influence of inertial effects and therm
fluctuations on the motion of dislocations through obstac
was analyzed by using computer simulation methods.26 The
features of such an influence following from the thermoin
tial model are~a! a decrease of the derivativedt* /dT to zero
and its sign reversal;~b! a sharp increase in the activatio
volumeV upon cooling as a result of quasi-dynamic natu
of motion, and~c! the emergence of anomalies only in th
presence of impurity barriers and an increase in the thres
temperature of the anomaly with the impurity concentrati
The regularities in manifestations of low-temperature pe
liarities in plasticity parameters observed by us are in acc
with the features of thermoinertial model listed above. Co
sequently, the low-temperature anomalies in plasticity
Pb–Bi alloys are determined by the same physical mec
nisms as those used for explaining the anomalies in plast
of Pb–Sn and Pb–Sb alloys3,4: the thermoinertial mechanism
is realized atT,20– 30 K, while atT,10 K the motion of
dislocations through impurity barriers is governed by t
quantum–inertial mechanism.

3.4. Dynamic drag coefficient for dislocations

Experimental recording of the threshold temperatureTi

of the low-temperature anomaly and the application of
basic concepts of the theory of thermoinertial motion of d
locations provide information on the characteristic value a
temperature dependence of the dynamic drag coeffic
B(T) for dislocations.12

According to the theory of thermoinertial effects, th
threshold temperatureTi increases with the concentration
impurity barriers. When the inequalityt* .0.5tc is satisfied,
the Ti(C) dependence must be described by the condi
B(T)L(t* ,C)52p(MEL)1/2, in which the temperature de
pendenceB(T) is determined by the phonon component.
T,QD , the phonon contribution to dynamic drag of disl
cations is correctly approximated by a power function,27 and
hence we can use the following expression forB(T):

B~T!5Be1h~T/QD!n, ~15!

whereh5const, and the value of the exponentn is deter-
mined by the interaction between dislocations and phono
n
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Considering thatL(t* ,C) in the given case is determined b
formula ~7!, putting t* 'tc , and taking into account the
dependencetc(C) @see~9!#, we can expect that the following
relations hold:

h~T/Q!n5aC1/22Be ,

a52pd2/9~MEL /b2!1/2. ~16!

The results presented in Fig. 7 indicate that relation~16!
holds for all values ofTi if we assume that the Debye tem
peratureQD594 K19 and putn53 andh57a. The value
n53 in formula ~16! corresponds qualitatively to the cas
when the contribution to dislocation drag is determined
inelastic scattering of thermal phonons by dislocation lin
~Flatter effect!.27 Extrapolating the straight line in Fig. 7 to
its intersection with the ordinate axis, we can obtain the e
pirical value of the electron drag coefficientBe53.5
31025 N•m22

•s. This value is in good agreement with th
empirical estimates of the electron drag coefficientsBeN in
the normal state, which were obtained from an analysis
other experimental data for Pb and its alloys,25 but is ap-
proximately an order of magnitude higher than theoreti
estimates.28

For the coefficienth in formula ~15!, we obtain the em-
pirical estimateh57a'731023 N•m22

•s.

3.5. Variation of stress in the course of superconducting
transition

The effect of the electron state of the sample on
critical shear stress is known to be a common property
superconductors.6 A transition from theN to the S state in
solid solutions causes a jump-wise variation of stress
DtNS5t0N2t0S , and the magnitude of the effect depen
considerably on temperature, concentration, and the ba
height:DtNS5DNS(T,C). At temperatures below 0.5Tc , the
temperature dependence ofDtNS attains saturation. In orde
to clarify the mechanism of stress jump, we must take i
account the form of the concentration dependen

FIG. 7. Concentration dependence of the threshold temperatureTi of the
low-temperature anomaly, illustrating the validity of formula~16! for n
53.
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DtNS(0,C) as well as the relative magnitude of the jum
DtNS(0,C)/tc , wheretc is the critical stress of dislocatio
depinning from a barrier.

The analysis of experimental data carried in the previ
sections convincingly proves that the kinetic of plastic flo
in the region of existence of superconductivity is determin
by the inertial mechanism of overcoming of impurity barrie
by dislocations. Keeping this in mind, it is expedient to u
the inertial mechanism of stress decrease effect develope
Granato24 on the basis of the string model of a dislocati
and modified by Kostorz29 by taking into account the veloc
ity of impingement of the dislocation on obstacles for inte
preting the obtained results on the influence of the superc
ducting transition on the critical shear stress in Pb–Bi sin
crystals. This model predicts a monotonic enhancemen
the effect with increasing impurity concentration accordi
to the lawDtNS;C1/2 in the case when the length of dislo
cation segments changes in the intervalL'1025– 1028 m.
Such values ofL are in accord with the estimates obtained
us. Furthermore, the inertial mechanism predicts the in
pendence of the relative magnitudeDtNS/tc of the effect of
the barrier height.

The concentration dependenceDtNS(0,C) for Pb–Bi al-
loys is shown in Fig. 8, and the relative change in the str
DtNS(0,C)/tc is given in Table I~the values ofDtNS(0,C)
were obtained by extrapolating the data forT50.55 K). It
can be seen that the concentration dependence of stress
is correctly described by the empirical law

DtNS5DtNS
0 1KC1/2, ~17!

where K51.06 MPa andDtNS
0 50.05 MPa corresponds t

the effect in pure lead.30 On the other hand, the relativ
change in stress in the course of the superconducting tra
tion weakly depends on the impurity concentrati
(DtNS/tc'0.31– 0.24).

Thus, the experimental data are described satisfacto
by the inertial mechanism of the stress decrease effect in
alloy during the superconducting transition.

4. CONCLUSIONS

~1! The regularities of plastic flow in single crystals
Pb–Bi solid solutions with Bi concentration varyin

FIG. 8. Concentration dependence of the change in deforming stressDtNS

5t0N2t0S during the superconducting transition,T50.55 K.
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from 0.1 to 6.0 at. % are studied in a wide temperatu
range 0.5–295 K. The low-temperature anomaly of pl
ticity typical of solid solutions based on fcc and hc
metals is detected.

~2! A thermoactivation analysis of temperature dependen
of plasticity parameters is carried out, and it is prov
that plastic deformation in the temperature range 25–
K is determined by thermoactivated motion of disloc
tions through impurity barriers. Empirical dependenc
of the parameters of dislocation–impurity interactio
and internal stresses are obtained.

~3! It is shown that considerable deviation of temperatu
dependences of plasticity parameters from the regul
ties typical of a simple thermoinertial process below
K ~low-temperature anomaly! is due to the mechanism
of thermoinertial and quantum–inertial motion of disl
cations through impurity barriers.

~4! Empirical estimates for the electron and phonon com
nents of the dynamic drag coefficient for dislocations a
obtained from an analysis of the concentration dep
dence of the threshold temperature of the lo
temperature anomaly.

~5! The effect of jump-wise variation of deforming stre
upon a sample transition from the superconducting to
normal state induced by an external magnetic field
studied below the superconducting transition tempe
ture. It is shown that the dependence of the jump in
deforming stress on the impurity concentration cor
sponds to the assumption concerning the fluctuatio
inertial motion of dislocations through impurity barrier
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Equation of state for liquid nitrogen in the high-density limit
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Equations of state are proposed for describing the isothermal compression of liquid argon. These
equations are derived by the method of integral equations in the statistical theory of the
condensed state of matter. The thermophysical data are analyzed for calculating the isotherms
and parameters of molecular interaction potential. ©1998 American Institute of Physics.
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In the method of integral equations in the statistic
theory of the condensed state of matter used in our ea
publications,1,2,3,4we chose the generating functional

F@g1~r /C!,C~r !#5( b iai@C i~qr !2w~r !#g1~r /C!

~1!

and, makingq tend to infinity @q5(V/V0)1/3 is the scaling
factor#, which corresponds to a transition to high densit
since in this caseV→0 and r→`, obtained the integra
equation for the radial distribution function in the form

g2~r !M r~0!bw~r !1M r~0!@g2~r !21#1rE g2~r2r 8!

3M r2r8~0!bw~r2r 8!@g2~r 8!21#dr 850 ~2!

with a direct correlation function satisfying the relation

M r~0!c~r !52g2~r !M r~0!bw~r !,
~3!

M r~0!5exp~2r•¹ r !215( ~21! i~2r•¹ r !
i i !,

wherew~r ! is the intermolecular potential. Using the viria
theorem, the compressibility theorem and the Euler’s th
rem on homogeneous functions, we obtain from Eqs.~3! the
following equations of state

r~]P/]r!T52P2rkT ~4!

and

V02V

V0
5

ln@~P1B~T!!/~P01B~T!!#

A0
211 ln@~P1K !/~P01K !#

. ~5!

Equation~4! can be reduced to the familiar Tait’s equatio
with parametersA andB(T):

2~]P/]V!T5~P1B~T!!/AV0 . ~6!

Confining to the first term in the sum~3!, we obtain A
51/2 andB(T)52r0kT/2 for i 51 andA53/(m12) and
B(T)5(A21)r0kT for i 52. Herem is the exponent of the
potential corresponding to the repulsive forces between m
ecules and defined in the formw(r );rm, or the uniformity
6021063-777X/98/24(8)/2/$15.00
l
er

s
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of potential energy of molecular interaction. Retaining
arbitrary numberi of terms in the series~3!, we obtain the
following relation1:

A21512(
~m1 i 22!!

~m21!! i ! (
~ i 12!!

i !
, ~7!

This leads to the following isothermal equation of state in
form ~5! under the condition that the increase in the recip
cal value of the parameterA is characterized by the
dependence2

A215A0
211 ln@~P1K !/~P01K !#, ~8!

whereA0 is the parameter in the initial Tait’s equation.
In Refs. 2 and 3, we verified the modified equation~5!

for water under pressure up to 1 GPa. This equation rev
a good qualitative agreement between the experimenta
sults and theoretical values of the specific volume of wa
and the isothermal derivative of volume with respect to pr
sure.

In order to analyze the experimental results on isoth
mal compression of argon, we used the data obtained in
5 for three isothermsT5130, 140 and 150 K. Table I show
the results for density obtained from experiments, Ta
equation, and the modified equation~5!. The results obtained
by using Eq.~5! were analyzed in two stages. At first, th
parametersA0 ,B(T) and K were obtained at the referenc
points P0510 MPa, P1520 MPa, P2540 MPa and P3

5100 MPa. The values of parameters obtained in this w
were then substituted into Eq.~5! for determining the den-
sity.

An analysis of the results presented in Table I shows t
Eq. ~5! correctly describes the experimental data on isoth
mal compression of liquid argon and gives fairly accura
results upon extrapolation. It should be observed that Ta
equation is applicable in the range of thermodynamic va
ables where the isothermal compressibilitybT0 is low.6,7 We
processed the experimental data only in this region, wh
bT0P0!1.

The processing of experimental results led to the val
of the parametersA0 , B(T) and K which are compiled in
© 1998 American Institute of Physics
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TABLE I. Values of densityrexp ~in units of 103 mole/m3) calculated from experimental results,rT calculated from Tait’s equation~4!, andrm calculated
from the modified equation~5!.

P,
MPa

130 K 140 K 150 K

rexp rT rexp rT rm rexp rT rm

10 28.72 28.72 26.63 26.63 26.63 24.17 24.17 24.17
20 30.27 30.27 28.72 28.72 28.72 27.08 27.08 27.08
40 32.30 32.30 31.13 31.13 31.13 29.95 29.95 29.93
60 33.72 33.72 32.73 32.73 32.73 31.73 31.76 31.71
80 34.85 34.85 33.96 33.96 33.94 33.07 33.14 33.05

100 35.79 35.79 34.97 34.98 34.95 34.16 34.28 34.15
120 36.60 36.61 35.84 35.86 35.82 35.08 35.26 35.08
140 37.32 37.33 36.61 36.64 36.59 35.89 36.13 35.89
160 37.97 37.99 37.29 37.36 37.28 36.61 36.91 36.61
180 38.56 38.59 37.91 37.99 37.90 37.26 37.62 37.27
200 39.10 39.14 38.48 38.58 38.48 37.86 38.29 37.87
220 - - 39.01 39.13 39.02 38.41 38.90 38.42
240 - - 39.50 39.65 39.52 38.92 39.48 38.93
260 - - 39.96 40.14 39.99 39.40 40.03 39.41
280 - - - - - 39.85 40.55 39.86
300 - - - - - 40.28 41.05 40.28

errors dT50.03% dT50.15% dT50.90%
DT50.1% DT50.45% DT51.9%

dm50.003% dm50.03%
Dm50.07% Dm50.07%
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Table II. The physical meaning of the parameterB(T) lies in
that it defines the internal pressure in the liquid and is
decreasing function of temperature. The parameterK char-
acterizes the pressure at which the short-range struc
variations begin to manifest themselves upon an increas
pressure. The parameterA0 defines the structure of the shor
range order and, as mentioned above, is related in a ce
manner with the exponential index of the molecular inter
tion potential corresponding to the repulsive forces betw
molecules. For liquid argon, the value of the exponentm lies
between 27.07 and 27.37. However, it does not match w
valuem512 generally accepted for many model potentia
It should be recalled that the valuem512 does not have an
theoretical basis and was chosen for the sake of conveni
of computations. An analysis of the temperature depende
of the second and third virial coefficients for argon, krypt
and xenon, as well as of the equations of state for th
elements carried out by Dymondet al.8 leads to the conclu-
sion that the forces of repulsion between molecules in
investigated systems are characterized by a potential

F~r !5«@0.331~rmin /r !2812.072~rmin /r !18#,

wherermin is the position of minimum of the intermolecula
potential, andm528. An analysis of the experimental da
for a number of liquids and solids shows9,10 that the value of

TABLE II. Values of parameters of Tait’s equation~4!, and of the modified
equation~5!.

Parameter 130 K 140 K 150 K

A21(T) 9.69 9.79 9.72
B(T), MPa 5.56 20.37 24.57
K(T), MPa ` 3295 910
a

ral
in

in
-
n

th
.

ce
ce

se

e

m lies in the interval 24–33. Thus a consistent derivation
the equation of state carried out by using methods of sta
tical mechanics makes it possible to establish a relation
tween the parameters of molecular interaction potentials
thermodynamic properties of liquids.

Processing of the data obtained in a computer exp
ment carried out by us11 for a model system of soft sphere
in which the particle interaction is preset by the potentialw
5«(s/r )12 may serve as a serious argument in favor of
result presented in this work. A comparison of theoreti
and experimental values of pressure indicates the correct
of the description of a system ‘‘soft’’ spheres with the he
of equation of state~5!. The error in determining the pressu
in this case is of the order of 0.3%, which is in accord w
the error of the computer experiment.
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EPR investigation of the fluctuating valence compound YbB 12
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The compound YbB12 having a fluctuating valence is investigated by the EPR method. It is
suggested that the valence fluctuation frequency of ytterbium ionsn.1010 Hz. The electron
excitation spectra reveal a gap of the order of 6–7 meV. ©1998 American Institute of
Physics.@S1063-777X~98!01308-5#
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The strong electron–electron correlation in a number
compounds leads to anomalous phenomena like fluctua
valence and formation of heavy fermions. Unfortunately,
contrast to heavy fermions, the only compound in wh
fluctuating valence has been studied intensively so fa
SmB6. Investigations of a large number of such compoun
are essential for revealing the general regularities for m
rials from this class. In this work, we describe the results
EPR studies of ytterbium dodecaboride YbB12

1,2 which is
also a fluctuating valence compound.

The compound YbB12 was synthesized in an inductio
furnace in vacuum at 1700 K by barometric reduction fro
the oxide Yb2O3. It was then melted in an arc furnace an
dissolved in nitric acid to remove the YbB6 impurity. The
single-phase composition of the sample in the form o
black powder was verified by x-ray diffraction analys
Measurements were made on two samples, viz., pure Yb12

and YbB12 doped with 1 at. % Gd31. Gadolinium has pure
spin paramagnetism~with ground state8S7/2) and was used
as a marker. Measurements were made at a frequenn
59.4 GHz in the temperature interval 4.2–60 K.

Rare-earth dodecaborides RB12 have the same crysta
lattice as NaCl with a metal atom at the Na position an
cubic octahedron formed by 12 boron atoms in the
positions.3 The rare-earth ions in RB12 are usually trivalent
and the dodecaborides have metal-type conductivity.
multiplet Yb31 (4 f 13, 8F7/2) is split by a crystal field of
cubic symmetry into a doubletG6 , a quartetG8 , and a dou-
blet G7 . The ground state may contain Kramers doubletsG6

or G7 and an EPR signal can be observed on them. Howe
we did not detect any EPR signal in pure YbB12. This may
be due to the following reason. Studies of electric cond
tivity, susceptibility, and photoemission1,2 show that the va-
lence of Yb in YbB12 is not integral, and amounts to 2.9
while its conductivity is of semiconductor type. Such a d
parture from the behavior of conventional dodecaboride
associated with the existence of a fluctuating valence of
ions in YbB12, i.e., the valence fluctuates between the sta
Yb31 and Yb21, the yttrium ion spending 90% of its time i
the trivalent state and 10% of its time in the bivalent sta
6041063-777X/98/24(8)/2/$15.00
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The EPR line corresponding to Yb31 can be observed only i
the frequencynYb of valence fluctuation between Yb31 and
Yb21 is lower than the frequency of the EPR spectrome
Since the EPR spectrum was not detected, it means tha
frequencynYb is apparently higher than 1010 Hz. Probably,
the fluctuation frequency in YbB12, as in SmB6, is of the
order of 1012– 1014 Hz.4

In the entire temperature range, an intense EPR sign
observed from Gd31 with a g-factor equal to 1.9560.02.
The temperature dependence of the linewidthdH is shown in
Fig. 1. The broadening of the EPR line observed below 10
is due to magnetic ordering. Above 20 K, the linewidth i
creases rapidly from 200 to 1200 Oe at 50 K, and then atta
saturation.

The temperature dependence ofdH in this temperature
interval can be described quite correctly by the exponen
law

dH5A exp~2D/T!,

whereA57220,D575 K.
Such a behavior of the dependencedH(T) may be due

to two reasons:

~1! It follows from the results obtained by Sugawara5 and
Moriya6 that the linewidthdH varies exponentially as a
result of exchange interaction of the impurity spin wi
excited states of the magnetic lattice. In our case, thi
the exchange interaction of gadolinium spin with t
f -electrons of the excited state of Yb31 ions.

~2! The broadeningdH(T) may be due to the presence
electron excitations in a narrow gap arising, for examp
due to hybridization ofs-conduction electrons with the
f -electrons from the valence band of Yb. The interacti
of the spin of Gd31 with the spins of electrons and hole
causes a broadening of the EPR line. Since the num
of s– f excitations and hence the density of states at
edges of the gap increases exponentially, the depend
dH(T) is exponential.

Sugawara7 has presented the results of computati
of the dependence of spin–spin relaxation rateT2

21
© 1998 American Institute of Physics
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(T2
21}dH) of an impurity ~with the S ground state! on

t5T/@E(G8)2E(G6)# for Yb31 ions in a cubic symmetry
field, whereT is the temperature,E(G8) the energy of the
excited quartetG8 , and E(G6) the energy of the ground
state, viz., the doubletG6 of Yb ions.

It follows from the results of computations that the r
laxation rateT2

21 increases just by 25% as a result of sc
tering of spins atf -electrons in the excited state ofG8 of Yb
ions. Since the broadeningdH in our case amounts to 500%
upon a variation of temperature from 10 to 50 K, i.e.,
much larger than 25%, the linewidth in YbB12 is due, in all
probability to the presence of a gap in the spectrum of e
tron excitations as in SmB6.

An indirect argument in favor of of this assumption
the relatively narrow EPR line of Gd31 observed at low tem-

FIG. 1. Temperature dependence of the EPR linewidth for YbB12 .
-

c-

peratures. Since there are no free holes and electrons in
system atT50 K, there can be no scattering of Gd electro
by them. In this case, if the EPR linewidth is determined
the interaction of Gd spins with the spins of electrons a
holes in Yb, it will tend to zero. Indeed, extrapolating th
curvedH(T) to zero temperature and disregarding the ord
ing effects observed atT<15 K, we find thatdH(0) is close
to zero. IfdH(T) is determined by the scattering of Gd spi
by the excited levels of Yb, a slight narrowing of the line~by
about 25% according to Sugawara7! will be observed atT
50 K, since spontaneous excitations off -electrons of Yb are
possible even at zero temperature.

The estimate obtained by us for the gapD575 K
56.5 meV is of the same order as for SmB6 (D
54.5– 7 meV).4,8

We propose to study in near future the question conce
ing the origin of the gap, i.e., find out if the gap is due
s– f -hybridization or due to exciton pairing ofs-electrons
with f -holes as in SmB6.

8
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On the dielectric constant anomaly in the antiferromagnetic phase of YMnO 3
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It is proposed that the triangular antiferromagneticb-structure precedes the triangular
antiferromagnetica-structure observed in YMnO3 by neutron diffraction studies at 4.2 K. The
experimental observation of the anomalous behavior of the dielectric constant below
Néel temperature is attributed to the phase transition betweenb anda configurations. ©1998
American Institute of Physics.@S1063-777X~98!01408-X#
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The compound YMnO3 belongs to the class of hexago
nal rare-earth manganates RMnO3 (R5Ho, Er, Tm, Yb, Lu,
Y!, which are ferroelectrics1 and antiferromagnets.2 The in-
teraction between the electric and magnetic subsystem
YMnO3 was indicated for the first time in a publication b
Haanget al.3 who observed an anomaly in the temperatu
dependence of the dielectric constant below the tempera
of antiferromagnetic transition. The transition to the ma
netically ordered state is accompanied by a break in the t
perature dependence of the dielectric constant«.4 However,
the temperature dependence of« below Néel temperature
observed in YMnO3 is distinctly nonmonotonic, and appea
in the form of an S-shaped curve~Fig. 1!.

In this work, it is suggested that the nonmonotonicity
the «(T) dependence below Ne´el temperature is associate
with the first order phase transition occurring between diff
ent antiferromagnetic configurations in the crystal.

The manganate YMnO3 has a high ferroelectric~FE!
transition temperature (Qe5914 K) and Ne´el temperature
TN'80 K. Figure 1 clearly shows the change in the slope
the temperature dependence of« at the Néel temperature: the
dashed straight line is the extrapolation of« from the para-
magnetic phase to the low-temperature region, while s
ment 2 on the curve corresponds to the dielectric cons
after variation as a result of magnetic ordering. The mag
toelectric~ME! interaction leads to the emergence of a ki
on the «(T) curve atT5TN'75 K. It was shown earlier
~see Ref. 4 and the literature cited therein! that this anomaly
is of exchange type and is determined by ME exchange
teraction. After the break atT5TN , the«(T) dependence is
expected to be monotonic~see, for example, the dependen
«(T) in BaMnF4).

5 However, the dielectric constant o
YMnO3 increases in a certain temperature interval after
creasing in the antiferromagnetic phase.

Apparently, the nonmonotonicity of the«(T) depen-
dence is due to the magnetic properties of YMnO3, since the
S-shaped anomaly is also observed in the temperature de
dence of the derivativedx/dT of magnetic susceptibility,3

and the magnetic field displaces the«(T) curve significantly
in the magnetically ordered phase~see Fig. 1!.

The presence of excitations in a crystal facilitates
increase in its dielectric susceptibility. In principle, the sp
6061063-777X/98/24(8)/3/$15.00
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waves emerging at temperatures belowTN may make a con-
tribution to « owing to the dependence of the equilibriu
magnetization of the magnetic sublattice on the electric fi
~this effect has the first order in ME interaction constan!.
Calculations, which we shall not present here, show that
observed shape of the«(T) curve cannot be due to the con
tribution from spin waves. The latter increase« in the nearest
neighborhood ofT&TN . If their contribution is significant,
this would lead to an increase in the value of« just below
TN . However, the decrease in the value of« observed atT
&TN indicates that the static ME effect dominates over
high-frequency effect. It is obvious even without any com
putations that the contribution of spin waves to« decreases
with temperature and cannot cause a sudden increase in
dielectric constant away from Ne´el temperature.

Consequently, the anomalous temperature dependen
« is determined by the static magnetic properties of the s
tem. There are six Mn31 ions in YMnO3, lying in planes
perpendicular to the hexagonal axis. Neutron diffracti
studies6 at 4.2 K point in favor of the antiferromagneti
trigonal structurea ~Fig. 2!. Nedlin7 studied theoretically the
possible magnetic configurations in YMnO3. In the exchange
approximation, the thermodynamic potential per unit volum
can be presented in the form

F5
1

2
A1s21A2l21A3~g1

21g2
2!1A4~r1

21r2
2!

1B1~g1
21g2

2!21B~r 1
21r 2

2!2

1Dr 1
2r 2

2 sin2 w r1D1g1
2g2

2 sin2 wg

1
1

4
cs2~r 1

21r 2
2!1

1

4
c1s2~g1

21g2
2!1... . ~1!

Here, s5( i 51
6 si is the total spin,l5( i 51

6 (21)i 11si is the
antiferromagnetism vector, andg1 ,g2 ,r1 ,r2 are expressed in
terms of the corresponding linear combinations of spin v
torssi .7 The anglew r is the angle between the vectorsr1 and
r2 , while wg is the angle between the vectorsg1 andg2 .

The coefficientsAi are positive in the paramagnet
phase. The potential~1! allows the following equilibrium
antiferromagnetic structures:
© 1998 American Institute of Physics
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~1! A4,0, B.0, 4B1D.0, s5 l5g15g250, a! D,0, w r

5p/2, r 15r 2 , si 135si . Trigonal antiferromagnetic
structurea ~Fig. 2!; b! D.0, w r50, p, r 1(2)50 or
r 1(2)56)r 2(1) . Antiferromagnetic configuration with
spins collinear with the hexagonal axis.

~2! A3,0, B1.0, 4B11D1.0, D1,0, wg5p/2, g15g2 ,
s5 l5r15r250. Trigonal antiferromagnetic structureb
in Fig. 2 with si 1352si .

Neutron diffraction studies in monocrystalline samp
of YMnO3 at 4.2 K point in favor of the phase 1a, i.e., th
trigonal structurea. In this phase, the magnetic susceptibil
x5m2vc

22(]2F/]s2)21 ~m is the Bohr magneton andvc the
unit cell volume! has the form

x5m2vc
22~A11cr1

2!21, r 1
252

A4

4B1D
. ~2!

In the framework of the Landau theory,A45a(T2Q)
,0, a.0. Since the phase transition temperature for YMn3

increases in a magnetic field~see Fig 1!, the coefficient

FIG. 1. Dielectric constant of YMnO3 measured by Haanget al.3 in zero
magnetic field~h! and in a magnetic fieldH55 T ~d!.

FIG. 2. Various types of trigonal antiferromagnetic configuration
YMnO3. The even and odd Mn31 ions lie in different planes at right angle
to the hexagonal axis. Arrows indicate the directions of the spins.
c,0.8 The experimentally measured value ofx85dx/dT is
negative, andx8(T) curve is S-shaped like the dependen
«(T).3

It can be verified easily that the magnetic susceptibi
~2! with the temperature-dependent coefficientA4 leads to
monotonicity of the functionx8(T). The next step in the
analysis was the assumption that the coefficientD in the
fourth-order invariants in~1! depends linearly on tempera
ture and remains negative at allT,TN : D52d1bT(d
.0,b.0 or b,0). For b.0, such a dependenceD(T)
does not violate the monotonicity ofx8(T), while for b
,0 it may lead just to the emergence of an extremum. Ho
ever, the experimental dependence shows that there mu
two such extrema if we assume that the magnetic config
tion a is preserved in the crystal in the interval 0<T<TN .
The observed nonmonotonicity ofx8(T) is not obtained
theoretically even if higher-order terms are taken into
count in the expansion of potential~1!.

Hence it is suggested that the anomalies in the dep
dencesx8(T) and«(T) are associated with the phase tran
tion occurring in YMnO3 between the above-mentione
magnetic configurations 1a, 1b, and 2. An analysis sho
that transitions between these configurations are first-o
phase transitions. A sharp variation in the dielectric const
in zero magnetic field~Fig. 1! and an analogous variation i
the slope of the dielectric losses3 point towards a first-order
phase transition.

A transition between states 1a and 1b is possible upo
reversal of the sign of the constantD in ~1!. In the vicinity of
TN , the energies of these states are given by

F1a52
A4

2

4B1D
, F1P 52

A4
2

4B
, ~3!

sinceD,0, F1a,F1b . This means that it is not advanta
geous for the system to go over from paramagnetic stat
the state 1b, i.e., the phase 1b cannot precede the
temperature phase 1a.

The configuration 1a can precede the state 2 if the s
of the coefficientA3 in ~1! is reversed at the Ne´el tempera-
ture,A35b(T2TN), b.0. State 2, i.e., theb configuration,
is stable for allT,TN . However,A4 becomes negative a
T,Q,TN , and this leads to the emergence of the equil
rium state 1a~configurationa! whose energy is lower than
the energy of theb-configuration below a certain tempera
tureTn<Q. Sinceb configuration does not lose stability, th
left boundary of the temperature hysteresis may be consi
ably extended, while the right boundary is equal to the te
peratureQ at which the configurationa becomes unstable.

According to the above assumption about the configu
tional magnetic transition, curve1 in Fig. 1 corresponds to
the a-configuration while curve2 corresponds to theb-
configuration.

The change in« due to antiferromagnetic ordering i
associated with the exchange ME interaction4 with an energy

Fme5
1

2
g1P2~r1

21r2
2!1

1

2
g2P2~g1

21g2
2!, ~4!



ti

rm

c
he

g-

io
y

is
s
a

ra-
-

n-

ture

hase

e
ea-

he
by
rval

ure
tics

are
tant
ea-
ents

.

608 Low Temp. Phys. 24 (8), August 1998 I. E. Chupis
whereP is the electric polarization. The dielectric suscep
bility xe in the phenomenological theory is given byxe

21

5]2F/]P2, whereF5Fe(P)1Fme, Fe(P) is the thermo-
dynamic potential of the ferroelectric subsystem in the fo
of an expansion in powers ofP2. Taking into account the
smallness of the ME energy~4!, we can present the dielectri
constant«1,2 in the antiferromagnetic phases 1 and 2 in t
form

« i~T!5«01~«021!2G i~Ti2T!, i 51,2. ~5!

T15Q, T25TN ,

G15
g1a

2p~4B1D !
, G25

g2b

2p~4B11D1!
.

Here, «05«0(T) is the dielectric constant in the parama
netic phase~dashed line in Fig. 1!.

The dielectric constant in a first-order phase transit
must have a temperature hysteresis shown qualitativel
Fig. 3. The dependencex8(T) will also have a similar form.
The right boundary of the hysteresis corresponds toT5Q.
In this case, it follows from formula~5! that «5«0 , i.e., the
value of« lies on the straight line«0(T) extrapolated to the
temperaturesT,TN . The left boundary of the hysteres
may be the temperatureTn at which energies of the phase
become equal, or a lower temperature since phase 2 rem
stable.

FIG. 3. Temperature hysteresis of the dielectric constant~theoretical! during
heating and cooling of the crystal.
-

n
in

ins

The experimental curve«(T) in zero magnetic field
~light points in Fig. 1! corresponds to the dependence«(T)
in Fig. 3 obtained during heating. The value of the tempe
ture Q corresponding to«5«0 is equal to 55 K. The depen
dence«0(T) is linear: «0(T)5l1nT, wherel513.6 and
n57.731023 deg21 ~Fig. 1!. The Néel temperatureTN

'75 K. Using the experimental data and formula~5!, we
obtain the following estimates for the ME interaction co
stants:G1'2231024 deg21 andG2'2931025 deg21.

Hence it is assumed that the nonmonotonic tempera
dependence of the dielectric constant of YMnO3 in the anti-
ferromagnetic state is a consequence of the first-order p
transition between magnetic configurationsb anda.

A transition fromb- to a-configuration upon a decreas
in temperature was observed by the neutron diffraction m
surements in the hexagonal HoMnO3.

9 In YMnO3, the neu-
tron diffraction measurements were made only at 4.2 K. T
authenticity of the above hypothesis could be verified
carrying out such measurements in the temperature inte
55–80 K, where the existence of magneticb-configuration is
assumed.

Note that since the magnetic field blurs the temperat
phase transition, the anomalies of magnetic characteris
which can be determined by applying a magnetic field
less pronounced than the anomaly of the dielectric cons
measured in zero magnetic field. In this case, the ME m
surements may be preferable to the magnetic measurem
for studying the magnetic properties.
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Acoustically stimulated phase transition and low temperature optical spectra
in PbI 2 crystal
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The influence of an intensive ultrasonic wave on the crystal structure of PbI2 was investigated.
Acoustically stimulated phase transition have been observed for the first time. ©1998
American Institute of Physics.@S1063-777X~98!01508-4#
b

As
yp
tu

to
e

s.
as
I

io

l-
r-

e

e
o

th

re
and
y

stical

(
tion
f a
n.
the

s
-
o
m

k
2
e of

PL

e- ,
PbI2 is a layered crystal and it consists of strongly~ionic
forces! bounded layers. Layers interact with each other
the weak Van-der-Vaals forces. Many polytypes of PbI2 exist
because of different possible orders of a layers package.
result of weakness of interlayer forces, the phase polyt
transitions are possible under the pressure or tempera
change. Such a transition 2H2PbI2(D3d

3 )→4H
2PbI2(C6v

4 ) ~Ref. 1! can be observed under heating up
130 °C. The reverse transition takes place because of a m
stable character of the 4H polytype phase after 1–2 month
Under the hydrostatic pressure other types of ph
transitions—polymorphous transitions—were observed.
such a type of the transition not only the layers orientat
but the structure of layers are being changed.2

The aim of this work is to study an influence of an u
trasonic wave on the PbI2 structure. We studied the transfo
mations of the simplest and the most stable 2H polytype
single crystals after the exposure to the acoustical wav
the 2.25 MHz frequency and the intensity about 1 W/cm2.
The PZT-type piezoceramic transducer was used to excit
ultrasonic wave in the sample. The maximum amplitude
rf-voltage applied to transducerVpp was 40 V. The direction
of the ultrasonic wave propagation was perpendicular to

FIG. 1. Reflection spectra of PbI2 single crystals before~1! and after~2!
ultrasonic irradiation;aL ,aT—upper and lower polaritonic branches, corr
spondingly;T51.4 K.
6091063-777X/98/24(8)/2/$15.00
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crystal layers. A nondestructive study of crystal structu
was performed by means of optical methods: reflectance
photoluminescence~PL!, the low temperature spectroscop
and the Raman spectroscopy. We also measured acou
noises~an acoustic emission, AE! from our sample, the fre-
quency range of measurements was 0.02 to 0.5 MHz.

The optical reflection spectra at the low temperatureT
51.4 K) measured before and after the acoustical irradia
are presented in Fig. 1. One can see the 2 nm shift o
polariton reflection curve after the acoustical irradiatio
This fact reflects the alteration of band width caused by
phase transformation: 2H2PbI2→4H2PbI2. The same shift
was observed in photoluminescence spectra~Fig. 2!. The ini-
tial spectrum of PbI222H ~curve1! has the emission band
of free excitons~FE! 496.5 nm, excitons localized on impu
rities or defects~LE! 497.4 nm, and the lower energy s
called K-series. After the ultrasonic action a PL spectru
corresponds to the 4H2PbI2 PL spectrum except the wea
band at 497.4 nm which is due to the residue of theH
polytype. The K-series disappearing proves the existenc
a phase transition, because this series is absent in the

FIG. 2. Photoluminescence spectra of PbI2 single crystals before~1! and
after ~2! ultrasonic irradiation; a—free excition, I—localized excition
K1,K2,K3—K-series.T51.4 K.
© 1998 American Institute of Physics
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spectrum of the 4H polytype. This conclusion is confirme
with Raman spectra measurements.

Type of the AE signal, its kinetics reflects the changes
a defect structure inside the sample initiated by the ultraso
wave. The AE appeared when the ultrasound reached a
tain threshold amplitude~rf-voltage Vpp524 V!. Under the
ultrasound irradiation the intensity of AE signals increas
with Vpp increasing up to 40 V. Then, underVpp

540 V5const, an evolution of the AE intensity in tim
achieved the maximum value and then decreased to zer
lasted approximately 10 min. After switching off the acous
irradiation and following next increasing ofVpp , the AE
reappeared atVpp.24 V, lasted 10 min and then disap
peared under the constantVpp . Such a behavior of the AE
signal is explained by the changes of a dislocation struc
inside the sample.3

An interesting result was obtained when measuring
low temperature (T51.4 K) photoluminescence spect
from a natural crystal surface. In these spectra the local
n
ic
er-

d

. It

re

e

d

exciton line disappeared after the ultrasonic irradiation. T
fact can be explained by the considerable increase of
near-surface nonradiative recombination rate caused by a
gration of defects to the surface of the sample.

In our experiments we have observed for the first time
acoustically stimulated phase transition. It is shown tha
dislocation structure is changing under the ultrasonic irrad
tion. The high stability of the obtained 4H polytype is of
special interest. These fact and acoustic emission anom
are under discussion.
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