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Abstract—Interaction of radiation defects with phosphorus atoms in silicon crystals subjected to electron irra-
diation and thermal treatments was studied under conditions of various degrees of supersaturation with respect
to the equilibrium concentration of impurities and point defects. It is shown that, in the course of silicon irradi-
ation, the electron-dose dependences of the phosphorus concentration at the lattice sites (Ps) level off (tend
toward a constant value). This constant value is governed by the irradiation temperature. The stages of recovery
of the concentration Ps as a result of heat treatments correlate with temperature intervals of dissociation of the
vacancy complexes. The results indicate that there are two processes. One process involves the interaction of
dopant atoms with silicon self-interstitials and the emergence of interstitial complexes; i.e., this process corre-
sponds to the radiation-stimulated decomposition of a supersaturated solution of an impurity as a result of point-
defect generation and ionization. The other process consists in the recombination of interstitial impurities with
vacancies at sufficiently high temperatures or in the annihilation of vacancies released during heat treatments
with interstitial atoms incorporated into composite defect complexes with the involvement of phosphorus
atoms. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Silicon crystals are typically doped with impurities
at high temperatures with subsequent, comparatively
rapid cooling, which gives rise to a supersaturated solid
solution. Understandably, the resulting concentrations
of electrically active impurities exceed the equilibrium
concentrations at low temperatures. The degree of
supersaturation may exceed 104 in the temperature
range of 20–100°C [1]. An increase in the impurity con-
centration leads to the fact that, in heavily doped semi-
conductors, a discrepancy between the concentration of
the introduced impurity and the charge-carrier concen-
tration is observed if the doping level exceeds a certain
value [2]. This discrepancy may be caused by the redis-
tribution of the impurity between the regular and inter-
stitial lattice sites [3] and by the formation of associa-
tions of impurity atoms and advanced precipitates and
precipitates of the second-phase particles [4–6]. The
state of a supersaturated solid solution is thermody-
namically unstable, and the system tends toward the
equilibrium state via decomposition of the supersatu-
rated solid solution. This is a multistage process; the
decomposition may be restricted to the existence of
intermediate phases for a fairly long time. In the semi-
conductor crystals (for the impurity concentration
lower than the highest one defined by the liquidus
curve), spontaneous decomposition is inhibited [1, 7].
1063-7826/02/3604- $22.00 © 0363
Therefore, any subsequent treatment result in changes
in the electrical and structural parameters of the doped
crystal [8–10].

For a crystal to be transformed into a new equilib-
rium state, the mobile point defects should be present.
It is especially interesting to study the relaxation pro-
cesses in initially nonequilibrium crystals and struc-
tures under the conditions of point-defect generation
and ionization at low temperatures. Irradiation not only
leads to the formation of nonequilibrium radiation
defects; it also promotes the approach of nonequilib-
rium crystal to the state of thermodynamic equilibrium
[11, 12]. In particular, if the impurity concentration
exceeds the solubility limit at a specified temperature,
impurity atoms can be removed from the lattice sites as
a result of irradiation, with subsequent formation of
associated complexes [11]. This process may be
regarded as the first stage of decomposition of the
dopant supersaturated solution in silicon.

Previously [13, 14], we studied the changes in the
concentration of phosphorus and boron atoms at the lat-
tice sites as a result of electron irradiation in the tem-
perature range Tirr = 20–700°C. An analysis of the
results for the temperatures below and above the tem-
perature corresponding to dissociation of the vacancy-
related complexes, the results of experiments with irra-
diation of silicon containing various concentrations of
2002 MAIK “Nauka/Interperiodica”
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carbon and oxygen, and the data on the recovery of the
substitutional-impurity concentration as a result of heat
treatments made it possible to conclude that phospho-
rus and boron atoms effectively interact with silicon
self-interstitials within the entire temperature range
under consideration.

In this paper, we report the results of studying the
interaction of radiation effects with phosphorus atoms
in silicon crystals under conditions of various degrees
of supersaturation with respect to the equilibrium con-
centrations of impurities and point defects.

2. EXPERIMENTAL

In our experiments, we used samples of P-doped Si
with resistivities ranging from ρ ≈0.15 to ≈1 Ω cm and
with various concentrations of oxygen and carbon. The
samples were irradiated with electrons at an energy E =
3.5 MeV; a Microtron pulsed accelerator was used. The
concentration of phosphorus atoms at the lattice sites
after irradiation and after subsequent heat treatments
was determined from the measurements of infrared (IR)
absorption by 1s–2p electron transitions (m = ±1) in the
hydrogen-like series at k = 318 cm–1 related to the shal-
low levels of substitutional phosphorus [15]. The tem-
perature of the samples during measurements was 78 K.
The concentration of phosphorus atoms at lattice sites
(NP) was calculated using the following formula:

(1)

Here, fe is the function that describes the occupancy of
the phosphorus level with electrons at 78 K and is cal-
culated on the basis of the Hall measurements; S
(expressed in cm–2) is the area under the absorption
curve and is determined from the IR absorption spectra
recalculated using the transmission spectra; and σ
(expressed in cm–1) is a calibration factor calculated
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Fig. 1. The dose dependences of concentration of phospho-
rus atoms at the lattice sites for n-Si:P with ρ = (1) 0.15 and
(2) 0.5 Ω cm. Tirr = 20°C.
using experimental data obtained from a number of
measurements for original (unirradiated) samples.

Since the shallow levels of phosphorus atoms are
completely ionized in the as-grown samples at room
temperature, the free-carrier concentration nk is equal to
the concentration of phosphorus atoms at the lattice
sites NP; i.e.,

(2)

In view of (1), we then obtain

(3)

The calibration factor σ calculated using (3) was found
to be equal to 3.7 × 1013 cm–1.

Prior to optical measurements, the samples were sub-
jected to conventional etching in a solution of CP-4A.
Ohmic contacts for electrical measurements were formed
by depositing Au in an electric discharge.

3. RESULTS AND DISCUSSION

In Fig. 1, we show the concentration of phosphorus
atoms at the silicon lattice sites NP as a function of the
irradiation dose Φ. As can be seen, the concentration
of phosphorus atoms at the lattice sites decreases as
the irradiation dose increases; the dose dependences
then level off (the concentrations tend to a constant
asymptotic value). It is noteworthy that this asymp-
totic value is the same for n-Si:P with ρ = 0.5 Ω cm
and for n-Si:P with ρ = 0.15 Ω cm with the concentra-
tions of P atoms at the lattice sites equal to ~1.6 × 1016

and ~4.0 × 1016 cm–3, respectively.
A similar effect was observed previously [14] as

the result of electron irradiation of silicon (NP ≈ 5 ×
1015 cm–3) in the temperature range Tirr = 20–500°C, in
which case the dose dependences also leveled off at
Tirr > 300°C. Notably, the number of phosphorus atoms
removed from the lattice sites decreased with increas-
ing temperature. All of this indicates that the steady-
state concentrations of the doping impurity in the lat-
tice-site (Ps) and intersitial (Pi) states are attained under
the given irradiation conditions. Indeed, since the num-
ber of impurity atoms remaining at interstices depends
on the rate of two reactions, one of which is related to
the occupation of interstices (I) by impurity atoms and
the other consists in recombination of interstitial atoms
with vacancies (V),

a variation in the ratio between the unoccupied inter-
stices I and free vacancies V at the temperatures when
the concentrations of the free I and V sites are still low
should profoundly affect the resulting concentration of
the impurity at interstices.

nk NP.=

σ kk f e/S.=

Ps I Pi,+

Pi V Ps,+
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In Fig. 2, we show the data on the recovery of the
concentration of the phosphorus atoms at the lattice
sites and of the free-electron concentration as a result of
isochronous heat treatments of floating-zone (FZ) sili-
con crystals irradiated with electrons with a dose Φ =
6 × 1015 cm–2 at 20°C. We show the dependences
f(Tann), where f = (n0 – nann)/(n0 – nirr) is the unrecovered
fraction of the concentration after heat treatment, n0 is
the concentration before irradiation, nirr is the concen-
tration after irradiation, and nann is the concentration
after heat treatment. As can be seen from Fig. 2, two
pronounced stages of recovery of phosphorus atoms at
the lattice sites are observed: at the annealing tempera-
tures of Tann = 80–110 and 130–170°C. The stages of
the Ps recovery correlate with those of the recovery of
the free-carrier concentration measured at room tem-
perature. At the first stage, nearly 20% of the free-car-
rier concentration and 40% of the phosphorus concen-
tration at the lattice sites are recovered, which amounts
to ~7 × 1014 and ~1 × 1015 cm–3, respectively; by the end
of the second stage, ~1.7 × 1015 cm–3 of the charge car-
riers and ~1.2 × 1015 cm–3 of the phosphorus atoms at
the lattice sites are recovered.

As shown previously [13], in silicon crystals grown
by the floating-zone method, the variation in the Ps con-
centration as a result of irradiation with high-energy
electrons exceeds by more than two times the concen-
tration of the forming E centers, which dominate over
the other known vacancy-related complexes. It has been
concluded that the recovery of the concentration of
phosphorus at the lattice sites in silicon with low oxy-
gen concentration is governed not only by the dissocia-
tion of E centers but also by the release of phosphorus
atoms from other complexes. Once the second-stage
temperature coincides with the temperature range
within which the E centers are annealed out, more com-
plex defects may then be annealed out in the first stage.
According to the previous data [16], variations in the
lifetime of the minority charge carriers as a result of
irradiation of the FZ Si crystals are also annealed out in
two stages. Shallow-level defects, in addition to the
deep-level E centers, can manifest themselves in the
recombination processes at high injection levels. For-
mation of the above defects correlates with the concen-
tration of phosphorus atoms in the samples; possibly, it
is these defects that are responsible for the first anneal-
ing stage.

In Fig. 3, we show the data on the recovery of the
substitutional phosphorus concentration as a result of
isochronous heat treatments of the Czochralski-grown
silicon crystals after electron irradiation at tempera-
tures of 20 and 180°C. After irradiation at Tirr = 20°C,
we observe a poorly pronounced stage of recovery of
substitutional phosphorus at Tann = 180°C, a pro-
nounced annealing stage at Tann = 260°C, a reverse-
annealing stage in the vicinity of Tann = 320°C, and the
final recovery of Ps at 340–380°C. The annealing stages
at Tann = 180, 260, and 320°C correlate with the stages
SEMICONDUCTORS      Vol. 36      No. 4      2002
of annealing of the vacancy defects in silicon: the E
centers, divacancies, and the A centers, respectively.
After irradiation at Tirr = 180°C, the formation of new
defect complexes containing phosphorus atoms is
observed as the heat-treatment temperature increases.
The annealing temperature of Tann = 300°C corresponds
to the highest concentration of defects. An almost com-
plete recovery of the substitutional phosphorus concen-
tration occurs after heat treatment at temperatures
higher than 320°C.

Experimental data on the recovery of the concentra-
tion of phosphorus atoms at the lattice sites as a result
of the isochronous heat treatment of Czochralski-
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Fig. 2. Recovery of concentration of (1) phosphorous atoms
at the lattice sites and (2) electrons as a result of isochronous
(15 min) heat treatments after irradiation at Tirr = 20°C. The
material under investigation was floating-zone n-Si:P with
ρ = 1 Ω cm.
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Fig. 3. Recovery of the concentrations of electrons and sub-
stitutional phosphorus atoms as a result of isochronous
(15 min) heat treatments after irradiation at Tirr = (1) 180
and (2) 20°C. The material under investigation was n-Si:P
with ρ = 1 Ω cm.
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grown silicon show that the contribution of the E cen-
ters to the changes in the concentration of substitutional
phosphorus is insignificant compared to the floating-
zone silicon. This is consistent with the data obtained
by deep-level transient spectroscopy, according to
which the concentration of forming E centers is lower
by an order of magnitude than the variation in the con-
centration of the electrically active phosphorus impu-
rity [13]. The stage of reverse annealing observed in the
curves of recovery of the substitutional phosphorus
concentration after irradiation at Tirr = 180°C is proba-
bly caused by the release of interstitial silicon atoms
from the sites of their residence as a result of dissocia-
tion. This is shown by the extended range of annealing
stages (from 200 to 300°C).

Experimental data on the recovery of the concentra-
tion of phosphorus atoms at the lattice sites as a result
of isochronous heat treatments after irradiation at Tirr =
20°C show that the major annealing stage is within the
temperature range of Tann = 340–360°C for silicon
grown by the Czochralski method and within Tann =
100–180°C for silicon grown by the floating-zone
method. It is noteworthy that the recovery of phospho-
rus atoms at the lattice sites is related to the temperature
ranges in which the major vacancy complexes (the A
centers in the crucible-grown Si and the E centers in Si
grown by the floating-zone method) are annealed out.
As a result of dissociation of the vacancy-containing
complexes, the mobile-vacancy concentration becomes
higher than the corresponding steady-state concentra-
tion. This leads to the predominance of reactions (2)
and to the interaction of vacancies with interstitial-type
complexes containing phosphorus atoms. The emer-
gence of an excess concentration of mobile interstitial-
type defects promotes the reactions of type (1), which
manifests itself in the stage of reverse annealing in the
curves of recovery of the concentration of phosphorus
atoms at the lattice sites.

CONCLUSION
Thus, the above results can be interpreted taking

into account the following two processes: (i) interaction
of the dopant atoms with silicon self-interstitials and
origination of interstial-related complexes containing
dopant atoms; this is equivalent to the radiation-
induced decomposition of a supersaturated dopant
solution as a result of the generation of point defects
and ionization at comparatively low temperatures (the
stage of formation of associated complexes [1, 7]); and
(ii) recombination of interstitial impurity atoms with
vacancies at fairly high temperatures or annihilation of
the vacancies (released during heat treatment) with
interstitial atoms incorporated into defect complexes
containing phosphorus atoms.
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Abstract—The effect of an ultrasonic treatment on the content of metal impurities in Si surface layers was stud-
ied by using secondary-ion mass spectrometry and the photoconductivity relaxation method. It is shown that
ultrasound treatment increases the content of K and Na in Si surface layers at room temperature. © 2002 MAIK
“Nauka/Interperiodica”.
Silicon is presently widely used in microelectronics.
The electrical parameters of Si devices are governed,
among other factors, by defects in Si wafers. As a rule,
undesirable defects are introduced into Si during its
growth and subsequent treatments [1]. One of a number
of perspective methods used to control defects in Si is
ultrasonic treatment (UST) [2, 3].

In spite of general agreement that UST affects
defects in Si, it still remains unclear via what mecha-
nisms it does so. In particular, the effect of UST on the
chemical composition of an impurity in dislocation-
free semiconductors has not been investigated. In this
study, we attempt to clarify the matter.

We used KÈF Si wafers (i.e., n-Cz-Si:P, ρ = 16 Ω cm)
cut out of the central part of an ingot. In order to remove
the damaged surface layers, the wafers were subjected to
mechanical polishing and subsequent chemical polishing
with a CP solution (3HNO3 : 1HF : 1CH3COOH). The
presence of dislocations was checked by chemical etch-
ing, which showed that the samples were nearly dislo-
cation-free. After the polishing, the samples were 3 ×
4 × 11 mm3 in size. Seven samples were investigated in
total, and similar results were obtained for all the sam-
ples. The samples were subjected to UST using the pro-
cedure described in [4]. The UST was carried out in air
in the frequency range of 0.4–1 MHz. The duration of
the UST was as long as 6.5 h.

The types and concentrations of impurities in the
surface layers of the Si samples were determined by
secondary-ion mass spectrometry (SIMS). The thick-
ness of the surface layer was controlled by the depth at
which the surface was etched by an argon beam while
recording the SIMS spectrum. It did not exceed a few
micrometers under the measurement conditions. Before
the measurements, each sample, being installed in a
vacuum chamber, was etched by an argon beam for
5 min to remove contaminants brought onto the surface
from air. The error of the SIMS measurements did not
1063-7826/02/3604- $22.00 © 200367
exceed 5%. Several spectra were recorded subsequently
from each sample, which allowed us to approximately
determine the depth distribution of the impurities.

In addition, the kinetics of photoconductivity
decay was measured to analyze the effect of the UST
on Si. Since this method is sensitive to the change in
the concentration of recombination centers [5], it can
serve as an independent test to analyze the effect of
ultrasound on a semiconductor. In order to measure
the photoconductivity kinetics, ohmic contacts to
samples were formed by depositing In–Ga paste on
the Si surface. The fact that the contacts were ohmic
was verified by their linear current–voltage character-
istics. During the measurements, the contact area was
shielded. Pulses of light from a GaAs light-emitting
diode (λ ≈ 0.95 µm) were used to generate nonequilib-
rium charge carriers in the samples. The duration of
the pulses was 500 µs Under these conditions, the
photocurrent attained the steady-state value in the
course of the pulse. The error of the photoconductivity
measurements did not exceed 10%.

All ultrasonic treatments and subsequent measure-
ments were conducted at room temperature.

Figure 1 shows typical SIMS spectra of the same Si
sample (a) before and (b) after UST. The table gives the
number of counts for elements and complexes detected
in several successively obtained ion-mass spectra
before and after UST. As can be seen, the content of ele-
ments we identify with K and Na increases in the sur-
face layer after UST. We also observed a slight increase
in the content of a complex with an atomic mass of
44 amu, which we identify with the SiO complex. The
decrease in the content of an element with an atomic
mass of 40 amu (40Ca) by 20% (see table) seems to be
due to the specific form of its depth distribution. As for
K and Na, we observed that their content decreased
with the distance from the surface, but drastically
increased after UST (see table).
02 MAIK “Nauka/Interperiodica”
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Figure 2 shows the results of the photoconductivity
relaxation measurements in the Si samples before and
after UST. The photocurrent decay curves can be simu-
lated fairly well by two exponentials

(1)

where τ1 and τ2 are the characteristic times of the relax-
ation process.

The rapid initial decay corresponding to the charac-
teristic time τ1 may be attributed to the recombination
processes and redistribution of charge carriers on the
surface and in the thin surface layer immediately after
the light is switched off [6, 7]. It can be assumed that

ip t( ) A1 t/τ1–( )exp A2 t/τ2–( ),exp+=

Number of counts per each SIMS-recorded ion mass

Atomic 
mass, amu 
(element)

Number of counts

before UST  after UST

no. 1 no. 2 no. 3 no. 4

23 (Na) 2233 1095 7176 2915

28 (Si) 600000 600000 600000 600000

39 (K) 432 229 2603 1139

40 (Ca) 667 511 428 414

44 (SiO) 2798 2104 2897 2728

Note: Nos. 1 and 2 correspond to successively recorded SIMS
spectra before the UST; nos. 3 and 4 correspond to succes-
sively recorded SIMS spectra after the UST. The duration of
each recording was about 10 min.
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28Si

39K
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44SiO
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44SiO
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~ ~ ~ ~

(b)

Fig. 1. SIMS spectra of the surface layer of a n-Cz-Si sam-
ple (n-Si-2k-2) (a) before and (b) after the UST.
the thickness of the layer is equal to the effective
screening length of the electric field, which is related to
the surface band bending [8]. For the Si samples under
investigation, the screening length is ~0.3 µm. The
other (flatter) portion in the photocurrent decay curves
is directly related to the lifetime of nonequilibrium
charge carriers [6, 9]; i.e.,

(2)

where τb and D are the bulk lifetime and diffusion coef-
ficients of minority charge carriers, respectively; and d
is the sample thickness. Under experimental condi-
tions, the characteristic time τ2 of the slower photocur-
rent component was governed by the bulk lifetime of
minority charge carriers, τb [6]. In the measurements
we conducted, the absorption length of light (~34 µm)
was much smaller than the diffusion length of minority
charge carriers, i.e., holes (~255 µm). Therefore, the dif-
fusion length of minority charge carriers Leff ≈ 255 µm
can be identified with the effective length within which
the recombination of the charge carriers is analyzed [8].
The results obtained show that the characteristic times
τ1, 2 corresponding to both regions in the photocurrent
decay curves increase as a result of UST. We should
mention the results of our previous investigations,
which showed that ultrasound has the most profound
effect on surface layers of Si [4]. The thickness of such
layers is ~100 µm. Therefore, the change in the photo-
conductivity relaxation is most likely caused by the UST.

In our opinion, the most probable cause of the
changes in the SIMS spectra and photocurrent decay
kinetics measured in the UST-subjected Si samples is
the migration of K and Na from the bulk to the surface,
which is stimulated by ultrasound. In fact, if UST
causes the diffusion of light metal atoms to the surface,
their content in the layer of thickness Leff should
increase. As shown in [7], the increase in the Na content
results in the increase in the charge carrier lifetime.
A similar effect can be expected from the increase in
the K content in the layer of thickness Leff. At the same
time, metals can passivate surface recombination cen-
ters, which, in turn, slows down the surface recombina-
tion (increase in τ1). We also observed an increase in the
steady-state value of the photocurrent (see Fig. 2). In
the linear approximation [10] that is applicable to the
experiments we conducted, this is indicative of an
increase in the lifetime of nonequilibrium charge carri-
ers. This also indicates that, on the whole, the recombi-
nation centers affect the charge carriers to a lesser
extent.

There exists the possibility of another explanation
for the results obtained. For example, the changes in the
SIMS spectra can be caused by changes in the material
composition that are not due to diffusion. The peaks in
the SIMS spectra, which we attribute to Na, K, and Ca,
can be related to complexes formed by lighter elements
(for example, by C, B, and O that are present in Cz-Si
in rather large amount [1]) either with each other or

τ2
1– τb

1– d2/π2D[ ] 1–
,+=
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with Si. The UST may result in either the formation or
decomposition of these complexes, which should cause
changes in the SIMS spectra and photocurrent decay
kinetics. However, compared with ordinary diffusion,
these processes require more energy and, therefore, in
our opinion are less probable. Furthermore, the appar-
ent increase in the impurity content may be related to
the formation of some complexes in the beam plasma,
but, in this case, the content of lighter components
should also increase, which was not observed.

It is worth noting that the extent and features of the
UST effect on Si should depend on the UST parame-
ters, i.e., on the duration and intensity of the ultrasound.
Although these rather time-consuming investigations
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Fig. 2. Photocurrent decay curves for a n-Cz-Si sample
(n-Si-2k-2) (1) before the UST (τ1 = 7 µs, τ2 = 44 µs) and
(2) after the UST (τ1 = 8 µs, τ2 = 56 µs). The solid lines rep-
resent the results of a computer simulation using the least-
squares method approximation.
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were beyond this study, we did fix different changes in
τ1, 2 for different UST durations. The data given in Fig. 2
are typical of the UST duration on the order of tens of
hours. The amplitude of the relative ultrasound-induced
strain was on the order of 10–5.

Thus, using two independent complementary meth-
ods, we attempted to show experimentally that the
ultrasonic treatment of Si can stimulate diffusion pro-
cesses in it at room temperature.
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Abstract—Low-temperature (500–800°C) diffusion of As from a heavily doped Si layer was simulated on the
basis of a dual pair mechanism. The anomalously high diffusion rate is attributed to excess self-interstitials accu-
mulated in the layer during the preceding high-temperature diffusion stage. The shift of the concentration profile
in the region of intermediate values of concentrations is caused by the presence of a maximum in the concentration
dependence of the diffusivity. This shift is attributed to the considerable role that negatively charged self-intersti-
tials play in the arsenic diffusion process (  ≈ 0.4). © 2002 MAIK “Nauka/Interperiodica”.f I

–

1. INTRODUCTION

Diffusion of As into Si is widely used to fabricate
microwave transistors and integrated circuits, because
it makes it possible to obtain heavily doped emitters
whose important advantages are shallow depth and a
steep impurity gradient. Another advantage of arsenic
emitters in comparison with phosphorus ones is that
they virtually cause no emitter-push effect; i.e., the col-
lector–base junction does not shift away from the sur-
face under the arsenic emitter [1]. However, on low-
temperature treatments of transistor structures (from
500 to 800°C), anomalously fast diffusion of both As
and B (base dopant) under an emitter is observed. This
results in undesirable changes in the parameters of tran-
sistors during their testing and operation [3, 4]. Two
mechanisms were suggested as possible causes of the
anomalously fast diffusion: (1) generation of excess
vacancies during the decay of a solid solution, due to
the displacement of As atoms from their lattice sites [2]
and (2) climb of dislocation loops during the formation
of precipitates [3]. No quantitative model of the phe-
nomenon has been developed to date. It is known pres-
ently that B diffuses in Si via an indirect interstitial
mechanism, while As diffuses via a mixture of vacancy
and interstitial mechanisms [5]. The enhancement of
the diffusion of both substitutional impurities, B and
As, during a low-temperature treatment may be caused
only by excess self-interstitials. We assume that, as well
as in the case of phosphorus [6], excess self-interstitials
arise during low-temperature treatment (mainly in pairs
with As atoms), due to their accumulation in the heavily
doped Si layer during the preceding high-temperature
diffusion (HTD).

The aim of this study is to develop a quantitative
model of the low-temperature diffusion (LTD) of As
from a heavily doped Si layer.
1063-7826/02/3604- $22.00 © 20370
2. MODEL EQUATIONS

We assume that the diffusion of As, as well as that
of P, can be described in terms of a dual pair mecha-
nism. This mechanism can be considered as a mixture
of two simpler mechanisms: a vacancy mechanism, via
which As atoms diffuse in pairs with vacancies (As–V),
and an indirect interstitial mechanism, via which As
atoms diffuse in pairs with self-interstitials (As–I). We
also assume that neutral As–I pairs can migrate to long
distances during low-temperature treatments. As shown
in [6], the diffusion of impurity can be described in this
case by two diffusion equations for impurity-contain-
ing and self-interstitial-containing components; i.e.,

(1)

(2)

Here, t is time; x is the depth; AF is the net concentration
of As atoms and neutral As–I pairs; AF = A + F; FI is the
net concentration of neutral As–I pairs and self-intersti-
tials; FI = F + I0, DAF and DFI are the diffusion coeffi-
cients of As-containing and self-interstitial-containing
components, respectively; and

(3)

where DA, DF, and DI are the diffusion coefficients of As
atoms, neutral As–I pairs, and self-interstitials, respec-
tively.

When high-temperature diffusion (HTD) is fol-
lowed by low-temperature diffusion (LTD), the thermo-
dynamic equilibrium concentration of self-interstitials
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decreases. This should result in a corresponding
decrease in the concentration of As–I pairs at the sur-
face. In this case, As–I pairs and self-interstitials accu-
mulated in the bulk of the diffusion layer during the
HTD serve as a source of excess self-interstitials. The
initial conditions for Eqs. (1) and (2) are the distribu-
tions of As-containing and self-interstitial-containing
components immediately after the HTD; i.e.,

(4)

where the subscript H denotes the HTD, and the sub-
script S denotes the surface concentration. The bound-
ary conditions we used are as follows: for the net con-
centration of As-containing components there is a
reflection at both boundaries of the solution region (x = 0
and x = L); for the net concentration of neutral self-
interstitial-containing components there is a reflection
at the far boundary (x = L), while the concentration at
the surface (x = 0) corresponds to the equilibrium con-

centration of self-interstitials (  = )

(5)

At the diffusion temperatures, the concentration of As–I
pairs is much lower than the concentration of As atoms;
i.e., F ! A. Therefore, AF ≅  A, and Eq. (1) can be used
as a diffusion equation for As. The concentrations of
other diffusion components can be found from the solu-
tion for Eq. (2) by using the relations for local equilib-
rium I– = kII0n and F = kFA+I–, where kI is the equilib-
rium reaction-rate constant for the formation of nega-
tively charged self-interstitials, kF is the equilibrium
reaction-rate constant for the formation of neutral As+–I–

pairs, A+ is the concentration of ionized As atoms, and
n is the electron concentration.

In the initial stage of LTD, self-interstitials are redis-
tributed between the self-interstitial-containing compo-
nents in accordance with the conditions of the local
equilibrium at the new (lower) temperature. As a result,
a nonuniform initial distribution of neutral self-intersti-
tials with depth is established; i.e.,

(6)

where kIF = kIkF. From (6), we can derive the depen-
dence of the initial supersaturation of self-interstitials
on the concentration and depth

(7)
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and the value of the initial supersaturation of self-inter-
stitials at the tail of the concentration profile at low As
concentrations, A+ ! 1/(kIFni):

(8)

As the LTD proceeds, the number of self-interstitials
accumulated during the HTD decreases due to the drain
of excess self-interstitials and As–I pairs to the surface
until quasi-stationary depth distributions F(x) and I0(x)
and supersaturation aI(x), which is determined only by
the As concentration and LTD temperature, are estab-
lished there:

(9)

For low concentrations of As, the supersaturation of
self-interstitials tends to reach its steady-state value at
the tail of the concentration profile

(10)

3. SIMULATION PARAMETERS

The simulation parameters are the concentration
dependence of the diffusion coefficient of As (DA), the
equilibrium constant for the reaction of formation of
negatively charged self-interstitials (kI), the equilibrium
rate constant for the reaction of formation of neutral
As–I pairs (kF), self-interstitial formation energy (EfI),
and the diffusion coefficients of neutral As–I pairs (DF)
and self-interstitials (DI).

The concentration dependence of the diffusion coef-
ficient of As in Si at equilibrium with respect to intrin-
sic point defects (IPDs) for isoconcentration diffusion
conditions is given in [5]. It has the form

(11)

where  and  are the partial intrinsic coefficients
of diffusion involving IPDs in neutral and charged
states, respectively; and ni is the intrinsic-carrier con-
centration. Under nonisoconcentration conditions, the
internal electric field and formation of clusters affect
the diffusion. In this case,  = D*fEfC, where fE is the
factor of diffusion enhancement due to the internal
electric field [7], and fC is the factor of the diffusion
retardation due to the formation of clusters, fC = A+/A
[8, 9].

In the absence of equilibrium with respect to IPDs,
one should take into account relative supersaturations
(undersaturations) of self-interstitials and vacancies, as
well as the relative contributions of indirect interstitial
and vacancy mechanisms of As diffusion for different
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charge states of IPDs. For the dual pair mechanism, the
diffusion coefficient of As can be represented as a sum
DA = aV + aI, where  and  are the
coefficients of As diffusion via vacancy and self-inter-
stitial mechanisms (i.e., in the form of As–V and As–I
pairs), respectively, in equilibrium with respect to IPDs
(  =  + ); aV and aI are the relative supersat-
urations (or undersaturations) of vacancies and self-
interstitials, respectively, aV = V/Veq, aI = I/Ieq; and Veq

and Ieq are, respectively, the concentrations of vacancies
and self-interstitials in thermodynamic equilibrium. If
there is local equilibrium between vacancies and self-
interstitials, we have IV = IeqVeq, which yields aV = 1/aI.
The contribution of different charge states and types of
pairs to the diffusion can be taken into account by using
partial diffusion coefficients of As, and relative frac-
tions of vacancy- and interstitial-related diffusion com-

ponents,  = D0 + D–,  = D0 + D–,

where  and  are the relative fractions of the com-
ponents of diffusion via vacancies in corresponding

charge states, and  and  are the relative fractions
of the components of diffusion via self-interstitials in

corresponding charge states. In this model,  +  = 1

and  +  = 1. If A ! ni (Si:As is close to intrinsic Si),
the relative fraction of the component diffusing via the
indirect interstitial mechanism in the temperature range
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Fig. 1. Concentration profiles of electrically active As after
(1) HTD for 0.12 h at 1000°C and (2–4) subsequent LTD.
The LTD temperatures are (2) 700, (3) 600, and (4) 500°C;
the LTD times are (2) 24, (3) 170, and (4) 336 h. Solid lines
represent the simulation results; circles, squares, triangles,
and diamonds represent the experimental data [2, 3].
of 950–1100°C, fI, was evaluated at 0.28 < fI < 0.44 [5]

and fI = 0.45 [10]. Since, according to [5],  ≅  

under these conditions, we assume that  ≅   ≅  0.4.

The recharging constant for self-interstitials, kI,
depends on the position of the energy level introduced
by negatively charged self-interstitials into the band
gap, (kI)–1 = NCexp[–(EC – EI)/kT], where NC is the
effective density of states in the conduction band, k is
the Boltzmann constant, T is the absolute temperature,
and EC – EI is the position of the energy level of a neg-
atively charged self-interstitial relative to the bottom of
the conduction band. According to evaluations made in
[11], EI ≅  EC – 0.4 eV.

The self-interstitial formation energy, the formation
constant of neutral As–I pairs, and the diffusion coeffi-
cients of neutral self-interstitials and As–I pairs were
determined from a comparison of the simulation results
with the experimental data [2, 3]. The self-interstitial
formation energy governs the temperature dependence
of the initial supersaturation of self-interstitials [see (7)
and (8)]. This energy was found by analyzing the initial
regions in the kinetics of p–n junction displacement at
different LTD temperatures, EfI = 2.9 eV. The constant
kF that, along with the constant kI, determines the
degree of self-interstitial supersaturation for long LTD
times [see (9) and (10)] was found by analyzing the
kinetics of the p–n junction displacement during long
LTD times: kF = 1.1 × 10–30exp(1.65/kT), cm3. The dif-
fusion coefficients of self-interstitials and As–I pairs
determine the rate of the decrease in the self-interstitial
supersaturation and, accordingly, the rate at which the
kinetics of the p–n junction displacement levels off,
while DF also determines the form of the concentration
profile; DI = 7.0 × 10–12exp(–0.3/kT) cm2/s, and DF =
1.0 × 10–9exp(–1.0/kT) cm2/s. It is worth noting that,
compared with the LTD of P [6], we have the same for-
mation energy (2.9 eV) and similar (on the order of
magnitude) values of self-interstitial diffusion coeffi-
cients at LTD temperatures. However, the values of kF

and DF for As are by more than two orders of magnitude
smaller than those for P for the same bonding energies
(1.65 eV) and migration energies (1.0 eV) for dopant-
atom–interstitial pairs. This result may be attributed to
the large size of ionized As atoms compared with P
atoms, which, evidently, impedes the formation of As–I
pairs and their migration through the Si lattice.

The additional factor that affects the diffusion coef-
ficient of As for long LTD times is the decrease in the
concentration of electrically active As atoms in the
heavily doped region due to the decomposition of the
As solid solution in Si. The parameters of the decompo-
sition kinetics were taken from [3].
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4. RESULTS AND DISCUSSION

Diffusion Eqs. (1) and (2) with the concentration-
dependant diffusion coefficients (3), initial conditions (4),
and boundary conditions (5) were solved numerically
by the finite difference method using the implicit
scheme. The simulation results were compared with the
experimental concentration profiles and kinetics of the
p–n junction displacement during the LTD, which were
taken from [2, 3].

Figure 1 shows the simulation results (solid lines)
and experimental concentration profiles of electrically
active As+ after the HTD at 1000°C and subsequent
anneals at 500, 600, and 700°C. It can be seen that the
simulation satisfactorily describes the displacement of
the As profile from the surface at LTD. Unlike the LTD
of P, the displacement of the As profile occurs in the
intermediate portion of the profile rather than in the tail
region. Figure 2 shows the concentration dependence of
the relative diffusion coefficients (curves 1 and 2) and
self-interstitial supersaturation (curve 3) for the LTD of
As compared with corresponding dependences for the
LTD of P (curves 4–6). The values of the diffusion coef-
ficients were divided into corresponding values of the
intrinsic diffusion coefficients in the conditions of IPD

equilibrium (  =  + ). As can be seen, the con-
centration dependence of the diffusion coefficient of As
(curve 1) has a maximum and that of the diffusion coef-
ficient of P (curve 4) has a minimum for almost the
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Fig. 2. (1, 2, 4, 5) Relative diffusion coefficients and (3, 6)
the degrees of self-interstitial supersaturation as functions
of the net impurity concentration at LTD for (1–3) As and
(4–6) P (the HTD temperature, TH, is 1000°C, the LTD tem-
perature, T, is 700°C, the LTD duration, t, is 1 h). The diffu-
sion coefficients 2 and 5 are calculated at aV = aI = 1, the dif-
fusion coefficient 4 and supersaturation 6 are calculated
using the model from [6].
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same impurity concentrations, while the concentration
dependences of the self-interstitial supersaturation
(curves 3, 6) behave similarly. This can be attributed to
the fact that the As fraction diffusing via the interstitial
mechanism (in pairs with negatively charged self-inter-

stitials) is rather large ( (As) ≅  0.4), while, as it was

shown in [6],  ≅   = 0 for P. As a result, the diffu-
sion coefficient of As does not decrease with decreasing
As concentration, as it does in the case of P, but
increases. The diffusion coefficient increases until the
concentration dependence of aI levels off, after which,
in accordance with the concentration dependence of the
diffusion coefficient of As given by (11) (curve 2), DA

decreases until the As concentration becomes of the
same order of magnitude as the intrinsic concentration
of charge carriers, ni, at the LTD temperature.

Figure 3 shows the simulation results (solid lines)
compared with the kinetics of the p–n junction dis-
placement ∆xj during the LTD at 600, 700, and 800°C.
As can be seen, the simulation results satisfactorily
describe the kinetics of the p–n junction displacement
during the LTD. The increase in ∆xi is steep at the initial
stage of the LTD but then slows down because the
degree of self-interstitial supersaturation decreases as
the LTD duration increases. The degree of self-intersti-
tial supersaturation at the distribution tail is shown in
Fig. 4 as a function of the LTD duration. As can be seen,
the degree of supersaturation decreases in the course of
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Fig. 3. The depth of a p–n junction as a function of the LTD
duration. The LTD temperatures are (1) 600, (2) 700, and
(3) 800°C. The solid lines represent the simulation results;
circles, squares, and triangles represent the experimental
data [3].
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LTD from the initial value determined by formula (8) to
the steady-state value defined by formula (10). This
decrease in the degree of supersaturation is attributed to
the drain of the excess self-interstitials and As–I pairs,
accumulated during the preceding HTD, to the surface.
An increase in the LTD temperature enhances the drain
limited by the diffusion of self-interstitials and As–I
pairs.

5. CONCLUSION

A numerical simulation of low-temperature diffu-
sion of As from a heavily doped Si layer was performed
on the basis of the dual pair mechanism. The anoma-
lously high diffusion rate is attributed to the excess self-
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Fig. 4. The degree of supersaturation of self-interstitials as
a function of the LTD time. The LTD temperatures are
(1) 500, (2) 600, (3) 700, and (4) 800°C.
interstitials accumulated in the heavily doped layer dur-
ing the preceding HTD, mainly in the form of As–I
pairs. The concentration profiles of As differ from those
obtained for P, which is attributed to the fact that a con-
siderable fraction of As atoms diffuse via the interstitial
mechanism, i.e., in pairs with negatively charged self-

interstitials ( (As) ≅  0.4). This results in a maximum
in the concentration dependence of the diffusion coeffi-
cient and a shift of the profile in the intermediate-con-
centration region. The slowing down of the p–n junc-
tion displacement in time and the enhancement of this
process with the increase in the temperature is attrib-
uted to the drain of excess self-interstitials and As–I
pairs, accumulated during the preceding HTD, to the
surface.
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Abstract—It was found that the specific features of the photodielectric response of CdTe crystals grown from
the melt are determined by ensembles of macroscopic growth defects. The analysis of diagrams ε*(λ) and
ε*(X), which characterize the dependences of the complex dielectric constant on the wavelength and coordi-
nates, as graphic images of sequences of induced states of the crystal was carried out. It was demonstrated that
such analysis allows for the identification of the ensembles of macroscopic defects, which are the sources of
internal fields. © 2002 MAIK “Nauka/Interperiodica”.
The CdTe crystals grown from the melt are promis-
ing high-resistivity semiconductor materials for gamma
spectroscopy. They usually contain various macro-
scopic growth defects, which comprise the sources of
internal interrelated elastic and electric fields and sub-
stantially affect transport properties [1]. The uncover-
ing and identification of such defects, as well as deter-
mining their charge states by investigation techniques
commonly used for semiconductors, is hampered due
to the high resistivity of the material. Elastic and elec-
tric fields are generated by macroscopic growth defects
in piezoelectric II–VI crystals. These fields determine
the specific features of the real (ε') and imaginary (ε'')
parts of the complex dielectric constant (ε*) on the pho-
toexcitation wavelength (λ) and temperature (T). These
specific features are represented most comprehensively
by diagrams ε*(λ) and ε*(T) on the phase plane {ε', ε''}
[2–4]. It was demonstrated that the form of the dia-
grams ε*(λ) depends on the photoexcitation intensity as
well as on the size and coordinates of the optical probe
[2]. The complexity of energy and relaxation spectra
for these crystals, as well as the specificity of their
dielectric response, necessitates the development of a
generalized approach to treatment and analysis of
experimental results. Such development was the main
purpose of this study.

The CdTe crystals grown in various conditions of
vertical crystallization from the melt under high pres-
sure of the inert gas (as high as 100 atm) were investi-
gated. Macroscopic growth defects were revealed and
investigated using etching, IR microscopy, and shadow
methods. The residual stresses induced by growth
defects in the samples investigated were determined
using the optical-polarization method. The In–Ga or Au
contacts were deposited on the opposite face of the sam-
ples; these contacts were 11 × 11 × 2 and 5 × 5 × 2 mm3

in size, respectively. The dielectric constant ε' and the
dielectric loss factor ε'' were determined in the fre-
1063-7826/02/3604- $22.00 © 20375
quency range f = 102–107 Hz using the capacitance
technique. The photodielectric response was investi-
gated in the region of low-frequency dispersion. The
resistivity ρ of the samples was measured using a four-
point probe technique (ρ < 1010 Ω cm).

It is found that the growth conditions substantially
affect the shape of the crystallization front and deter-
mine the multiplicity of the types of the macroscopic
growth defect. For the CdTe crystals grown with a large
curvature of the crystallization front, the precipitates of
Te and Cd, as well as cylindrical and spherical pores,
are observed. These crystals also possess a variety of
two-dimensional structure defects (impurity-decorated
grain interfaces, twins, slip bands, etc.) and composi-
tion fluctuations. These features are revealed by etching
and in shadow and optical-polarization patterns [1].

The character of the distribution of macroscopic
growth defects and interrelated elastic and electric
fields, which are generated by these defects, determines
the specific features of the low-frequency dielectric
response of CdTe crystals [3]. This determines the indi-
viduality of the ε*(λ) diagrams for each single sample
[3, 4]. The multiplicity of macroscopic growth defects
in the samples can be revealed by optical and other
methods. The ε*(λ) diagrams obtained during the inte-
grated photoexcitation of the sample as a whole consist
of various bow-shaped segments (Fig. 1, curve 1).
These diagrams can also contain separated partial dia-
grams as well as the domains, for which dε''/dε' < 0.
Substantial distinctions of the diagrams are observed
even for the samples cut from the same ingot. However,
the diagrams of the samples, which are prepared from
neighboring regions of the ingot, are often similar. It
turned out that it was possible to use the criteria of geo-
metric similarity for the comparative analysis of the
diagrams. In this case, the ε*(λ) diagrams are consid-
ered as peculiar graphic images, which characterize the
generalized photodielectric response of the crystal. The
002 MAIK “Nauka/Interperiodica”
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diagrams (λ), which were obtained with the photo-

excitation of neighboring regions of the crystal by the
monochromatic probe with the width less than 100 µm,
are more similar geometrically compared to the dia-
grams measured with the excitation of spatially sepa-
rated regions or various samples. The geometric shape
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Fig. 1. Diagrams (1) ε*(λ) obtained with the photoexcita-
tion of the entire sample as well as diagrams (2, 3) (λ)

obtained with the probe photoexcitation. The frequency f =
103 Hz, and the temperature T = 293 K. The wavelengths λ
are indicated.
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Fig. 2. Dependences (1) ε'(X) and (2) ε''(X) for the CdTe
sample, which are obtained with the probe photoexcitation.
The frequency f = 103 Hz, the temperature T = 293 K, and
the probe width is 100 µm. The points correspond to various
probe positions with the step of 0.2 mm.
of these diagrams is simpler and more symmetric com-
pared to the diagrams obtained with the integrated pho-
toexcitation (Fig. 1, curves 2, 3). Such diagrams differ
only by increments of ε' and ε'' under illumination, as
well as by the regions outlined by them in the phase
plane. The diagrams ∆S were obtained with the photo-
excitation of neighboring regions Xn and Xn + 1 of the
sample (shaded region in Fig. 1). In this case, the area
of their overlapping varies with the probe coordinate X
in a complex manner. It was also found that, as the
probe width increases, the similarity of (λ) diagrams
ceases to exist. This suggests that the specific features
of these diagrams are associated with the effect of inter-
nal fields, which are generated by macroscopic growth
defects, on the charged state of complex centers respon-
sible for the photosensitivity. Thus, the coordinate
dependences ε'(X) and ε''(X), which are obtained by
scanning the optical probe with the width of 100 µm
and the wavelength in the vicinity of the intrinsic pho-
tosensitivity peak, contain a number of local extrema.
The number and distribution of extrema are the individ-
ual characteristics of the crystal (Fig. 2, curves 1, 2). In
this case, the diagrams ε*(X) in the phase plane, which
are obtained based on these dependences, comprise the
collection of macroscopic domains of various charac-
ter, namely, linear, steplike, bow-shaped, and looplike
amongst others (Fig. 3). Note that certain domains are
the isolated partial diagrams. These domains are
marked with arrows in Fig. 3. This allows one to con-
sider these regions as mappings of the specific ensem-
bles of macroscopic growth defects. An increase in the
photoexcitation intensity leads to a variation in the
ε*(X) diagrams. In this case, the geometric similarity is
retained up to a certain critical intensity level Φc.

Such a character of the variation in the dielectric
response over the sample, which is mapped by the dia-
gram ε*(X), is indicative of the zoned distribution of
certain aggregations of macroscopic growth defects.
This is partially confirmed by the results of optical-
polarization and shadow investigations. The complex
individual character of diagrams and their dependence
on many factors necessitates the search for a general-
ized approach to the analysis of the dielectric response
of such crystals. Specifically, such an approach may be
based on the notions about metastable and induced
states of the crystal. The reason is that all the samples
from the CdTe ingot are in various metastable states.
These states are mapped by the set of the points  in
the sector of the phase plane and can be varied by ther-
mal treatment [4]. At the same time, the external effect F
(photoexcitation, thermal effect, pressure, etc.) induce
the state in the ZnSe crystal, which is also mapped by
the point  in the phase plane. In this case, the ε*(F)
diagrams are also the characteristic signs of the meta-
stable state [5]. In this case, we can assume that the set
of points in the region outlined by the diagram ε*(λ)
(Fig. 1, curve 1) is also the subset of energetically

εX*

εT*

εT*
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allowed induced states, which is mapped by the corre-
sponding graphic image in the phase plane. Conse-
quently, the area S, which is outlined by the diagram

(λ), which is obtained with the local photoexcitation
(Fig. 1, curve 1), is the region or the subset of possible
induced states , , …, which have their own
graphic image. Actually, by varying the wavelength and
decreasing the probe intensity, we can obtain any 
value from this subset. In the context of these notions,
the ratio of the overlapping area ∆S of two neighboring
diagrams (λ) to their average area (S1 + S2)/2, i.e.,
2∆S/(S1 + S2) is a certain correlation parameter K,
which determines the fraction of common induced
states. It is evident that it characterizes the degree of
interrelation between definite agglomerations of mac-
roscopic growth defects.

With the probe photoexcitation, the ith state is
induced in the crystal, which is represented by the ε*(Xi)
point in the phase plane. In this case, the sequence of
ε*(Xi) values within the limits of the above-mentioned
domain comprises the subset of coordinate-allowed
induced states. In the context of this approach, the sub-
set of induced states can be brought into correspon-
dence with each of the above-mentioned regions of the
ε*(X) diagram. In this case, the corresponding graphic
image is associated with each such subset. The shape of
the image (line, loop, arc, etc.) is determined by the
character of interaction of the aggregation of macro-
scopic growth defects. This makes it possible to iden-
tify the ensembles of macroscopic growth defects from
the shape of the graphic image as well as to determine
the coordinates of similar ensembles. Thus, the
domains marked by the arrows in the ε*(X) diagram
(Fig. 3), which are mapped by isolated graphic images,
can be naturally associated with inclusions. The loop-
like regions of the diagram, which are characterized by
the direct (clockwise) or inverse sequence of induced
states, are worthy of special attention. The inverse
sequence can be considered as the opposite charge state
of the aggregation of macroscopic growth defects.
These regions of the crystal act as the sinks or the
sources of internal fields, which are generated by the
aggregation of macroscopic growth defects. Macro-
scopic regions of the crystal, which are in correspon-
dence with the separated domains of the ε*(X) diagram,
also differ by the form of distribution of complex cen-
ters responsible for the photosensitivity. It is also evi-
dent that the form of distribution of these centers and
their charge state are controlled by the sequence of
macroscopic growth defects for the specific region of
the sample. We note that elements of similarity of
graphic images in ε*(X) diagrams are retained with
increasing probe intensity Φ up to a certain critical Φc
value. This value is the individual characteristic of each
sample. New induced states are also found within the
sector shown in Fig. 1 by the dash-and-dot line.

εX*

ε1* ε2*

εi*

εX*
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For the series of samples, certain domains of the
ε*(X) diagram are transformed with increasing the
probe intensity to Φ > Φc. This transformation includes
the smoothing and combining of certain domains, as
well as loop transformation, into the partial diagram or
vice versa. It was also found that the same domains of
diagrams transform with heating of the samples.
Apparently, the crystal as a system counteracts the vari-
ation in its metastable state according to the Le Chate-
lier principle or the piezoelectric analogue of the Lenz
law. A cause–effect relation between the set of ensem-
bles of macroscopic growth defects and growth condi-
tions exists. These ensembles are mapped by the sub-
sets of individual states. This relation manifests itself in
the character of the sequence of graphic images, i.e., in
the diagram ε*(X). Structuring of separate ensembles
also takes place. This structuring is mapped by definite
graphic images, for example, loops. It can be seen that
the decomposition of the system of the actual crystal
can be carried out by dividing the ε*(X) diagram into a
sequence of domains. Each of these domains is mapped
by the corresponding image in the phase plane. A com-
parative analysis makes it possible (1) to determine the
number of ensembles of macroscopic growth defects in
the sample (ingot) and the presence of similar ensem-
bles in them; (2) to reveal the sinks and sources of the
fields, which are created by a certain aggregation of
macroscopic growth defects; (3) to determine the coor-
dinates of ensembles of macroscopic growth defects,
which change their properties under the intensive load;
and (4) to reveal the elements of structuring of macro-
scopic growth defects of CdTe crystals, which are asso-
ciated with highly nonequilibrium growth conditions.

Thus, a variety of macroscopic growth defects in the
crystals under consideration and an apparently random
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X = 11.0 mm

12.1 12.5 12.9 13.3

1.75
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X = 0.2 mm

ε''

ε'

Fig. 3. Diagram ε*(X) for the CdTe sample. The frequency
f = 103 Hz, the temperature T = 293 K, and the probe width
is 100 µm. The points correspond to various probe positions
with the step of 0.2 mm.
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form of their distribution in the bulk are observed. In
spite of this, the approach developed for the analysis of
the generalized dielectric response offers the possibility
of identifying the separate aggregations of macroscopic
growth defects. It is possible to identify these aggrega-
tions not only from their graphic images and functional
characteristics, but also from their sequence and its
variation under intensive loads. It is also possible to
reveal the growth factors which predominately affect
the formation of the electrical properties of these crys-
tals. All these facts are especially important for func-
tional piezoelectric crystals, whose investigation by
known techniques yields ambiguous results. The above
results form the basis of the technique for the identifi-
cation of growth defects and assessment of quality of
these crystals.
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Abstract—Electronic states in the quantized spherical layer under the presence of a static radial field are consid-
ered. Expressions for the energy spectrum and the wave functions of carriers are obtained. The electroabsorption
coefficient has a resonance nature; electric-field induced oscillations are observed in each subband. The external
field leads also to a shift of the absorption edge to shorter wavelengths. A weak rise of the absorption coefficient
is observed in each quantum-well subband with increasing field. © 2002 MAIK “Nauka/Interperiodica”.
Various multilayer nanoheterostructures with a spher-
ical symmetry are now being intensively studied along
with many low-temperature semiconductors (see, for
example, [1–5]). For this reason, it is of interest to con-
sider the properties of a “unit” structure of this kind; i.e.,
a quantized spherical layer. Of particular interest is the
effect of various static electric fields on the physical
parameters of a sample. The geometric features of a sam-
ple allows us to trace the action not only of external fields
but of fields induced by a source located inside the sample
[10]; e.g., a charged impurity, an ion, or a charged micro-
sphere, coated with a nanocrystalline spherical shell.

Here, we consider the effect of the radial static elec-
tric field on the shape of the optical absorption band in
the spherically symmetric quantized layer.

1. ELECTRON STATES IN A LAYER
UNDER THE PRESENCE OF A RADIAL FIELD

If the layer is approximated by an infinitely deep
potential well, the motion of the carriers within the
layer can be described as the motion in a field with the
following model potential:

(1)

where R1 and R2 are, respectively, the inner and outer
radii of the layer, and γ is the constant of interaction of
the charged particle with the field source. Representing
the radial wave function as

(2)

for the related Schrödinger equation in the isotropic
effective mass approximation, we obtain

(3)
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where m is the effective mass of the isotropic carrier, E
is the particle energy and l is the orbital quantum num-
ber. Hereafter we will be interested in the case of a
“thin” layer, when its thickness L is much less than the
3D-exciton Bohr radius a0:

(4)

At the same time, we assume that the layer is distant
enough from the source; i.e., the following condition
holds:

(5)

In other words, the effective Bohr energy γ/R1 is much
less in this case than the quantum confinement energy.
Introducing the variable ρ = r – R1 and restricting our
consideration to the first order in the parameter ρ/R – 1,
we obtain, taking (4) and (5) into account,

(6)

instead of (3) with the following designations intro-
duced:

(7)

Passing to the dimensionless variable

(8)

we arrive at the equation
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As is known [11], its solutions are given by the lin-
ear combination of the Airy functions of the first (Ai(ξ))
and second (Bi(ξ)) kinds:

(10)

where C1 and C2 are normalization constants.
The carrier energy spectrum is determined from the

boundary conditions:

(11)

where ξ0 and ξL are the values of the variable ξ at the
layer boundaries ρ = 0 and ρ = L, respectively. One can
see from (7) that FL ! %.

On the other hand, if we represent ξ0 and ξL as

(12)

where ε1 =  is the first quantum confinement

energy level of radial motion, then for ξ0 and ξL, we
obtain

(13)

Using the asymptotic expansion of Airy functions for
large argument values [11], after simple calculations
we obtain the following expression for the carrier
energy spectrum:

(14)

Correspondingly, for the radial wave function we
obtain

(15)

where the parameters αn, l and βn, l are given by

(16)

Thus, within the framework of the model under consid-
eration, the energy of the carrier in the layer is a sum of
three terms related to, respectively, the quantized radial
motion, the orbital motion, and the energy imparted to
the particle by the external field. It is easy to see that, at
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R1  ∞, (14) and (15) reduce to the case of a “con-
ventional” film (see, for example, [12]).

2. INTERBAND TRANSITIONS

Let us now calculate the electroabsorption coeffi-
cient for the interband optical transitions in the layer
within the dipole approximation. We assume that the
light wave is incident along the x axis and is linearly
polarized (along the z-axis). Then we have, within the
dipole approximation, for a perturbation related to the
light wave

(17)

where m0 is the free electron mass, e is the elementary
charge, q is the photon wave number, c is the speed of
light in free space, A0 is the incident light wave ampli-
tude, and ϑ  is the polar angle. The total electron wave
function is a product of the radial functions (15) and the
spherical functions Yl, m(ϑ , ϕ). Their form is well
known (see, for example, [13]) and will not be pre-
sented here. Integration over the angular variables leads
to the following selection rules: only transitions
between the states for which mc = mv, lc = lv + 1, where
mk is the azimuthal quantum number, are subscripts v
and c related to the valence and conduction bands,
respectively. For the interband transition matrix ele-
ment, we obtain

(18)

where the functions fi(βc, βv) read

(19)

The definition of αi, βi implies that the last term
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terms are first-order corrections to βv f4(βc, βv). Corre-
spondingly, for the absorption coefficient we obtain

(20)

where ω is the incident light frequency, v  is the refrac-
tive index, V is the volume of the system, δ(x) is the
Dirac delta function, and Eg is the energy gap of the
bulk semiconductor; the energy is reckoned from the
middle of the gap in the bulk.

3. DISCUSSION OF RESULTS

We obtained the following pattern of interband opti-
cal transitions within the framework of the proposed
model.

1. The radial electric field widens the energy gap,
with the absorption edge shifted to the shorter wave-
lengths by

2. The interband absorption has a resonance charac-
ter with respect to the incident light frequency because
of the strict discreteness of the energy spectrum of car-
riers.

3. Only transitions between orbital states with lv 
lc = lv + 1 and equal azimuthal quantum numbers are
allowed; a steep decay of the absorption curve is
observed with increasing lv.

4. The presence of the electric field leads to the
absence of a selection rule on the radial quantum num-
ber nc, v; transitions between arbitrary quantum con-
fined states of radial motion are possible during absorp-
tion. The presence of the electric field also leads to an
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explicit dependence of the absorption coefficient on the
carrier effective mass (via the parameter βc, v).

5. Analysis of the dominant term βv f4(βc, βv) reveals
that the absorption coefficient shows an oscillating elec-
tric field dependence at the fixed resonance frequency
ωcv. A slow rise (∝ (1 + x)1/2 at x ! 1) of the oscillation
amplitude envelope function for the “partial” absorption
coefficient related to transitions between quantum-well
subbands with increasing field is observed. In the limit of
zero field (at R1  ∞), the quantity βv f4(βcβv) simply

reduces to the factor ncmnv /  – , which is character-
istic of absorption in films.
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Abstract—The procedure for photoelectrochemical C–V profiling of the concentration of majority charge
carriers and effective lifetimes of minority charge carriers in high-resistivity thick (1.6 mm) GaAs wafers
subsequently to their gettering is described. Gettering was performed by both one-side and two-side coating
of the wafers with a Y film and subsequent thermal treatment at 700 and 800°C. It was demonstrated that the
concentration profile Nd–Na and the effective lifetime for minority charge carriers throughout the wafer are rather
uniform in both cases. This procedure makes it possible to measure the charge carrier concentration as low as
1012 cm–3. © 2002 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Several techniques for the determination of the con-
centration of majority charge carriers in semiconductors
exist, e.g., Hall measurements [1] and C–V measure-
ments [2] at the Schottky barrier metal–semiconductor
[2] or electrolyte–semiconductor. For concentration
profiling, the C–V technique in the electrolyte–semi-
conductor system is more advantageous, since the elec-
trolyte can simultaneously serve as the chemical
etchant. Due to this, the process of concentration profil-
ing can be automated [3]. In this case, the profile is
recorded simultaneously with continuous etching. In
addition, using the irradiation of the electrolyte–semi-
conductor interface with photons with hv  > Eg and
maintaining a constant photocurrent, it is possible to
record the distribution profile of the effective lifetime of
minority charge carriers. The lifetime is proportional to
the photocurrent across the Schottky barrier. It is note-
worthy that the accuracy of determining the concentra-
tion profile is higher for the continuous etching relative
to the discrete one.

The purpose of this study was to demonstrate the
potential of the photoelectrochemical technique for C–V
profiling of the majority carrier concentration and
effective lifetimes of minority carriers. The technique is
applied to thick (1.6 mm) high-resistivity GaAs wafers,
which were obtained via gettering by one-side and two-
side coating with a Y film with subsequent thermal
treatment at 700 and 800°C.
1063-7826/02/3604- $22.00 © 20382
EXPERIMENTAL

In this study, undoped GaAs grown by the Czochral-
ski technique [4] using Ga and As of 99.99999% purity
grade was used as the starting material for gettering.
The electron concentration was (1–3) × 1015 cm–3, and
the electron mobility was 1500–2000 cm2 V–1 s–1 at
300 K. It was demonstrated that this charge-carrier con-
centration is determined by the shallow donor level
with the activation energy 10–12 meV and deep donor
level with the activation energy ~150 meV [5]. In this
case, the degree of compensation of 40% was apparently
determined by the concentration of intrinsic defects and
their complexes. Thick (~1.6 mm) GaAs(111) wafers
were used for gettering. The wafers were covered on
one or both sides with 1000 Å-thick Y film using the
method of vacuum thermal deposition. Then, the
wafers were thermally treated in purified hydrogen at
700°C for 0.25 h and at 800°C for 0.5 h. Subsequent to
thermal treatment, Y films were removed by plasma
etching in a RIBES Rokappa installation.

The electron concentration in wafers subjected to
gettering was determined from Hall measurements [1],
and the electron distribution in the depth of the wafer
was determined by C–V profiling using electrochemical
[6] or photochemical [7] techniques in the chemical cell
(Fig. 1). The cell design allowed for illumination of the
electrolyte–insulator interface through the transparent
window 2. The sulfuric acid etchant H2SO4 : H2O2 :
H2O (1 : 8 : 1) with a constant etching rate (4 µm/min)
for several days was used as the polishing electrolyte
002 MAIK “Nauka/Interperiodica”
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etchant. The contact area was determined by the seal
ring with a diameter of 3 mm. The charge-carrier con-
centration was determined from expression [6]:

(1)

Here, C is the capacitance of the space charge region
(SCR) in GaAs; e is the elementary charge; ε is the per-
mittivity; ε0 is the permittivity of free space; A is the
area of the Schottky contact; and ∆C and ∆V are the
increments of capacitance and voltage, respectively.

In the case of irradiation of the interface between the
electrolyte and high-resistivity GaAs with photons with
hv  > Eg for GaAs, the photocurrent generated in this
system is proportional to the effective hole lifetime [2].
Consequently, with chemical etching of high-resistivity
GaAs, the measurement of the photocurrent gives a
qualitative distribution of the effective lifetime of
minority carriers.

During the measurements of the concentration pro-
file in the depth of the wafer, as the electrolytic contact
moves deeper into the wafer, the contact area increases
due to the formation of cylindrical lateral regions in the
local zone of etching. This zone also contacts the elec-
trolyte and makes a contribution to the measured capac-
itance. Thus, the measured capacitance consists of two
components, namely, the capacitance of the lateral
region and the capacitance of the etching bottom. For
this reason, when calculating the charge-carrier con-
centration, we used the capacitance determined by the
difference between the measured capacitance of the
SCR and the capacitance corresponding to the lateral
region [8].

RESULTS AND DISCUSSION

A preliminary investigation of the charge-carrier
concentration using the Hg–GaAs Schottky barrier
with layer-by-layer etching of GaAs in the etchant
H2SO4 : H2O2 : H2O (1 : 8 : 50) at an etching rate of
1000 Å/min–1 was carried out. It should be noted that
the investigation demonstrated that, in the case of ther-
mal treatment of the Y–GaAs structures at 800°C for
0.25 h with subsequent plasma-induced removal of the
Y film, the wafer surface is of the p-type conduction
with p . 1016 cm–3 to the depth of ~0.5 µm. At the same
time, in the case of one-side gettering, the surface
unprotected by the Y film also had the p-type conduc-
tion with p . 1017 cm–3 after thermal treatment at
800°C for 0.25 h. The depth of the p-type layer was
several µm, and the inversion of the conduction type
occurred at a large depth from both sides, the electron
concentration being no higher than ~1013 cm–3.

The distribution of the majority-carrier concentration
(Nd – Na) and the effective lifetime of minority charge
carriers in GaAs subjected to gettering at 800°C for 0.5 h
are shown in Figs. 2 and 3, respectively. The distributions

N x( ) C3

eεε0A2
----------------- ∆C

∆V
-------- 

 
1–

.–=
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are nearly uniform. A slight decrease in Nd – Na at a
depth of more than 600 µm is associated with a large
error of the capacitance measurement due to nonuni-
form etching for various crystallographic directions.

For both the one-side and two-side gettering subse-
quent to thermal treatment at 700°C for 0.25 h followed

6

7

5
4

3

2

1

Fig. 1. Photoelectrochemical cell: (1) seal ring, (2) transpar-
ent window for optical excitation, (3) reservoir for electro-
lyte, (4) clamping contacts, (5) semiconductor wafer,
(6) clamping device, and (7) base.

1013

1012

0 0.2 1.4 1.6
x, mm

Nd – Na, cm–3

~ ~

Fig. 2. Distribution profile Nd – Na subsequent to the one-
side gettering at 800°C for 0.5 h.
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20

0 0.2 1.4 1.6
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τeff, arb. units
~ ~

Fig. 3. Distribution profile of the effective lifetime of
minority charge carriers subsequent to the one-side getter-
ing at 800°C for 0.5 h.
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by the plasma-induced removal of Y films from both
sides, the surface layer had the n-type conduction with
n . 1013–1014 cm–3. This layer was several µm thick,
whereas at a larger depth the concentration decreased
to 1012 cm–3 and lower depending on the thermal treat-
ment mode (Fig. 4). It can be concluded from Figs. 4
and 5 that gettering has a bulk character even for the
wafer coated on one side with the Y film. However, the
uncoated surface apparently makes its own contribution
to the gettering effect. It can be seen from Fig. 5 that the
distribution of τeff is also uniform over the depth for
thermal treatment both at 700 and 800°C, and τeff for
700°C is 30% larger compared to that for 800°C. The
above data on the concentration profile Nd – Na allow us
to assume that antisite defects AsGa and GaAs and, pos-

1014

1013

1012

0 0.2 1.4 1.6
x, mm

Nd – Na, cm–3

1

2

100

80

60

40

20

0 0.2 1.4 x, mm

τeff, arb. units

1

2

~ ~
~~

Fig. 4. Distribution profiles Nd – Na subsequent to the one-
side gettering: (1) at 800°C for 0.5 h and (2) at 700°C for
0.25 h. The depth 1.6 mm corresponds to the second
uncoated surface of the wafer.

Fig. 5. Distribution profiles of the effective lifetime of
minority charge carriers subsequent to the one-side getter-
ing: (1) at 800°C for 0.5 h and (2) at 700°C for 0.25 h.
sibly, intrinsic defects of various types, namely, VGa,
VAs, IGa, and IAs, are generated during gettering. The
spatial separation of antisite defects and the formation
of complexes with their participation rather than their
direct annihilation apparently plays a major role in the
gettering process. As a result, the charge-carrier con-
centration decreases to 108 cm–3 [2].

CONCLUSION

It is demonstrated that the surface gettering for the
one-side and two-side getter coating has a bulk charac-
ter and can be accomplished at relatively low tempera-
tures (700°C). At 700°C, τeff is by 30% larger compared
to that obtained after thermal treatment at 800°C. This
makes it possible to obtain high-resistivity GaAs
wafers with uniform distributions of Nd – Na and τeff for
minority charge carriers over the depth of a wafer of up
to 1.5 mm thick. In this case, the electron mobility in
GaAs can be as high as 7000 cm2 V–1 s–1 at 300 K [5].
This material holds promise for high-voltage power
devices, detectors of X-ray and nuclear radiation and
particles, including neutrinos, as well as for ultra-high-
speed optoelectronic VLSIs. In this case, the technol-
ogy of obtaining such material is very simple and
involves conventional technology for preparing sub-
strates with the inclusion of only two additional opera-
tions, namely, the deposition of a gettering coating and
thermal treatment.
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Abstract—Spectra of edge photoluminescence (PL) at 300 K have been studied in a set of Czochralski-
grown Te-doped GaAs single crystals with a free carrier density of n0 = 1017–1019 cm–3. The carrier density
dependences of the chemical potential and band gap narrowing are obtained by analyzing the PL spectral
line profiles. The dependence of the effective mass of electrons at the bottom of the conduction band on
their density, (n0), is calculated. It is shown that the nonmonotonic (n0) dependence correlates with
data on electron scattering in the material under study and results from the ordering of impurity com-
plexes. © 2002 MAIK “Nauka/Interperiodica”.

m0* m0*
1. INTRODUCTION

Semiconductor properties are strongly affected by
complexes comprising atoms of the main substance,
dopant atoms, and intrinsic structural point defects.
Association of these complexes at their critical concen-
trations gives rise to fundamentally new effects. Sys-
tematic studies of the doping of III–V compounds with
Group VI elements revealed nonmonotonic dependences
of a number of parameters on impurity concentration in
the range of heavy doping (1018 < Nimp < 1019 cm–3)
[1–4]. The appearance of singularities in concentration
dependences of electrical and optical parameters at
some critical concentration indicates crossing of phase
boundaries. It is assumed that the Coulomb and elastic
interactions lead to ordering of the impurity subsystem
with the formation of a superstructure with long-range
order. The formation of a long-period superstructure
in GaAs:Te single crystals at free carrier densities n0 =
(3–4) × 1018 cm–3 has been confirmed by direct experi-
ments [4, 5].

The ordering of the impurity subsystem must mod-
ify the electronic spectrum. A conventional method for
studying the effect of heavy doping on the electronic
structure of a material is analysis of the edge photolu-
minescence (PL) spectrum. In heavily doped semicon-
ductors, the electron–electron and electron–impurity
interactions strongly distort the parabolic dispersion
law of an ideal Fermi gas in a pure semiconductor. This
distortion is interpreted as a steady “rigid” shift of the
conduction band toward the valence band (band gap
narrowing) and as a distortion of the density of states.
In addition, the random distribution of impurities
results in the formation of density-of-state tails. Com-
monly, analysis of the edge PL line shape yields depen-
dences of the band gap narrowing, associated with
1063-7826/02/3604- $22.00 © 20385
many-particle effects, and the rms fluctuation of the
impurity potential, characterizing the effect of band-tail
formation, on the doping level [6–14]. In [15], the
effective mass at the conduction band bottom, , was
determined by analyzing the edge PL spectrum. The
observed increase in  with growing electron density
was attributed by the authors to the distortion of the dis-
persion law at the center of the Brillouin zone by the
electron–impurity interaction.

This paper presents the results of an analysis of edge
PL spectra and the obtained dependence of the effective
mass at the conduction band bottom on the doping level
of GaAs:Te single crystals.

2. EXPERIMENTAL PROCEDURE
AND DATA ANALYSIS

Czochralski-grown GaAs:Te single crystals with a
free carrier density n0 = 1017–1018 cm–3 found from
Hall-effect measurements were studied. The PL was
excited with a He–Ne laser at an excitation intensity of
L = 5 × 1019 quanta cm–2 s–1. Edge PL spectra obtained
at room temperature for different doping levels were
analyzed.

The spectrum of edge emission from heavily doped
semiconductors consists of a broad structureless band
commonly attributed to the band-to-band recombina-
tion. The low-energy wing of this band is related to
band gap narrowing and the formation of a density-of-
states tail; the high-energy wing reflects the band filling
with majority carriers and gives information on the
position of the chemical potential. In analysis of
n+-GaAs PL spectra, it is commonly assumed that, first,
the matrix element of transition is independent of
quasi-momentum, and, second, the quasi-momentum

m0*

m0*
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selection rule is completely lifted by the electron–elec-
tron and electron–impurity scattering. The latter cir-
cumstance results in that all occupied states in the con-
duction band may be involved in radiative transitions to
empty states of the valence band. Therefore, if the
details of the hole distribution in the valence band are
disregarded, the spectrum shape can be directly
related to the density of states in the conduction band,
ρ(E ) [16]:

(1)

The Fermi–Dirac distribution f(E) is used as the distri-
bution function, since the energy relaxation time for
electrons is much shorter than their recombination
time:

(2)

Here, the chemical potential µ is reckoned from the
conduction band edge. Presently, there is no simple
analytical expression for ρ(E) that can account for the
many-particle and statistical effects, along with the
electron–impurity interaction, in terms of a unified
model and that can be used in the fitting of PL spectra.
The density-of-states tail defined by a random distribu-
tion of impurities is described using Kane’s expression:

(3)

where the electron energy E is reckoned from the band
edge, and γ is the rms fluctuation of the impurity poten-
tial. The unperturbed density of states, ρ0, can be calcu-
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Fig. 1. PL spectra of GaAs:Te single crystals at T = 300 K.
Solid lines, experiment; short-dash lines, fitting with
account of the conduction band nonparabolicity; long-dash
lines, fitting with account of both the nonparabolicity and
the statistical effect. Electron density in GaAs samples is
shown in the figure.
lated in a simple way for a nonparabolic band in terms
of the standard k · p theory:

(4)

where  is the band gap of the undoped material, and
β is the nonparabolicity parameter.

In the present study, the spectra were fitted using
relations (1)–(4), in which, in terms of the “rigid” shift
of bands,

where ∆Eg is the band gap narrowing. The µ, ∆Eg, γ,
and β values were determined by means of spectrum fit-
ting. It is noteworthy that Eq. (1) yields µ without using

 and n0, because these latter do not define the PL

line shape. The  value was determined using the
obtained µ and the relation

(5)

3. RESULTS AND DISCUSSION
Figure 1 shows the experimental spectra of several

GaAs:Te samples, illustrating the evolution of the spec-
tra with electron density in accordance with the Burst-
ein–Moss effect, and also the theoretical PL spectra cal-
culated using relations (1)–(4). Figure 2 presents the fit-
ting parameter ∆Eg for the samples studied (∆Eg

calculated with  taken to be 1.424 eV [17]) and the
theoretical dependence of the band gap narrowing on
carrier density, associated with many-particle effects
(i.e. the sum of exchange and correlation energies Exc)
for T = 0 K [18]. In the “rigid” band shift approxima-
tion, the dependence ∆Eg(n0) must correlate well with
Exc(n0), which is observed in analysis of the PL spectra of
n+-GaAs [15]. Such an agreement takes place in our sam-
ples in the free carrier density range n0 < 2 × 1018 cm–3.
At n0 > 2 × 1018 cm–3, ∆Eg values are not described by
the Exc(n0) dependence, which indicates the presence of
additional contributions to the “rigid” band shift. Some
authors [19–21] use the “non-rigid” band shift approx-
imation; however, the result of analysis depends on the
selected theoretical approach. As regards the experi-
mental aspect of this approximation, there is no unam-
biguous answer to the question as to what is the origin
of the part of the spectrum with "ω < Eg. Application of
relation (3) assumes that this part of the spectrum is
related to the density-of-states tail caused by the statis-
tical effect. However, as stated in [22], the band tails
observed in the PL spectra of heavily doped semicon-
ductors differ fundamentally from the exponential band
tails associated with a random distribution of impuri-
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ties. The reason for this is the uncertainty in transition
energy stemming from electron–electron and electron–
impurity interactions. Therefore, one should be careful
in interpreting the dependence of the fitting parameter,
γ(n0), presented for our samples in Fig. 3. In the mate-
rial under study, γ weakly depends on the free carrier
density. Figure 3 also shows a theoretical dependence
of the rms fluctuation of the impurity potential [23].

The interpretation of the high-energy part of the PL
spectrum, which reflects the conduction band filling, is
more unambiguous. Figure 4 presents the chemical
potential obtained by fitting for the samples under study
and also the theoretical dependences of chemical
potential for the standard (µ0(n0)) and nonstandard
band (µ(n0)), calculated for  = 0.063me using the
relations

(6)

where Nc is the effective density of states in the conduc-
tion band, and F1/2 is the Fermi–Dirac integral.

The filling of states in the conduction band tail can
also lower the chemical potential. However, the posi-
tion of the chemical potential in heavily doped uncom-
pensated semiconductors is close to that observed for
an ideal degenerate gas of carriers with n0 = Nimp [24].
The correction for the filling of the fluctuation states
can be evaluated using the relation [23]

(7)

In the case in question, ∆µ ≈ 0.004 eV in the range n0 =
8 × 1017–1019 cm–3. Figure 4 shows the chemical poten-
tial obtained by fitting with only relation (4) used to cal-
culate ρ(E). As seen, the position of the chemical
potential is hardly modified by the statistical effect,
and, therefore, it was ignored in the calculation of .

Figure 5 presents the dependence of the effective
mass at the conduction band bottom, , on the free
carrier density for the samples studied. Near the con-
duction band bottom, the kinetic energy of electrons is
low, so the electron–electron and electron–impurity
interactions become the key factor. As shown in [25],
the effective mass slightly decreases with doping
because of the exchange interaction; it was noted, how-
ever, that this result is valid only for the electron ener-
gies near the Fermi level. On the other hand, the calcu-
lation of the impurity pseudopotential taking the contri-
bution from the central cell [26] into account
demonstrated that the electron–impurity scattering
leads to a linear increase in  at Nimp < 1020 cm–3. The

rise in  with increasing doping level was observed
in n+-GaAs in [15]. Based on the performed analysis,
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the authors concluded that the increase in  results
from the distortion of the conduction band bottom,
caused by the electron–impurity interaction. It should

be emphasized that the empirical dependence (n0)
from [15] (Fig. 5, curve 2) stems from the electron
interaction with isolated impurity ions (epitaxial
MOCVD-grown GaAs:Se films were studied, with the
metal-organic phase characterized by a superlinear
relation between n0 and the mole fraction of H2Se,
which indicates the absence of complexation).

m0*
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Fig. 2. Band gap narrowing vs. electron density in GaAs:Te
single crystals at T = 300 K: (1) fitting with account of the
conduction band nonparabolicity, (2) fitting with account of
both the nonparabolicity and the statistical effect, and
(3) theoretical dependence for ∆Eg due to many-particle
phenomena [18].
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Fig. 3. Rms fluctuation of the impurity potential vs. free car-
rier density in GaAs:Te single crystals at T = 300 K: (1) fit-
ting and (2) theory [23].
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The nonmonotonic dependence (n0) obtained in
the present study correlates with the data on electron
scattering in the material studied. The analysis of the IR
absorption by free carriers has shown that the dominant
mechanism of free carrier scattering on local heteroge-
neities of a crystal changes abruptly at n0 > 2 × 1018 cm–3

[27]. The dependence of the free carrier absorption
coefficient on wavelength is commonly approximated

m0*
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Fig. 5. Effective electron mass at the conduction band bot-
tom vs. free carrier density in n+-GaAs at T = 300 K:
(1) GaAs:Te, data of the present study, and (2) GaAs:Se,
data of [15].
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Fig. 4. Chemical potential vs. free carrier density in
GaAs:Te single crystals at T = 300 K: (1) fitting with
account of the conduction band nonparabolicity, (2) fitting
with account of both the nonparabolicity and the statistical
effect, (3) theoretical values for a standard conduction band,
and (4) theoretical values for a nonparabolic conduction
band.
by the power law α ∝  λn, with the spectral parameter n
characterizing the mechanism of carrier scattering in a
crystal. Fair agreement between the experimental and
calculated n(n0) dependences was observed for samples
with n0 < 5 × 1017 cm–3, which indicates that scattering
by the polar optical mode of lattice vibrations is the
dominant mechanism. In the range 5 × 1017 cm–3 < n0 <
1.5 × 1018 cm–3, the experimental n(n0) values are
higher than those calculated, which indicates the
appearance of additional sources of scattering, i.e.,
complexes comprising impurity ions and intrinsic point
defects. At n0 > 2 × 1018 cm–3, the calculated n(n0)
exceed the experimental values, which points to sup-
pression of scattering on impurity defects and an
increasing contribution of scattering on defects with a
weaker spectral dependence of the absorption coeffi-
cient. At n0 > 2 × 1018 cm–3, the Coulomb and elastic
interactions between the complexes lead to their order-
ing and the formation of a periodic superstructure. This
process reduces the contribution of scattering on ion-
ized impurity atoms. In the range of ordering, the scat-
tering on phonons becomes dominant again. This con-
cept is consistent with the carrier density dependence of
the average electron momentum relaxation time,
obtained by analysis of reflection in the IR spectral
range [28].

The (n0) dependence obtained for our samples is
also related to the redistribution of complexes: in the
range 5 × 1017 cm–3 < n0 < 1.5 × 1018 cm–3, impurity
complexes make a significant contribution to the free
electron scattering, thus strongly distorting the disper-
sion law; in the range of complex ordering, the effec-
tiveness of scattering on complexes and the distortion
of the dispersion law decrease.

4. CONCLUSION

The edge PL spectra have been studied for a set of
Czochralski-grown Te-doped GaAs single crystals with
free carrier density n0 = 1017–1019 cm–3. Dependences
of the chemical potential and the band gap narrowing
on the electron density were obtained by analysis of the
PL spectra. The density dependence of the effective elec-
tron mass at the conduction band bottom, (n0), was

calculated. It is shown that the nonmonotonic (n0)
dependence correlates with the data on the electron scat-
tering and is caused, in the range 5 × 1017 cm–3 < n0 <
1.5 × 1018 cm–3, by substantial electron scattering by
impurity complexes, which strongly distort the disper-
sion law; in the range of complex ordering, both the
effectiveness of scattering on complexes and the distor-
tion of the dispersion law decrease.
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Abstract—The field-effect method in electrolyte was used to study the zero-gap semiconductor HgSe–
electrolyte (saturated solution of KCl) system by measuring the capacitance–voltage and current–voltage
characteristics. A technique for the estimation of the matrix element P of the quasi-momentum operator
from capacitance–voltage characteristics was proposed, and the value of P for HgSe was determined at T =
295 K. © 2002 MAIK “Nauka/Interperiodica”.
Interest in interfaces in the systems of narrow- and
zero-gap semiconductors based on binary and ternary
mercury telluride and selenide compounds is stimu-
lated by the use of these materials in infrared devices in
the range of the atmospheric window [1] and in quan-
tum interference structures for nanoelectronics [2].
Progress in these fields significantly depends on the
technology for production of the surface and hetero-
structures with a low density of surface states and
reproducible electrical parameters of the surface and
subsurface layer. We note that compounds based on
mercury telluride have been studied in sufficient detail;
compounds based on mercury selenides call for further
investigation. The fact that there are only a few papers
dedicated to HgSe surface properties is explained by
methodical difficulties in forming stable insulating and
passivating coatings at the material surface. This, in
turn, does not allow the efficient application of sophis-
ticated conventional methods based on the analysis of
MIS structures or Schottky barriers to study the electri-
cal properties of the material surface.

Moreover, the papers dedicated to the bulk HgSe
band parameters (as a rule, such data involve low-tem-
perature measurements) do not offer a unified concept
of these parameters (we recall the recent discussion
about the HgSe band structure [3–5]). For example, the
effective electron mass is  = 0.05m0 at T = 300 K at

the Kane band gap Eg = –0.2 eV [6];  = (0.015–

0.019)m0 and Eg = –0.2 eV [7];  = 0.019m0 at T =

95 K and Eg = –0.22 eV at T = 300 K [8]; and  =
0.019m0 and Eg = –0.22 eV at T = 300 K [9]. According

me*

me*

me*

me*
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to [10], the parameters for the HgSxSe(1 – x) ternary com-

pound at T = 300 K are Eg = –0.18 eV,  = 0.007m0(x =

0.05) and Eg =–0.2 eV,  = 0.008m0(x = 0.1). Accord-
ing to [11], the matrix element of the quasi-momentum
operator for HgSe is P = 7.5 × 10–8 eV cm.

In this study, we measured and analyzed the electri-
cal properties of the HgSe surface and subsurface
regions (the volume density of electrons in a studied
sample was determined from the Shubnikov–de Haas
oscillation as n = NA – ND = 4.1 × 1017 cm–3) using the
field-effect method in electrolyte. This technique,
applied earlier to many semiconductors [12], including
binary and ternary compounds based on mercury tellu-
rides [13, 14], has shown itself as an efficient method
for analyzing and producing ultrathin insulating coat-
ings. This technique makes it possible to study the
semiconductor surface in a wide range of surface
potentials, including the region of band bendings corre-
sponding to electron and hole degeneracy at the sur-
face. This method can also yield information on many
semiconductor band parameters at room temperature
[15], which is often impossible with conventional tech-
niques. The method is simple and does not require the
preparation of MIS structures and/or the use of low-
temperature measurements, which makes it rather
promising as applied to the nondestructive rapid deter-
mination of the semiconductor surface and subsurface
layer parameters.

The electrical and band parameters of the HgSe
space charge region (SCR) were determined by capaci-
tance–voltage (C–V) characteristics in the system of
HgSe and a saturated aqueous solution of KCl. Simul-

me*

me*
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taneously with C–V characteristics, current–voltage (I–V)
characteristics were measured to control currents through
the semiconductor–electrolyte interface. All the mea-
surements were carried out in a constant-temperature
(at T = 295 K) electrochemical cell. The HgSe sample
surface was polished with diamond paste and then
chemicomechanically polished in an 8% bromine solu-
tion in methanol. Immediately before measurements,
the surface was etched in a 2–8% bromine solution in
methanol. The differential capacitance was measured
using a rectangular pulsed signal with the test pulse
duration τ = 1 µs at a cyclic sweep of the electrode
potential ϕ at the rate of 10–30 mV s–1 according to the
technique outlined in [16]. The electrode potential was
measured in reference to a carbon–graphite electrode.

All the C–V measurements were carried out in the
electrode potential range, for which

(i) the current through the interface was negligible;
i.e., there was no significant contribution of the current
component caused by electrochemical reactions pro-
ceeding when the semiconductor–electrolyte interface
was polarized due to the field effect;

(ii) the C–V characteristics remained unchanged
during the multiple cyclic variation of the electrode
potential (for a few hours);

(iii) the HgSe–electrolyte interface had no surface
states recharged within relaxation times τ ≥ 10–5 s;

(iv) no capacitance saturation was observed, which
would indicate formation of a surface oxide with a
thickness comparable to the Debye screening radius in
HgSe. If such a layer exists at the semiconductor sur-
face, its thickness is comparable to the Helmholtz layer
thickness (i.e., thinner than 0.2–0.4 nm [12]) and cer-
tainly thinner than the SCR width. If these conditions
are met, the total change of the electrode potential when
sweeping the voltage over the cell falls within the HgSe
SCR (|∆ϕ| = |∆Vs|, where Vs is the surface potential),
and the measured capacitance is the differential capac-
itance of the semiconductor SCR.

One can see from the figure that the experimental
C−V characteristic is linearized in the range of suffi-
ciently high negative electrode potentials (electron por-
tion of the characteristic). It can be readily shown that
exactly such a dependence of the specific capacitance
of the semiconductor SCR should be observed for Kane
semiconductors in the region of band bendings exceed-
ing the Kane band gap Eg. The slope of the C–V char-
acteristic is directly defined by the matrix element P of
the quasi-momentum operator. Indeed, for pronounced
band bendings, the dispersion law in the two-band
approximation

E 2P2k2/3 Eg
2/4+ Eg/2–=
SEMICONDUCTORS      Vol. 36      No. 4      2002
is reasonably adequate for narrow- and zero-gap semi-
conductors and is close to linear for most of the
enriched-layer electrons involved in screening, i.e., E ≈

Pk – |Eg/2| [17]. Hence, the density of states

in the conduction band takes the form

The latter expression includes only the first-order terms
in the series expansion in the parameter Eg/2E; dS is the
isoenergetic surface element in the quasi-wave vector
space. Since the conditions of pronounced degeneracy
µs ≥ µ ≥ µb @ kT (µs = eVs + µb, µ, and µb are, respec-
tively, the Fermi energies at the surface, in the SCR, and

2/3

D E( ) 2

2π( )3
------------- Sd

∇ kE
----------

S

∫=

D E( ) 3/2( )3/2 E Eg/2+( )2

π2P3
-------------------------------.=
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Experimental capacitance–voltage characteristic of the sys-
tem consisting of HgSe and saturated solution of KCL.
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in the bulk of the semiconductor) are met in almost the
entire enriched layer of the considered material, the
local carrier concentration is given by

Within this approximation, which is adequate in a
wide range of experimental conditions, the SCR differ-
ential capacitance is written as

where the surface charge density in the SCR

(εsc is the static dielectric constant of the semiconduc-
tor) is defined by the first integral of the Poisson equa-
tion,

Elementary calculations then yield the following for-
mula for C:

Here,

Expanding the above expression for the capacitance
in series in the small parameter (µb + |Eg/2|)/eVs, we
arrive at the simple expression

Since the correction, related to a deviation from the
quasi-ultrarelativistic limit Eg = 0, µb = 0 [17], arises
only in the third order with respect to (µb + |Eg/2|)/eVs,
the contribution of the second term in parentheses is
insignificant even at relatively small band bendings and
decreases rapidly as Vs increases and we arrive at the
sought-for linear dependence

The derivative dC/dVs, measured in the linear elec-
tron portion of the C–V characteristic, is defined by
only two material parameters, i.e., the matrix element P
of the quasi-momentum operator and the dielectric con-

n µ( ) D E( ) Ed
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C β eVs µb Eg/2+ +( ).≈
stant. This is ultimately a direct consequence of the
ultrarelativistic character of electron motion in the

enriched layer, whose dispersion E ≈ Pk is
described by the single parameter P. Using the experi-
mental value dC/dϕ = dC/dVs for the electron portion of
the C–V characteristic (see figure) and the dielectric
constant εsc = 25.6 from [6], we find that the matrix
element of the quasi-momentum operator is P = 8.2 ×
10–8 eV cm for HgSe. This value conforms well to the
data of [11] for HgSe at low temperatures and is close
to P in HgTe.

On the assumption that the zero electrode potential
corresponds to the condition of flat bands, ϕfb = Vs = 0,
the cutoff potential ϕ|C = 0 = 0.220 V, found by extrapo-
lation of the linear portion of the C–V characteristic to
C = 0, can be used to estimate µb + |Eg/2|. If we use the
Kane band gap Eg = –0.220 eV [8, 9], the Fermi energy
in the bulk is µb ≈ 0.110 eV, which conforms well to the
value µb = 0.095 eV, determined from the electroneu-
trality equation with the above values of P, Eg, and
ND – NA.
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Abstract—Photoluminescence of CaGa2S4:Eu2+, CaGa2S4:Ce3+, and CaGa2S4:(Eu2+, Ce3+) is shown to be
caused by intracenter transitions of Eu2+ and Ce3+ ions. It is ascertained that an energy transfer with an effi-
ciency of 0.43 takes place from Ce3+ to Eu2+. © 2002 MAIK “Nauka/Interperiodica”.
Introduction of rare-earth element (REE) impurities
is necessary to achieve a higher quantum yield during
optical and electric pumping of CaGa2S4 crystals and to
ensure an efficient energy transfer from excited carriers
to 4f-electrons. Rare-earth elements can be excited via
wide absorption bands of the host, which in turn lowers
the excitation threshold, thus increasing the lumines-
cence efficiency.

The diversity of REE radiative transitions makes it
possible to attain any glow color, as well as lasing [1].
An important feature of these materials consists in the
absence of pronounced concentrational quenching (up
to 7 mol % of impurity) for a number of levels involved
in generation [2, 3].

CaGa2S4:Eu2+ compounds are characterized by
weak electroluminescence (EL); however, their admix-
ture to commercial electroluminophor ZnS:Cu leads to
a drastic enhancement in brightness. A 5-fold and
50-fold increase in brightness in reference to commer-
cial and CaGa2S4:Eu2+ luminophors is achieved,
respectively. In our opinion, the marked nonadditivity
is caused by an increase in the concentration of primary
electrons accelerated for impact excitation of lumines-
cence centers; this increase is due to light reabsorption
in commercial electroluminophors [4].

Currently, the cathodoluminescence (CL) phenome-
non is widely used in almost all black-and-white and
color electron beam tubes [5]. Cathodoluminescence is
used to study various objects together with other spec-
troscopic techniques, such as photoluminescence and
streamer luminescence among others. Since the light
generation mechanisms in semiconductors, related to
recombination of nonequilibrium carriers, are identical
for various excitation methods, the results should be
similar although slightly different. Light emission dur-
ing CL is caused by all the radiative recombination
mechanisms in the semiconductor. Variation of the
energy of incident electrons, hence, their penetration
depth, allows one to gain information from a certain
crystal depth.
1063-7826/02/3604- $22.00 © 0394
The CL spectra were measured at a temperature of
300 K using the technique described in [6]. The sam-
ples were excited by a pulsed electron beam with an
energy up to 40 keV at a pulse duration of 6 × 10–7 s.
The number of pulses per second is 200, the current
density in a pulse is 0.4–0.2 A/cm2, and the beam pen-
etration depth is 5–8 µm. Figure 1 shows the CL spec-
trum of the CaGa2S4:Eu2+ crystal at a current density
of 1.5 × 10–3 A/cm2. One can see that the CL spectrum
consists of a single peak at the photon energy hv  ≈
2.21 eV (the wavelength λ ≈ 560 nm). The spectrum
has virtually no fine structure, and the CL band is rather
broad. This is caused by the efficient electron–phonon
interaction at radiative transitions of electrons from
excited Eu2+ levels. An analysis of the data shows the
observed peak to be caused by the 4f 65d  4f 7 elec-
tron transition of Eu2+ ions.
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Fig. 1. Cathodoluminescence spectrum of the
CaGa2S4:Eu2+ crystal at T = 300 K.
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Cathodoluminescence in CaGa2S4:Eu2+ compounds
is characterized by a rather short decay time (shorter than
5 × 10–7 s) and a high specific light yield (32–40 lm W–1).

The photoluminescence (PL) excitation spectrum of
CaGa2S4:Eu2+ is an extremely broad band overlapped in
a wide visible range of the spectrum with the emission
spectrum (see Fig. 2). The observed excitation spec-
trum is explained by the absorption of Eu2+ ions, since
unactivated CaGa2S4 does not absorb in this spectral
region. The emission spectrum represents a narrow
band with a peak at hv  = 2.21 eV and a half-width of
0.23 eV at 300 K. The position of the emission peak of
CaGa2S4:Eu2+ crystals depends on the activator concen-
tration. The emission quantum efficiency η is 30% at
the excitation energy of 2.81 eV [7]. The high value of
η and the peak position hv  = 2.21 eV make this phos-
phor rather interesting from the practical standpoint.
The high performance of this compound, in comparison
with commercial phosphors, is also caused by its high
adhesion and stability. The short decay time (400 ns)
offers promise to apply these phosphors to manufacture
kinescope screens fluorescing under electron beams.

Figure 3 displays the PL excitation and emission spec-
tra of CaGa2S4:Ce3+ crystals. The excitation spectrum
consists of the short-wavelength (3.45 eV or 359 nm)
and long-wavelength (2.9 eV or 427 nm) peaks. Unac-
tivated phosphor does not actively absorb near the long-
wavelength peak, while the activated Ce3+ crystal
strongly absorbs in this region. At 3.45 eV, active absorp-
tion by both activated and unactivated phosphors is
observed. It may be assumed that Ce3+ ions absorb in the
long-wavelength range (2.9 eV), while the luminescent
material host absorbs in the short-wavelength range.

The emission spectrum consists of two bands with
peaks at 2.65 eV (467 nm) and 2.4 eV (516 nm). As the
temperature varies within T = 77–150 K, the peak posi-
tions remain unchanged. A further temperature increase
affects the peak heights so that their integrated intensity
remains approximately unchanged. In this case, the
emission bands are caused by the electron transitions
5d  2F5/2 and 5d  2F7/2, respectively.

If a system contains more than one rare-earth ele-
ment, nonadditive effects can arise due to REE interac-
tion. Due to rearrangement of the system of energy lev-
els, this interaction can manifest itself as changes in the
absorption and emission spectra, excited state duration,
energy transition probability, and some other properties.
At high concentrations, or in the case of a deviation of
the REE distribution in the lattice from the statistical one,
other indications of the interaction are observed. These
are shifts of lines and their energy redistribution, the
appearance of new lines, and the disappearance of previ-
ous ones. One of the theories developed in this line of
inquiry [8–11] is focused on the problem of sensitized
SEMICONDUCTORS      Vol. 36      No. 4      2002
luminescence, at which the energy of an allowed sensi-
tizer level is transferred to a forbidden activator level.

The strong overlap of the Eu2+ excitation and Ce3+

emission spectra can cause energy transfer from Ce3+ to
Eu2+. Therefore, we studied CaGa2S4:(Eu2+, Ce3+) PL
excited by a pulsed N2 laser (the wavelength λ is 337 nm,
pulse duration is 10 ns, pulse-repetition rate is 1000 Hz,
and power density is 20 kW cm–2).

Figure 4 shows the PL spectra of CaGa2S4:(Eu2+,
Ce3+) at 77 and 300 K. The spectrum consists of a single
peak at 2.21 eV (560 nm) with a half-width of 0.08 and
0.10 eV at 77 and 300 K, respectively. The peaks char-
acteristic of the CaGa2S4:Ce3+ spectrum are not
detected in this case.

As the theory [12] shows, the resonance energy
transfer arises when the overlap integral is nonzero,

(1)
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Fig. 2. The photoluminescence emission (1) and excitation
(2) spectra of the CaGa2S4:Eu2+ crystal at T = 77 K.
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Fig. 3. The photoluminescence emission (1) and excitation
(2) spectra of the CaGa2S4:Ce3+ crystal at T = 300 K.
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where  is the average frequency in the range of over-
lapping emission and absorption spectra, α(v ) is the
absorptivity per center, and I(v) is the emission spec-
trum normalized to unity.

In this case, the probability of the energy transfer
WSA in the approximation of dipole interaction of cen-

ters spaced by the distance RSA is proportional to .
Thus, WSA decreases abruptly as the distance between
interacting centers grows (see [11]),

(2)

where τS is the lifetime in the sensitizer in the absence
of activator, RSA is the distance between sensitizer and
activator ions, K is the crystal dielectric constant, E is
the energy transfer, and

(3)

is defined by overlap of the normalized Ce3+ emission
spectrum fS(E) and the Eu2+ absorption spectrum fA(E).

The first excited level of the configuration 4f 7(6PJ),
whose position is about 27500 cm–1 [13], is not
detected in the optical spectra of most of the crystals
activated by Eu2+ ions. This is caused by the fact that
this region includes a group of broad levels of the
mixed 4f65d configuration (8H, 8G, 8F), related to
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Fig. 4. Photoluminescence spectra of the CaGa2S4:(Eu2+,

Ce3+) crystal at T = (1) 300 and (2) 77 K.
allowed optical transitions with the ground state 8S7/2.
As was indicated in [14], the levels 8H, 8G, 8F shift to
higher energies as the crystal field weakens, thus pro-
viding conditions favorable to observe narrow-band f–f
transitions. The electron shell 4f of the Ce3+ ion,
screened by the filled shell 5s25p6, has only one elec-
tron. The spectrum of the free Ce3+ ion was studied in
[15]. It is caused mainly by the three terms 2F, 2D, and
2S, of which 2F is the ground one, and the others are
excited. The excitation energies correspond to 51000
and 87000 cm–1. The spin–orbit interaction splits the
terms 2F and 2D into two pairs of levels, 2F7/2 and 2F5/2,
and 2D5/2 and 2D3/2, with intervals of 2250 and 2500 cm–1.
The crystal field has a much stronger impact on excited
5d-electrons than on 4f electrons; i.e., the field mark-
edly lowers the energy position of excited 5d levels.
Therefore, an electron easily occupies this level. The
interaction of centers also has an appreciable impact on
the luminescence decay kinetics. The lifetime of
excited levels is 228 ns. The energy transfer efficiency
calculated by the formula η = 1 – τ/τ0 [16] is equal to
0.43. Here, τ0 is the observed lifetime of the Eu2+ ion in
the absence of Ce3+, and τ is the observed lifetime of
Eu2+ in the excited state in the presence of the Ce3+ ion.

The excited Eu2+ levels are pronouncedly split in the
crystal field. The absence of the lines inherent in
CaGa2S4:Ce3+ in the CaGa2S4:(Eu2+, Ce3+) spectrum
may be caused by the nonradiative energy transfer of
these states to the Eu2+ excited level. Then, the nonradi-
ative transition to the luminescence level and the tran-
sition (4f 65d  4f 7) accompanied by emission are
observed.
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Abstract—It is shown that optical reflectance spectra of Al0.1Ga0.9N thin films deposited on sapphire substrates
exhibit some special features in the range of 4.0–5.5 eV, which is confirmed by modulation and photosensitivity
spectra. These special features can be explained taking into account the biaxial strain when calculating the
dielectric function in the pseudopotential approximation. © 2002 MAIK “Nauka/Interperiodica”.
INTRODUCTION

In the last few years, great progress has been made
in development of optical and electronic devices based
on the Group III nitrides AlN, GaN, and InN. Active
optoelectronic devices operating in the green, blue, and
ultraviolet regions of the spectrum have been developed
[1], as well as high-frequency and high-temperature
electronic devices, i.e., field-effect transistors, hetero-
junction bipolar transistors, tunnel diodes, etc. [2].

A prominent feature of ternary nitride alloys both in
the bulk and epitaxial cases is the presence of internal
local strains caused by mismatched lattice constants
and different thermal expansion coefficients of initial
compounds. For example, the mismatch of the GaN and
AlN lattices is 2.5 and 4.5% for the hexagonal lattice
constants a and c, respectively. The thermal expansion
coefficients vary between 5.6(3.2) × 10–6 and 4.2(5.3) ×
10–6 K–1 for directions corresponding to a(c) in hexago-
nal GaN and AlN [3]. The difference of lattice constants
and thermal expansion coefficients gives rise to signifi-
cant internal strains. In unordered alloys, such strains,
similar to the hydrostatic ones, cause proportional
changes in the lattice constants with no appreciable
changes in the crystal symmetry in general. This in turn
causes proportional energy shifts of major peaks of
many optical functions with a certain redistribution of
their relative intensities. At the same time, epitaxial lay-
ers of corresponding ternary alloys pseudomorphically
grown on different substrates are subject to additional
biaxial deformation. The latter leads to a tetragonal dis-
tortion of the lattice; hence, the selection rules for inter-
band electron transitions are changed. Therefore, radi-
cal changes of optical functions in such systems would
be expected.

Impact of the above factors on the structural and
thermodynamic properties, electron spectrum, exciton
structure, and some optical characteristics of nitrides
and their solid solutions have been actively studied in
recent years [4–6] as related to one more possibility of
improving the device parameters.
1063-7826/02/3604- $22.00 © 20398
In this study, we investigate the effect of internal
local and biaxial strains on the electron spectrum and
dielectric function of bulk crystals and epitaxial layers
of AlxGa1 – xN solid solutions. The observed special fea-
tures in the reflectance spectra of Al0.1Ga0.9 thin films
on sapphire in the energy range E = 4.0–5.5 eV are the-
oretically explained taking into account biaxial strains
in the film.

EXPERIMENTAL
We studied the optical properties of Al0.1Ga0.9N epi-

taxial layers, with a thickness up to 5 µm, deposited
onto sapphire substrates with the (0001) orientation.
The layers were grown by the pyrolysis of inorganic
ammonium compounds of aluminum and gallium
halides [7]. The composition of solid solutions was
determined by X-ray spectral analysis using an IXA
microanalyzer and by studying the long-wavelength
edge of optical absorption. According to the electron
and X-ray diffraction data, the layers had a single-crys-
tal structure. X-ray topography, rocking curve, two-
wave and multiwave diffractometry techniques showed
that structure imperfections were caused mainly by the
mismatch of the lattice parameters of epitaxial layers
and sapphire. Near the long-wavelength edge, the
dependence of the absorptivity α on the photon energy
E is described by the known expressions for direct
interband transitions,

(1)

where Eg is the band gap and α0 is a parameter indepen-
dent of E. According to (1), α2 = f(E) is approximated by
a linear dependence within five orders of variation in α.

Optical reflection was studied in the range E ≥ Eg by
the known method using an MDR-23 diffraction mono-
chromator, an optical chopper, and a synchronous
detection system [8]. The layers were preliminarily
treated in a 1% (NH4)2S solution in isopropyl alcohol
[9]. To reveal the special features, which are hardly
detected in spectra measured by conventional tech-

α hv( ) α0 Eg E–( )1/2,=
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nique, the λ-modulation method was used when study-
ing the reflectance spectra [10]. In particular, this
method made it possible to obtain Eg = 3.61 eV, i.e., the
value conforming to that determined by extrapolation
of the linear dependence α2 = f(E) to the photon energy
axis.

Figure 1 displays the experimental reflectance R
spectra measured by the conventional technique
(curve 1) and the spectra (1/R)(dR/dE) measured using
λ-modulation (curve 2). One can see the spectral fea-
tures in the energy range E = 4.0–5.5 eV. We note that
their positions correlate with the peaks in the photosen-
sivity spectra (Fig. 2) of Au–AlxGa1 – xN diode struc-
tures produced on the same heterolayers by the explo-
sive evaporation of a semitransparent Au film.

SIMULATION OF THE DIELECTRIC FUNCTION 
SPECTRUM

The electron band structure, necessary to describe
the optical properties, was calculated by the model
empirical pseudopotential method described in [11].

Local strains arise in growing GaAlN solid solutions
due to different lattice constants of constituent binary
compounds. Epitaxial samples also exhibit mismatch
strains. To take them into account, we used a functional
form of the pseudopotential [12], which is continuous
in the reciprocal space and depends on the strain e. The
strain-independent pseudopotentials, which yield the
band structure in an equilibrium state (e.g., for bulk
crystals), have some disadvantages when describing
strained systems, since the pseudopotential v a(k, 0)
form contains no information on the local atomic sur-
roundings. This disadvantage does not arise in self-con-
sistent screened potentials, since these are calculated on
the basis of charge redistribution under deformation. To
describe changes in the atomic surroundings, we simu-
late the dependence of the pseudopotential on e using
the trace of the strain tensor Tr(e); i.e.,

(2)

where aiα (i = 0, 1, 2, 3, 4) are adjustable parameters.

The functional form is chosen so that we have suffi-
cient versatility in describing the maximum possible set
of physical properties and do not have to deal with
many parameters, which is important for the selection
process. Initially, the parameters a0, a1, a2, and a3 in (2)
were determined by an approximation procedure using
the known form factors taken from [13]. Finally, the
parameters were selected so as to ensure a satisfactory
fit of the calculated band structure, optical properties,
and deformation potentials to the known experimental
data [5, 14–16]. The parameters aiα of the pseudopoten-
tial form factors used in this study are listed in Table 1.

v α k e,( ) a0α
k2 a1α–( )

a2α a3αk2( )exp 1–
--------------------------------------------- 1 a4αTr e( )+[ ] ,=
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The GaN and AlN lattice constants in the calcula-
tions were taken equal to the experimentally deter-
mined ones: aGaN = 3.190 Å, cGaN = 5.189 Å, uGaN =
0.377, aAlN = 3.111 Å, cAlN = 4.978 Å, and uAlN = 0.382
[17, 18].
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Fig. 1. Experimental reflectance spectra of the AlxGa1 – xN
thin film: (1) the reflectance R spectrum measured by the
conventional technique and (2) the λ-modulation spectrum.
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Fig. 2. Photosensivity Iph spectrum of the diode structure.

Table 1.  Parameters of the screened atomic pseudopoten-
tials in GaN and AlN

Form factor
parameters a0 a1 a2 a3 a4

Ga 20.9 1.68 216 0.144 15

N in GaN 60.9 7.62 77.8 0.543 0

Al 10 2.39 28.5 0.23 12

N in AlN 23.2 7.05 84.2 0.251 0
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The optical characteristics of materials can be calcu-
lated if one knows their dielectric function, whose imag-
inary part ε2 is defined by the band structure (see [17])

(3)

where i and j are the indices of bands between which
transitions occur, and Mij(k) is the oscillator strength
for interband transitions. Transitions from 8 valence
bands in 12 lower conduction bands were considered.

The real ε1 and imaginary ε2 parts of the dielectric
function are related by the Kramers–Kronig formula:

(4)

Integration in (3) over the constant-energy surface
Eij = E in the Brillouin zone was carried out by the
method of tetrahedra [19]. We determined the energies
in the grid of 726 points, which were then used for inte-
gration in the 3000 obtained tetrahedra.

Conventional calculations of optical properties imply
that the matrix elements Mij(k) remain unchanged irre-
spective of positions in the Brillouin zone. The neces-

ε2 E( ) "
2e2

3πm2E2
------------------- Mij k( ) 2 Sd

∇ kEij k( )
------------------------,

Eij E=

∫
ij

∑=

ε1 E( ) 1
2
π
---

E 'ε2 E '( )
E '2 E2–
-------------------- E '.d

0

∞

∫+=

Table 2.  Allowed transitions at the point Γ in different polar-
ization directions (e ⊥  c–xy; e || c–z)

Point Γ Γ1C Γ2C Γ3C Γ4C Γ5C Γ6C

Γ1V z xy
Γ2V z xy
Γ3V z xy
Γ4V z xy
Γ5V xy xy z xy
Γ6V xy xy xy z
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Fig. 3. Calculated spectrum of the dielectric function of
GaN for polarization e ⊥  c.
sity to calculate the matrix elements for the wurtzite
structure is caused by a change of the energy depen-
dence of the dielectric function for various polarization
directions [15, 16] and by zero matrix elements for
most of the transitions [20].

The calculated pseudowave functions allow us to
pass to the determination of the matrix elements,

(5)

where e is the polarization vector of an incident electro-
magnetic wave. Taking into account the explicit form of
the pseudowave functions, (5) can be transformed to the
form

(6)

where Cim are the Bloch amplitudes and Gm are the
reciprocal lattice vectors. Due to the lattice periodicity,
the integral in (6) has nonzero values only at Gm = Gn.
In this case, the integrand is unity. Then, we have

(7)

The accuracy of the matrix element calculation is
confirmed by the results of a group theory analysis at
the point Γ (see Table 2) [20].

The obtained spectra of the dielectric function for
GaN and AlN in polarization xy are shown in Figs. 3
and 4. For both materials, three groups of peaks can be

Mij k( ) 1
V crystal
-------------- Ψi* k r,( ) e—k( )Ψ j k r,( )d3r,⋅

Vcrystal

∫=

Mij k( ) 1
Vcell
--------- Cim* C jni k Gm+( )e[ ]

mn

N

∑=

× i Gn Gm–( )k[ ] d3r,exp

Vcell

∫

Mij k( ) Cim* C jmi k Gm+( )e[ ] .
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N

∑=
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Fig. 4. Calculated spectrum of the dielectric function of AlN
for polarization e ⊥  c.
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Table 3.  Comparison of the experimental peaks in the imaginary part of the dielectric function of GaN and AlN with the cal-
culated electron transitions

Peak

Experiment [15] LMTO [16] (T = 300 K) Our calculation (model pseudopotential)
(T = 0 K)

energy, eV
(e ⊥  c, T = 130 K) energy, eV transition energy, eV transition,

e ⊥  c
transition

e || c

GaN E0 3.4 3.6 Γ: 8–9 3.5 Γ: 7,8–9 Γ: 6–9

E1 7.1 6.2 U: 8–9 7 A: 5,6–9; 7,8–9

M: 8–10

E2 8 7.2 M: 8–10 8 L: 5–10; 6,7–9 L: 7,8–9,10

Σ': 7,8–9,10 U: 8–9; M: 8–10 U: 7–9

E3 9.1 8.2 M: 6–9 9 H: 7,8–9,10 H: 7–10; 8–9

Σ: 6–10; H: 8–9

AlN E0 6.1 4.9 Γ: 8–9 6 Γ: 6,7–9 Γ: 8–9

E1 7.9 7.1 L: 7,8–9,10 8.3 M: 8–10; H: 8–9 H: 7–10; 8–9

U: 8–9 U: 7–9

E2 9.05 8.1 R: 7,8–9,10 8.8 M, Σ: 6–9

U': 6–10; M: 6–10
distinguished in the spectrum of the imaginary part of
the dielectric function (in the ranges of 7–9 (8–9), 9.5–
10.5 (9.5–11.5), and 12–14 eV for GaN (AlN)), which
conforms to other calculations [15, 16].

To date, few papers concerned with experimentally
measured dielectric functions of GaN and AlN [14, 15]
have been published. In the first group of peaks for
GaN, three peaks stand out: E1, E2, and E3 with energies
of 7, 8, and 9.1 eV (at 130 K), respectively [15]. In our
calculations, the positions of these peaks are 7, 8, and
9 eV (at 0 K), which is the best result in comparison
with the LMTO calculations (6.2, 7.3, and 8.2 eV) [16]
and the tight binding method (6.4, 7.5, and 8.4 eV) [6].
However, the accurate distribution of the peak intensity
was found only in the ab initio calculations by the den-
sity functional method taking into account the elec-
tron–hole interaction [15].

For AlN, two peaks are observed at energies 7.9 and
9.05 eV in the first group; the calculated values are 8.3
and 8.8 eV, respectively.

In Table 3, the optical transitions (on the basis of the
calculated matrix elements) are identified with the
peaks in the spectrum of the imaginary part of the
dielectric function; the results of other calculations [16]
and experimental data [15] are also given.

Our calculations of the matrix elements show that
the selection rules are independent of form factors, but
are defined only by the problem symmetry, though the
relative position of allowed transitions can vary.

The band structure and the dielectric function of the
AlxGa1 – xN solid solution was simulated in the virtual
crystal approximation [11], which is justified by a small
difference between the pseudopotentials of binary com-
pounds.
SEMICONDUCTORS      Vol. 36      No. 4      2002
EFFECT OF STRAINS ON OPTICAL PROPERTIES

To explain the special features of the experimentally
measured reflectance spectra in the range E = 4–5.5 eV,
we took into account both local and biaxial strains that
arose in the pseudomorphic Al0.1Ga0.9N epitaxial film
grown on a sapphire substrate. These strains are caused
by the difference in the lattice constant of starting com-
pounds (local strains), mismatch of the lattice constants
of the film and substrate (biaxial strains), and the differ-
ence in the thermal expansion coefficients of the film
and substrate.

To take into account the effect of local strain, which
is similar to hydrostatic strain, the form factor parame-
ters a4 (see Table 1) were selected so that the calculated
deformation potentials

(8)

were equal to the experimental values: –7.8 and –8.8 eV
for GaN and AlN, respectively [5, 16]. In this case,
diagonal elements of the deformation tensor were set
equal: exx = eyy = ezz. The effect of local strain on the
dielectric function of alloy was found to be insignifi-
cant.

In order to take into account the biaxial strain, we set
the lattice constant of alloy a(x) in the plane xy equal to
the substrate lattice constant asub. In this case, we have

(9)

ag V
∂Eg

∂V
---------=

e|| exx eyy

asub a x( )–
a x( )

-------------------------,= = =
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and the z component of the strains is given by

(10)

where cl is the lattice constant in the z-direction of the
strained film and c(x) is the lattice constant of the
unstrained film.

For hexagonal crystals, the z component of the stress
and the strain tensor are related as (see [21])

(11)

where C13 and C33 are the alloy elastic constants deter-
mined by linear interpolation of the elastic constant of
binary compounds. Setting τ3 = 0, we obtain

(12)

From (10) and (12) we find the strained lattice constant

(13)

The obtained strain tensor components were used in (2)
to calculate the band structure.

Due to the inclusion of biaxial strain, the band struc-
ture of the considered alloy will change somewhat. In
particular, in the absence of spin–orbit interaction, the
upper valence band will split into doubly and singly
degenerate states Γ6V and Γ1V, respectively (see Fig. 5),
which conform to the data calculated ab initio [5]. The
consideration of biaxial strain also leads to a change
in the selection rules for the allowed interband transi-
tions [20].

Figure 6 shows the calculated imaginary part ε2(E)
of the dielectric function of the studied Al0.1Ga0.9N
solid solution in the energy range E = 3.5–6 eV, taking

e⊥ ezz

cl c x( )–
c x( )

--------------------,= =

τ3 C13exx C13eyy C33ezz,+ +=

e⊥
2C13–
C33

--------------e||.=

cl c x( ) 1
2C13

C33
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Fig. 5. Splitting of the upper valence band versus the biaxial
strain.
into account and ignoring the film biaxial strains. The
inclusion of the biaxial strain leads to the appearance of
a characteristic peak at 4.5 eV, which is mainly caused by
the interband electron transitions Γ5V–Γ1C and Γ6V–Γ3C.
These transitions become permissible when there is a
biaxial strain. Furthermore, such transitions shift the
main spectral peaks to lower energies. The calculated
dependence ε2(E) allows for the explanation of the
experimentally observed special features in the reflec-
tance spectrum of the Al0.1Ga0.9N epitaxial film on the
sapphire substrate.

CONCLUSION

The optical reflectance spectra of the Al0.1Ga0.9N
thin films deposited on sapphire substrate exhibit spe-
cial features in the energy range E = 4.0–5.5 eV, which
was confirmed by the modulation and photosensivity
spectra. These special features can be explained by tak-
ing biaxial strain into consideration when calculating
the dielectric function in the pseudopotential approxi-
mation.
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Abstract—The rate of radiative band-to-band recombination in elastically strained direct-band narrow-gap
semiconductors increases owing to the valence band transformation. At the same time, the rate of nonradia-
tive band-to-band transitions (Auger recombination) decreases dramatically. As a result, the quantum effi-
ciency of IR emission in the range of band-to-band transitions can be essentially raised and, as calculation
shows, tends to limiting values close to unity. Experimental data were obtained for InSb crystals under strong
excitation. © 2002 MAIK “Nauka/Interperiodica”.
Direct-band narrow-gap semiconductors, like InSb
and CdxHg1 – xTe, are the basic materials for mid-IR
range (5–12 µm) photodetectors. However, fundamen-
tal difficulties are encountered in designing efficient
emitters on the basis of these semiconductors. It is well
known that the main impediment to obtaining efficient
emitters on the basis of narrow-gap semiconductors is
the intensive channel of nonradiative transitions in the
form of band-to-band impact recombination (Auger
recombination). This important kind of nonradiative
recombination cannot, in principle, be eliminated
because the recombination characteristics are governed
by the parameters of the intrinsic band spectrum (in the
first place, the narrow band gap %g and the large ratio
between the effective masses of heavy holes and elec-
trons in the conduction band, mh/mc @ 1), rather than by
the presence of impurity or defect energy levels in the
band gap. The Auger recombination is effective in nar-
row-gap semiconductors in the actual temperature
range. For example, the Auger recombination is signif-
icant in InSb even at low excitation levels at T * 250 K
[1], i.e., in the intrinsic conduction range, and in
CdxHg1 – xTe with x = 0.20 it becomes dominant already
in the extrinsic conduction range (T * 77 K) [2].

Under high-intensity excitation, when the nonequi-
librium carrier density significantly exceeds the equi-
librium value, δn = δp @ n0, p0, the importance of
Auger recombination sharply increases. This is related
to the stronger (cubic) dependence of the Auger recom-
bination rate on density, compared with the quadratic
dependence for the rate of radiative recombination.
This circumstance imposes fundamental constraints on
the limiting theoretical values of the IR emitter param-
eters.

It is shown in the present study that a dramatic
decrease in the rate of Auger recombination occurs in
an elastically strained narrow-gap semiconductor along
1063-7826/02/3604- $22.00 © 20404
with an increase in the rate of radiative band-to-band
transitions. As a result, the quantum efficiency of IR
emission in the range of band-to-band transitions
increases manyfold, and, according to calculations, tends
to values close to unity. The proposed method of sup-
pression of the band-to-band Auger recombination is
based on the high sensitivity of the energy spectrum of a
narrow-gap semiconductor to uniaxial elastic stress.

As is known, uniaxial stress (in what follows, we
consider compression along the [001] crystallographic
axis; the results for other axes are similar) strongly
modifies the band spectrum %(k) of a narrow-gap semi-
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Fig. 1. Transformation of the InSb energy spectrum under
uniaxial elastic stress: (a) P = 0 and (b) P = 4 kbar. Arrows
show band-to-band recombination transitions; solid lines,
Auger transitions; dashed lines, radiative transitions. k0 ≈ 4 ×
10–6 cm–1.
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conductor [3–6] (see Fig. 1). States of heavy and light
holes are mixed (in this case, it is convenient to discuss
V+ and V– bands), and the degeneracy of the valence
band at the Γ8 point is lifted. An energy gap appears
between the top edges of the V+ and V– subbands;
according to the model of Bir and Pikus [7], its width
%0 is proportional to the applied compression P and, for
the direction P || [100], can be represented as %0 = χP =
2|b|(S11 – S12)P, where b is the deformation potential
constant, and S11 and S12 are components of the elastic
compliance tensor.

It is noteworthy that in these conditions the band gap
(and, consequently, the long-wavelength edge of the
band-to-band emission) changes only slightly: at P =
4 kbar, the change in %g of InSb does not exceed 3 meV.
This is due to the mutual compensation of two quanti-
ties: the increase in the energy gap, caused by the
hydrostatic component of the uniaxial stress, and its
decrease by (1/2)%0(P) because of the upward shift of
the V+ subband. In this case, the gap width renormal-
ized by the uniaxial compression can be represented, in
the simplest case of compression along the [001] axis,

as  = %g + (ζ/3 – χ/2)P. For InSb, the constants
related to the hydrostatic and shear components of the
uniaxial stress are ζ = 15.3 and ζ = 0.9 meV kbar–1,
respectively [3]. The calculated energy shifts and split-
tings correlate well with the experimental data obtained
from the polarization-spectral measurements of photo-
current in uniaxially strained InSb and CdxHg1 – xTe [8].

It should be noted that the recombination rates may
change substantially even at relatively small P values,
since the compression-induced gap %0 in a narrow-gap
semiconductor reaches the average thermal energy of
holes (3/2)kBT (kB is the Boltzmann constant) at liquid
nitrogen temperature (77 K) already at compressions of
~0.5 kbar. In this situation, the effective masses in the
V± bands become anisotropic under uniaxial compres-
sion, being equal to, respectively, m0/(γ1 ± 2γ) and
m0/(γ1 ) for the longitudinal and transverse direc-
tions relative to the compression axis. Here m0 is the
free electron mass, and γ1 and γ are the parameters of
the isotropic Luttinger model.

Hence, the averaged effective mass of holes
decreases substantially, compared with the heavy hole
mass in the initial crystal. Consequently, with increas-
ing %0, the majority of holes thermalize in the small
momentum range, and direct radiative transitions of
electrons from the conduction band become more
effective. This results in that the rate of radiative band-
to-band recombination grows with increasing stress,
which can in itself raise the intensity of the recombina-
tion emission.

Without deformation, the nonradiative process with
the electron transition to the heavy hole band is charac-
terized by a very low energy threshold in view of the
smallness of the effective mass ratio: mc/mh ! 1 [9]. In

%̃g

 γ+−
SEMICONDUCTORS      Vol. 36      No. 4      2002
a uniaxially strained state, the Coulomb matrix element
of the band-to-band transition is barely modified. How-
ever, the considerable decrease in the hole effective
masses in the subbands results in a dramatic increase in
the energy thresholds for the Auger transitions. This
refers to all cases, with the exception of electron
rebound to the V– band in the momentum direction par-
allel to the compression axis. This state—the only one
in the split valence band—is characterized by an effec-
tive mass close to the heavy hole mass mh in an unde-
formed crystal. However, the hole density in the V–
band will decrease exponentially with increasing
energy gap %0 between the subbands, i.e., with growing
stress P. Therefore, the rate of Auger recombination
will decrease, in contrast to that of radiative recombina-
tion. In terms of Kane’s three-band model and the the-
oretical model developed in [10, 11], the deformation
dependence of the lifetimes of nonequilibrium holes
with respect to the radiative (τR) and Auger recombina-
tion (τA) in an n-type material can be represented as

(1)

(2)

The dimensionless integral in (1), (2) is defined by

(3)

It is noteworthy that relations (1)–(3) are derived for
the case of nondegenerate holes, with arbitrary degen-
eracy of electrons.

Figure 2 presents the results of the numerical calcu-
lation of Eqs. (1) and (2) for narrow-gap semiconduc-
tors with the parameters of InSb (γ1/2γ = 1.044) and
Cd0.2Hg0.8Te (γ1/2γ = 1.10). As seen, uniaxial compres-
sion may lead to a significant (by an order of magni-
tude) change in the radiative to Auger recombination
lifetime ratio. This may, in turn, substantially change
the quantum efficiency of emission from a narrow-gap
semiconductor.

Experimental dependences of the carrier lifetimes on
the elastic stress τ(P) were obtained by measuring the
steady-state photoconductivity at a low excitation level
in n-CdxHg1 – xTe samples with x ≈ 0.30 (%g = 0.25 meV)
and x ≤ 0.2 (%g ≤ 0.1 meV) under compression P = 0–
2 kbar in the temperature range T = 77–250 K [4]. The
composition choice was due to the fact that, in the tem-
perature range of intrinsic conduction, the carrier life-
time is governed by the radiative channel for the sam-
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ples with x ≈ 0.3 and by the Auger recombination for
x ≤ 0.2, which was confirmed by the run of the temper-
ature dependences of τ at P = 0. This allowed us to
neglect recombination via impurities in the temperature
range T > 160 K for the first case and at T > 100 K for
the second.

In the experiment, a decrease in τ with increasing
stress was observed for samples with x ≈ 0.3, at least in
the temperature range 150–240 K. By contrast, τ mark-
edly increased with growing P for samples with x ≈ 0.2
at T * 100 K (Fig. 2, dashed lines). The obtained exper-
imental curves reasonably correlate with the theory.
Some quantitative differences are apparently associated
with the possible contribution to τ from the impurity
recombination, which was disregarded in the calcula-
tion. Changes in τ by a factor of 2–2.5 correspond to the
ratio %0/kBT ≈ 2.5 implemented in the experiment. It is
important that the nature of τ variation (increase or
decrease) with stress unambiguously indicates by itself
the dominant recombination mechanism. On the other
hand, it is evident that a situation may occur in which
the dominant recombination mechanism will change on
reaching certain P values. Let us consider such a possi-
bility for InSb and Cd0.2Hg0.8Te. Our attention will be,
in the first place, focused on variation with deformation
of the emission quantum efficiency in the range of
band-to-band transitions. As is known, the temperature
dependence of the emission quantum efficiency η(T) in
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%0/2kÇí

τA, R(%0)/τA, R(0), τ(P)/τ(0)
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23
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Fig. 2. Deformation dependences of lifetimes. Solid lines—
calculation: (1, 2) τR(P)/τR(0) and (1', 2') τA(P)/τA(0) for
(1, 1') InSb and (2, 2') CdxHg1 – xTe. Dashed lines—experi-
mental τ(P)/τ(0) dependences for CdxHg1 – xTe: (3) x =
0.29, T = 170 K; (4) x = 0.20, T = 120 K.
InSb is markedly nonmonotonic. In sufficiently pure
undoped crystals, η(T) has a maximum (~0.2) in the
range 200 K < T < 250 K and then sharply falls to ~0.05
with decreasing temperature. As the temperature is
lowered further, η grows again and, at T = 77 K, it may
reach values close to 0.50 in doped crystals with donor
concentration ND * 5 × 1015 cm–3. It was suggested in
[12] that this η value is, altogether, the highest achiev-
able in InSb at T = 77 K and the optimal doping level.

Table 1 presents calculated deformation depen-
dences of τR, τA, and η. The calculation took into
account that %0 = χP, where χ = 9 meV kbar–1 for InSb
and 12 meV kbar for Cd0.2Hg0.8Te, [6]. Without defor-
mation, τR is 5.6 × 10–7 and 5.0 × 10–5 s and η = 0.4 and
0.04, respectively, for these materials [2, 12]. It is note-
worthy that no account was taken, over the entire range
of elastic stresses under study, of the possible contribu-
tion from the impurity Shockley–Read recombination.
This assumption may be not quite justified at low exci-
tation levels.

As seen from Table 1, the Auger recombination
dominates at P < 0.5 kbar in InSb and at P < 2.2 kbar in
Cd0.2Hg0.8Te. However, the radiative recombination
becomes dominant at a higher elastic stress. In the P
range under study, the resulting lifetime τ = 1/(1/τA +
1/τR) varies relatively weakly, being represented by a
smooth curve with a peak in the P range corresponding
to the change of the dominant recombination mecha-
nism. However, the quantum efficiency grows steadily
with increasing P and tends to values close to unity.

The calculated values of τR, τA, and η, presented in
the table, correspond to low excitation levels (δn, δp <
n0, p0). Much more important from the practical stand-
point is the case of high excitation levels, taking place
in semiconductor light-emitting diodes and lasers. In
the present study, such a level of electron–hole pair
excitation in the sample was ensured by external laser
irradiation.

At a high excitation level (δn = δp ≈ 5 × 1017 cm–3)
in InSb, τ = (1–1.5) × 10–9 s and η = 0.025–0.030 [13].
It is necessary to note that at these electron–hole pair
densities and T = 77 K, electrons are strongly degener-
ate, while the condition for strong degeneracy of holes
is not satisfied yet. Therefore, approximate relations (1)
and (2) can be used. The results of calculation are pre-
sented in Table 2. The resulting lifetime τ grows rather
substantially in the P range studied, owing to the sup-
pression of the dominant Auger recombination channel.
In this situation, the peak in τ(P) is observed in that
range of stresses near which a sample may already dis-
integrate. However, the quantum efficiency grows
steadily with increasing P to become more than an
order of magnitude higher.

Interestingly, on passing to the case of strongly
degenerate holes, a situation may occur in which all the
holes are accumulated in the upper of the two split
valence bands (%F < %0 limit, where %F is the Fermi
energy). In this case, Auger transitions will be forbid-
SEMICONDUCTORS      Vol. 36      No. 4      2002
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den by virtue of the impossibility of simultaneous
energy and momentum conservation, due to the lack of
holes with energies exceeding the threshold for transi-
tions to the upper of the split bands. Under these condi-
tions, the quantum efficiency rises steeply. A numerical
estimate shows that this situation may occur in InSb at
liquid helium temperature.

Deformation dependences of the quantum efficiency
of band-to-band IR emission were investigated in n-
InSb crystals. At T = 77 K, the electron density of the
crystals was n = (2–4) × 1013 cm–3 and the mobility was
µn = (3–5) × 105 cm2 V–1 s–1. A sample under study was
placed, together with a device for uniaxial compres-
sion, directly in a cryostat with liquid nitrogen. The
sample was excited with a Nd laser in pulse mode. The
emission was detected with a cooled Ge:Au detector.

Figure 3 shows the emission intensity I as a function
of the excitation level L for an InSb sample at several
values of elastic stress P. Characteristic bends observed
in the curves (shown by arrows) indicate a change of
the dominant recombination mechanism. The slope of
curves in the log–log scale is about 0.5 in the range L =
5 × 1022–3 × 1023 photon cm–2 s–1 and 1.5–1.6 for dif-
ferent samples at lower L. It is noteworthy also that the
excitation level L corresponding to the bending point
grows with increasing P. Reasoning from the fact that
the bend in the I(L) dependence shows a change of the
principal recombination channel, we may assume that
the Auger recombination dominates at high excitation
levels (δn = δp @ n0, p0). Let us consider the carrier dis-
tribution for the case of nonuniform excitation of a
crystal with strongly absorbed light, which is described
by the continuity equation of the form [12, 13]

(4)

with the boundary condition

(5)

Here, ∆a = A(δn)α(x) is the ambipolar diffusion coeffi-
cient, with α = 0 for the simple case of nondegenerate
carriers; and B(δn)β(x) is the recombination term. For
nondegenerate carriers, β = 1 if the lifetime of nonequi-
librium holes is governed by the Shockley–Reed
recombination, β = 2 if the radiative band-to-band
recombination dominates, and β = 3 for the case of
Auger recombination. In the boundary condition, s is
the surface recombination rate. It is necessary to note
that, in the case of strongly degenerate carriers, the
coefficients α and β may differ significantly from the
above simple values. However, the theoretical and
experimental data are somewhat contradictory for
strongly degenerate InSb [13].

In what follows, we assume that the sample thick-
ness d greatly exceeds the diffusion length ld = 

Da
d2δn

dx2
----------- B δn( )β x( )– 0,=

Da
dδn

dx2
---------– L sδn.–=

Daτ p
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(τp is the hole lifetime). We also consider the intensity
of external excitation L to be high enough, so that δn =
δp @ n0 @ p0 in Eq. (4). In the limit of the low surface
recombination rate (ensured in the experiment by thor-

Table 1.  Deformation dependences of recombination pa-
rameters at low excitation levels

InSb

P, kbar τR, 10–7 s τA, 10–6 s τ, 10–7 s η, %

0 5.6 0.37 2.2 40
0.37 5.5 0.48 2.6 47
0.74 5.0 0.62 2.8 55
1.13 4.5 0.81 2.9 64
1.50 3.9 1.1 2.9 74
2.24 2.7 1.9 2.4 88
2.98 1.9 3.5 1.8 95
4.47 1.0 13 0.99 99

Cd0.2Hg0.8Te

P, kbar τR, 10–5 s τA, 10–5 s τ, 10–6 s η, %

0 5.0 0.20 1.9 4
0.28 4.8 0.25 2.4 5
0.56 4.5 0.35 3.3 7
0.84 4.0 0.45 4.0 10
1.12 3.5 0.60 5.1 15
1.68 2.7 1.1 7.3 29
2.26 2.0 2.2 11 52
3.35 1.2 9.8 11 89
4.46 0.85 49 8.4 99.7

102

101

100

1022 1023 L, photon cm–2 s–1

I, arb. units
3

2

1

Fig. 3. Intensity of recombination emission in n-InSb vs.
the excitation level L. Elastic stress P: (1) 0, (2) 2.6, and
(3) 4.5 kbar.
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ough etching of the InSb surface), the solution to Eq. (4)
with the boundary condition (5) is easily obtained.
Using this solution, we represent the intensity of radia-
tive band-to-band recombination, I, as a function of the
excitation level L:

(6)

Here, BR is the coefficient of radiative band-to-band
recombination; BR = 1/δnτR.

Comparison of (6) with the experimental data in
Fig. 3 shows that the Shockley–Reed recombination
dominates at relatively low excitation levels, L < L0,
where L0 corresponds to an excess carrier density δn ≈
(5–7) × 1016 cm–3, and β = 1. The deviation of the exper-
imental curve from the I ∝  L2 dependence given by sim-
ple theory can be understood with account of the Da =
Dp(1 + %F/T) dependence, where %F is the Fermi
energy for electrons, and Dp is the diffusion coefficient
for holes. When the electron density is relatively low
and the conduction band can be considered parabolic,
Da ∝  δn3/2. Hence, the relation I ∝  L1.7 follows, which
is close to the experimentally observed dependence.
However, at higher excitation levels, the experimental
curve I ∝  L0.5 corresponds with good precision to α ≈ 0,
β ≈ 3. Apparently, this is accounted for by the fact that
the Kane spectrum of the conduction band strongly
deviates from the quadratic dependence at high electron
densities, tending towards a linear one. Consequently,
the %F(δn) dependence is essentially weaker than that
for the parabolic band. Thus, that portion of the I(L)
curve which is characterized by the L0.5 dependence can
be reliably related to the predominance of the Auger
recombination. As stated above, the rate of Auger
recombination decreases with increasing elastic stress.
Evidently, this is exactly the reason why the bending
points in the curves in Fig. 3 shift to a higher excitation
level with increasing P.

I BR δp x( )[ ] 2 xd

0

∞

∫ A β 2–( )/ α β 1+ +( )∝=

× B α– 3–( )/ α β 1+ +( )L α β– 5+( )/ α β 1+ +( ).

Table 2.  Deformation dependences of recombination pa-
rameters at high excitation levels

InSb

P, kbar τR, 10–8 s τA, 10–9 s τ, 10–9 s η, %

0 5.0 1.5 1.5 3
0.37 4.9 1.9 1.8 4
0.74 4.5 2.5 2.4 5
1.13 4.0 3.3 3.1 8
1.50 3.5 4.4 3.9 11
2.24 2.5 7.8 6.0 24
2.98 1.7 14 7.7 46
4.47 0.9 54 7.7 86
Equation (6) allows estimation of the I(P) depen-
dence for a given L value. For the L range, in which the
Auger recombination dominates, we obtain from (6)

(7)

Here, BA is the Auger coefficient, and BA = 1/δn2τA. As
stated above, BR grows with increasing P (see Eq. (1)).
Let us consider in more detail the deformation depen-
dence of BA. At high excitation levels, BA = BAn + BAp.
Here, the two summands describe the processes with an
energy transfer of about %g to, respectively, an electron
and a hole. Without deformation, BAn/BAp ~ %g/kBT,
because BAp is defined by the process involving a hole
transition between the light and heavy hole subbands.
The low probability of such a transition is determined
by the small value of the overlap integral between the
states of heavy and light hole subbands. At the same
time, a similar overlap integral between two electron
states for the process described by BAn is close to unity.
Therefore, Auger processes with energy transfer to a
hole are insignificant at T = 77 K. As mentioned above,
BAn decreases with increasing P. Thus, it follows from
the relations presented above that the intensity of IR
band-to-band emission must grow with increasing P.

In the range of high L, where the Auger recombina-
tion is dominant, Eq. (7) can be written in an illustrative
form:

(8)

Consequently, the rise in the recombination radiation
intensity with increasing elastic stress is closely associ-
ated with the increase in the quantum efficiency η.
However, as soon as the stress causes a change of the
dominant recombination mechanism and the quantum
efficiency tends to unity, the rise in I(P) becomes
slower and the function levels off. As seen from the data
presented in Tables 1 and 2, this change occurs at a
lower compression for relatively low excitation intensi-
ties. At the same time, for high excitation intensity, the
mentioned stresses are close to the ultimate strength of
the crystal. Therefore, according to (8), the I(P)
dependence must be represented by a curve with lev-
elling off, at relatively low excitation levels, while at
high L the intensity of recombination emission grows
with increasing P in virtually the entire experimentally
accessible range of elastic stresses.

The experimental deformation dependences I(P)
presented in Fig. 4 correlate well with the relations
given above. Noteworthy is the fundamental difference
between curves 1–3. At small L, the I(P) dependence
levels off at P * 2 kbar (curve 1), whereas under max-
imal excitation, a superlinear function is observed
(curve 3), with I increasing severalfold as compared
with its initial value. It should be noted that the general
run of the I(P) curves at a high excitation level (curve 3)
is absolutely identical for all of the InSb samples stud-
ied. This means that the decisive influence is exerted

I P( ) BR/BA
3/4 τ A

3/4/τR( )δn1/2.∝∝

I P( ) η /τ A
1/4( )δn1/2.∝
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here by the high density of nonequilibrium current car-
riers, which ensures domination of the Auger transi-
tions in the recombination processes, rather than by the
initial parameters of a crystal. On the other hand, the
run of curve 1 (curves 1 also appeared to be qualita-
tively similar for different samples) indicates the insig-
nificant contribution of the Auger transitions to total
recombination in the initial crystal (P = 0) at low exci-
tation levels. In this case, the rise in I with increasing P
is due only to the growing rate of radiative band-to-
band transitions. Curve 2 should be referred to as an
intermediate case. The run of curve 3 also suggests that
the value P = 4.5 kbar, achieved in our experiments, is
insufficient and fails to exhaust the potentialities of the
elastically strained state with regard to raising the quan-
tum efficiency of IR recombination emission in narrow-
gap semiconductors. To our knowledge, the reported
nondestructive elastic stresses are at least 5–5.5 kbar for
InSb [6, 14] and 3.5–4.2 kbar for CdxHg1 – xTe [6, 15].

It is noteworthy that a semiconductor structure elas-
tically strained to a required extent can be easily
obtained technologically. This can be done, e.g., by
using the lattice mismatch between the substrate and
the deposited active epitaxial layer of the main material.
Another possibility is based on the difference between
the linear expansion coefficients of the materials.
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Fig. 4. Deformation dependences of band-to-band emission
intensity in n-InSb at different excitation levels, L: (1) 5.0 ×
1021, (2) 3.0 × 1022, and (3) 2.8 × 1023 photons cm–2 s–1.
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Thus, the theoretical estimations and experimental
data presented above demonstrate that the nonradiative
band-to-band recombination is suppressed in the elasti-
cally strained state, and the quantum efficiency of IR
emission markedly increases owing precisely to this
mechanism. This effect allows substantial modification
of the parameters of narrow-gap semiconductors, thus
widening the applicability limits of these materials as
IR emitters.
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Abstract—The modified time-of-flight method for direct measuring of the electric field profile in the space-
charge region of the Schottky-type contacts is theoretically substantiated. A technique is developed for disor-
dered semiconductors, such as hydrogenated amorphous silicon. The mathematical tools for calculation of the
field profile are refined, the obtained results are analyzed, and applicability limits of the modified time-of-flight
technique are demonstrated. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Experiments with the use of the time-of-flight
(TOF) technique are widely discussed in the literature
[1–6]. The aim of this experiment is to measure the time
necessary for a photoinjected packet of charge carriers
to move from one boundary of the sample to another.

The basic TOF experiment feasibility condition is
smallness of the transit time in comparison with that
necessary for screening of the photoinduced space
charge. The dielectric relaxation time trel = εsε0/σ
exceeds ttr significantly due to the low conductivity of
disordered semiconductors, which provides the oppor-
tunity to measure the drift mobility µdr and the mobil-
ity–lifetime product µτ for both types of carriers by
changing the polarity of the applied voltage.

The Gecht TOF technique consists in measuring a
charge Q collected on electrodes during the drift of a
small charge Q0 photoexcited by a short light pulse. The
smallness of the charge is determined relative to the
charge inducing the external field. Then, the charge col-
lection coefficient is defined by

(1)

where d is the interelectrode spacing, and E is the mean
electric field in the sample, and µτE is the drift length.

This technique enables measurement of µτ for elec-
trons and holes separately by changing the voltage
polarity, in the case of strongly absorbed light, and the
sandwich configuration of the electrodes. Exact knowl-
edge of the number of absorbed photons and the quan-
tum yield of internal photoeffect is not necessary.
Ohmic contacts are not necessary for the experiment:
the sample can be placed between insulators. It is also
important to note that µτTOF is determined in the Gecht
technique not only by mutual recombination of the pho-

G
Q
Q0
------

µτE
d

---------- 1 d
µτE
----------– 

 exp– 
  ,= =
1063-7826/02/3604- $22.00 © 20410
toexcited pairs, but also by the capture of carriers by
deep traps.

The dependence of the charge collected at elec-
trodes on the applied field should be measured in order
to determine µτTOF. When the drift length becomes
equal to the interelectrode spacing, the collected charge
is equal to that photogenerated in the sample. The µτ
value is determined by the field at which the entire
amount of charge is collected (Fig. 1):

(2)

However, the experimentally measured depen-
dences and the results of calculation with the use of (2)
disagree. This discrepancy is due to the closeness of the
following values: exciting light wavelength, field pene-
tration depth, drift and diffusion lengths, and layer
thickness. This circumstance complicates the interpre-
tation of the measured dependences.

A modification of the technique proposed by Juska
[1] consists in that the coefficient G of the photogener-
ated charge collection and the electric field profile in

µτTOF
d
E
---.=

1

0 U

G 1

2

ttr

Fig. 1. Charge collection coefficient vs. the applied voltage.
(1, 2) Calculation without and with account of carrier cap-
ture by deep levels, respectively [2].
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the space charge region (SCR) of a disordered semicon-
ductor are measured instead of the carrier transit time
between the electrodes, as is done in traditional time-
of-flight experiments. This enables the measuring of
the mobility lifetime product µτ for electrons and cal-
culating the density of states g(E) in the energy gap of
disordered semiconductors with higher precision in
comparison with the traditional TOF method. The sen-
sitivity of the method is higher, since the kinetics of the
drift current of the photogenerated carriers is measured
in the integral regime. The method excludes the influ-
ence of the shallow traps, which lead to dispersive
transport and complicate the interpretation of results
when the kinetics of current are observed directly.

2. METHOD FOR MEASUREMENT
OF THE ELECTRIC FIELD DISTRIBUTION

The method for measuring the electric field, when
the external voltage pulse is applied in the opposite
direction to the internal field, is described in [1, 4, 5].
Theoretical analysis [1] has shown that further study of
the offered method is necessary. The aim of the present
work is to substantiate mathematically the modified
TOF technique, to make more exact the mathematical
tools for calculation of the electric field, and to compare
the results obtained with those reported in [1].

The general problem is solved theoretically in [1]
for the case when the external field is combined addi-
tively with the internal field; also, the possible diffusion
in the direction opposite to the internal field toward the
illuminated electrode with subsequent unlimited
recombination is taken into account.

Let us describe the conditions of the experiment and
analyze the modified TOF technique offered in [1].

1. The monochromatic light pulse excites a small
charge Q0, which does not essentially change the inter-

nal field Ei(x) distribution, i.e., Q0 ! (x)dx.

The validity of this condition can be verified experi-
mentally by the independence of the charge collection
coefficient G on the magnitude of the photogenerated
charge.

2. The external electric field is subtracted from the
internal one; i.e., the structure is illuminated by the
light pulse after the external voltage is switched on, but
before any redistribution of the field in the structure.
The delay time tdel between the voltage switching-on
and the light pulse is within the range RC < tdel < trel,
where RC is the time constant of the integrating circuit.
The validity of this condition is verified by the indepen-
dence of the signal from tdel.

3. The effect of the surface states is disregarded in
the calculations.

4. Charge carriers of only one sign (electrons) are
taken into consideration; we neglect the influence of
holes.

εε0

d
------- Ei0

d∫
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Let us carry out a mathematical analysis of the tech-
nique in order to refine the mathematical tools for the
calculation of the photogenerated charge collection
coefficient and the electric field profile in the SCR of a
disordered semiconductor, which was proposed in [1].

According to the Bouguer–Lambert law of light
absorption, the light flux intensity I(x) at the distance x
from the illuminated surface of the semiinfinite sample
is expressed as a function of the absorption coefficient
α(hv ) in the form

(3)

where I(x) is the incident light intensity at the depth x,
and I0 is the intensity at the sample surface. Then, for
the photogenerated carrier density (we consider only
electrons), we can write

(4)

where N0 is the photogenerated electron density in the
surface region.

Let us consider the charge collection coefficient Gi
for a single electron. It is assumed in [1] that the ine-
quality µτE @ d holds for high-quality layers of a-Si:H,
where E is the mean electric field in the SCR. If the con-
dition Gi  0 is satisfied, then it is more appropriate
to consider that µτE ! d, where E is a superposition of
the oppositely directed internal and external fields. Then,
we can neglect the second term in (1):

(5)

where xg is the place of generation of an electron (0 ≤
xg ≤ d), and xc is the point where the drift ends (in the
section x, the external field exactly compensates the

internal field, so that the resulting field Ei(xc) +  = 0

(Fig. 2)). The total charge collection coefficient for all
electrons then reads

(6)

where R(U, α) is a coefficient taking account of the por-
tion of electrons that avoided recombination because of
the diffusion against the field:

(7)

I x( ) I0 1 R–( ) αx–( ),exp=

n x( ) N0 αx–( ),exp=

Gi µτd 1– xc xg–( ) 1– Ei x( ) U
d
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  x,d

xg
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U
d
----
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∑
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------------- = 
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0

d
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∫
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where ϕT = kT/e is the thermal potential [1].

The formula (6) is distinct from the similar
expression in [1]. This is due to the use of the condition
µτE ! d, which, in our opinion, is more correct for a
mathematical description of the Gecht technique.

It is noteworthy that the distribution of the electric
field Ei(x) or the built-in potential Ui and the structure
thickness d must be known in order to determine µτ.

The presence of the contact field near the illumi-
nated surface enhances separation of photogenerated
carriers. However, the field penetration depth is deter-
mined by the density of localized states at the Fermi
level, i.e., by the states that govern the carrier lifetime.
The localized states essentially influence the formation
of potential barriers in disordered semiconductors. The
space charge and the potential ϕ(x) and field Ei(x) pro-
files in the SCR are determined not only by the ionized
impurities, as in the case of crystalline semiconductors,
but also by the density-of-states distribution within the
mobility gap. That is why measuring the electric field
distribution Ei(x) in the SCR furnishes an opportunity
to obtain the distribution law of the localized states,
which determine basic electrical properties of disor-
dered semiconductors [7–10].

The calculation of G(U, α) allowed us to propose a
method for measuring the field distribution in the struc-
ture. A relation between the absorption coefficient

Ui

–U

0U
(x

c)

1

2

3

R dxc

Fig. 2. Potential distribution across the sample thickness.
(1) Internal potential, (2) external potential, and (3) total
potential.
α(hv ) and the place of drift termination xc must be
established to this end:

(8)

Hence, it follows that

(9)

Then, (6) can be rewritten as

(10)

If G(U, α) = 0, then

(11)

The formula (11) exactly reproduces the result obtained
in [1], notwithstanding the fact that the boundary con-
ditions and intermediate calculations are not the same
(see (5) and (6)). The obtained results confirm the valid-
ity of (11) for the calculation of the electric field distri-
bution across the sample thickness.

This dependence allows us to calculate the coordi-
nate of the point at which the resulting field vanishes at
a given exciting light wavelength and G(U, α) = 0.

The internal electric field at the point xc is given by

(12)

Analysis of (11) shows that the possibility of mea-
suring the field across the sample thickness is limited.
At small wavelengths of the exciting light, xc is deter-
mined mainly by the first term 1/α and has a value of
about 0.1 µm (α reaches values on the order of 105 cm–1).
At long wavelengths, xc is limited to half the sample
thickness:

(13)

Thus, in contrast to [1], the applicability range of (11)
is not only limited by the middle of the sample, but also
does not include a region near the surface. This follows
from the presence of surface states, whose effect is dis-
regarded in our calculations [4].
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The electric field distribution in the structure is cal-
culated using (12) by substituting UG(U, α) = 0 values
obtained at various wavelengths of exciting light. The
coordinate xc, reckoned from the illuminated surface of
the structure, is calculated using (11). It is necessary to
know α(hv ) for a concrete structure in order to obtain
the distribution Ei(x).

Thus, independent calculation confirmed the valid-
ity of formula (11), obtained in [1], for measuring the
electric field distribution in SCR of the contact between
the metal and the disordered semiconductor. It is shown
that application of the condition µτE ! d more accu-
rately characterizes the modified TOF technique. The
detailed analysis of the mathematical tools revealed
coordinate limitations in using (11): the coordinate xc of
the drift termination is determined by the absorption
coefficient α at short wavelengths and is limited to half
the sample thickness at longer wavelengths. Further
experimental studies using the TOF technique should
be carried out taking into account the results of this
work.
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Abstract—Causes of a decrease in the ideality factor n and an increase in the reverse voltage Ur for the struc-
tures with the Schottky barrier (SB) Au/n–n+-GaAs due to treatment in atomic H were investigated. It was found
that the treatment of n–n+-GaAs in atomic hydrogen induces two processes, which lead to an increase in the
reverse voltage Ur and a decrease in the ideality factor n for SB structures. On the one hand, Ur increases and
n decreases due to lowering the concentration profile and formation of the inverse concentration gradient of an
ionized shallow-level donor impurity in the n layer. This is caused by the passivation of the impurity with H.
On the other hand, Ur increases and n decreases due to the formation of a thin (~8 nm) semi-insulating surface
layer. In both cases, Ur increases and n decreases owing to an increase in the effective width of the potential
barrier at the metal–semiconductor contact as a result of variation in the shape of the concentration profile for
the ionized shallow-level donor impurity. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It has been reported repeatedly that atomic H can sub-
stantially affect the electric properties of n-GaAs epilay-
ers [1–3]. In this case, the variation of static device char-
acteristics of the structures with the Me/n–n+-GaAs
Schottky barrier (SB) was observed [4–6]. Treatment of
n–n+-GaAs epitaxial structures in various H plasmas
(RF plasma, power density P = 0.02 W/cm2 [7]; low-
frequency plasma, 30 kHz, P = 0.08 W/cm2 [8]) and in
the atomic H flow (AH treatment) [9, 10] can decrease
the ideality factor n and increase the reverse voltage Ur
of Me/n–n+-GaAs SB diode structures. It was assumed
that a decrease in n can be caused by formation of the
region depleted of electrons in the vicinity of the n-layer
surface [7]. Another assumption concerning the possibil-
ity of formation of a thin semi-insulating surface layer
due to AH treatment (hydrogenation) of GaAs, which
leads to the unusual behavior of capacitance–voltage
(C–V) characteristics of SB diode structures, was sug-
gested in [11]. According to [12], an increase in the
reverse voltage of hydrogenated diode structures can
also be related to a decrease in the conductance of the
thin surface layer as a result of variation in its physico-
chemical properties under the effect of atomic H. This
leads to the distortion of the potential of the metal–
semiconductor contact. In addition to the aforesaid,
other assumptions concerning the cause of variations in
the static current–voltage (I–V) characteristics of SB
diodes exist. Thus, is has been supposed that a decrease
in n and an increase in Ur can be associated with sup-
pressing the electrical activity of surface defects, which
1063-7826/02/3604- $22.00 © 20414
introduce deep levels in the band gap [7, 9]. It is the
opinion of the authors of these publications that this
should lead to the improvement of the characteristic of
the diode structure. It was reported that the n-GaAs sur-
face is efficiently passivated in atomic H [3, 10, 11].
More recent data indicated that the effect of atomic H
on the surface and a surface region of n-GaAs epilayers
could be profound enough to affect not only electro-
chemical properties of the material [10] but also its
structure [11]. Most likely, this should cause variations
in static I–V characteristics. It was demonstrated later
that the n-GaAs surface layer [13], similarly to Si [14],
is amorphized under the effect of atomic H. Thus, in
spite of a multitude of assumptions suggested, no suffi-
ciently complete notion exists of processes during AH
treatment that lead to an increase in Ur for a certain cur-
rent and to a decrease in n in SB structures. In this con-
text, interest has emerged in further investigations in
this direction.

In this study, forward and reverse static I–V charac-
teristics for SB diodes with a thin semi-insulating sur-
face layer between the barrier contact and n-GaAs are
calculated. Variation in the shape of the concentration
profile of the ionized shallow-level donor impurity in
the n layer is taken into account. For this purpose, the
recently developed theory of charge transport of hot
carriers was used [15, 16]. The mechanisms of carrier
transport in these structures, which lead to the emer-
gence of bending (knee) in the reverse portion of the
static I–V characteristic, are described. These mecha-
nisms are related to the formation of a thin semi-insu-
002 MAIK “Nauka/Interperiodica”
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lating surface layer under the effect of atomic H. It is
also demonstrated in the study that a thin semi-insulat-
ing surface layer apparently consists of amorphized
n-GaAs.

2. CALCULATION PROCEDURE
AND EXPERIMENT

In order to calculate the forward and reverse I–V
characteristics for the Au/n–n+-GaAs structures, the
model of charge transport in SB metal–semiconductor
contacts suggested previously was used [15]. The con-
tact potential was determined from the Poisson equa-
tion with allowance made for image forces. In order to

determine the tunneling probability for electrons (E),
the transfer-matrix method was used. The special fea-
ture of the model is the fact that not only electron tun-
neling through the potential barrier but also the motion
in the above-barrier region is taken into account when

calculating (E). The allowance made for above-bar-
rier electron motion permits one to achieve good agree-
ment between theoretical and experimental I–V charac-
teristics, especially in the region of large reverse cur-
rents for voltages close to those corresponding to
breakdown [15]. This is not the case with the use of
conventional techniques. The following expression was
used for the calculation of the current density:

(1)

Here, q is the elementary charge, m* is the effective
electron mass, k is the Boltzmann constant, T is temper-
ature, " is the Plank constant, E is the electron energy,
EF is the Fermi level, and U is the potential drop. For
reverse biases Ur (U < 0), energy was counted from the
Fermi level in the metal, and for forward biases Uf (U >
0), energy was counted from the Fermi level in the
semiconductor.

Static I–V characteristics were measured for Au/n–
n+-GaAs structures, which were fabricated according to
the procedure reported in detail by Torkhov and Ere-
meev [10]. The density of ionized shallow-level donor

impurities of Sn ( ) and the thickness of the n layer

(w) for (E ) calculations were determined using the
C–V technique at a frequency of 1 MHz and were found

to be  = 3.5 × 1016 cm–3 (Figs. 1a, 2a) and w = 0.5 µm.
The concentration in the n+ layer was 2 × 1018 cm–3. The
samples were treated in an atomic H flow in the instal-
lation described previously [9, 10] using an atomic H
source for 5 min at temperatures Ttr = 50–400°C
through a protecting SiO2 film ~5 nm thick. The source
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"
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was based on the arc reflection discharge with a hollow
cathode and a self-incandescence element. The protect-
ing SiO2 film was formed on the n-layer side during the
technical process of preparing the samples for AH
treatment. Barrier Au contacts 325 µm in diameter
were formed on the n-layer side of the samples subse-
quent to AH treatment. The samples which were not
AH-treated are denoted as starting ones in Figs. 1–3
and in the text. The reverse voltages Ur were measured
at the current of 10 µA.

The SB height ϕ was determined using the C–V
technique at a frequency of 1 MHz. It was equal to
ϕeff = 0.845 eV for diode structures without hydrogena-
tion. Note that, according to [10], the SB height in
almost perfect Au/n–n+-GaAs structures varies only
slightly under the effect of atomic H. The calculations
were carried out with allowance made for a decrease in
the potential barrier height due to the effect of image
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donor impurity and (b) reverse portions of current–volt-
age characteristics of Au/n–n+-GaAs diode structures:
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ing sample and (2, 4) the sample AH-treated at Ttr = 200°C.
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forces (∆ϕG). In this case, the starting value ϕb0 =
0.87 eV was used: ϕeff = ϕb0 – ∆ϕG. The ideality fac-
tor n was determined from the slope of the forward por-
tion of the I–V characteristic on the semilog scale:

(2)

According to the results of our investigations, the
thickness of the low-conductivity surface region (semi-
insulating layer) is the determining quantity in calcula-
tions of forward and reverse I–V characteristics with the
presence of such a region. Thus, according to estima-

tions, a decrease in the  density in the narrow sur-
face layer from 1015 cm–3 by almost an order of magni-
tude leads to variation in the reverse currents by no
more than 20 %. At the same time, variation in the layer
thickness by 10 % leads to variation in the reverse cur-
rents by several times. For this reason, it is my opinion

that the value  = 1015 cm–3, which was used in cal-
culations for a thin semi-insulating surface layer, is
quite realistic.

The thickness of the surface region, which was
amorphized under the effect of atomic H, was deter-
mined from structure investigations by reflection high-
energy electron diffraction using an ÉMR-102 electron
diffractometer and was found to be ~8 nm [13].

3. RESULTS AND DISCUSSION

3.1. Increase in the Reverse Voltage

As was reported previously [8, 9, 11], hydrogena-
tion can lead to an increase in the reverse voltage of SB
diode structures based on n-GaAs. For unprotected
samples, a temperature range of treatment exists, Ttr =
150–200°C, for which a maximum is observed in the
Ur(Ttr) dependence. An increase in Ttr to 400°C leads to
a decrease in Ur. On the one hand, a decrease in Ur is

n
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Fig. 3. Dependences of the current density J(E) on electron
energy E with the forward bias. (a) Uf = +0.01 V: (1) The
starting sample, (2) the sample treated at Ttr = 200°C.
(b) Uf = +0.65 V: (1) The starting sample and (2) the sample
treated at Ttr = 200°C.
caused by the recovery of the starting concentration

, and, on the other hand, it is caused by the possible
surface damage. With the presence of the protective,
5-nm-thick SiO2 film on the surface of the n-GaAs layer
during AH treatment, the increase in Ttr to 400°C leads
to a further increase in Ur rather than to its decrease. In
this case, two portions can be separated in the Ur(Ttr)
dependence. The first portion corresponds to the tem-
perature range of 50–200°C, in which the Ur(Ttr)
dependence nearly coincides with the dependence for
the unprotected surface. The coincidence of tempera-
ture dependences Ur(Ttr) for protected and unprotected
surfaces apparently points to the common character of
the processes, which proceed during hydrogenation.
According to the results obtained (Fig. 1b), in both
cases Ur increases due to lowering of the profile of elec-
trically active shallow-level donor impurities in the
n-GaAs layer (Fig. 1a). The second portion corresponds
to the temperature range of 200–400°C and, as was
mentioned above, differs from Ur(Ttr) for the case of an
unprotected surface in this range; namely, Ur continues
to increase. In this case, a bend emerges in the I(Ur)
dependence on the semilog scale (Fig. 2b).

In the region of small currents (for Ur < 10 V), the
reverse current I increases with the rise of Ur due to an
increase in the extension of the space charge region
(SCR) w:

(3)

A further increase in Ur leads to the deviation from
dependence (3), i.e., to a decrease in the slope of the
I(Ur) curve with increasing voltage. In this case, the
behavior of I(Ur) can no longer be explained by a
decrease in the free carrier density in the n layer and by
the expansion of the SCR. The reason is that, according
to [9], the free carrier density increases rather than
decreases with increasing Ttr above 300°C. At Ttr =
400°C, the dopant density for structures hydrogenated
virtually coincides with the starting one. In this case, an
increase in Ur is probably caused by the formation of a
thin surface layer with a low free carrier density under
the effect of atomic H (Fig. 2a). Due to specific proper-

ties of this layer, the  concentration, in contrast with
the bulk, does not recover with increasing Ttr. Con-
versely, it most likely decreases even more. The specific
properties of the surface n-GaAs layer (8 nm) are prob-
ably determined by the effect of the neighboring
SiO2/n-GaAs interface. The specificity of the effect of
the SiO2/n-GaAs interface during AH treatment on the
properties of the surface region of the n-GaAs epilayer

is reported in detail in [10, 11, 15]. A decrease in  in
the thin surface layer should lead to an increase in its
resistance. This is demonstrated by the data of study
[11], in which the requirements for obtaining a clear
image using a scanning tunneling microscope with
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+
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increasing Ttr to 400°C are reported. Specifically, it was
necessary to increase the potential difference between
the surface and the probe from 1.5 V for starting struc-
tures to 5 V after AH treatment at Ttr = 400°C and to 7 V
after AH treatment at Ttr = 200°C. In this case, the free
carrier density in the bulk of the n layer approached the
starting value [9, 10].

According to calculations carried out, the thickness
of the semi-insulating surface layer ∆x, which ensures
agreement between experimental and theoretical
results, is equal to ~8.3 nm. This virtually coincides
with the thickness of the amorphized surface layer
(~8 nm) which was determined experimentally (Fig. 2a).
As a result, one may conclude that the low-conductivity
thin surface layer is composed of the amorphized
n-GaAs. One of the causes of the decrease in the free
carrier concentration in the amorphized layer can be the
high content of atomic H, which leads to the passivation
of the electrically active shallow-level donor. At the

same time, the decrease in  can be caused by break-
ing the covalent bonds of atoms of the main matrix of
the crystal during amorphization. This leads to destruc-
tion of the periodic structure and formation of more
complex atomic bonds. The possibility of the reduction
of the Sn valence due to a change in its electron-shell
configuration is not excluded. All these factors can lead
to the loss in the electrical activity of the Sn donor
impurity and to a decrease in the conductivity of the
amorphized layer.

According to [15], the current in the Me/n–n+-GaAs
structures with the reverse bias is primarily controlled
by electron tunneling through the potential barrier. This
is evidenced by the fact that, as Ur increases, the peak
in the curve J(E), where J is the current density for elec-
trons with energy E, is shifted to the Fermi level of the
metal barrier contact and actually coincides with it for
Ur values close to those corresponding to breakdown.
For this reason, the presence of a thin semi-insulating
layer between the barrier contact and the diode base
(n layer) can apparently affect the character of electron
motion and, as a consequence, the form of the I(Ur)
dependence. Note that the thickness of this layer ∆x is
smaller than the effective potential-barrier width ∆heff.
Here, ∆heff is the potential barrier width for energy E,
for which the current density J(E) is largest. Thus, the
formation of a bend in the reverse portion of the I–V
characteristic in the presence of the semi-insulating
layer ∆x thick is probably associated with the fact that
the effective barrier width does not always decrease
with increasing Ur . A decrease in ∆heff with increasing
Ur occurs if ∆x < w(Ur). In this case, I(Ur) features the
known dependence I ∝  exp(qUr/kT). For a certain Ur ,
∆x becomes comparable to w(Ueff). A further increase
in Ur no longer leads to a decrease in w and, conse-
quently, in ∆heff, which is now controlled by the thick-
ness of the semi-insulating layer ∆x. As a result, the
effective barrier width ∆heff becomes independent of
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+
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the bias Ur, whereas the dependence I(Ur) changes its
character. This leads to the emergence of the bend:

(4)

In the case of an unprotected surface, the H content
in the surface region is lower [17], and a low-conduc-
tivity layer is most likely not formed or turns out to be
thin. The reason is that the efficient etching of n-GaAs
is possible at a temperature of ~400°C in the H plasma.
Etching of Ga and As on the surface of an n layer at
such a temperature proceeds at an identical rate. On the
one hand, this should prevent the violation of the sto-
ichiometric composition of the surface. On the other
hand, processes are possible at such a temperature
which lead to the damage of the n-GaAs layer surface.
One of these processes can be the formation of the As
phase. It is known that As adatoms are highly mobile at
a temperature of ~400°C, can easily diffuse over the
surface, and coalesce into separate drops. As a result of
this, as well as other possible damage to the unpro-
tected surface, the Ur(Ttr) curve passes through a maxi-
mum in the temperature range of 150–200°C with
increasing temperature and then decreases, which is
accompanied by an increase in n. The behavior of I(Ur)
for hydrogenated structures does not vary in this situa-
tion.

Thus, it is possible to conclude that at least two tem-
perature-dependent processes occur during AH treat-
ment of the structures based on n–n+-GaAs and lead to
an increase in the reverse voltage. The first process is
characteristic of the temperature range of 50–200°C.
The Ur voltage increases due to a decrease in the den-
sity of the ionized shallow-level donor impurity in the
n layer, which is caused by the passivation of the impu-
rity with H. Changes in the shape of the concentration
profile leads to the distortion (broadening) of the poten-
tial in the vicinity of the surface and to a decrease in the
reverse current, which confirms the inference drawn
previously [11]. This process occurs at the surface both
protected and unprotected during AH treatment of the
n-GaAs layer. The second process is characteristic only
of the surface of the n layer protected by the SiO2 film
and occurs in the temperature range of 200–400°C. In
this case, an increase in Ur can be related to the forma-
tion of a thin amorphized surface layer with a low con-
ductivity. The mechanism for increasing Ur in this case
is the same as at Ttr = 50–200°C. Specifically, a

decrease in  in the subsurface region leads to an
increase in the effective potential width. This is accom-
panied by a decrease in the reverse current and, conse-
quently, an increase in Ur.

3.2. Decrease in the Ideality Factor

The results obtained previously [9, 10] can be indic-
ative of the perfection of the Au/n-GaAs interface of
starting structures and, as a consequence, the high qual-

I Ur( ) I ∆heff( ).=

ND
+
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ity of the diodes fabricated. This is also evidenced by
our results of calculating the forward and reverse I–V
characteristics of starting diode structures. These results
are consistent with experiment. As was demonstrated
previously [9, 15, 17], the ideality factor n for the
almost perfect SB metal–semiconductor contact with a
dopant concentration in the n layer of about (2–3.5) ×
1016 cm–3 cannot differ considerably from the value of
1.04. It should be remembered that, in order to obtain a
high-quality SB metal–semiconductor contact, the epil-
ayer and barrier metallization must be formed in a sin-
gle vacuum run using molecular-beam epitaxy [18]. As
was mentioned above, AH treatment of the n–n+-GaAs
structures with a preliminarily prepared surface can
lead to the amorphization of the surface and subsurface
region [13]. A similar effect was also observed for Si
[14]. For this reason, a decrease in n from 1.04 for start-
ing samples to 1.01 for hydrogenated samples [9, 17]
cannot be explained by the perfection of the barrier
structure alone. Most likely, as was assumed in [7, 11],
the shape of the concentration profile, which changes
under the effect of atomic H due to the passivation of
the electrically active donor impurity, can control vari-
ations in the static device characteristics.

It was mentioned above that there are two pro-
cesses which determine the behavior of Ur. These pro-
cesses depend on Ttr and on the presence or absence of
a protective SiO2 film on the surface of the n layer dur-
ing the AH treatment. From this point of view, let us
consider the effect of AH treatment on the behavior of
the ideality factor for the Au/n–n+-GaAs structures in
relation to Ttr.

The calculation of the forward-current density J(E)
demonstrated (Fig. 3) that a decrease in n for protected
and unprotected surfaces at Ttr ≤ 200°C is caused by the
same factor, specifically, the bending of the potential
ϕ(x), which is caused by the formation of the inverse

concentration gradient of  in the n layer (Fig. 2a).
A change in the shape of the concentration profile leads
to an increase in the effective potential-barrier width.
As a result, the integrated magnitude of the current den-
sity decreases, whereas the peak in the J(E) curve shifts
to higher energies, which manifests itself in an increase
in the SB effective height (Fig. 3) and a decrease in the
current density. With increasing Uf, the distinctions in
J(E) values for hydrogenated and starting samples vir-
tually disappear (Fig. 3b). As a result, the saturation
current Js decreases [19], which manifests itself in
increasing ϕeff and, ultimately, leads to a decrease in the
calculated values of n from 1.039 for starting samples
to 1.0098 for AH-treated samples. It can be seen that
the calculated n value for diode structures with an
inverse concentration gradient in the n layer virtually
coincides with the n value determined experimentally
for hydrogenated diode structures, i.e., 1.01 [7, 10].
Thus, we may assume that a decrease in n at Ttr ≤ 200°C
is associated with the formation of the inverse concen-

ND
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tration gradient of  in the n-GaAs layer under the
effect of atomic H rather than with the passivation of
electrically active centers (defects) on the surface as
was assumed previously [7, 9].

In the case of the protected surface, a decrease in n
at Ttr = 200–400°C is apparently associated with the
formation of a thin (~8.3 nm) surface layer with a low
density of free charge carriers (electrons) (Fig. 2a). The
formation of the low-conductivity surface layer, simi-
larly to the case of Ttr ≤ 200°C, leads to bending of the
potential ϕ(x) and a slight increase in the effective
potential barrier width. In this case, the peak in the J(E)
curve shifts slightly to higher energies. As a result, the
effective barrier height ϕeff somewhat increases. In this
case, the increase in ϕeff is smaller than that at Ttr ≤
200°C. Consequently, the decrease in the n quantity is
not appreciable, i.e., n ≈ 1.022, which is close to the
value determined experimentally in study [10] (n =
1.02).

An increase in the effective barrier height is given by

(5)

where ϕeff(H) is the effective potential-barrier height for
the hydrogenated sample. In practice, such an increase
determined from calculations was not observed, since
the data spread in determining the ϕeff quantity (3 %,
which is equivalent to ~0.02 eV) exceeds the value
obtained in calculations (~0.016 eV) (Fig. 3a).

Thus, similarly to the case of the reverse bias, it is
possible to separate two temperature-dependent pro-
cesses, which occur during the AH treatment of the
n−n+-GaAs structures and lead to a decrease in the ide-
ality factor. The first process takes place for the surface
on the n-GaAs layer, both protected and unprotected
during the AH treatment, and is characteristic of the
temperature range of 50–200°C. A decrease in n is due
to an increase in the effective potential barrier width,
which is caused by the formation of the inverse gradi-
ent of the density of ionized shallow-level impurities
in the n layer as a result of the impurity passivation by
atomic H. The second process occurs for the surface
of an n layer protected by the SiO2 film. It is most
clearly pronounced at the AH treatment temperatures
of 200–400°C. In this case, a decrease in n is appar-
ently associated with the formation of a thin semi-insu-
lating layer in the surface region.

The calculated thickness of 8.3 nm for the semi-
insulating layer coincides with the experimentally
determined thickness of ~8 nm for the amorphized
region. This may indicate that the amorphized layer
which formed during AH treatment has a low conduc-
tivity, which is caused by a low free carrier density.

4. CONCLUSION

As a result of the investigations carried out, bending
(knee) in the reverse portion of the static I–V character-
istics of Au/n–n+-GaAs diode structures was observed.

ND
+

∆ϕeff ϕeff(H) ϕeff,–=
SEMICONDUCTORS      Vol. 36      No. 4      2002



CAUSES OF VARIATION IN THE STATIC CURRENT–VOLTAGE CHARACTERISTICS 419
Bending is determined by the formation of a thin semi-
insulating layer between the barrier contact and the n-
GaAs layer under the effect of atomic H. The mecha-
nisms of charge transport, which led to the observed
variations in the static I–V characteristics of hydroge-
nated Au/n–n+-GaAs structures, were investigated.
These variations include an increase in the reverse volt-
age Ur, a decrease in the ideality factor n, and emer-
gence of bending (knee) in the reverse portion of the
I−V characteristic. It is demonstrated that an increase in
the reverse voltage Ur and a decrease in the ideality fac-
tor n in the entire temperature range of AH treatment
(50–400°C) is governed by the effective potential-bar-
rier width. These phenomena are caused by the distor-
tion of the potential shape due either to the formation
of an inverse gradient of density of the ionized shal-
low-level donor impurity or to the formation of a thin
(~8.3 nm) semi-insulating surface layer. In both cases,
an increase in Ur and a decrease in n are caused by an
increase in the effective potential-barrier width ∆heff at
the metal–semiconductor contact due to variation in the
shape of the concentration profile of the ionized shal-
low-level donor impurity.
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Abstract—The method of field effect in electrolytes was used to determine the surface electrical properties and
band parameters in surface layers of semiconductor solid solutions (TlBiSe2)1 – x–(TlBiS2)x at room tempera-
ture. The dispersion law, the effective mass of electrons in the conduction band, the ionized donor impurity den-
sity, and the Fermi level are determined. The experimental and theoretically calculated capacitance–voltage
characteristics are compared. © 2002 MAIK “Nauka/Interperiodica”.
Solid solutions of TlBiSe2 with TlBiS2 belong to the
group of Tl–V–VI2 (V: Bi, Sb; VI: S, Se, Te) semicon-
ductors with a layered structure and are the structural
analogs to PbSe and PbS [1–4]. The investigation of
these materials is of interest because of the possibility of
using them to manufacture acoustooptic detectors, IR
detectors, thermoelectric generators, and so on [1–4].

The available published data on the band gap Eg, the
effective mass of an electron , and the dielectric
constant εsc are listed in the table.

The TlBiS2 crystals grown by the Bridgman–Stock-
barger method can have an ordered structure, for
instance S–Tl–S–Bi–S [2], obtained by very slow cool-
ing of the crystals, or a disordered structure like S−Tl,
Bi–S–Tl, and Bi–S [2]. The electrical and band param-
eters in TlBiSe2 thin films for ordered and disordered
structures, according to data obtained in [3], are slightly
different (see the upper two rows in table).

In this paper, we report the results of studying the
ordered structures (TlBiSe2)1 – x–(TlBiS2)x (x = 0, 0.25,
0.50, 0.75, 1.0) grown by the Bridgman–Stockbarger
method [1].

The field effect in electrolytes [8–12] was used to
determine the electrical properties of the surface and
band parameters of surface layers in a semiconductor
(TlBiSe2)1 – x–(TlBiS2)x solid solution. This method is
based on the measurement of capacitance–voltage,
C(ϕ), and current–voltage, I(ϕ), characteristics of the
semiconductor–electrolyte interface [8]. An almost sat-
urated aqueous solution of KCl was used as the electro-
lyte. The capacitance–voltage and current–voltage
characteristics were measured at room temperature in
the potentiostatic mode under the cyclic variation of
electrode potential ϕ at a rate of 10–100 mV/s.

The experimental C(ϕ) curves for all (TlBiSe2)1 – x–
(TlBiS2)x compositions are typical of n-type conductiv-

me*
1063-7826/02/3604- $22.00 © 20420
ity [13] (Figs. 1–5) and show a hysteresis with a plateau
in the cathode range of electrode potentials. The spread
in the magnitudes of capacitance (Cp) on the plateau for
various compositions of the solid solution is shown in
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Fig. 1. Experimental C(ϕ) curves for TlBiSe2 measured
using continuous variation in the electrode potential during
the anode–cathode–anode cycle and plotted in the C(ϕ) and
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Literature and experimental parameters of the (TlBiSe2)1 – x–(TlBiS2)x system

x Eg, eV εsc
Cp,

10–6 F/cm2
di/εi,

10–8 cm
Nb,

1013 cm–2
Nd,

1018 cm–3 Ef–Ec, eV
(experiment)

0 0.45 [3] 21.50 [3] 0.085 [3] 5.0–7.2 1.2–1.8 1.5–3.2 0.70–2.30 (–0.050)–0.030 0.085–0.150
0.47 [3] 20.50 [3] 0.088 [3]
0.30 [4] 20.04 [1] 0.110 [5]

0.25 18.78 [1] 3.8–8.0 1.1–2.3 1.2–2.9 0.50–8.00 0.025–0.070 0.050–0.100
0.50 21.71 [1] 2.2–5.2 1.7–4.0 0.8–1.8 0.17–0.83 (–0.020)–(–0.080) 0.035–0.125
0.75 21.71 [1] 1.4–3.0 3.0–6.3 0.4–0.9 0.27–5.50 0.050–0.200 0.021–0.045
1 0.42 [6] 16.40 [6] 0.250 [7] 1.0–2.1 4.2–8.9 0.06–0.39 0.26–0.35 (–0.150)–(–0.160) 0.015–0.045

me*/m0
me*/m0
the table. The plateau in C(ϕ) curves may be indicative
of the existence of an insulator transition layer on the
surface; this layer can be characterized by the ratio

(1)

where di is the thickness of the layer, εi is its dielectric
constant, and ε0 = 8.85418782 × 10–12 Φ m–1 is the
dielectric constant of free space (see table).

di

εi

----
ε0

Cp

------,=

5

4

3

2

1

0
–0.6 0 0.6 1.2

* *
*
*
*
*
*
*************** * ********

****

1

2

3

4
5

C, 10–6 F/cm2

ϕ, V

Fig. 2. Experimental C(ϕ) dependences for the (TlBiSe2)1 – x–
(TlBiS2)x system measured using continuous variation in the
electrode potential during the anode–cathode cycle for the
compositions x = (1) 0, (2) 0.25, (3) 0.5, (4) 0.75, and (5) 1.0.
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The increase in di/εi (see table) and the reduction of
Cp with an increase in x (see table and Fig. 2) can be
caused either by an increase of the thickness of the
insulator layer di or by a reduction of the dielectric con-
stant εi of the layer.

The portions of the C(ϕ) curves corresponding to
the depletion become rectified in Schottky–Mott coor-
dinates C–2(ϕ) (Figs. 1, 3). This makes it possible to
determine the values of the potential of flat bands ϕfb,
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Fig. 3. Experimental C(ϕ) dependence for TlBiSe2 measured
using continuous variation in the electrode potential during
the anode–cathode cycle and plotted in C4(ϕ) and C–2(ϕ)
coordinates.



422 SHEVCHENKO et al.
the density Nb of the charge incorporated into the insu-
lator layer, and the concentration Nd of the ionized
donor impurity [13].

The surface density of the charge incorporated into
the insulator layer was calculated by the formula

(2)

where q is the elementary charge; ∆ϕfb =  – ;

and  and  are the potentials of flat bands for
anode–cathode (a–c) and cathode–anode (c–a) direc-
tions of variations in the electrode potential, respec-
tively (see Fig 1). The values of Nb obtained from the
experiment for various compositions of the solid solu-
tion are given in the table. As can be seen, an increase
in the sulfur content in the solid solution causes a grad-
ual reduction by more than an order of magnitude in the
density Nb of the charge incorporated into the insulator
layer.

Nb

∆ϕ fbCp

q
------------------,=

ϕ fb
a c– ϕ fb

c a–

ϕ fb
a c– ϕ fb

c a–

5

4

3

2

1

0
–0.6 0 0.6 1.2

–Vs = ϕ – ϕfb, V

C, 10–6 F/cm2

12

1

2

Fig. 4. Experimental C(ϕ) curves (the solid and dot-and-
dash lines) measured by continuously varying the elec-
trode potential during the anode–cathode cycle and the
theoretical Csc(Vs) dependences (dashed lines) for the

(TlBiSe2)1 – x–(TlBiS2)x compositions with x = (1) 0 (  =

0.100m0, Nd = 1.2 × 1018 cm–3), and (2) 0.25 (  =

0.100m0, Nd = 4.35 × 1017 cm–3).

me*

me*
Having determined the flat-band potential ϕfb (see
Figs. 1, 3), we may pass on from the electrode poten-
tials ϕ to the surface potentials

(3)

and from the measured capacitance to the capacitance
of the space-charge region

(4)

and then estimate the concentration of the ionized
donor impurity by the formula

(5)

The values of the concentrations of the ionized
donor impurity Nd, calculated from the experimental
C(ϕ) curves, are given in the table. It can be seen that
the Nd(x) dependence has a minimum at x = 0.50.
A similar special feature for the electron concentration
at x = 0.5 was observed previously in [1].

All experimental C(ϕ) dependences in the range of
pronounced electron degeneracy are found to be linear
in C4(ϕ) coordinates (Fig. 3). This, according to the for-
mula given in [14]

(6)

(G = 8.9738 × 10–6 F cm–2 V–1/4, and qVz = Ec, v – Ef is
the distance from the edges of the conduction or
valence bands to the Fermi level in the bulk) indicates
that the dispersion law for the conduction band is para-
bolic.

The position of the Fermi level with respect to the
conduction-band edge, Ef – Ec, was determined (see
Fig. 3) from the relation

(7)

which readily follows from (3), (4), and (6) after substi-
tuting C = 0. These data are given in the table.

The effective mass of electrons in the conduction
band /m0 was determined from the C4(ϕ) depen-
dence in the region of pronounced electron degeneracy
on the surface (see Fig. 2) by the formula

(8)

which was obtained by differentiating (6) with allow-
ance made for (3) and (4).

The corresponding values of /m0 are given in the
table. It can be seen that, for x = 0, these values are in
close agreement with the published data [3, 5], but the
value /m0 found for x = 1 is considerably smaller
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2
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than that given in the literature [1]. The available data
for /m0 for the range 0 < x < 1 are absent.

The experimental C(ϕ) curves are compared with
the calculated Csc(Vs) dependences in Figs. 4 and 5. The
Csc(Vs) dependences were obtained by the self-consis-
tent solution of the Schrödinger and Poisson equations
using the method described in [15]. The values of 
and Nd (they are given in the captions to Figs. 4 and 5)
were taken as parameters from the experiment; the val-
ues Eg and εsc were taken from the literature (see table).

me*

me*

Fig. 5. Experimental C(ϕ) curves (thick solid lines) mea-
sured by continuously varying the electrode potential dur-
ing the anode–cathode cycle and the theoretical Csc(Vs)
dependences (dashed lines) for the (TlBiSe2)1 – x–(TlBiS2)x

compositions with x = (thin solid line) (1) 0.50 (  =

0.050m0, Nd = 6.1 × 1017 cm–3), (2) 0.75 (  = 0.030m0,

Nd = 3.35 × 1017 cm–3), and (3) 1.0 (  = 0.025m0, Nd =

2.15 × 1017 cm–3).
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It was assumed that the effective mass of a hole  =
0.40m0 and the spin–orbit splitting energy of the
valence band ∆ = 1.0 eV.

The comparison of the experimental C(ϕ) curves
with the theoretically calculated Csc(Vs) dependences in
the region corresponding to accumulation of electrons
at the surface shows that theory and experiment agree
well for the compositions x = 0 and x = 0.25 (Fig. 4)
and do not agree for x = 0.50, 0.75, and 1.0.
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Abstract—The effect of surface treatments on the main characteristics of excitons in the subsurface region of
semiconductors (for GaAs), as well as the spatial distribution of main characteristics of excitons (for CdS), was
studied. An analysis of experimental data showed that the deposition of insulator layers with a lower dielectric
constant on the surface of the semiconductor resulted in an enhancement of the exciton–phonon interaction and
an increase in the exciton binding energy. The appearance of the surface layer with a higher defect concentration
increasing after some surface treatments results in the lowering of the exciton binding energy in the subsurface
region and also in the weakening of the exciton–phonon interaction. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The state of the surface and near-surface environ-
ment of a semiconductor substantially affects its exci-
tonic, phonon, and exciton–phonon characteristics. It is
known [1–4] that the optical properties of such semi-
conductors as CdS and GaAs, among others, have a
number of special features in the region of excitonic
resonances that are directly associated with surface
characteristics. These features are as follows: an addi-
tional fine structure in the reflection spectrum in the
region corresponding to a free exciton, a shift of the
overall reflection spectrum to longer wavelengths and
broadening of the reflection and absorption lines, a fine
structure of the photoluminescence spectrum and a
large increase in the intensity of the phonon satellites,
and the shape of photoluminescence excitation spectra
(the anomalous sharp falloff of the emission intensity in
the case of surface excitation). Physically, several
mechanisms cause the surface effect on the excitonic
characteristics.

(i) The presence of a physical (exciton-free) [5] and
a technological “dead” layer, in which the concentra-
tion of defects is enhanced due to various reasons;
therefore, the lifetime of excitons is significantly
decreased and their binding energy Eex and exciton–
phonon coupling factor N are likely decreased.

(ii) The effect of image forces on the excitons local-
ized in the subsurface layer:

(1)

Here, ε1, 2 is the dielectric constant with index 1 refer-
ring to a semiconductor and index 2, to the surrounding
medium; Zeand Zh are the distances for an electron and
hole from the interface between the media, respec-

V cul
e2

4ε1
--------

ε1 ε2–
ε1 ε2+
--------------- 1

Ze

----- 1
Zh

-----+ 
  .≈
1063-7826/02/3604- $22.00 © 20424
tively. For a more polarizable medium, ε2 > ε1 and the
Coulomb binding energy in the exciton is lowered. The
reverse situation (the binding energy Eex increases) is
predicted for ε1 > ε2 (this case also includes air sur-
roundings). Theoretically, this mechanism was consid-
ered by Hopfield [5], Keldysh and Silin [6], Lozovik
and Nishanov [7], Pokatilov et al. [8], and others.
Recently, calculations indicating a significant increase
in the exciton binding energy if a semiconductor is sur-
rounded by a medium with a smaller dielectric constant
were carried out in [9]. The influence of the surface
microrelief and dielectric properties of the surrounding
medium on the characteristics of excitons localized in
the subsurface region can be described by the introduc-
tion of the effective dielectric constant εeff, e.g., accord-
ing to the effective-medium model [10]:

(2)

Here, ε1 and ε2 are the dielectric constants of the semi-
conductor and surrounding medium, respectively; c is
the fraction of the semiconductor phase in the effective
medium “semiconductor + environment” under consid-
eration.

(iii) The quantum-mechanical size effect studied
previously in a number of papers (see, e.g., [11, 12]). As
is known, an increase in the binding energy Eex of a sur-
face exciton, in this case, is caused by the enhancement
of the ratio between the kinetic and potential energies
of quasi-particles, that is, the vanishing of the kinetic
energy of a quasi-particle over one, two, or three coor-
dinates, and, thus, by the increase in the potential
energy of a particle with the dimensional confinement
of its displacements. In terms of wave mechanics, this
means the substitution of the centrally symmetric wave
function by that oriented along the layer (rod) or its

εeff ε1

ε2 2 c–( ) ε1c+
ε1 2 c–( ) ε2c+
-----------------------------------.=
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almost complete localization in a “macroatom” (a zero-
dimensional object).

In this paper, we report the results of studying the
effect of the surface state and treatment (for CdS and
GaAs single crystals) on the main characteristics of
excitonic transitions in the subsurface region of a semi-
conductor; the exciton binding energy Eex, phonon
energies, and the exciton–phonon coupling factor are
determined. Studies of spatial distributions of the main
excitonic characteristic in the subsurface region are
also carried out. The excitation spectra of photolumi-
nescence and cathodoluminescence are studied; modu-
lation of the luminescence spectra with a change of the
effective depth of free exciton generation due to a
change of the energy of quanta exciting electron–hole
pairs in a semiconductor (photoluminescence) or of the
energy E0 of the electron beam incident at the surface
(cathodoluminescence) was used.

2. THEORETICAL
Measurements of the relative intensities of the zero-

phonon emission line and its phonon replicas using the
bulk and surface excitation make it possible to deter-
mine the electron–phonon coupling strength in various
regions of a crystal. At the same time, treatment of the
semiconductors results in a change of the characteris-
tics of the surface excitonic transitions. One can deter-
mine these characteristics from photoluminescence
spectra as a function of the surface state with account of
the surface surroundings.

According to [5, 13–15], in terms of an adiabatic
approximation, the relative intensity of phonon replicas
can be represented by the Poisson law: Im = I0Nm/m!
Here, m is the number of the phonon-assisted line (m = 0
corresponds to the zero-phonon line); I0 ∝  |H |2exp(–N);
A is the coupling matrix element; and N is the mean
number of phonons emitted, which characterizes the
electron–phonon coupling force. In the case of the tran-
sition with participation of a local center,

(3)

where Eph is the energy of LO-phonons, ε0 and ε∞ are
the static and high-frequency dielectric constants, and
aB is the Bohr radius of the localized excitation. The
generalization of the expression for N to the case of
excitonic excitations [15, 16], disregarding the center-
of-mass motion, yields the following result:

where

and α = /  is the ratio of the hole and electron
effective masses. One should note that the Poisson law

N
e2

Eph
------- 1

ε∞
----- 1

ε0
----– 

  5
16aB z( )
-------------------,≈

N' γN ,=

γ α 1–( )2 19/5 α– α2+( )
α 1 α+( )3

---------------------------------------------------------- 1,≤=

mh* me*
SEMICONDUCTORS      Vol. 36      No. 4      2002
for the subsequent lines m @ 1 begins to be violated
more and more, which is apparently associated with the
adiabaticity violation.

The exciton binding energy with the quantum num-
ber n = 1 is expressed as

where µ–1 = 1/  + 1/ , and aB = "2ε0/µe2. On this
basis, the following formula relating E and Eex can be
easily obtained:

(4)

Thus, the exciton binding energy and its Bohr radius as a
function of the semiconductor surface treatment or as a
function of the distance to the crystal surface can be
determined from the values of Eph and N obtained from
the photoluminescence and cathodoluminescence spec-
tra. The meaning of parameter β will be explained below.

3. EXPERIMENTAL
Studies of surface luminescence effects were car-

ried out using both III–V samples (GaAs) and II–VI
samples (CdS) [4, 17–21]. Photoluminescence (PL)
spectra were measured at the temperature T = 4.2 K
with the laser radiation excitation in a continuous-
wave (helium–neon laser, wavelength λ = 632.8 nm,
peak intensity Lmax = 1018 photon/(cm2 s)) and pulsed
(ruby laser, wavelength λ = 694.3 nm, pulse duration
t = 20–40 ns, Lmax = 1025 photon/(cm2 s)) modes. These
intensities of laser radiation allowed us to study the
subsurface region under the flat-band conditions. Exci-
tation radiation was absorbed at the depth &0.5 µm,
and, thus, the bulk effect was minimized. The PL spec-
tra were measured using an IKS-12 monochromator
with a subsequent recording of the sample emission
using a FEU-62 photomultiplier.

The surface PL spectra of GaAs were studied in
relation to the following treatments [17–21]:

1) chemical polishing etching in H2O2 : H2SO4 :
H2O = 1 : 3 : 1 solutions;

2) doping of the surface with gold, silver, and palla-
dium from solutions; i.e., deposition of metal nanoclus-
ters on the surface;

3) treatment of the surface by intense ruby laser
radiation (intensity L = 1026 photon/(cm2 s));

4) irradiation of the surface with an electron beam
(400 keV, 2 · 106 rad);

5) irradiation with penetrating 60Co gamma-ray pho-
tons (106–108 rad);

6) pyrolitic deposition of insulating layers of Si3N4
and Ge3N4 with thickness d ≈ 1000 Å; and

7) bombardment of the surface with argon ions (1 keV,
1015–1019 cm–2).

Eex
µe4
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Table

System Band, eV Eph, meV N

c = 0.5

Eex(Ecentre), 
meV aB, Å

GaAs coated with Si3N4 film; surface exciton 1.5144 ~30 0.066 9.45 162

GaAs coated with Ge3N4 film; surface exciton 1.5144 ~30 0.077 11.02 139

GaAs coated with Si3N4 film after γ irradiation; 
surface exciton

1.5144 ~30 0.054 7.73 198

GaAs coated with Ge3N4 film after γ irradiation; 
surface exciton

1.5144 ~30 0.069 9.88 155

GaAs coated with Si3N4 film; shallow surface 
center

1.477
1.444

33 0.079 12.44 123

GaAs coated with Ge3N4 film; shallow surface 
center

1.4769
1.4439

33 0.073 11.5 133

GaAs coated with Si3N4 film after γ irradiation; 
shallow surface center

1.477
1.444

33 0.072 11.33 135

GaAs coated with Ge3N4 film after γ irradiation; 
shallow surface center

1.4769
1.4439

33 0.063 9.92 154

Note: Ecentre denotes the energy of surface center.
The measurements of cathodoluminescence spec-
tra were performed at 77 K for various CdS crystals
(block and platelike) as a function of the electron
energy, which defined the excitation depth; thus, the
distribution of cathodoluminescence properties were
studied throughout the depth [4].
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Fig. 1. Photoluminescence spectra of n-GaAs samples
(electron concentration n0 ≈ 1018 cm–3) coated with a Si3N4
layer 1000 Å thick: (1) prior to irradiation, (2) after γ irradi-
ation with the dose 5 × 106 rad; T = 4.2 K. In the inset, we
show the dependence of the binding energy of the exciton in
GaAs on the thickness of the localization region: 1 and 1' for
the binding energy of surface excitons in the case of the
Si3N4 layer at the surface before and after γ irradiation,
respectively; 2 and 2' are the same for the case of Ge3N4
coating.
4. RESULTS AND DISCUSSION
It has been shown [17–21] that, under certain condi-

tions, the manifestation of surface excitons is possible
in the PL spectra. This occurs as a result of specific
treatments of the surface:

(i) removal of impurities such as silicon from the sur-
face layer; the silicon impurity significantly reduces the
lifetime of nonequilibrium electron–hole pairs in GaAs;

(ii) deposition of Ga3N4 or Si3N4 insulator films onto
the surface; this film prevents rapid oxidation of the
surface.

After the etching of the surface of the initial GaAs
samples in an H2O2 : H2SO4 : H2O = 1 : 3 : 1 solution,
a band at the energy E ≈ 1.515 eV, attributed to the sur-
face excitons, was present in the PL spectra. The inten-
sity of this band decreased after the following surface
treatments: doping of the surface with Ag and Pd from
the aqueous solutions of salts [21], low-dose bombard-
ment with argon ions with a subsequent doping by Ag
and Au atoms [20], irradiation with fast electrons, and
exposure to an intense beam of pulsed ruby laser and to
γ radiation [21]. This can be explained by the increase
in the number of surface nonradiative recombination
centers after the surface treatment. Since, under high
doses of γ radiation, the intensity of this peak begins to
increase, this means that, in addition to the increase in
the surface concentration of nonradiative recombina-
tion centers, the appearance of new centers of radiative
recombination occurs. The resulting intensity is defined
by the competition of these two processes.

The first phonon replica of this peak was resolved in
PL spectra of the samples coated with Si3N4 and Ge3N4
SEMICONDUCTORS      Vol. 36      No. 4      2002
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films (Figs. 1, 2). The energy of phonons involved in the
transitions was determined from the spectra measured
and was equal to ~30 meV, and the exciton–phonon
coupling factor decreased from 0.066 and 0.077 to
0.054 and 0.069, respectively, as a result of γ irradia-
tion. Simultaneously, the intensities of the peak and its
phonon replica decreased. The results obtained are
indicative of the change in exciton binding energy at the
surface (see formula (4)). The values of the exciton–
phonon coupling factor prior to and after the γ irradia-
tion, as well as the values of exciton binding energies at
the surface calculated according to (4) together with
those of exciton Bohr radii, are listed in the table. The
magnitude of the dielectric constant was calculated
according to the effective-medium model formula (2)
for a semiconductor surface with an insulator film (ε0 =
7, ε∞ = 4 [22]). For estimates, the fraction of the semi-
conductor phase in the effective medium was assumed
to be equal to c = 0.5. For comparison, one should note
that the values of the exciton binding energy and Bohr
radius for the semiconductor bulk (c = 1) are equal to
Eex = 3.8 meV and aB = 294 Å. It can be seen that the
insulator environment of the semiconductor results in
the increase in the exciton binding energy and in the
decrease in its Bohr radius (localization enhancement)
as compared to the bulk. The destructive effect of the
penetrating γ radiation on the surface gives rise to par-
tial exciton delocalization. The dependence of the exci-
ton binding energy in GaAs on the thickness of its
localization layer is illustrated in the inset in Fig. 1. Fit-
ting of the calculated values of the exciton binding
energy to those obtained experimentally allows us to
estimate the thickness of the surface-exciton localiza-
tion region prior to and after the γ irradiation at 35 and
45 monolayers when there is a Ge3N4 layer at the sur-
face.

After deposition of the Si3N4 layer at the surface of
the GaAs samples, a well-resolved structure associated
with phonon replicas of the band with E ≈ 1.477 eV
(emission peaks at 1.477 and 1.444 eV) [17, 18] was
observed in the low-temperature PL spectra in addition
to the band with E ≈ 1.515 eV. Thus, the energy of
phonons involved in these transitions was equal to
33 meV. This value is consistent with theoretical pre-
dictions [23–25], according to which the energy of sur-
face phonon polaritons should be higher than that of the
bulk TO-phonon (32 meV) and lower than the
LO-phonon energy (36 meV). The calculated value of
the electron–phonon coupling factor N was 0.079. Sim-
ilarly, in GaAs samples coated with Ge3N4 films, the
bands with energies 1.4769 and 1.4439 eV were
observed and corresponded to the phonon energy val-
ues found previously [19]. The electron–phonon cou-
pling factor was equal to 0.073 in this case. These bands
are apparently associated with radiative recombination
via a shallow surface center of structural origin (of the
“surface vacancy + N” type). Etching-off of the Si3N4
(Ge3N4) layer, along with a thin GaAs layer (~100 Å),
SEMICONDUCTORS      Vol. 36      No. 4      2002
resulted in the band quenching, which confirmed their
surface origin.

The increase in the intensity of band phonon-replica
series and of the band itself associated with emission
from a shallow surface center was observed after γ radi-
ation at a dose of ~5 × 106 rad. In this case, the exciton–
phonon interaction factor decreased to 0.072 and 0.063
for the samples coated by Si3N4 and Ge3N4 layers,
respectively; this is apparently associated with the
increase in the concentration of the surface vacancies
responsible for the appearance of bands.

We now consider dependences of the zero-phonon
line (I0) and phonon replica (I1, I2) intensities for CdS
single crystals on the electron energy E0 in the beam.
Corresponding data are shown in Fig. 3 [4]. Based on
these data, the dependences of the exciton–phonon cou-
pling factor on the penetration depth z0(E0) of the exci-
tation electron beam were obtained (Fig. 4). It turns out
that the exciton–phonon coupling force in the bulk of
CdS crystals was rather large and close to 1, and near
the surface itself (at a distance on the order of hundreds
of angstroms) it decreased markedly, especially in the
case of platetype crystals. Such a behavior can be
caused by the fact that, in the case of platelike crystals,
the “dead” layer has a minimal thickness on the order
of the exciton diameter; i.e., the exciton can closely
approach the surface. At the same time, in the bulk CdS
crystals, at the surfaces of which a distorted macrolayer
exists, the dependence N[z0(E0)] is significantly
weaker. One should note that the dependence of the
effective depth of the electron–hole pair generation by
an electron beam (ionization losses of electrons) on
electron energy is determined using the approximate
Klein expression [26] with the length of the total path
RB = b  (n = 1.75 for CdS, and the magnitude of
parameter b is adjusted empirically from the best agree-
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Fig. 2. Photoluminescence spectra of n-GaAs samples
(electron concentration n0 ≈ 1018 cm–3) coated with a
Ge3N4 layer 1000 Å thick: (1) prior to irradiation, (2) after
γ irradiation at a dose of 107 rad; T = 4.2 K.
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ment between calculated and experimental depen-
dences of the no-phonon line intensity I0(E0). Thus, the
spatial distributions of energy Eex(z) and of the exciton
radius aB(z) were obtained (Fig. 5). When plotting the
curves in Fig. 5, the value of parameter β was chosen in
such a way as to ensure that the values of Eex and aB

coincided with the known bulk exciton parameters—
28.9 meV and 28 Å, respectively [1]. Averaged over
both samples and two methods of determination of
exciton–phonon coupling, the value of parameter β =
0.37 differs from the theoretical value of parameter γ =
0.65 by nearly two times. Consideration of exciton–
phonon coupling in [15, 16] apparently did not account
for all the features of this phenomenon. It can be seen
that, similarly to N(z), the exciton binding energy
decreases near the surface by two times or more. This
confirms the known statement that there exists a region
near the surface of a semiconductor where the excitonic
state n = 1 is strongly disturbed [1]. The closest-to-sur-
face fraction of this region is referred to as an intrinsic
exciton-free “dead” layer, whose thickness is equal to
the exciton size by an order of magnitude. The presence
of such a layer is caused by the confinement of the elec-
tron and hole motion by the surface and by the action of
image forces. A more extended layer with a reduced
binding energy is apparently caused by the interaction
of excitons with the field of charged centers [1]. This
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Fig. 3. Dependence of zero-phonon line (1) and phonon rep-
lica (2 and 3) intensities on the electron energy E0 in the
beam for CdS sample 3. In the inset, we show the exciton
cathodoluminescence spectrum of a platelike CdS crystal at
T = 77 K; wavelength: λ0 = 4880 Å, λ1 = 4930 Å, and λ2 =
5000 Å.
Fig. 4. Dependence of relative intensities of zero-phonon
line (I0) and phonon replicas (I1, I2) in CdS on the electron
energy: 1 and 2 for sample 1; 3 and 4 for sample 3; 1 and 3
correspond to 2I2/I1; and 2 and 4 correspond to I1/I0.
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can be described in the adiabatic approximation; i.e.,
here, the description of exciton–phonon coupling by
expression (3) is justified. The subsurface nonadiabatic
layer itself requires more rigorous consideration.

The binding energy decrease and an increase in the
exciton radius in the subsurface submicrometer layer
reflect a gradual transition to the “dead” layer caused by
the attenuation of excited quasi-particles, with this
attenuation being enhanced by the surface (as follows
from the broadening of the excitonic lines near the sur-
face from 5 to 10 up to ~15 meV) due to the effect of
electric forces of the space charge region (contracted
owing to the intense illumination of the crystal [27]),
the nonstoichiometric composition of the surface layer
(e.g., cadmium enrichment in the case of CdS), or the
presence of a large number of surface centers for exci-
ton annihilation. These factors can affect the dielectric
parameters of the material and, consequently, the reso-
nance frequency of an exciton. For the elucidation of
the specific mechanism of the extended “dead” layer
manifestation, the study of the composition of the sub-
surface region and its structural parameters is required.

5. CONCLUSION

In this study, the effect of surface treatments on the
excitonic characteristics of the subsurface region of
semiconductors was investigated. By the example of
GaAs, it is shown that surface treatment results, as a
rule, in a decrease of the electron–phonon interaction
factor and in the lowering of the binding energy of sur-
face excitons. Both the increase and decrease of emis-
sion intensity can be observed for various bands. This
is associated with the competing effect of formation of
both radiative and nonradiative recombination centers
in the course of treatment. In the GaAs–Si3N4 (Ge3N4)
structure, the effect of the insulator also results in an
increase in the surface-exciton binding energy.

The characteristics of bulk excitons on the cathod-
oluminescence excitation depth was also studied in this
work. It is shown that the exciton binding energy
decreases as it approaches the surface and causes the
presence of subsurface “dead” layers.

ACKNOWLEDGMENTS

This study was supported in part by the International
Science & Technology Center, project no. U-31.

REFERENCES

1. V. A. Kiselev, B. V. Novikov, and A. E. Cherednichenko,
Excitonic Spectroscopy of Subsurface Region of Semi-
conductors (Leningr. Gos. Univ., Leningrad, 1987).

2. Yu. V. Kryuchenko, D. V. Korbutyak, V. G. Litovchenko,
Excitonic Reflection Spectra of Semiconductor Crystals
with Inhomogeneous Subsurface Region (Inst. of Semi-
cond., Acad. of Sci. of Ukraine, Kiev, 1990).
SEMICONDUCTORS      Vol. 36      No. 4      2002
3. A. S. Batyrev, N. V. Karasenko, B. V. Novikov, et al.,
Pis’ma Zh. Éksp. Teor. Fiz. 62 (5), 397 (1995) [JETP Lett.
62, 408 (1995)].

4. N. L. Dmitruk, V. M. Leonov, V. G. Litovchenko, and
G. Kh. Talat, Fiz. Tverd. Tela (Leningrad) 20 (2), 518
(1978) [Sov. Phys. Solid State 20, 300 (1978)].

5. J. J. Hopfield, J. Phys. Chem. Solids 10 (1), 110 (1959).
6. L. V. Keldysh and A. P. Silin, Zh. Éksp. Teor. Fiz. 69 (3),

1053 (1975) [Sov. Phys. JETP 42, 535 (1975)].
7. Yu. E. Lozovik and V. N. Nishanov, Fiz. Tverd. Tela

(Leningrad) 18 (11), 3267 (1976) [Sov. Phys. Solid State
18, 1905 (1976)].

8. E. P. Pokatilov, S. I. Beril, V. M. Fomin, et al., Phys. Sta-
tus Solidi B 145, 535 (1988).

9. M. G. Lisachenko, E. A. Konstantinova, P. K. Kash-
karov, and V. Yu. Timoshenko, Phys. Status Solidi A 182,
297 (2000).

10. A. Sarua, G. Gärtner, G. Irmer, et al., Phys. Status Solidi
A 182, 207 (2000).

11. M. Shinada and S. Sugano, J. Phys. Soc. Jpn. 21 (10),
1936 (1966).

12. R. Del Sole and E. Tosatti, Solid State Commun. 22 (5),
307 (1977).

13. S. I. Pekar, Usp. Fiz. Nauk 1, 17 (1953).
14. A. S. Davydov and É. N. Myasnikov, Excitons in Molec-

ular Crystals (Naukova Dumka, Kiev, 1973).
15. Y. Toyozawa, J. Lumin. 1, 732 (1970).
16. H. L. Malm and R. R. Hearing, Can. J. Phys. 49, 2970

(1971).
17. V. A. Zuev, D. V. Korbutyak, and V. G. Litovchenko,

Pis’ma Zh. Éksp. Teor. Fiz. 20 (1), 3 (1974).
18. V. G. Litovchenko, V. A. Zuev, D. V. Korbutyak, and

G. A. Sukach, in Proceedings of the 2nd International
Conference on Solid Surface, Kyoto, Japan; Jpn. J. Appl.
Phys., Suppl. 32, 421 (1974).

19. V. A. Zuev, D. V. Korbutyak, V. G. Litovchenko, and
G. A. Sukach, Izv. Akad. Nauk SSSR, Ser. Fiz. 38 (6),
1291 (1974).

20. A. V. Drazhan, V. A. Zuev, D. V. Korbutyak, et al.,
Fiz. Tekh. Poluprovodn. (Leningrad) 11 (7), 1260 (1977)
[Sov. Phys. Semicond. 11, 742 (1977)].

21. V. A. Zuev, D. V. Korbutyak, and V. G. Litovchenko,
Fiz. Tekh. Poluprovodn. (Leningrad) 8 (9), 1651 (1974)
[Sov. Phys. Semicond. 8, 1071 (1974)].

22. A. A. Evtukh and V. G. Litovchenko, Optoélektron.
Poluprovodn. Tekh. 5, 3 (1984).

23. R. Fuchs and K. L. Kliewer, Phys. Rev. 140, A2076
(1965).

24. R. Englman and R. Ruppin, J. Phys. Chem. Solids 1, 630
(1968).

25. V. V. Bryksin and Yu. A. Firsov, Fiz. Tverd. Tela (Lenin-
grad) 11, 2167 (1969) [Sov. Phys. Solid State 11, 1751
(1970)]; Fiz. Tverd. Tela (Leningrad) 14, 1148 (1972)
[Sov. Phys. Solid State 14, 981 (1972)].

26. C. A. Klein, Appl. Opt. 5, 1922 (1966).
27. N. L. Dmitruk, V. I. Lyashenko, and A. K. Tereshchenko,

Ukr. Fiz. Zh. 17 (8), 1356 (1972).

Translated by T. Galkina



  

Semiconductors, Vol. 36, No. 4, 2002, pp. 430–433. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 36, No. 4, 2002, pp. 453–456.
Original Russian Text Copyright © 2002 by Emel’yanov, Nikolaev, Sobolev.

                                                                                                          

SEMICONDUCTOR STRUCTURES,
INTERFACES, AND SURFACES

                     
Nature of the Edge Electroluminescence Peak
in the Si:(Er,O) Diode Breakdown Mode

A. M. Emel’yanov, Yu. A. Nikolaev, and N. A. Sobolev
Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg, 194021 Russia

Submitted October 16, 2001; accepted for publication October 17, 2001

Abstract—Electroluminescence (EL) of erbium- and oxygen-doped Si:(Er,O) diodes at λ = 1.00–1.65 µm
has been studied in the p–n junction breakdown and forward current modes. The EL was measured at room
temperature from the front and back surfaces of the diodes. A peak corresponding to the absorption band
edge of silicon was observed in the EL spectra of some diodes in the p–n junction breakdown mode. The
peak is associated with the injection of minority carriers from the metal contact into silicon, with subsequent
band-to-band radiative recombination. The band-to-band recombination intensity increases sharply on reach-
ing a certain current density that depends on the fabrication technology. This threshold current density
decreases with the temperature of post-implantation annealing of Si:(Er,O) diodes increasing in the range
900–1100°C. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The breakdown mode of a silicon diode is used to
excite the electroluminescence (EL) of rare-earth (Er,Ho)
ions in the space charge region of the p–n junction
[1–6]. In erbium- and oxygen-doped Si:(Er,O) diodes
[1–5] fabricated by certain technologies, we observed
in the p–n junction breakdown mode an EL band in the
range of the band-to-band recombination in silicon,
along with a peak at λ ≈ 1.54 µm, associated with radi-
ative transitions of electrons between the 〈crystal
field〉–split 4I13/2 and 4I15/2 levels of Er3+ ions, and rela-
tively weak and, commonly, nearly λ-independent (at
λ ≈ 1.2–1.6 µm) emission due to transitions of “hot”
electrons within the conduction band of silicon. Reveal-
ing the origin of this band is important for a better
understanding of the rare-earth ion excitation and deex-
citation mechanisms in semiconductor diodes and of
the physical processes occurring in the diodes in the
breakdown mode.

Previously, the appearance of an EL band in the
range of the silicon band-to-band recombination was
also observed in the breakdown mode in some silicon
diodes [7, 8]. In [7], the origin of this band was attrib-
uted to the impact ionization of atoms.

Based on studies of EL in Si:(Er,O) diodes in the
breakdown and forward-current modes, we present the
first experimental evidence that the reason for the
appearance of the EL band in the band-to-band recom-
bination range in silicon can be related to injection of
minority carriers from a metal contact into silicon,
which occurs in the breakdown. Some of the technolog-
ical aspects in the fabrication of silicon diodes exhibit-
ing effective room-temperature EL in the band-to-band
recombination range are considered.
1063-7826/02/3604- $22.00 © 20430
2. EXPERIMENTAL PROCEDURE

Implantation of 2.0 and 1.6 MeV erbium ions and
0.28 and 0.22 MeV oxygen ions with doses of, respec-
tively, 3 × 1014 and 3 × 1015 cm–2 was done into the front
face of polished n-type Czochralski-grown 0.3-mm-
thick (100) Si wafers with a resistivity of 0.5 Ω cm. The
implantation was accompanied by amorphization of the
surface layer. Boron (40 keV, 5 × 1015 cm–2) and phos-
phorus (80 keV, 1 × 1015 cm–2) ions were implanted into
the front and back faces of the wafers, respectively, to
produce heavily doped p+ and n+ layers. Two-stage
annealing in a chlorine-containing atmosphere [2], first
at T1 = 620°C (1 h) and then at T2 = 700–1100°C (0.5 h),
led to recrystallization of the amorphized layer and to
the formation of optically and electrically active
erbium-related centers. The working area of the mesa
diodes was S ≈ 2 × 2 mm2. The breakdown voltage at
room temperature was ~6.5 V for diodes annealed at
T2 = 1000°C. Aluminum contacts 1 mm in diameter
were deposited onto the front and back sides of the
diodes by thermal evaporation in vacuum. The EL was
excited at room temperature by 5-ms square pulses with
a repetition frequency of 32 Hz. The emission from the
Al-free surface of the diode structure was focused,
using a system of lenses, onto the entrance slit of an
MDR-23 monochromator and detected at its output
with an uncooled InGaAs diode (with 7-nm resolution
in the range λ = 1.0–1.65 µm).

3. EXPERIMENTAL RESULTS AND DISCUSSION

Let us first discuss the results obtained for a sample
annealed at T2 = 1000°C. Figure 1 shows the EL spectra
of this Si:(Er,O) diode, which were measured at the
same currents in the breakdown (curve 1) and forward
bias modes (curve 2). In the breakdown mode, a peak at
002 MAIK “Nauka/Interperiodica”
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λ ≈ 1.16 µm is observed along with the Er-ion EL peak
at λ ≈ 1.54 µm and the band of hot-carrier EL. A similar
EL peak is observed in the forward current mode (see
Fig. 1, curve 2) and is commonly attributed to band-to-
band (indirect) radiative recombination. It is notewor-
thy that, in the sample under study, the intensity of this
peak is lower under forward bias, compared with the
case of reverse bias, although this relation may be
reversed for diodes fabricated by other technologies.
The intensity of the λ ≈ 1.16 µm EL as a function of for-
ward and reverse current is represented in Fig. 2 by
curves 1 and 2, respectively. The EL increases steeply
after the threshold current is reached, which differs
depending on the direction of the current. The existence
of a current threshold can be attributed to the presence
of nonradiative recombination channels through which
recombination occurs almost entirely at currents below
the threshold one.

A specific feature of the band-to-band recombina-
tion emission is that it is quite strongly absorbed in the
silicon wafer. Therefore, if this emission is mainly gen-
erated at one of the wafer surfaces, a significant differ-
ence would be expected to appear at one and the same
current between the EL spectra recorded from the front
and back sides of the wafer. Not only the EL peak inten-
sity, but also other characteristics of the spectra may
differ, since the absorption coefficient of silicon in this
spectral range is not constant but increases steeply
toward shorter wavelengths.
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Fig. 1. EL spectra recorded at equal currents through the
diode: (1) breakdown mode and (2) forward current mode.
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Figure 3 presents the EL spectra measured in the
breakdown mode at one and the same current, with
emission collected from the front (curve 1) and back
(curve 2) sides of a wafer. Since the absorption of the
Er-ion emission (λ ≈ 1.54 µm) across the wafer thick-
ness is small, curve 2 was recorded with the sample
arranged so that the intensity of the Er-related EL peak
exactly coincided with that for curve 1. This alignment
also led to virtually coinciding intensities of the “hot”
EL in the range λ ≈ 1.25–1.45 µm, which is also mani-
fested in the high transparency range of Si. As seen
from Fig. 3, under the experimental conditions, the EL
intensity recorded in the breakdown mode in the band-
to-band recombination range from the backside of a
wafer exceeds that observed from its front. It is neces-
sary to note also that, under the same experimental con-
ditions, the EL intensity measured in the band-to-band
recombination range in the forward current mode was,
by contrast, higher when recorded from the front side of
a wafer. These results show that the intensity of the
emission peak of minority carrier recombination is sig-
nificantly shifted to the front side of the wafer in the
forward current mode and to its backside in the break-
down mode. This conclusion is also supported by a
comparison of the EL spectra in the band-to-band
recombination range normalized to the peak intensity
(Fig. 4). As seen in Fig. 4, the EL spectrum observed
from the front side of the wafer is narrower than that
collected from the back side, owing to the strong
absorption of short-wavelength emission in Si.
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Fig. 2. EL intensity at λ = 1.16 µm vs. the current through
the diode: (1) forward bias and (2) breakdown mode.
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Fig. 3. EL spectra recorded at current of 400 mA in the
breakdown mode, with the emission collected from
(1) front and (2) rear sides of a wafer.
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Fig. 4. EL spectra normalized to peak intensity, recorded at
a breakdown current of 400 mA, with emission collected
from (1) front and (2) rear sides of a wafer.
In the breakdown of a p–n junction, electrons gener-
ated in the space charge region arrive at the n region,
and holes, at the p region. Nonequilibrium majority car-
riers either go to metal contacts or recombine with the
minority carriers injected from these contacts. In the
latter case, band-to-band recombination emission is
generated mainly at the back surface of the sample. It is
important that impact ionization is not necessary for
emission generation in this case.

In studying the EL from Si:(Er,O) diodes, differing
from those described above only in the temperature of
the second annealing (in the range 700 ≤ T2 ≤ 1100°C),
we found that the peak of the band-to-band recombina-
tion EL was observed in the breakdown mode at current
densities j & 25 A/cm2 only at T2 ≥ 950°C, and was not
observed at T2 ≤ 900°C. Also, the technological repro-
ducibility of this peak was very low, in contrast to the
Er-related EL peak. This poor reproducibility may be
related to the conditions of metal–semiconductor con-
tact fabrication, e.g., to varying parameters of the
intrinsic oxide film on the semiconductor surface and
varied levels of surface contamination. To elucidate the
reasons why the second annealing temperature affects
the effect in question, we studied the technologically
well-reproducible dependences of the band-to-band EL
peak intensity on the forward current density at differ-
ent T2. The results we obtained are presented in Fig. 5.
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Fig. 5. EL peak intensity in the band-to-band recombination
range vs. forward current density for Si:(Er,O) diodes dif-
fering in second annealing temperature T2: (1) 700, 800,
and 900, (2) 975, (3) 1000, (4) 1025, and (5) 1100°C.
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As seen, the band-to-band recombination EL is virtu-
ally unobservable at T2 ≤ 900°C in the current density
range under study. With the second annealing tempera-
ture raised to 975°C and above, the threshold current
density jth, at which effective emission in the band-to-
band recombination range is observed, already falls
within the range of current densities we studied and
which are shown in Fig. 5. Upon increasing the second
annealing temperature, jth decreases. By analogy with
the EL in the forward current mode, it may be assumed
that the influence of the annealing temperature T2 on the
radiative band-to-band recombination EL in the case of
breakdown can be attributed to the effect of the anneal-
ing temperature on the threshold (current density) for
the appearance of EL from the backside of a silicon
wafer.

4. CONCLUSION

We have shown that the band observed in the range
of indirect band-to-band recombination in the EL spec-
trum of a silicon diode in the breakdown mode can be
related to the injection of minority carriers into silicon
from a metal contact. Therefore, impact ionization pro-
cesses are not necessary for this EL band to appear.
Effective emission in the band-to-band recombination
range appears when a certain, technology-dependent
current density is reached. This threshold current den-
sity decreases with the temperature of the post-implan-
tation annealing of Si: (Er,O) diodes increasing in the
range 900–1100°C.
SEMICONDUCTORS      Vol. 36      No. 4      2002
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Abstract—Within the scope of the simple one-band approximation, the effect of built-in attractive and repul-
sive δ-shaped potentials on the energy spectra of carriers and oscillator strength was studied for optical transi-
tions in quantum wells. The effect of δ-shaped perturbation on the magnitude and sign of the energy level shift
was shown to depend heavily on the isoelectronic probe position and the effective mass inhomogeneity. Calcu-
lation of the oscillator strength for intersubband transitions confirms the possibility of developing coupled
quantum-well structures with interesting nonlinear properties. © 2002 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Interband and intersubband optical transitions in
heterostructures with quantum wells (QWs) are attract-
ing considerable attention due to ample opportunities
for their application in semiconductor lasers and photo-
detectors of infrared radiation [1, 2]. In this case, it is
often required to control the energy position of two-
dimensional subbands, as well as the degree of electron
and hole wave-function localization in QWs. For given
materials of QWs and surrounding barrier layers, such
control is conventionally accomplished by selecting the
well width or (and) solid solution composition (i.e., the
well depth). As a result, the parameters of the electron
states belonging to all the subbands of size quantization
are simultaneously changed. Obviously, this method is
not always convenient, since the requirements for the
necessary electron spectrum and minimization of the
photodetector dark current can contradict one another
[2]. To overcome this problem, more intricate hetero-
structures are sometimes employed instead of ordinary
QWs. In [3], the method of planar isoelectronic pertur-
bation implemented by inducing δ-shaped repulsive or
attractive potentials at the QW center was first sug-
gested for the separate control of the QW electron and
optical properties. The basic idea of this approach con-
sists in that such a localized perturbation has a signifi-
cant effect on the energy position of even-numbered
subbands of size quantization, leaving virtually
unchanged the states belonging to odd-numbered sub-
bands, whose wave function at the point of δ-perturba-
tion has a node.

Experimental study [4, 5] of optical absorption and
photoluminescence (PL) of such QWs has shown that
such a perturbation indeed makes it possible to affect
significantly the energy distance between subbands in
comparison with the ordinary QW. If the δ perturba-
tion is not at the QW center, it begins to also affect the
1063-7826/02/3604- $22.00 © 20434
states of odd-numbered subbands of electrons and
holes. Apart from the level shift, the δ-perturbation
affects the wave-function symmetry. Therefore, the
selection rules and oscillator strengths for intraband and
interband optical transitions are changed. Recently, an
isoelectronic perturbation was shown to significantly
improve the radiative parameters of indirect-gap
GaAsP/GaP-based QWs [6].

In this study, we theoretically investigate the QW
energy spectrum with the built-in repulsive or attractive
potentials, taking into account the effective mass non-
uniformity. The calculations were carried out for built-
in barriers of finite width and height and δ-shaped bar-
riers. When built-in potentials are shifted from the QW
center, their effect on the energy spectrum can be
described with sufficient accuracy in the approximation
of the perturbation theory, considering these potentials
as δ perturbations. Notwithstanding the fact that all cal-
culations were carried out neglecting the energy spec-
trum nonparabolicity and electron state mixing, a rather
good agreement with the experiment [4, 5] was
achieved.

CALCULATION OF THE BOUND STATE 
ENERGY

First, we consider the case when an isoelectronic
perturbation is at the QW center. The structure experi-
mentally studied in [5] was a GaAs/AlAs QW with the
confining potential U0. A thin-layer of wide-gap (AlAs)
or narrow-gap (InAs) material was introduced at the
QW center. These layers, typically having a thickness
of a few monolayers, produce highly localized rectan-
gular attractive and repulsive potentials with a height of
V0 and a thickness of 2ε ! 2a. The electron wave func-
002 MAIK “Nauka/Interperiodica”
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tion in the conduction band can be written (as is usual)
as the product of the Bloch function uc(r) at the Bril-
louin zone center and the smooth envelope function
ϕ(z) describing the electron motion along the z-axis,

(1)

where S is the structure cross section and k|| and r(x, y)
are the two-dimensional wave vector and radius vector in
the plane xy, respectively. In the effective-mass approxi-
mation, the envelope function ϕ(z) is determined from
the following Schrödinger equation (see [7]):

ψ r( ) 1

S
-------uc r( )e

ik||rϕ z( ),=
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(2)

Here, V(z) is the heterostructure potential pattern and
m*(z) is the effective electron mass. A solution to Eq. (2)
for bound states E < U0 in separate regions can be rep-
resented (as is usual) as a linear combination of expo-
nential functions of an imaginary or real argument. Using
the conventional continuity conditions for ϕ(z) and
ϕ'(z)/m* at each heteroboundary, we can readily derive
the equations to determine the bound state energies,
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where the wave vectors are given by

The derived transcendent equation can be simplified by
performing a passage to the limit (V0  ∞, ε  0,
V0ε = const); i.e., we replace a barrier of finite thickness
at the QW center by the δ-shaped barrier. Designating
the barrier penetrability as

the energies of even-numbered states can be described
by the simpler equation

(4)

where the minus and plus signs correspond to the repul-
sive and attractive potentials, respectively. For odd-
numbered states, we obtain an equation coinciding with
the analogous one for the simple QW. As expected, the
δ-shaped barrier at the QW center has no effect on the
energy position of odd-numbered subbands. When a
δ-shaped perturbation is not at the structure center, but
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is shifted to the left or right to the point z0 it is impossi-
ble to obtain simple analytical results. In this case, the
energy level shift can be readily estimated using the
perturbation theory. Comparing the results of such an
approach to the results of an exact solution in the spe-
cific case when a perturbation is at the QW center (z0 =
0), it can be concluded that, restricting ourselves to the
second order of the perturbation theory, the level shift
can be described to within about 5%. Representing the
perturbing potential as

(5)

and knowing the energy spectrum  and the wave

functions (z) of bound states in the ordinary QW
without built-in barriers, the energy levels of a QW
with a built-in δ-shaped barrier can be written as

(6)

If the point z = z0 is a node for this state, we have

(z0) = 0 and En = . In general, one can see from
(6) that the coordinate dependence of electron wave
functions in the QW can be determined, in principle, by
measuring the energy level shift at various δ-perturba-
tion positions.

In [5], intrasubband absorption spectra in a
GaAs/AlAs QW with a width of 33 monolayers were
studied. To induce repulsive or attractive potential at the
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Table 1.  Energy levels in quantum wells (calculation)*

QW profiles

a b c d e f g

E1, meV 44.58 88.53 3.63 88.21 2.61 91.29 5.7

E2, meV 180.2 168.97 186.04 180.2 180.2 180.2 180.2

E3, meV 410.7 468.29 376.15 467.52 375.06 477.2 377

E2 – E1 135.62 80.44 182.41 91.99 177.59 88.91 174.5

* The QW wall height at T = 300 K is taken as 1.2 eV [5]. Notation: (a) simple QW; (b–g) QWs with (b) AlAs, (c) InAs, (d) AlAs, and (e)
InAs δ-shaped barriers; (f, g) calculation in the approximation of the perturbation theory for the cases (d) and (e), respectively.

Table 2.  Calculation parameters

Parameters Units Values References

Band gap Eg(GaAs) eV 1.519 [7]

Electron mass me(Ga1 – xAlxAs) m0 0.067 + 0.083x [8]

Electron mass me(InAs) m0 0.023 [7]

Electron mass me(AlAs) m0 0.15 [9, 10]

Heavy hole mass mhh(Ga1 – xAlxAs) m0 0.62 + 0.14x [8]

Light hole mass mlh(Ga1 – xAlxAs) m0 0.087 + 0.063x [8]

Attractive potential V0e eV 0.64

Attractive potential V0h eV 0.35

Repulsive potential V0e eV 1

Repulsive potential V0h eV 0.15

Exciton binding energy Eex[ei – hhj(lhj)] meV 6.5(9) [4]
QW center, AlAs or InAs monolayers were introduced,
respectively. These additional layers appreciably shift
the intraband absorption spectrum caused by transitions
between the ground and first excited subbands of size
quantization in the QW. For example, the absorption
maximum in the QW without built-in potentials corre-
sponds to the photon energy of 138 meV. The introduc-
tion of only one AlAs (repulsive potential) or InAs
(attractive potential) monolayer into the QW center
shifts the absorption peak to 88 and 181 meV, respec-
tively. The calculated electron level positions with
respect to the QW bottom are listed in Table 1. The cal-
culation parameters typical of the GaAs/AlAs and
GaAs/InAs heterostructures were used (see Table 2).
The calculations show that the GaAs/AlAs QWs with a
width of 33 monolayers (about 94 Å), containing single
AlAs or InAs monolayers, always have five bound lev-
els. One can see from the data of Table 1 that introduc-
tion of only one AlAs or InAs monolayer has a marked
effect on the arrangement of even-numbered subbands
and almost no effect on odd-numbered subbands. For
example, if the first level in the QW without built-in
potentials is at a height of 44.6 meV, introduction of a
repulsive potential drastically shifts the ground level
upward; its energy grows approximately twofold and
becomes equal to 88.5 meV. The second level shifts
downward insignificantly, from 180.2 to 169 meV. As a
result, the interband energy distance is reduced from
135.6 to 80.4 meV, which conforms well to the experi-
mentally observed shift of the intraband absorption
maximum. The levels are similarly shifted by the
attractive potential introduced into the QW center. The
ground level descends and approaches the height of
3.6 meV from the QW bottom. The second level is
slightly raised to 186 meV. Thus, if the difference E2 – E1
was 135.6 meV without perturbation, introduction of
the attractive potential increases it to 182.4 meV, which
also conforms well to the intraband absorption maxi-
mum. We note that the higher the level with respect to
the QW bottom, the shorter is the shift caused by per-
turbation. The repulsive potential raises the energy levels
of all the even-numbered subbands, but lowers those of
odd-numbered ones. In the case of attractive potential,
the pattern is opposite. It is noteworthy that this effect is
caused by the significant difference of the effective elec-
tron mass in different heterostructure regions. In the
approximation of uniform effective mass, all the levels
are simultaneously shifted upward or downward.

Table 1 lists the data calculated in the approxima-
tion of the δ-shaped barrier for built-in potentials [col-
SEMICONDUCTORS      Vol. 36      No. 4      2002
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umns (d) and (e)], as well as in the perturbation theory
approximation [columns (f) and (g)]. One can see that
the bound state energies at z0 = 0, calculated in the sec-
ond order of the perturbation theory, coincide with the
results of exact calculation within an error smaller than
10% and adequately describe the level shift caused by
a localized perturbation. We believe that the perturba-
tion theory can also describe the level shift at arbitrary
z0 with the same accuracy.

In [4], the electron and hole states were experimen-
tally probed when studying the interband PL spectra of
GaAs/Ga0.71Al0.29As QWs (2a = 160 Å) at various loca-
tions of attractive (InAs) and repulsive (AlAs) perturba-
tions. Some pronounced peaks caused by transitions
between electron subbands (ei) and subbands of light
(lhj) and heavy (hhj) holes were observed in the spectra
measured at low temperatures (10 K). As a perturbation
point was shifted from the QW center, the characteristic
structure of the interband PL spectra was preserved;
however, the peaks were continuously shifted upward
or downward on the energy scale.

Taking into account the probability of exciton gener-
ation, the interband transition energy can be written as

(7)

where Eg is the GaAs band gap and Eex[ei – hhj(lhj)] is
the binding energy of an exciton formed by an electron
from the ith subband and by heavy or light holes from
the jth subband (the subband energies are measured
from the top or bottom of corresponding bands). Figure 1
shows the calculated energies of interband optical tran-
sitions versus the location of the attractive (Fig. 1a) and
repulsive (Fig. 1b) potentials. The numerical parame-
ters used in the calculations are listed in Table 2. As
expected [see (6)], the oscillating property of wave
functions distinctly manifests itself in the interband
transition energy, when electron and hole states are
continuously probed by local isoelectronic perturba-
tions. The potential barrier height for electrons at the
GaAs/GaAlAs heteroboundary is calculated using the
empirical formula U0e = 1.1x (x = 0.29) [8]. For heavy
and light holes, the potential well depth is determined
from the ratio U0e/U0h = 0.6/0.4 [8]. The heteropoten-
tials V0e and V0h, induced by layers of thickness on the
order of one monolayer, are the adjustable parameters.
Values of these that yield the best fit to the experiment
are listed in Table 2.

OSCILLATOR STRENGTH FOR INTERSUBBAND 
TRANSITIONS IN THE QUANTUM WELL

As was mentioned above, as the perturbing potential
is shifted along the QW, not only the mutual arrange-
ment of energy levels, but also the wave-function sym-
metry is changed. This, in turn, can affect the conven-
tional selection rules. As is known [2], transitions

E ei hh j lh j( )–[ ]

=  Eg E ei( ) E hh j lh j( )[ ] Eex ei hh j lh j( )–[ ] ,–+ +
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between subbands with different parity are allowed in
ordinary QWs exposed to z-polarized light. The built-in
potential violates the QW inversion symmetry; hence,
generally speaking, optical transitions between all the
subbands become possible. To demonstrate this possi-
bility, we calculate the oscillator strength, which, in the
dipole approximation for transitions between subbands
n and m, is defined by the matrix element of coordinate
z (see [3]),

(8)

where ωmn = (Em – En)/" and m0 is the free electron
mass. The wave functions ϕn(z, z0) of bound states at a
given z0, to a first approximation of the perturbation
theories, are written as

(9)

where the summation is performed over all the QW
bound states. Using formulas (8) and (9), the values of
fmn can be readily calculated in relation to the δ-shaped

f mn
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Fig. 1. Dependences of the interband transition energy on
the built-in δ-barrier position in the quantum well for the
(a) InAs and (b) AlAs barriers; the data were calculated at
k|| = 0 (solid curves) and experimental points were taken
from [4].
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potential position. The dependences of the oscillator
strengths on z0r optical transitions between three lower
subbands in the case of repulsive δ-shaped potential are
shown in Fig. 2. One can see that the probability of
optical transitions between subbands 1 and 3 also
becomes nonzero (f13 ≠ 0, z0 ≠ 0) when the δ perturba-
tion is shifted from the QW center. In this case, not only
the oscillator strength, but also the intersubband energy
distances (E2 – E1) and (E3 – E2) are changed. Since, as
a rule, the perturbation shifts neighboring subbands
oppositely (see Table 1), the first three levels can
become equidistant at some z0. For the considered QW
with a width of about 94 Å, such a situation arises at
four positions of the δ perturbation within the QW:
z01 = ±21 Å and z02 = ±25.7 Å with the corresponding
resonance frequencies ω1 = 2.8 × 1014 Hz and ω2 = 2.6 ×
1014 Hz. We note that the oscillator strengths f13, f12, and
f23 are comparable. Therefore, it can be expected that
the condition for the double resonance characterized by
high nonlinear susceptibility of the second order can be
met in the QW with built-in short-range potentials,
which can be used to generate the second harmonic
[11]. The QW with the built-in δ-shaped potential is
conceptually a system of two coupled QWs. Due to
high optical nonlinearity, heterostructures with such
coupled QWs have long been studied to generate the
difference frequency, as well as the second and third
harmonics at the wavelengths λ ≈ 10 µm [12].

CONCLUSION

Thus, we showed that δ-shaped isoelectronic pertur-
bations have a profound effect on the QW energy spec-
trum. Consideration of the difference between effective
masses in different QW regions leads to different behav-
ior of even- and odd-numbered subbands. A change of
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Fig. 2. Dependence of the oscillator strengths f13, f12, and
f23 on the δ-barrier position in the quantum well. 
the δ-shaped barrier position in the QW leads not only
to a change in the energy position of subbands, but also
to a change of the wave-function symmetry. This in turn
affects the selection rules for interband and intersubband
transitions. Due to such a dual effect of the δ-shaped bar-
rier, an interesting resonance situation becomes proba-
ble when three lower energy levels are arranged equi-
distantly, which may be employed to generate the sec-
ond harmonic. Summarizing the above, it can be
concluded that the built-in δ-shaped barrier allows for
more simple and efficient control of the energy sub-
bands in the QW, which may find new practical appli-
cations.
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Abstract—The results of studying the quantum-mechanical staircase for the electron and hole conductance of
one-dimensional channels obtained by the split-gate method inside self-assembled silicon quantum wells are
reported. The characteristics of quantum wells formed spontaneously between the heavily doped δ-shaped bar-
riers at the Si(100) surface as a result of nonequilibrium boron diffusion are analyzed first. To this end, second-
ary-ion mass spectrometry, and also the detection of angular dependences of the cyclotron resonance and ESR,
is used; these methods make it possible to identify both the crystallographic orientation of the self-assembled
quantum wells and the ferroelectric properties of heavily doped δ-shaped barriers. Since the obtained silicon
quantum wells are ultrathin (~2 nm) and the confining δ-shaped barriers feature ferroelectric properties, the
quantized conductance of one-dimensional channels is first observed at relatively high temperatures (T ≥ 77 K).
Further, the current–voltage characteristic of the quantum-mechanical conductance staircase is studied in rela-
tion to the kinetic energy of electrons and holes, their concentration in the quantum wells, and the crystallo-
graphic orientation and modulation depth of electrostatically induced quantum wires. The results show that the
magnitude of quantum steps in electron conductance of crystallographically oriented n-type wires is governed
by anisotropy of the Si conduction band and is completely consistent with the valence-valley factor for the [001]
(G0 = 4e2/h and gv = 2) and [011] (G0 = 8e2/h and gv = 4) axes in the Si(100) plane. In turn, the quantum stair-
case of the hole conductance of p-Si quantum wires is caused by independent contributions of the one-dimen-
sional (1D) subbands of the heavy and light holes; these contributions manifest themselves in the study of
square-section quantum wires in the doubling of the quantum-step height (G0 = 4e2/h), except for the first step
(G0 = 2e2/h) due to the absence of degeneracy of the lower 1D subband. An analysis of the heights of the first
and second quantum steps indicates that there is a spontaneous spin polarization of the heavy and light holes,
which emphasizes the very important role of exchange interaction in the processes of 1D transport of individual
charge carriers. In addition, the temperature- and field-related inhibition of the quantum conductance staircase
is demonstrated in the situation when kT and the energy of the field-induced heating of the carriers become com-
parable to the energy gap between the 1D subbands. The use of the split-gate method made it possible to detect
the effect of a drastic increase in the height of the quantum conductance steps when the kinetic energy of elec-
trons is increased; this effect is most profound for quantum wires of finite length, which are not described under
conditions of a quantum point contact. It is shown in the concluding section of this paper that detection of the
quantum-mechanical conductance under the conditions of sweeping the kinetic energy of the charge carriers
can act as an experimental test aiding in separating the effects of quantum interference in modulated quantum
wires against the background of Coulomb oscillations as a result of the formation of QDs between the delta-
shaped barriers. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The main characteristic of charge-carrier transport
in semiconductor structures is conductance, which is
controlled primarily by the processes of inelastic scat-
tering of charge carriers. However, this statement is
most important in designing semiconductor devices
with characteristic sizes that are larger than the free-
path length of charge carriers; at the same time, when
describing the characteristics of devices based on quan-
tum wires and quantum dots (QDs), it is important to
take into account the effects related to the wave nature
of electrons [1]. The charge transport in such devices
1063-7826/02/3604- $22.00 © 20439
having a single or several one-dimensional (1D) chan-
nels, whose length is smaller than the free path length,
is not accompanied with the Joule losses as a result of
suppression of the inelastic-scattering processes [1–3].
Therefore, the charge carriers can exhibit ballistic prop-
erties under conditions of quasi-1D transport.

In the first approximation, the conductance of a bal-
listic quantum wire depends only on the transmission
coefficient 7 [4, 5]; i.e.,

(1)G G07.=
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Here,

(2)

where gs and gv are the spin and valley factors, respec-
tively; N is the number of occupied 1D subbands, which
corresponds to the number of the upper occupied 1D
subband and may vary in relation to the gate voltage Ug;
this voltage controls the number of charge carriers in a
quantum wire [6, 7]. Furthermore, the dependence
G(Ug) is evidently steplike because the conductance of
a quantum wire changes jumplike each time by the
value of gsgve2/h when the Fermi level coincides with
one of the 1D subbands.

The level of nanotechnology attained in recent years
made it possible to use the split-gate method [6–8], the
overgrowth of the edge cleavage [9], the metal point
contacts [10], and electrostatic ordering of impurity
dipoles [11] to obtain quantum wires that have a single or
several 1D ballistic channels within the GaAs–AlGaAs
heterostructures [6–10], Si superlattices [11, 12], and
individual quantum wells (QWs) at the surface of the
PbTe [13] and 6H-SiC [14] single crystals. All these
electrostatically induced quantum wires were identified
as a result of discovering the quantized conductance in
relation to the gate voltage G(Ug); this voltage con-
trolled the Fermi level position in reference to the 1D
subbands. Notably, the height of the quantum-staircase
steps for the conductance of 1D channels based on the
classical GaAs–AlGaAs heterostructures corresponds
to 2e2/h (gs = 2 and gv = 1) [6, 7], whereas the step
heights in the conductance of quantum wires in many-
valley semiconductors (e.g., Si) are equal to 4e2/h
(gs = 2, gv = 2) and 8e2/h (gs = 2, gv = 4) [15]. There-
fore, study of the electron quantized conductance of an
n-Si(100) QW can be conducive to the identification of
its crystallographic dependence in view of the conduc-
tion-band anisotropy, because the valley factor would
be different for the quantum wires oriented along the
[001] (gv = 2) and [011] (gv = 4) axes. In turn, the quan-
tum wires within a p-type (100) QW can be expediently
used to determine the relative contribution of heavy and
light holes to the height of the quantized-conductance
steps. In both cases, we should expect the effects of
doubling of the quantum steps when observing the
quantum-staircase conductance (1) variation with the
gate voltage G(Ug), the demonstration of which was
one of the objectives of this study.

In addition, it is of interest to study the processes of
quenching the quantized conductance as the voltage
applied along the quantum wire increases up to the
value for which the transitions of charge carriers
between the 1D subbands are induced [16]. Such tran-
sitions are most likely to occur at the gate voltages Ug
that correspond to the steps of the quantum conduc-
tance staircase, which disturbs the linearity of the cur-
rent–voltage (I–V) characteristic; expression (1) was

G0 gsgv
e2

h
----N ,=
obtained under the assumption that this linearity is
strictly obeyed [4, 5]. Similar smoothing of the steplike
dependence G(Ug) should occur at a finite temperature
of a quantum wire, because in this case the number of
filled subbands of size quantization becomes indetermi-
nate, whereas expression (1) describes the behavior of
quantized conductance only at zero temperature. It is
noteworthy that, for low longitudinal voltages, in which
case the transitions between the 1D subbands are
unlikely, one can observe an enhancement (rather than
suppression) of quantum steps due to heating of the bal-
listic charge carriers. Such an effect of heating should
manifest itself, first of all, when studying quantum
wires with finite length, whose characteristics are not
described in the conditions of a quantum point contact.
In this case, important data can be obtained using the
split-gate method as this makes it possible to record the
dependences of the quantized conductance G(Ug) under
the conditions of the sweep of the longitudinal source–
drain voltage. Therefore, in order to study the mecha-
nisms of enhancement and suppression of quantum
steps, we use quantum wires of various lengths; these
wires were obtained in the split-gate mode within a
Si QW (100) formed between ferroelectric barriers,
which makes it possible to stabilize the conditions of
size quantization when a longitudinal electric field var-
ies linearly.

In addition to the quantum step, the plateau of the
quantized conductance is an important characteristic of
this conductance; the extent and shape of this plateau is
controlled by the spin and charge correlations within
the ballistic quantum wires. As a rule, the extent of the
plateau following the first step in the quantized conduc-
tance is somewhat smaller than gsgve2/h, which may
result from the effect of the charge-carrier polarization
in the zero magnetic field [17–26] or from the distur-
bance of coherency due to both the electron–electron
interaction and the scattering by impurity centers [27–
29]. In addition, the residual-impurity atoms distributed
over the boundaries of the quantum wire form the basis
for the formation of internal barriers, which modulate
the characteristics of coherent transport of individual
charge carriers. This modulation can give rise to oscil-
lations in the plateau region of quantized conductance,
which results from the interference effects induced by
the elastic backscattering between the modulating bar-
riers [30]. It is noteworthy that the interference of bal-
listic charge carriers should manifest itself most pro-
nouncedly if the detection of the conductance G(Ug)
quantum staircase is accompanied with a correspond-
ing variation in the charge-carrier kinetic energy, which
is accomplished by performing a precision linear
increase in the electric field along the modulated quan-
tum wire (100) under conditions of sweeping the longi-
tudinal voltage.

In what follows, we first analyze the characteristics
of the self-assembled n- and p-type QWs formed at the
Si(100) surface in the course of nonequilibrium boron
diffusion. Further, we report the results of studying the
SEMICONDUCTORS      Vol. 36      No. 4      2002
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quantized conductance in relation to temperature,
charge-carrier concentration, and the modulation depth
of silicon quantum wires formed using the split-gate
structure built into the plane of the self-assembled QW.
Since the obtained self-assembled QWs were
extremely narrow (≈2 nm) and the confining barriers
had ferroelectric properties, the quantum steps were
observed for the first time at a comparatively high tem-
perature (T ≥ 77 K).

2. EXPERIMENTAL

2.1. Ultrashallow Boron Diffusion Profiles
on the Silicon (100) Surface

Individual QWs, on the basis of which the split-gate
configuration is accomplished in this study, are formed
spontaneously within the ultrashallow p+ diffusion pro-
files at the (100) surface of single-crystal silicon. These
impurity profiles were obtained as a result of nonequi-
librium boron diffusion using precision control over the
fluxes of self-interstitials and vacancies, which are gen-
erated by the Si–SiO2 interface (Fig. 1a) and enhance
the dopant diffusion according to the “kick-out” (KO)
vacancy-related diffusion mechanisms, respectively
[31, 32].

The ultrashallow boron diffusion profiles were
obtained in single-crystal n-Si(100) wafers 350-µm
thick with various concentrations of shallow-level P
donors. Preliminarily, both surfaces of the wafer were
oxidized in the atmosphere of dry oxygen at a temper-
ature of 1150°C. The oxide thickness depended on the
oxidation duration. It is noteworthy that the preliminary
oxidation of both wafer surfaces was used primarily to
accumulate both self-interstitials and vacancies in the
substrate, which is attained if there is a thin or thick
oxide layer at the surface, respectively [32, 33]. Such an
effect cannot be realized if only the operating surface is
oxidized, which corresponds to gettering of residual
impurities; in this case, the self-interstitials and vacan-
cies form microdefects near the rear substrate surface.
After completion of oxidation, photolithography was
employed to form openings at the operating side of the
wafer; these openings were consistent with the Hall
measurement configuration and were used for short-
term boron diffusion from the gaseous phase (Fig. 1a).

By varying the diffusion temperature (Tdif = 800,
900, and 1100°C) and the thickness of the preliminarily
deposited oxide layer, we managed to determine the
optimal conditions for the prevalence of the KO or sub-
stitutional mechanisms of boron diffusion and ascertain
the criteria for their equality. A high level of primary-
defect generation, which ensures enhanced or retarded
diffusion of impurity atoms, was attained not only
owing to the preliminary accumulation of these defects
in the substrate but also by feeding the boron-contain-
ing gaseous phase with dry oxygen and chlorine com-
pounds.
SEMICONDUCTORS      Vol. 36      No. 4      2002
An analysis of the obtained B concentration pro-
files in Si(100) using secondary-ion mass spectrome-
try (Fig. 2) shows that parity between the KO and sub-
stitutional diffusion mechanisms, which results in a
drastic deceleration of the impurity diffusion, is
attained at Tdif = 900°C. In this case, the intense annihi-
lation of self-interstitials and vacancies, which forms
the basis for the parity between the diffusion mecha-
nisms, stimulates the suppression of the surface defor-
mation potential (SDP) over the diffusion-profile plane
[12, 33]. In addition, we should expect that retardation
of the fluxes of the impurity atoms, which are dragged
by both the self-interstitials and vacancies, can be con-
ducive to an increase in the SDP across the diffusion-
profile plane. Apparently, such an anisotropy of SDP
causes fluctuations in the dopant concentration,
depending on the profile depth (Fig. 3a); these fluctua-
tions were observed using the four-point probe method
under conditions of layer-by-layer etching. It is worth
noting that difficulties in detecting nonmonotonic vari-
ations in concentrations within the profile measured
using secondary-ion mass spectrometry (Fig. 3a) are
related, on the one hand, to limitations of the resolution
of this method and, on the other hand, to smoothing of
the ultrashallow diffusion profile as a result of impu-
rity-atom diffusion under exposure to the ion beam.

In turn, if both KO and vacancy-related mechanisms
responsible for the enhancement of boron diffusion in
silicon (Fig. 2) are dominant, spatial separation of the
self-interstitial and vacancy fluxes give rise to the oppo-
site situation; i.e., we have the suppression of the trans-
verse SDP and the crystallography-dependent enhance-
ment of SDP over the diffusion-profile plane [12, 33].
This assumption is supported by the absence of any
appreciable fluctuations in the boron concentration
under conditions of the layer-by-layer etching off of the
corresponding ultrashallow diffusion profile (Fig. 3b)
and also by experimental data obtained using scanning
tunneling microscopy (STM); these experimental data
made it possible to determine SDP with various crystal-
lographic orientations over the diffusion-profile plane,
depending on the prevalence of the KO and substitu-
tional mechanisms of the impurity diffusion [33].

2.2. Self-Organized Silicon Quantum Wells

It is important to note that fluctuations in the boron
concentration, which arise owing to the SDP anisot-
ropy, are indicative of the possibility of forming self-
assembled silicon QWs within the ultrashallow diffu-
sion profiles. Such QWs were identified from the data
on the angular dependences of conductivity [34] and
the cyclotron resonance of electrons and holes when a
magnetic field was rotated in the {110} plane perpen-
dicular to the plane of the boron diffusion profile at the
silicon (100) surface [32, 34, 35]. The quenching and
shift of the cyclotron-resonance lines detected using an
ESR spectrometer (the X band, 9.1–9.5 GHz) demon-
strated that there was 180° symmetry for the magnetic-
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Fig. 1. (a) A planar p+–n structure fabricated in the Hall configuration for studying the quantum staircase of the electron and hole
conductance in relation to the drain–source voltage Uds. (b) Schematic representation of split gate Ug used to form the modulated
quantum wires within the quantum wells; the voltages Ug1 and Ug2 are applied to the “digit” gates intended for implementation of
the quantum dots. (c) A 3D STM image of the split-gate configuration formed within a self-assembled quantum well at the Si(100)
surface.
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Fig. 2. Ultrashallow B concentration profiles N(B) in n-Si; the profiles were obtained as a result of diffusion at several temperatures
Tdif after preliminary deposition of an oxide layer with thickness  onto both surfaces of the Si(100) wafer. The quantity d0 is

the average oxide-layer thickness corresponding to the situation when the roles of the kick-out and vacancy-related mechanisms of
impurity diffusion are comparable. /d0 = (1) 0.17, (2) 1.0, and (3) 1.28; Tdif = (a) 800, (b) 900, and (c) 1100°C.
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Fig. 3. Ultrashallow boron profiles in n-type silicon with (100) orientation. The profiles were formed as a result of diffusion at temperatures
Tdif = (a) 900 and (b) 800°C and were obtained using precise layer-by-layer etching off with subsequent measurements of the sheet resis-
tance of the doped layer by the four-point probe method. The insets illustrate the models of obtained profiles; the latter are composed of
(a) longitudinal and (b) transverse quantum wells, which are parallel and perpendicular to the p+–n-junction plane, respectively.
field orientation parallel to the plane of the ultrashallow
profile (Fig. 4a) obtained at Tdif = 900°C. This made it
possible to identify the presence of individual self-
assembled longitudinal QWs localized between the
SEMICONDUCTORS      Vol. 36      No. 4      2002
heavily doped δ-shaped barriers within the ultrashallow
profile obtained under conditions of parity between the
KO and substitutional impurity-diffusion mechanisms
(see the inset in Fig. 3a) [12, 33, 35, 36]. In turn, the self-
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assembled transverse QWs (see the inset in Fig. 3b) were
detected on the basis of the quenching and shift of the
cyclotron-resonance lines, which featured 180° sym-
metry if the magnetic field was oriented perpendicu-
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Fig. 4. Angular dependences of cyclotron resonance of the
charge carriers in ultrashallow diffusion profiles obtained
near the Si(100) surface at Tdif = (a) 900 and (b) 1100°C.
T = 3.9 K; v  = 9.45 GHz. The external magnetic field is
applied in the (110) plane, which is perpendicular to the
(100) surface of the sample. The orientations of 0° and ±90°
correspond to the directions of the magnetic field parallel
and perpendicular to the sample surface.
larly to the plane of ultrashallow profiles obtained when
either the KO (Tdif = 1100°C) or the substitutional
(Tdif = 800°C) (Fig. 4b) diffusion mechanisms were in
effect [12, 32, 35, 36]. In this study, in order to form
electrostatic quantum wires in the context of the split-
gate scheme (Fig. 1b), we used individual longitudinal
QWs of both the n and p types at the n-Si(100) surface
(Fig. 5). A change in the conductivity type of QWs
formed on identical substrates and under the same tech-
nological conditions at Tdif = 900°C was accomplished
by varying the steepness of the δ-shaped barriers under
conditions of changing the composition of the chlorine-
containing component in the gaseous mixture. The con-
duction-electron concentration in the n-Si QWs corre-
sponded to the bulk concentration of shallow-level
donors, whereas the B concentration in the p-type QWs
exceeded the concentration of the initial donor impurity.

2.3. Heavily Doped δ-Shaped Barriers

The measured cyclotron-resonance spectra consist
of unusually narrow lines, which indicates that the time
of the spin–lattice relaxation for nonequilibrium elec-
trons and holes in self-organized silicon QWs is much
longer than the corresponding time in the bulk silicon
samples [12, 32, 35]. This result is quite surprising,
when one takes into account the level of boron doping
of the δ-shaped barriers between which the QW is
formed. Initially, the temperature dependences of the
conductivity and the Seebeck coefficient, and also the
local tunneling I–V characteristics [34, 37], were used
to explain this result; these data made it possible to
identify the origination of the correlation energy gap in
the density of states of two-dimensional (2D) degener-
ate hole gas. In the context of the model suggested [34],
the main role in the formation of the above correlation
gap is played by the reconstruction of the shallow-level
(a)

Ec

EF

Eν

(b)

Ec

EF

Eν

Fig. 5. Schematic representation of the energy-band structure for ultrashallow p+–n junctions composed of (a) n- and (b) p-type
quantum wells.
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quantum well. (c) A 3D schematic representation of an ultrashallow impurity profile incorporating an individual quantum well
between the heavily doped δ-shaped barriers.
boron acceptors, which gives rise to impurity dipole cen-
ters with the C3v symmetry: 2B0  B– + B+ (Fig. 6a).

In this study, the above model of trigonal impurity
dipoles was further confirmed by measurements of the
angular dependences of the corresponding ESR spectra
(in the X band), which demonstrate that the heavily
doped δ-shaped barriers feature ferroelectric properties
(Fig. 7). The intensities and positions of the lines in this
ESR spectrum depend primarily on the conditions of
cooling of the samples. This is an important factor
indicative of the dynamic character of magnetic
moments induced by the spin–orbit splitting of the
valence band in the course of electrostatic ordering of
the impurity dipoles in the field of ultrashallow p+–n or
n+–n junctions. The ESR spectrum under consideration
cannot be observed if the sample is cooled in a weak
magnetic field. In addition, the amplitudes and posi-
tions of the ESR lines recorded after cooling in a mag-
netic field (Bc ≥ 0.22 T) depend on the initial crystallo-
graphic orientation of the sample (Fig. 7). As the tem-
perature increases, a change in the position of the ESR
line is observed; ultimately, this line vanishes at T ≥ 27 K,
which corresponds to the temperature of thermal ion-
ization for the initial phosphorus donor impurity. Thus,
the observed trigonal ESR spectrum can transform in
the temperature range of 3.8–27 K depending on the
strength of the magnetic field used in the course of
cooling the sample with ultrashallow diffusion profiles,
which include the heavily doped δ-shaped barriers.

Such behavior of dynamic magnetic moments indi-
cates that these moments are formed as a result of mag-
netic ordering of the B+–B– trigonal impurity dipoles by
way of the exchange interaction via the shallow-level
phosphorus donors, which reside near the plane of the
B ultrashallow diffusion profile in n-Si(100). An exter-
nal magnetic field is the main stimulator of the
exchange interaction; this field not only specifies the
crystallographic orientation of dynamic magnetic
SEMICONDUCTORS      Vol. 36      No. 4      2002
moments along the equivalent 〈111〉  directions (Fig. 7)
but also stabilizes the impurity dipoles in the excited
triplet state, which is directly involved in the formation
of these dipoles. It is the latter circumstance that gives
rise to the critical magnetic field Bc ≥ 0.22 T, which is
conducive to magnetic ordering of the magnetic dipoles
via the shallow-level phosphorus donors. In turn, a sys-
tem of impurity dipoles in weak magnetic fields and at
low temperatures is apparently in the state of the Van
Vleck paramagnet induced by the direct exchange
interaction, as a result of which an ESR signal is not
observed at all. It is noteworthy that dynamic magnetic
moments emerging as a result of local magnetic order-
ing of the impurity dipoles are formed only in the vicin-
ity of shallow-level donors (see also [38]); this accounts
for their paramagnetic properties, which manifest
themselves in the metastable behavior of the ESR trig-
onal spectrum.

Thus, the studies using the ESR and thermoelectric-
power measurements have shown that the heavily
doped δ-shaped barriers possess ferroelectric proper-
ties, because these barriers consist of trigonal B+–B–

impurity dipoles. As electrostatic ordering within the
δ-shaped barriers proceeds (Figs. 6b, 6c), the recon-
structed impurity dipoles give rise to transverse con-
straints on the motion of charge carriers in the plane of
a narrow longitudinal QW (Figs. 3a, 5a, 5b), thus stim-
ulating the formation of both smooth and modulated
quantum wires (see also [34, 37]). Similar phenomena
have recently been observed in low-dimensional super-
conductors in ferroelectric shells [39]. In other words,
the presence of δ-shaped barriers with ferroelectric
properties makes it possible to obtain quantum wires
under the conditions of the external electric field UDS =
Ug + Uds applied parallel to the QW plane (see Fig. 6c);
this field, on the one hand, introduces a transverse con-
straint owing to ordering of the impurity dipoles (Ug)
and, on the other hand, induces the transport of individ-
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ual charge carriers (Uds). Therefore, in the context of the
split-gate structure formed at the surface of a δ-shaped
barrier with ferroelectric properties (Figs. 1b, 1c), the
quantum wire within a self-assembled QW can be
observed even at zero gate voltage. In this case, the
quantum-wire width increases as the electrostatic
ordering of the impurity dipoles in the longitudinal
electric field proceeds; at the same time, the degree of
quantum-wire modulation is controlled by the number
of unreconstructed dipoles, which may be treated as the
[delta]-shaped barriers. It is worth noting that the num-
ber of unreconstructed dipoles can be controlled by
varying the concentration of the chlorine-containing
compounds, which are responsible for the uniform dis-
tribution of dopants within the δ-shaped barriers. These
characteristics of self-assembled silicon QWs confined
by ferroelectric δ-shaped barriers made it possible for
the first time to use the split-gate structure (Figs. 1b, 1c)
to study quantized conductivity both under zero and
nonzero gate voltages. In the latter case, electrostatic
ordering of ferroelectric δ-shaped barriers was a stabi-
lizing factor in the size quantization when studying the
mechanisms for the enhancement and quenching of
quantum-mechanical steps under the effect of a longi-
tudinal electric field.

3. RESULTS AND DISCUSSION

3.1. Quantized Conductance in the n-Type Silicon 
Quantum Wires

Electron quantized conductance was observed at T =
77 K in the plane of a n-Si(100) QW under the effect of
an external electric field UDS = Ug + Uds. In order to
obtain the quantum wires, we used two identical split-
gate structures oriented along either the [001] or [011]
crystallographic directions. The longitudinal voltage
(Uds) was maintained at a level of 0.01 eV during mea-
surements.

The cross-sectional area of the quantum wires
under investigation (2 × 2 nm2) was governed by the
width of the self-assembled QW and by the transverse
size constriction induced electrostatically by the gate
voltage (Ug): both size constraints are close to the dis-
tance between the impurity dipoles (2 nm); this dis-
tance is specified by the boron concentration within the
δ-shaped barriers. These parameters, along with the 2D
SEMICONDUCTORS      Vol. 36      No. 4      2002
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axes within a self-assembled n-Si quantum well in the Si(100) plane.
electron concentration (8.6 × 1013 m–2) and the effective
length of the 1D channels (1.5 µm), which is much
smaller than the inelastic-scattering length, made it
possible to evaluate the contribution of the various con-
duction-band valleys in silicon to the I–V characteris-
tics of quasi-1D conductance (Fig. 8). The height of the
steps in the quantized conductance G(Vg), which are
equal to 4e2/h (gs = 2 and gv = 2) (Fig. 8a) and 8e2/h
(gs = 2 and gv = 4) (Fig. 8b), and which were observed
in studying the crystallographically oriented quantum
wires, are quite consistent with the value of the valley
factor for the [001] and [011] axes in the Si(100) plane.

Thus, the height of steps in the quantum conductance
staircase of 1D channels in n-Si is governed primarily by
the anisotropy of the conduction band, which is in con-
trast to the results of studying the quantum wires based
on GaAs–AlGaAs heterostructures, for which G0 =
2(e2/h)N as a result of gs = 2 and gv = 1 [6, 7].

3.2. Quantized Conductance of p-Si Quantum Wires

Quantized conductance G(Ug), emerging as a result
of quasi-1D heavy-hole transport, was observed at 77 K
in the course of studying the quantum wire formed
within a self-assembled p-Si(100) QW using the split-
gate method (Figs. 1b, 1c). The cross-sectional area of
the 1D channel (2 × 2 nm2) is defined, as mentioned
above, by the QW width and by the electrostatically
induced transverse constraint, which are close to the
impurity-dipole spacing (~2 nm) specified by the boron
concentration within the δ-shaped barriers. The low
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concentration of 2D holes (0.8 × 1013 m–2) and the
1D-channel length (0.5 µm) specify the Fermi level
position corresponding to the occupation of the 1D
heavy-hole subbands, the dominant role of which man-
ifests itself in the height of the steps in the quantum
staircase of conductance (2e2/h for gs = 2 and gv = 1)
obtained at Uds = 0.01 V (Fig. 9a). The observed special
feature of the first quantum step [~0.7(2e2/h)] is appar-
ently caused by the polarization of heavy holes in the
zero magnetic field; this polarization is most probable
for short and thin quantum wires [17, 22].

It is noteworthy that the very fact of observing quan-
tized conductance for heavy holes is quite surprising
considering the large effective mass of these holes,
which does not ensure a large energy gap between the
coprresponding 1D subbands. In this study, this factor
is eliminated to a certain extent owing to the small
cross-sectional area of the 1D channel, which makes it
possible to detect not only the quantum staircase of
conductance but also the spin-related splitting of the
first 1D subband. Nevertheless, in spite of the small
cross-sectional area of the 1D channel, the thermal
energy at T = 77 K is quite sufficient to stimulate the
transitions between the filled and empty 1D subbands.
Such thermally induced transitions bring about quench-
ing of the quantized conductance, which manifests
itself primarily in the fact that the quantum-staircase
steps become less steep (Fig. 9a). In addition, an
increase in the gate voltage Ug is conducive to the
enhancement of the noise-related fluctuations of longi-
tudinal voltage Uds as a result of their insufficient
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decoupling, which also manifests itself in the quench-
ing of the quantum conductance staircase as the step
number increases. Apparently, the latter circumstance
prevented any significant quantum steps from being
detected for N > 3 in the course of measuring the quan-
tum conductance due to heavy holes. The simultaneous
quenching of the conductance quantum staircase and
splitting of the first step in the zero magnetic field
(Fig. 9a) is quite surprising; this observation indicates
that the energy gap between the 1D bands and the
energy of spin-induced splitting of the first 1D subband
are comparable. In this case, transitions of charge carri-
ers between the empty and occupied 1D subbands stim-
ulate to a much lesser extent the suppression 0.7(2e2/h)
of the feature of the first quantum step, because the
amount of the spin-induced splitting of the first 1D sub-
band is independent of the 2D carrier concentration.
A similar phenomenon has recently been observed in
studies of spin-induced splitting of the first 1D electron
subband under conditions of varying the longitudinal
voltage Uds applied to the quantum wire formed within
the GaAs/AlxGa1 – xAs heterostructure [20].
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Fig. 9. The I–V characteristic for a quantum staircase of
hole conductance in 1D channels oriented along the [001]
axis within a self-assembled p-type quantum well in the
Si(100) plane. The Fermi level position corresponds to
occupation of the 1D subbands of (a) heavy holes and (b)
heavy and light holes. T = 77 K.
When considering the quantized conductance G(Ug)
caused by the contribution of 1D subbands of both heavy
and light holes, we must first of all take into account that
size quantization for these holes should be performed
independently in view of the significant difference
between their effective masses. In this case, the height of
steps in the quantum staircase G0 = (2e2/h)gNN is propor-
tional to the factor gN = 2, which accounts for degener-
acy of the size-quantization level. However, when
studying a quantum wire with a square cross section,
we should take into account that the lower 1D subband
is nondegenerate (gN = 1); this automatically gives rise
to a quantum staircase, the height of the first step of
which is equal to 2e2/h, whereas the heights of the other
steps are equal to 4e2/h. Such a dependence was
observed at T = 77 K in studies of a quantum wire with a
square cross section (2 × 2 nm2) and a length of 1.5 µm;
this wire was obtained by the split-gate method within
a self-assembled p-Si(100) QW (Fig. 9b). A square
cross section of the 1D channel was obtained (as in the
case of the above-described quantum wires) owing to
the almost complete correspondence between the QW
width and the distance between the impurity dipoles
with the heavily doped δ-shaped barriers. The 2D den-
sity of holes (1.1 × 1013 m–2) specifies the Fermi level
position, which corresponds to the occupation of 1D
subbands for both heavy and light holes. We should
note that the obtained quantum staircase of conduc-
tance (Fig. 9b) demonstrates the potential of studying
the reciprocal effect of the spin-induced splitting of the
first 1D subbands for heavy and light holes in the zero
magnetic field. The effects of spin-related splitting of
the hole 1D subbands can manifest themselves most
markedly in the course of the temperature- and field-
induced quenching of the conductance quantum stair-
case; this effect will be considered below.

3.3. Quantized Conductance at Finite Temperatures

As mentioned above, the quantum staircase of con-
ductance G(Ug) may become smoothed as a result of
thermal transitions of charge carriers between occupied
and unoccupied 1D subbands. Therefore, the issue con-
cerning ballistic conductance at finite temperatures is
of interest; at these temperatures, the number of occu-
pied 1D subbands is, in the strict sense, indeterminate
because there is a finite temperature-dependent proba-
bility of finding charge carriers within any of these sub-
bands.

In this case, occupancy of 1D subbands is governed
by the Fermi distribution; i.e.,

where ε = En +  (En corresponds to the bottom of the

nth 1D band), and µ is the chemical potential dependent

n ε( ) ε µ–
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on both temperature and the charge-carrier concentra-
tion; the 1D subbands with various occupancies can
contribute to the conductance.

In order to calculate the conductance of a 1D sub-
band, we replace the quantum wire with a point contact,
which separates two infinite reservoirs of charge carri-
ers. The difference in chemical potentials to the left and
to the right of the point contact is equal to the product
of elementary charge by the longitudinal voltage
applied to the quantum wire; i.e., µ1 – µ2 = eV. Calcu-
lating the current through the point contact as the differ-
ence between the current flowing from left to right and
that flowing from right to left, we obtain the following
expression for the contribution of the jth 1D subband:

(3)

Here, f(p, µ, T) denotes the Fermi distribution. Thus,

(4)

As can be seen, the conductance at a finite tempera-
ture depends on both the charge-carrier concentration
and the applied longitudinal voltage. For small longitu-
dinal voltages, we have

(5)

Let us consider several limiting cases.

(I) Occupied subbands with low-lying bottoms

 @ 1. In this case, we may disregard unity in the

denominator in formula (5). As a result, the conductance
is no different from that at zero temperature [4, 5]; i.e.,

(6)

(II)  ≈ 0. Such a situation takes place near the

regions of jumplike change in the conductance. Expand-
ing the exponential functions into a series, we have
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It follows from (7) that, if the chemical potential coin-
cides with the bottom of a 1D subband, the contribution
of this subband to the conductance is smaller by a factor
of 2 than the contribution of the occupied 1D subband
at T = 0.

(III) The higher lying subbands are unoccupied at

T = 0. For these subbands,  ! 0, so that

(8)

The contribution of such subbands to the conduc-
tance is exponentially small. In addition, if the charge-
carrier concentration is fairly low, the condition

 < 0 is satisfied for all subbands, including that

with the lowest energy. In the latter case, the ballistic
conductance of a quantum wire

(9)

vanishes as the charge-carrier concentration decreases.
Thus, as a result of the above analysis of the depen-

dence of the conductance on the chemical potential at var-
ious temperatures [(5), Fig. 10a], we may conclude that
the quantum staircase of conductance is smoothed as the
temperature increases and vanishes when kT becomes
comparable to the distance between the 1D levels.

Such thermal suppression of the ballistic conductance
for partial occupancy of the 1D subbands was observed
in studies of a silicon quantum wire (2 × 2 nm2) formed
electrostatically using the split-gate method within a
self-assembled p-Si(100) QW. The Fermi level position
controlled by the quantum-wire cross section, the den-
sity of 2D holes (~2.5 × 1013 m–2), and the effective
length of the 1D channel (~4 µm) corresponded to the
occupation of the 1D subbands for both the heavy and
light holes, which manifests itself in the height of the
quantum steps obtained for Uds = 0.01 V (Fig. 10b). The
observed temperature-induced smoothing of the quan-
tized conductance for the values of Ug corresponding to
quantum steps (Fig. 10b) is in good agreement with
the dependence calculated using formula (5) (Fig. 10a)
and taking into account the energy gap between the
1D subbands for the quantum wires under consider-
ation (~42 meV, see below).

It should be noted that the observed quantum stair-
case of conductance does not include the first quantum
step G0 ≈ 2e2/h caused by the contribution of heavy
holes; in addition, a major portion of the quantum step
corresponding to the occupation of the first 1D subband
for light holes is smaller than the theoretically predicted
value of G0 = 4e2/h. This suppression of the first steps
in the quantum staircase of conductance results from
backscattering of charge carriers, which begins to be
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dominant within the quantum wires if there are impu-
rity centers at the boundaries of these wires [27, 29].

Thus, the obtained expression for ballistic conduc-
tance of a quantum wire at finite temperatures makes it
possible to describe the temperature-related quenching
of quantum steps, which arise when the Fermi level
crosses the size-quantization subbands. It is shown that,
in the limiting case of low longitudinal voltages, the
contribution of occupied subbands to the ballistic con-
ductance is described by classical formula (2), whereas
the conductance becomes halved if these subbands are
occupied only partially. This brings about the tempera-
ture-related quenching of quantum steps, depending on
the Fermi level position when kT approaches the energy
gap between the size-quantization levels. In addition, in
contrast to the classical behavior of ballistic conduc-
tance at T = 0 [see (2) and (6)], we should expect that
the quantum staircase of conductance is quenched at
finite temperatures as a result of a decrease in the
charge-carrier concentration. Possibly, this mechanism

4

3

2

1

0 1 2 3 4 5
µ, arb. units

G, 2e2/h

1

2
3

5

4

3

2

1

0 50 100 150 200 250
Ug, mV

G, 4e2/h

1

2

(a)

(b)

Fig. 10. The temperature-induced quenching of a quantum
staircase for hole conductance in a 1D channel oriented
along the [001] axis within a self-assembled p-type quan-
tum well in the Si(100) plane. (a) The results of calculation
in relation to the chemical-potental position µ for T = (1) 0 K,
(2) 0.1∆E/k, and (3) 0.6∆E/k, where ∆E is the energy gap
between the 1D subbands. (b) Experimental dependences
measured at T = (1) 77 and (2) 300 K.
forms the basis for a sharp decrease in the amplitude
(0.7(2e2/h)), which is the special feature of the first
quantum step and originates at an ultralow charge-car-
rier concentration as a result of polarization of quantum
wires in the zero magnetic field [19, 40].

3.4. Suppression of the Quantum Steps
in a Longitudinal Electric Field

Observation of the quantum staircase of conduc-
tance G(Ug) using the split-gate method is almost inev-
itably accompanied with quenching of this staircase as
the step number increases [17, 40–42]. This nonlinear
quantized conductance can be a result of an increase in
the noise-related fluctuations in the longitudinal volt-
age Uds as the voltage at the gate Ug increases; these
fluctuations induce the transitions of charge carriers
between neighboring 1D subbands. Such transitions are
most probable for the voltages Ug that correspond to the
quantum steps, which gives rise to a nonlinear I–V char-
acteristic as the step number increases. Notably, the
complete quenching of the conductance quantum stair-
case is bound to be observed for the values of Uds cor-
responding to the extent of the plateau between two
steps. At first glance, it seems that, by controlling the
linearity of the I–V drain–source (Ids–Uds) characteris-
tics (expression (2) was derived under the strict require-
ment of linearity), we can determine the conditions for
quenching the conductance quantum staircase [16, 20].
However, this approach is based on the complete inde-
pendence of Uds from Ug, which is difficult to accom-
plish in practice because these two voltages are not suf-
ficiently decoupled. Therefore, in order to identify the
possible mechanism for nonlinear quenching of quan-
tized conductance, it is expedient to use the sweep of
longitudinal voltage Uds within the approach employing
the split-gate structure.

The advantages of this method were demonstrated
in studies of quenching the quantum staircase for the
hole conductance using the split-gate structure ori-
ented along the [001] crystallographic direction in the
p-Si(100) QW plane. The concentration of 2D holes
(1.6 × 1013 m–2) and the cross-sectional area of the 1D
channel (2 × 2 nm2) specified the contribution of the
light and heavy holes to the quantized conductance,
which manifested itself in the staircase step heights
measured under the conditions of the longitudinal-volt-
age Uds sweep at Ug > 0 (Fig. 11a). Apparently, the
obtained quantum wire was disordered only slightly,
which made it possible to see that heavy holes were
completely polarized at T = 77 K and Uds = 0.01 V
(Ug < 0) in spite of the appreciable length of the 1D
channel (5 µm). This inference follows from an analy-
sis of the height of the first step in the quantum staircase
of conductunce e2/h, which is caused by the contribu-
tion of heavy holes and corresponds to the conductance
of the 1D channel polarized in the zero magnetic field
as a result of insignificant disorder, G = 1/2G0 [19, 43].
In this case, the height of the second quantum step,
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which represents the contribution of light holes to the
conductance of square p-type quantum wires, is also
indicative of the spontaneous spin polarization of these
holes in the zero magnetic field, G = 0.7(4e2/h) (see
Fig. 11a). The detected polarization of heavy and light
holes emphasizes the extremely important role of
exchange interaction when studying the transport of
individual charge carriers in short, thin quantum wires
[17–26]. Furthermore, in the case under consideration,
heavy holes can be polarized as a result of both a tran-
sition to an excited triplet state and the exchange inter-
action with the light holes, which, in turn, gives rise to
polarization of the latter holes.

It should be noted that quenching of the conductance
quantum staircase as a result of sweeping the longitudi-
nal field was detected not only when the voltages Ug and
Uds were completely independent within the split-gate
structure (Fig. 11a) but also under the effect of an exter-
nal electric field UDS = Ug + Uds applied parallel to the
plane of the studied QW confined between two ferroelec-
tric δ-shaped barriers [34, 37]. In this case, the sweep of
longitudinal voltage UDS > 0, on the one hand, stimulated
the formation of 1D subbands owing to ordering of the
impurity dipoles in the ferroelectric δ-shaped barriers
(Ug > 0) and, on the other hand, ensured the transport of
individual holes (Uds > 0). Furthermore, for Ug > 0, there
was good agreement between the results obtained using
both methods under consideration.

The experimental voltage dependence of quenching
of the quantum staircase for the hole conductance can
be used to determine the energy gap between the 1D
hole subbands. It is important to emphasize that the
sweep of the longitudinal electric field was absolutely
linear in the entire range of detecting the quantum stair-
case of conductance; the complete quenching of this
staircase was attained when eUds became comparable to
the energy gap between the 1D hole subbands. The
dependence of the quantum-step width on Uds is
obtained using the data represented in Fig. 11a and is
shown in Fig. 11b. The energy gap between the 1D hole
subbands (42 meV) (see Fig. 11b) is in good agreement
with the extent of the plateau between the quantum
steps (Fig. 11a). Nevertheless, it is noteworthy that the
dependence shown in Fig. 11b was plotted disregarding
the possibility that the quenching of the conductance
quantum staircase is enhanced as the step number
increases, which has been recently observed in study-
ing quantum wire in GaAs–GaAlAs [20]. However, the
data reported in [16, 20] demonstrate that the quantum
staircase of electron conductance can be suppressed at
values of eUds much less than the extent of the plateau
between quantum steps, which was recently observed
when studying quantum wire in GaAs–GaAlAs [20].
However, there are data [16, 20] demonstrating that the
quantum staircase of electron conductance can be sup-
pressed at values of eUds much less than the extent of
the plateau between the quantum steps, which raises the
question as to the actual dependence of Uds on Ug in the
context of the used [16, 20] split-gate structure.
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3.5. Quantized Conductance During Heating
of the Ballistic Charge Carriers in a Longitudinal 

Electric Field

When analyzing the shape of steps in the quantum
staircase of conductance, it is necessary to take into
account the possible enhancement of these steps due to
heating of the ballistic charge carriers; the latter are
heated even for small values of longitudinal voltage if
the induced transitions between the 1D subbands are
unlikely. Such effects of heating are bound to manifest
themselves primarily in studies of finite-length quan-
tum wires whose characteristics are not described
within the mode of the quantum point contact. In this
case, not only the height of the quantum steps can vary
but also the plateaus in the quantum staircase of con-
ductance may become distorted, which makes it more
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Fig. 11. (a) The field-induced quenching of the quantum
staircase for hole conductance in a 1D channel oriented
along the [001] axis within a self-assembled p-Si quantum
well in the Si(100) plane; this quenching was observed at
T = 77 K when varying the drain–source voltage. The Fermi
level position corresponds to occupation of 1D subbands
of the heavy and light holes. (b) The corresponding
quenching of the plateau in the quantum staircase of the
hole conductance; the results were obtained using the data
shown in Fig. 11a.
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difficult to use the split-gate configuration to identify
the relative contribution of elastic backscattering and
electron–electron interaction to the formation of the
above staircase [29, 41]. The capabilities of experimen-
tal estimation of the effect of charge-carrier heating on
the characteristics of quantized conductance are dem-
onstrated below when discussing the results of studying
a n-Si quantum wire.

We first consider the special features of conductance
of the quantum wire, to which a finite longitudinal volt-
age is applied, compared to the case of a quantum point
contact in the limit of infinitely low longitudinal volt-
ages. To this end, we consider a quantum wire whose
length is limited by the interval [0; L] and the drop of
electric potential along which is described by a smooth,
steadily decreasing function –U(x) such that U(0) = 0
and U(L) = V. We assume that the charge-carrier distri-
bution in this quantum wire is in the locally equilibrium
state and coincides with the Fermi distribution at each
point, whereas the chemical potential µ depends on the
coordinate x as µ(x) = µ0 – eU(x). The only condition
for the applicability of such an approximation consists
in that the quantum-wire length should be sufficiently
large and the potential falloff be gradual. At T = 0, the
current through the left-hand boundary of the quantum
wire is equal to

(10)

where dI(xi) denotes the contribution of electrons from
the quantum-wire segment [xi; xi + dx] to the current.
This current is not equal to G0dUi as in the case of a
quantum point contact (G0 = 2e2/h). This is caused by
the fact that heating of a charge carrier occurs in an
extended quantum wire within the interval [xi; L]; as a
result, the charge carrier acquires an additional energy

. Thus, at T = 0, we have

(11)

where v x is the x component of the charge-carrier veloc-
ity and pF is the initial charge-carrier momentum equal to
the Fermi momentum. In order to determine the total cur-
rent through the left-hand edge of the quantum wire, we
should integrate (11) with respect to U; i.e.,
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Thus, the conductunce of the finite-length quantum
wire is given by

(13)

The value given by (13) is always larger than the
conductance of a quantum point contact, because heat-
ing of a charge carrier within a quantum wire is
accounted for in (13). In addition, in contrast to the case
of a quantum point contact, the conductance of a finite-
length ballistic quantum wire depends nonlinearly on
the applied longitudinal field. The quantum-wire length
and the form of the falloff of the potential U(x) do not
appear in the formula for conductance; i.e., this formula
is universal.

If a quantum wire at a finite temperature is consid-
ered, expression (11) can be modified similarly to (5);
i.e.,

(14)

Thus, the conductance is given by

(15)

It can be seen that the obtained dependence of bal-
listic conductance on the longitudinal voltage G = a +

 is not qualitatively different from that at T = 0.
However, the constants appearing in expression (15)
depend on temperature. Thus, both at zero and at finite
temperatures, the allowance made for the field-induced
charge-carrier heating leads to an increase in the con-
ductance in reference to the conventional value G0 =
2e2/h. This increase is most pronounced if the chemical
potential coincides with the bottom of a 1D subband.
As a result of the field-induced charge-carrier heating,
the ballistic conductance tends to infinity at these points
at T = 0, whereas an increase in temperature leads to
smoothing of the conductivity jump under consider-
ation (Fig. 12a). In addition, the effect of the field-
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induced heating on the shape of the quantum staircase
of conductance can even out as a result of the staircase
quenching stimulated by electrically induced transi-
tions between the 1D subbands (Fig. 12a). The quan-
tum-step quenching starts to be dominant in competi-
tion with the processes of the field-induced heating of
charge carriers if the longitudinal voltage Uds increases
uncontrollably under the conditions of the voltage
sweep at the gate Ug, which is often encountered if the
above two voltages are not uncoupled sufficiently. In
this case, the above-considered quenching of the con-
ductance quantum staircase should be observed with
increasing step number; at the same time, the effects of
the field-induced heating manifest themselves only if
we deal with the small-numbered steps (Fig. 12a).

Such a dependence G(Ug) was observed at T = 77 K
in the course of studying the [001] 1D channel obtained
in the n-Si(100) QW using the split-gate method
(Fig. 12b). The longitudinal voltage (Uds) was set at a
level of 0.01 V. The heights of the steps in the electron
quantized conductance G(Ug), 4e2/h (gs = 2, gv = 2) are
in good agreement with the values of the valley factor
for the [001] axis in the Si(100) plane. The cross-sec-
tional area of the quantum wires (2 × 2 nm2) and the low
concentration of 2D electrons (7.0 × 1012 m–2) ensured
the detection of both polarization due to the exchange
interaction and the field-induced heating of electrons in
the 1D channel with an effective length of 2.5 µm. The
shape of the first step indicates that there is a 0.7(4e2/h)
special feature, which apparently is indicative of the
emergence of spontaneous spin polarization in the 1D
channels due to the exchange interaction [17, 22]. The
obtained G(Ug) dependence shows that the exchange
interaction suppresses to a large extent the processes of
the field-induced heating of charge carriers in quantum
wires with a low electron concentration. However, an
increase in the electron concentration under the condi-
tions of sweeping the voltage at the gate leads to a
decrease in the efficiency of the exchange interaction
and to a corresponding increase in the height of the sec-
ond step under the conditions of dominant field-
induced heating (Fig. 12b). Nevertheless, the detected
quantum conductance staircase of conductance demon-
strates the effect of the field-induced heating on only
the second step, whereas the other quantum steps are
rapidly suppressed as their number increases. The
observed quenching of the quantum conductance stair-
case is apparently a result of the above-mentioned
uncontrolled increase in the longitudinal voltage Uds
under the condition of the sweep in the gate voltage Ug,
which is enhanced in thin quantum wires with a low lin-
ear concentration of charge carriers.

It is noteworthy that the suggested mechanism for
an increase in the ballistic conductance as a result of the
field-induced heating of the charge carriers makes it
possible to account for the increase in the step height
[9] and for the distortions in the form of plateaus in the
quantum staircase of conductance [29]; these distor-
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tions were observed in studies of long quantum wires,
which were considered previously in terms of the
model of elastic electron–electron and electron–impu-
rity scattering [27]. Therefore, in order to determine the
relative contribution of these two mechanisms to the
characteristics of the conductance quantum staircase, it
seems necessary to perform additional experimental
testing using a variation in the initial concentration of
2D charge carriers.

3.6. Quantized Conductance under Conditions
of Charge-Carrier Interference in Modulated

Quantum Wires

As mentioned above, the step heights in the quan-
tum staircase of conductance are, as a rule, slightly
smaller than G0 = gsgve2/h, which, in particular, can
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Fig. 12. The field-induced heating of the quantum staircase
of electron conductance in a 1D channel oriented along the
[001] axis within a self-assembled n-type quantum well in
the Si(100) plane; the effect was observed by varying the
drain–source voltage. (a) The results of numerical calcula-
tion for kT/∆E = (1) 0.01, (2) 0.05, and (3) 0.05 taking into
account the field-induced quenching illustrated in Fig. 11b.
(b) Experimental dependence obtained at T = 77 K.
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result from the effect of elastic scattering of the charge
carriers at the impurity centers located at the quantum-
wire boundaries [27, 29]. However, internal barriers
formed by the residual impurity centers not only assist
the quenching of the quantized conductance but also
modulate it in relation to the gate voltage Ug and at
additional “finger” gates (Fig. 1b). Experimentally, two
types of quantum-conductance oscillations were
observed; these oscillations were induced by the pas-
sage of individual charge carriers through the QDs
formed between the barriers within the modulated
quantum wire.

The first type of oscillations include the Coulomb
oscillations that arise owing to recharging of the QDs in
relation to the potential localized at the barriers using
the finger gates Ug1 and Ug2 (Fig. 1b) for the specified
constant energy of tunneling individual charge carriers
(Uds = const) [1, 3, 30, 44, 45]. The Coulomb oscilla-
tions have a multielectron origin and are related to the
electrostatic repulsion of charge carriers that reside
within a QD. Therefore, the Coulomb oscillations can
emerge only if there is a weak coupling between the QD
incorporated into the quantum wire and the remaining
part of the quantum wire. In other words, potential bar-
riers should be sufficiently high and wide in order to
ensure the long lifetimes of charge carriers within a QD
[45, 46]. In this case, the conductance is always found
much lower than gsgve2/h [3, 44–46]; i.e., we have

(16)

where 71 and 72 are the coefficients of transmission
through the barriers confining the QD; Γ1 and Γ2 are the
widths of the quasi-bound states related to the escape of
charge carriers through the left- and right-hand barriers,
respectively; and Ea(Ug) is equal to the width of the
Coulomb gap (e2/C) (C is the QD capacitance) except
for the values of Ug corresponding to the condition for
the charge degeneracy Ug = –(N + 1/2)e/C; if this con-
dition is satisfied, this gap becomes equal to zero, as a
result of which the conductance becomes nonzero.

Thus, the conductance of quantum wire containing
a QD, which is loosely connected to the edges, depends
in an oscillatory manner on the voltage applied to the
QD. The maxima in the conductance are governed by
the conditions for degeneracy of the QD. The values of
the conductance even at the peak points are much
smaller than the conductance quantum gsgve2/h.

The distance between two neighboring peaks in the
case of tunneling through a QD with a small number of
electrons is given by

(17)

and, thus, depends on the peak number, in contrast to a
multielectron QD for which we have ∆Ug = e/C. In
other words, the Coulomb oscillations are periodic in
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the case of tunneling through the multielectron QDs,
whereas in the transport of charge carriers via the
small-electron QDs the periodicity is perturbed. It is
noteworthy that the positions of the conductance reso-
nances can be determined more accurately using the
numerical calculation of the energy eigenvalues for an
actual form of QDs [47].

The second type of oscillation in the plateau of the
quantized conductunce emerges if the space between
the potential barriers is strongly coupled to the remain-
ing part of the quantum wire. In this case, the treatment
of 1D transport as single-electron tunneling is appar-
ently inadequate. The approach based on the quantum
interference induced by the processes of charge-carrier
elastic backscattering between the modulating barriers
is apparently preferable. This approach makes it possi-
ble to explain the oscillatory dependence of the conduc-
tance on the Fermi energy, i.e., on the values of both the
transverse (Ug) and longitudinal (Uds) electric field. The
conductance oscillations in relation to the applied volt-
age are a direct consequence of oscillations in the tran-
sit coefficient in relation to the energy of the particles
incident on the potential barrier 7(EF).

It is worth noting that the conductance peaks origi-
nate at the energy values that correspond to the passage
through a system of barriers without reflection (7 = 0)
as a result of interference of the waves subjected to
multiple scattering in the interbarrier region. Further-
more, in contrast to single-electron tunneling through a
QD, the conductance at the resonance points coincides
with the conductance quantum (gsgve2/h) in the case of
quantum interference.

The role of interference in the formation of 7(E)
(k ∝  E) can be illustrated more conveniently using the
example of a 1D system composed of two barriers,
which are not necessarily identical and not necessarily
δ-shaped. Let t1 and t2 denote the absolute amplitudes
of the waves transmitted through the first and second
barriers, and let r1 and r2 denote the corresponding
amplitudes for the reflected waves. We denote a varia-
tion in the phase of the wave passed through the first
barrier by ϕ11, and in the second barrier by ϕ22; a varia-
tion in the phase of the wave propagating from right to
left after reflecting from the first barrier is denoted by
ϕ12, and from left to right after reflecting the second
barrier, by ϕ21. The amplitude of the waves transmitted
through a two-barrier system is then given by

(18)
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i ϕ11 ϕ22+( )

r1r2e
i ϕ12 ϕ21+( )

j 1=

∞

∑=

=  
t1t2e

i ϕ11 ϕ22+( )

1 r1r2e
i ϕ12 ϕ21+( )

–
----------------------------------------.
SEMICONDUCTORS      Vol. 36      No. 4      2002



QUANTIZED CONDUCTANCE IN SILICON QUANTUM WIRES 455
Thus, the transmission coefficient is equal to

(19)

The difference of formula (19) from its classical
analogue consists in the presence of the factor account-

ing for interference , which brings about an
increase in the coefficient of passage through a two-bar-
rier system for certain energies of the incident particle.
The multiple scattering events are especially important
for the incident-particle energies so that the transmis-
sion coefficient reaches unity. Therefore, for a system
consisting of several barriers, the notion of a quasi-level
is sometimes introduced; these quasi-levels correspond
to the energies for which a particle confined in the inter-
barrier space experiences multiple-scattering events
before leaving this space. In this case, the time of resi-
dence of the particle between the barriers is increased;
i.e., a “quasi-bound” state emerges. If the particle energy
is in resonance with the quasi-level energy, the coeffi-
cient of the transmitted wave attains the value of unity. In
the vicinity of resonance, the amplitude of the transmit-
ted wave is described by the Breit–Wigner formula; i.e.,

(20)

where ε is the particle energy, εn is the quasi-level posi-
tion, and Γ is the quasi-level width.

It can be seen that consideration of interference rad-
ically affects the 7(E) dependence. For certain ener-
gies of the incident particle, the interference brings
about an increase in the transmission probability up to
the value of unity; for other energies, the interference
leads to an appreciable decrease in this probability. We
note that, for small values of E, interference brings
about a decrease in the transmission coefficient.

Thus, in contrast to the case of Coulomb oscilla-
tions, the conductance of a quantum wire for the reso-
nance energies under the conditions of quantum inter-
ference at the modulating barriers corresponds to
gsgve2/h. Nevertheless, it is of interest to formulate a
more stringent test in order to establish a demarcation
line between the contributions of these mechanisms to
the formation of the conductance quantum staircase.

First, we note that the Coulomb oscillations can be
observed only in relation to the voltage applied to the mod-
ulating barriers Ug1, Ug2, and Ug [1, 3, 44, 45], whereas the
interference-related oscillations are observed under
conditions of varying both the transverse (Ug) and lon-
gitudinal (Uds) voltages [30, 34, 37].

Second, if the conductance is measured in relation
to the transverse voltage Ug, the strength of the barri-
ers confining the QD can be used as a test for separat-
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= 
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ing the interference from the Coulomb oscillations.
For high barrier strength, a single-electron recharging
is observed, whereas the quantum interference is
observed for low barrier strength. We now justify this
statement and consider in more detail which strengths
should be considered as high and which as low. To this
end, we take into account that the single-electron
recharging of a QD can be described using the tunnel-
ing Hamiltonian of the Anderson type; i.e.,

(21)

where , ci, , ak, , and bk are the operators of cre-
ation and annihilation of an electron in a QD and at the
left- and right-hand boundaries. The first term describes
the Hamiltonian of an isolated QD; the second term,
the Hamiltonian of the left-hand edge; the third term,
the Hamiltonian of the right-hand edge; the fourth
term, the transitions between the left-hand edge and
the QD; the fifth term, the transitions between the right-
hand edge and the QD; and the sixth term, the multipar-
ticle interactions in the QD [47].

The possibility of using the above Hamiltonian
relies on good definiteness of single-particle energies εi
in a QD. In other words, the distance between the
neighboring energy levels ∆ε should be much larger
than the level width Γ: ∆ε @ Γ.

Let us use the semiclassical approximation to calcu-
late the level width of a QD restricted by two barriers,
the coefficients of transmission through which are
equal to 71 and 72. The quantity Γ is related to the pos-
sibility of an electron to leaving the QD through the
left-hand barrier with permeability 71 and through the
right-hand barrier having the permeability 72 and can
be represented as Γ = Γ1 + Γ2, where the Γ1 and Γ2
widths are governed by the possibility of leaving the
QD through the left- and right-hand side barriers,
respectively [45, 46]. According to the uncertainty rela-
tion, Γiτi ≈ ", where τi denotes the charge-carrier life-
time in relation to the carrier leaving through the ith
barrier. Assuming that the charge carrier arrived at the
QD from the left, we obtain the following expressions
for τ1 and τ2 in the form of a series:

(22)
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Here, τ = L/v  is the time of transit of the interbarrier
distance L by a charge carrier with the velocity v  and
5i = 1 – 7i. Performing a summation of the above
series using the conventional method, we obtain

(23)

Thus,

(24)

The distance ∆ε between two neighboring levels in
a QD can be estimated at

(25)

where the first term corresponds approximately to the
distance between the neighboring size-quantization
levels in the QD, and the second term accounts for the
contribution of the Coulomb electron repulsion (the QD
capacitance C ∝  L). Hence, it follows that the condition
for the applicability of the formalism of single-electron
tunneling and, correspondingly, the condition for
observation of the Coulomb oscillations is given by

(26)

The above oscillations are observed predominantly in the
course of tunneling of charge carriers with low velocities
v  through the QDs that have a small size L and are con-
fined by slightly transparent barriers (71 + 72 ! 1). Oth-
erwise, the passage of charge carriers through a system
of modulating barriers occurs according to the quan-
tum-interference mechanism.

Thus, the identification of the Coulomb oscillations
against the background of the quantum-interference
effects is quite a challenge. This is especially so as,
under the conditions of the split-gate method, a varia-
tion in the voltage applied to the main and/or “finger”
gates is accompanied with a corresponding change in
the kinetic energy of the charge carriers. Therefore, the
most optimal test for the detection of quantum interfer-
ence in modulated quantum wires consists in the obser-
vation of the conductance quantum staircase under con-
ditions of a precise linear increase in the charge-carrier
energy (see, e.g., Fig. 11a).

In this situation, oscillations in the plateaus of the
conductance quantum staircase originate owing to the
energy dependence of the transmission coefficient
7(E) [see (19), (20)], because a modulated quantum
wire can be thought of as a regular 1D quantum struc-
ture. Furthermore, the actual profile of each barrier V(x)
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can be replaced by the δ-shaped profile. In this case, the
potential barrier of an individual barrier can be repre-
sented as αδ(x – Rb), where Rb is the barrier location
point and the constant factor α is determined from the
expression

(27)

which is equivalent to the condition for equality between
the strengths of actual and δ-shaped barriers. The Hamil-
tonian of a quantum wire can then be written as

(28)

where n is the number of barriers and L is the interbar-
rier distance. This potential has been used (in the con-
text of the transfer-matrix method [48]) to obtain an
analytic expression that describes the energy depen-
dence of the transmission coefficient 7(E). However,
in order to correctly consider the oscillations of the pla-
teau in the conductance quantum staircase, we have to
take into account the potential drop between the modu-
lating barriers. In this case, we should take into consid-
eration not only potential (28) but also the potential
Uext(x), which is induced by external sources and pre-
sumably depends linearly on an external electric field
applied along the quantum wire; i.e.,

(29)

Therefore, in what follows, it is expedient to use a
simplified model according to which the falloff of
potential is steplike; as a result, we have the following
expression for scattering potential (see the inset in
Fig. 13b):

(30)

The wave number of the incident charge carrier is
proportional to the electric-field strength k0 ∝  E, with the
coefficient of proportionality being a free parameter of
the model. As the charge carrier moves, its wave number
varies. In the region between the jth and (j + 1)th barri-
ers, the wave number is given by

(31)
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Fig. 13. (a) The results of numerical calculation of periodic oscillations in the region of quantum steps and the plateau in the quan-
tum staircase of conductance; these oscillations are caused by quantum interference of charge carriers at the barriers within a mod-
ulated quantum wire. The strength of an individual barrier (α) and the interbarrier distance (L) are expressed in atomic units, with
n standing for the number of barriers; n = 2, L = 20, and α = 0.2. (b, c) The I–V characteristics of the quantum staircase for the hole
conductance in a modulated 1D channel oriented along the [001] axis within a self-assembled p-type quantum well in the Si(100)
plane. Measurements were performed at T = 77 K under conditions of variation in the drain–source voltage. The Fermi level position
corresponds to occupation of the 1D subbands for the heavy and light holes. A 1D system of individual δ-shaped barriers under the
effect of an external electric field is illustrated in the inset in Fig. 13b.
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Thus, the wave function in this region can be repre-
sented as

(32)

Correspondingly, the continuity condition at the
boundary between the jth and (j + 1)th regions is given by

(33)
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A j 1+ ik j 1+ Lj( )exp B j 1+ ik j 1+ Lj–( )exp+

=  A j ik jLj( )exp B j ik jLj–( ),exp+

ik j 1+ A j 1+ ik j 1+ Lj( )exp B j 1+ ik j 1+ Lj–( )exp–( )
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It is convenient to use the matrix approach in further
considerations; to this end, we introduce a column of
new vector amplitudes. We then use the vectors Xj + 1 =

 and Xj =  to obtain

(34)
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(35)

The amplitudes of the transmitted and reflected
waves are determined from a system of two linear alge-
braic equations written in matrix form as

(36)

A solution to this system of equations has the fol-
lowing form:

(37)

The matrix product ℜ  = Dn – 1Dn – 2…D0 can be ana-
lytically calculated only for the zero longitudinal electric
field, because, when such a field exists, only a numerical
analysis is possible if n is an arbitrary number.

The transmission coefficient is calculated as the
ratio between the densities of the transmitted and inci-
dent particle fluxes; i.e.,

(38)

The results of numerical calculations of the conduc-
tance G and current I, in relation to the parameters of a
modulated quantum wire, are shown in Fig. 13a. Peri-
odic oscillations of the conductance and current arise as
a result of the quantum interference of charge carriers
at the barriers within a modulated quantum wire. It is
noteworthy that the values of the parameters of a mod-
ulated quantum wire, especially the individual-barrier
strength, used in calculations of the dependences
shown in Fig. 13a were chosen in the context of the
γ-potential model, because the ballistic-carrier interfer-
ence indicated by the quantized-conductance oscilla-
tions disappears instantaneously as soon as the barriers
within a modulated quantum wire cease to be abrupt.
The cause of this limitation is the suppression of back-
scattering of ballistic charge carriers in the regions
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between the barriers and also the enhancement of the
scattering of these carriers within the single-electron
subbands.

Thus, the suggested model of a modulated quantum
wire makes it possible to describe the oscillations of the
plateau in the quantized conductance in terms of quan-
tum interference of the charge carriers at extremely
abrupt internal barriers. In this paper, these oscillations
are demonstrated on the basis of the results of studying
5-µm-long modulated [001] quantum wire obtained
using the split-gate method in the plane of a p-Si(100)
QW (Figs. 13b, 13c). The concentration of 2D holes
(1.6 × 1013 m–2) and the cross-sectional area of the 1D
channel (2 × 2 nm2) defined the contribution of the light
and heavy holes to the quantized conductance; this con-
tribution manifested itself in the corresponding step
heights measured under the conditions of the swept
voltage UDS = Ug + Uds applied parallel to the QW con-
fined by two ferroelectric δ-shaped barriers. As men-
tioned above, the 1D subbands are formed in this case
owing to the ordering of the impurity dipoles in ferro-
electric δ-shaped barriers (Ug > 0), whereas the sweep
of the longitudinal voltage Uds induces a change in the
kinetic energy of ballistic holes. The aforesaid makes it
possible to identify the observed oscillations of the pla-
teau in the quantized conductance with induced inter-
ference effects as a result of elastic backscattering of
holes at the δ-shaped barriers. These effects are sup-
pressed as the number of upper occupied states
increases; this is caused by the supersensitivity of the
ballistic-hole interference to the quantum-wire width
and to the degree of abruptness of modulating barriers
(Fig. 13b).

It is worth noting that oscillations in the plateau in
the quantized conductance in relation to Uds can appar-
ently be used as an experimental test for distinguishing
the effects of quantum interference in modulated quan-
tum wires against the background of Coulomb oscilla-
tions emerging as a result of the formation of QDs
between the δ-shaped barriers in the case of sweeping
the Ug, Ug1, and Ug2 voltages. Such an interrelation
between the Coulomb oscillations and interference
effects was observed previously [30] in the split-gate
structures and was possibly a consequence of uncon-
trolled spread in Uds in the course of measuring the
dependence G(Ug). The amplitude of background oscil-
lations caused by quantum interference at the δ-shaped
barriers was comparable to the amplitude of the
detected Coulomb oscillations.

Identification of the Coulomb oscillations against
the background of several plateaus in the conductance
quantum staircase [41, 42] is a much more difficult
problem. In this case, the shape of the measured I–V
characteristic is similar to that shown in Figs. 13b and
13c; however, in contrast to the quantum interference at
the δ-shaped barriers, the Coulomb oscillations have a
much smaller amplitude against the background of the
conductance quantum staircase, ∆G ! gsgve2/h. How-
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ever, the most important indication that the oscillations
can be attributed either to the plateau region in the con-
ductance quantum staircase or to the quantum interfer-
ence consists in the different reactions of the above
effects to changes in the charge-carrier kinetic energy
when Uds is varied.

CONCLUSION

Thus, we used the split-gate method to implement
and study various versions of the quantum staircase for
the electron and hole conductance of 1D channels
induced electrostatically within self-assembled silicon
QWs. To this end, we used narrow (2 nm) QWs formed
spontaneously between highly doped δ-shaped barriers
within ultrashallow (10–30 nm) boron diffusion pro-
files obtained by nonequilibrium diffusion at the
Si(100) surface. The characteristics of the self-assem-
bled n- and p-Si QWs were determined by measuring
the angular dependences of the cyclotron resonance and
ESR spectra, which made it possible to identify the
crystallographic orientation of the QWs and the ferro-
electric properties of the δ-shaped barriers. Due to the
small width of the QWs and the ferroelectric properties
of the δ-shaped barriers confining these QWs, the I–V
characteristics of the conductance quantum staircase
were studied for the first time at relatively high temper-
atures (T ≥ 77 K) in relation to the kinetic energy of
electrons and holes.

It was ascertained that the step heights in the elec-
tron conductance of the n-type quantum wires are con-
trolled by the Si conduction-band anisotropy in the
[001] (G0 = 4e2/h, gv = 2) and [011] (G0 = 8e2/h, gv = 4)
orientations.

We detected the quantum staircase of the hole con-
ductance for the first time in p-Si quantum wires. In this
case, the quantum steps of conductance originated as a
result of independent contributions of the 1D subbands
of heavy and light holes, which manifested itself (when
studying the square quantum wires) in the doubling of
the quantum-step heights (G0 = 4e2/h), with the excep-
tion of the first-step height, which was equal to 2e2/h
due to nondegeneracy of the lower 1D subband.

It is shown that temperature- and field-related
quenching of the conductance quantum staircase arises
when kT and the energy of the field-induced heating of
charge carriers become comparable to the energy spac-
ing between the 1D subbands.

We observed an enhancement of the quantum-step
amplitudes with an increase in the kinetic energy of
electrons in the finite-length quantum wires that cannot
be described in terms of a point quantum contact.

We detected the spontaneous spin polarization of the
heavy and light holes; this polarization is caused by the
predominance of the exchange interaction when the
lower 1D subbands in silicon quantum wires are occu-
pied only slightly.
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We observed oscillations in the plateau of the conduc-
tance quantum staircase; these oscillations are caused by
quantum interference of holes at the δ-shaped barriers in
the p-Si modulated quantum wires. We determined the
conditions for the applicability of the split-gate method
to the detection of quantum interference against the
background of Coulomb oscillations under the condi-
tions of transport of individual charge carriers in mod-
ulated quantum wires.
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Abstract—Radiative recombination of excitons in δ-doped type-II GaAs/AlAs superlattices (SLs) is studied
experimentally. With an increase in the impurity density in δ-layers from 2 × 1010 to 7.5 × 1011 cm–2, the
integrated intensity of SL photoluminescence (PL) decreases by a factor of 4–6; the intensity of excitonic PL
drops considerably (up to 70–80 times), which is accompanied by an increase in the exciton radiative decay
rate. Uniform doping of the SL does not result in the exciton PL quenching. Analysis of the temperature
dependence and the kinetics of the PL indicate that impurity quenching of the excitonic PL in δ-doped struc-
tures is not related to a reduction in the exciton localization energy and cannot be explained by an increase
in the density of nonradiative recombination centers. We conclude that the PL quenching is mainly caused
by the appearance of built-in electric fields originating from ionized impurities, which hinders the formation
of the excitons. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Mechanisms of recombination of elementary excita-
tions in type-II quantum wells and superlattices (SLs)
differ considerably from mechanisms of recombination
in direct-gap SLs and bulk materials and have been
intensively studied over the years both experimentally
and theoretically [1–7]. In recent years, in addition to
their significance for fundamental matters, these stud-
ies have also gained importance for applications. It was
demonstrated that suppression of Auger recombination
(the main channel of nonradiative recombination at
high temperatures and high excitation densities) is pos-
sible in type-II SLs [1], which opens the way to the
development of low-threshold injection lasers on the
basis of such structures [2]. The most important fact
about recombination in type-II GaAs/AlAs SLs is that
the large quasi-momentum of an electron in the X valley
of the AlAs conduction band is scattered when it
recombines with a hole in the Γ valley of the GaAs
valence band. Quasi-momentum scattering can take
place both at smooth and rough heterointerfaces [3, 4, 8];
in addition, processes involving phonons, impurities,
and nonradiative recombination centers are possible
[1, 5, 6]. This paper is devoted to the experimental
investigation of the influence of impurities on exciton
recombination in type-II GaAs/AlAs SLs. Previously,
the role of impurities in exciton recombination was
examined only in uniformly doped type-II heterostruc-
tures. Here, we report on the study of photolumines-
cence (PL) in δ-doped SLs and discuss the difference
between δ-doped and uniformly doped structures.
1063-7826/02/3604- $22.00 © 0461
2. EXPERIMENTAL

The structures under study were δ-doped type-II
GaAs/AlAs SLs grown by molecular-beam epitaxy on
GaAs(100) substrates at 600°C. The samples contain a
0.5-µm GaAs buffer and an SL formed by 40 pairs of
7 monolayer-thick GaAs and 9 monolayer-thick AlAs
layers. GaAs layers were doped with beryllium (an
acceptor impurity), and AlAs layers were doped with
silicon (predominantly a donor impurity). The impurity
δ-layers were located at a distance of two monolayers
from the direct interface (AlAs grown on GaAs). The
donor and acceptor densities were set equal to each
other and varied in different samples from 2 × 1010 to
7.5 × 1011 cm–2. Two series of samples were grown
using source materials (Ga, Al, and As) from different
suppliers. An Ar-ion laser (λ = 488 nm) was used for
steady-state photoluminescence (PL) excitation; the
power density on the sample surface was 30 W/cm2. In
the time-resolved measurements of the transient PL
kinetics and spectra, we used excitation by the second
harmonic of a pulsed YAG:Nd laser (λ = 532 nm) with
the following parameters: laser pulse width, 150 ns;
repetition rate, 5 kHz; peak power density on the sam-
ple surface, 350 W/cm2. The PL spectra and kinetics were
recorded using a spectrometer based on a double-grating
monochromator and a photomultiplier with an S-20 pho-
tocathode operating in the photon-counting mode.

3. RESULTS

Figure 1 represents the low-temperature (T = 4.2 K)
steady-state PL spectra of δ-doped type-II GaAs/AlAs
2002 MAIK “Nauka/Interperiodica”
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Fig. 1. Steady-state low-temperature (T = 4.2 K) PL spectra
of doped type-II SLs: δ-doped SLs with impurity densities
of (1) 5.5 × 1010, (2) 2 × 1011, and (3) 7.5 × 1011 cm–2; and
(4) a uniformly doped SL with the mean distance between
the impurity atoms corresponding to that in a δ-doped struc-
ture with impurity density of ND, NA = 7 × 1011 cm–2.
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Fig. 2. Dependences of (a) exciton zero-phonon PL inten-
sity and (b) integrated intensity of the exciton line, its
phonon replicas, and the donor–acceptor recombination
line in δ-doped SL structures of the growth series 1 and 2 on
impurity density. The measurement temperature T = 4.2 K.
SLs with different impurity densities. The spectrum of
a GaAs/AlAs SL uniformly doped with Si to a bulk
concentration of 5 × 1017 cm–3 is also shown. One can
see that, at low impurity densities, the spectrum of a
δ-doped structure is dominated by the line of the Xz
exciton, which is formed by an electron in the Xz valley
of the AlAs conduction band and a hole in the Γ valley
of the GaAs valence band (cf. curve 1). The lines Y1 and
Y2 are phonon replicas of the Xz line and are shifted
from it by 27 and 49 meV, respectively; the first value
corresponds to the LA phonon energy in GaAs and
AlAs, and the second, to the LO phonon energy in
AlAs. With an increase in the impurity density, the Xz
line intensity decreases. In the samples where the impu-
rity density exceeds 1011 cm–2, a long-wavelength line,
marked as D–A, appears in the spectrum; previously,
we established that this line originated from impurity
transitions between donors in the AlAs layers and
acceptors in the GaAs layers [7]. It becomes dominant
in the spectra of the samples with the highest impurity
densities. In contrast to δ-doped structures, the spec-
trum of the sample with the uniformly doped SL (see
curve 4) is dominated by the Xz exciton zero-phonon
line. Meanwhile, for a bulk impurity density of 5 ×
1017 cm–3, the average distance between the impurity
atoms is the same as that in the plane of a δ-doped layer
with an impurity density of 7 × 1011 cm–2.

In Fig. 2, the Xz zero-phonon line intensity and the
integral PL intensity are plotted as a function of the
impurity density for the samples of both growth series.
The integrated PL intensity denotes the total intensity
of the zero-phonon exciton line, its phonon replicas,
and the donor–acceptor recombination line. One can
see that the Xz line intensity and the integrated PL inten-
sity decrease with an increase in the doping level. Note
that the integrated PL intensity is reduced by a factor of
4–6, while the Xz line intensity falls 70–80 times, fol-
lowing the dependence close to the power law with an
exponent of ~ 1.2. A steady decrease in the SL inte-
grated PL intensity with an increase in the doping level
indicates that the probability of nonradiative recombi-
nation of the charge carriers increases as the impurity
density in the SL is raised. The choice of source mate-
rials (Ga, As, and Al) has no effect on the shape of the
dependences observed, the only distinction between the
two series of the samples being the 40–60% difference
in the absolute values of the PL intensity.

The observed impurity quenching of the excitonic
PL in δ-doped SLs may be related either to an increase
in the rate of exciton nonradiative recombination with
increasing impurity density, or to the effect of built-in
electric fields induced by ionized impurities, which
hinder exciton formation in heavily doped structures.
An increase in the nonradiative recombination rate may
be caused by a reduction in the energy of exciton local-
ization at heterointerface irregularities, as well as by an
increase in the number of nonradiative recombination
centers. To clarify the role of different mechanisms for
the impurity quenching of excitonic emission, we stud-
SEMICONDUCTORS      Vol. 36      No. 4      2002
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ied the kinetics and the temperature dependence of the
PL in SL structures. The data obtained made it possible
to determine whether the exciton localization energy
and the density of nonradiative recombination centers
depend on the doping level.

To determine the exciton localization energy, we
examined the temperature dependence of the steady-
state PL spectra of the SLs. In Fig. 3, the temperature
dependence of the integrated intensity of the Xz exciton
line is shown for the two samples with different impu-
rity densities. The measured dependences were fitted
using the following expression [9]:

(1)

Here, Ea is the energy of the exciton localization at het-
erointerface irregularities, Eb is the exciton binding
energy, I0 is the low-temperature intensity of the exci-
ton emission line, and A and B are constants. The values
of the localization energy obtained from this fit are in
the range from 4 to 5.5 meV for the samples with an
impurity density as high as 5 × 1011 cm–2. This is some-
what lower than the value Ea = 6.8 meV reported in [6];
the discrepancy is due to the difference in the SL
parameters. The exciton binding energy in the same
samples varies between 19 and 22 meV; this is in agree-
ment with the value Eb = 15 meV calculated in [10] for
an SL with approximately the same parameters. We did
not find any dependence of the energies Ea and Eb on
the doping impurity density. Thus, it can be concluded
that the exciton diffusion coefficient is independent of
the impurity density up to the level of 5 × 1011 cm–2. In
the samples with a doping level above this value, the Xz

line becomes strongly overlapped with the donor–
acceptor recombination line, which makes it impossi-
ble to determine Ea and Eb reliably.

I T( ) I0/ 1 A Ea/kT–( )exp B Eb/kT–( )exp+ +[ ] .=
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Fig. 3. Temperature dependences of the exciton zero-
phonon PL intensity in two δ-doped SL structures with the
impurity density of (1) 2 × 1010 and (2) 2 × 1011 cm–2. Sym-
bols represent experimental points and solid lines represent
the results of calculation according to (1).
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The density of nonradiative recombination centers
can be determined from the analysis of the exciton PL
kinetics. In Fig. 4, the exciton PL decay curves for two
samples with different doping levels are shown. It can
be seen that the exciton recombination rate increases
with increasing impurity density. To evaluate the den-
sity of nonradiative recombination centers, the decay
curves were fitted by an expression obtained in the con-
text of the model taking into account exciton diffusion
between the localized states and their nonradiative
recombination in the course of this diffusion [5]; in the
two-dimensional case, it can be written as

(2)

Here, t is the time, wr is the ensemble-averaged rate
of radiative recombination of the excitons, nd is the den-
sity of nonradiative recombination centers, DE is the
exciton diffusion coefficient, L is the average distance
between the localized states, and α = 5.7 and β = 17.5
are the constants [5]. It is assumed that the average dis-
tance between the nonradiative recombination centers,
(nd)–1/2 @ L, and the quasi-momentum relaxation in the
process of exciton radiative recombination takes place
by scattering at the interface roughness. In the course of
their diffusion between localized states, excitons can be
trapped by randomly arranged nonradiative recombina-
tion centers and recombine there. Since the energy Ea of
the exciton localization at the interface irregularities is
independent of the doping level, it was assumed in the
calculation that the diffusion coefficient DE is the same
for all structures and equal to 0.002 cm2 s–1 [6]. The
choice of L is not very important, since this parameter
appears in the expression for I(t) under the logarithm

I t( ) 1 2wrt+( ) 3/2–∝

× 4πDEndt/ β 4α DEt/L2+( )ln–[ ] .exp
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Fig. 4. Decay kinetics of the transient excitonic PL in
δ-doped SLs at T = 4.2 K. Symbols represent experimental
points and solid lines represent the results of calculation
according to (2). The doping level in the two samples is
(1) 5.5 × 1010 and (2) 5 × 1011 cm–2. The time profile of the
laser pulse is shown by a dashed line.
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sign. We only need to satisfy the condition (nd)–1/2 @ L;
thus, it was assumed that L = 20 nm [5]. The values of
wr and nd were varied to get the best agreement between
the calculated decay curves (solid lines in Fig. 4) and
the experimental data.

In Fig. 5, the density of nonradiative recombination
centers nd and the average exciton radiative recombina-
tion rate wr, determined from the decay curve fits, are
plotted as a function of the doping level. With an
increase in the impurity density, nd increases, while wr
first increases and then remains nearly constant. The
initial increase in wr is nearly linear with respect to the
impurity density. Note that I(t) depends on nd exponen-
tially, whereas wr only appears in the relatively slowly
varying prefactor; thus, the error in the values of wr
obtained from the results of fitting is larger than that for
nd. The errors in wr and nd are shown in Fig. 5; to deter-
mine these, the corresponding parameter was varied
until the discrepancy between the fitting curve and the
experimental data increased by a factor of three in com-
parison to the optimum case. The lower limit for wr
appears to be very close to the best-fit value and is not
shown in the figure. Since the shape of the calculated
decay curves depends on wr rather weakly, a more sim-
ple expression, derived disregarding the exciton diffu-
sion [8], can be used to fit experimental curves. The
absolute values of wr obtained in this way differ by
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Fig. 5. Dependences of the density of nonradiative recom-
bination centers nd and the average radiative recombination
rate wr on the doping level. See the text about the determi-
nation of the errors shown by the error bars.
about a factor of two from those represented in Fig. 5;
however, the general behavior of the calculated param-
eters as a function of the doping level remains the same.

4. DISCUSSION

Now, let us consider the variation in the recombina-
tion properties of type-II SLs with the density of impu-
rities in the δ-layers. It is known that, in type-II
GaAs/AlAs SLs, electrons and holes are separated both
in the real space and in the quasi-momentum space:
electrons occupy the X valley in AlAs, and holes
occupy the Γ valley in GaAs. Because of this, in the
process of exciton recombination, an electron has to
move to the neighboring layer and its quasi-momentum
must change by a large amount, ~π"/a (where " is the
Plank constant and a is the lattice constant). In a perfect
SL (i.e., in the absence of phonons, impurities, hetero-
interface roughness, and nonradiative recombination
centers), the quasi-momentum of an Xz exciton can be
scattered only at the interfaces. In this case, the exciton
radiative recombination rate w is constant, and the exci-
ton density N(t) and luminescence intensity I(t) decay
exponentially [4]: N(t) ∝  exp(–wt), and I(t) ∝  wexp(–wt).
When the quasi-momentum can be scattered by impu-
rities or interface roughness, the exciton recombination
rate is a quantity that depends randomly on the location
of an impurity (or interface irregularity). Averaging of
the emission intensity I(t) ∝  wexp(–wt) over the distri-
bution of the random variable w results in the appear-
ance of a nonexponential factor in the expression
describing the exciton luminescence decay. In the case
of impurity scattering, the decay follows a power-law
dependence (1 + 2wrt)–3/2 [8], and in the case of scatter-
ing by interface roughness, it has a more complicated
form [4]. When the presence of the nonradiative
recombination centers is taken into account, an addi-
tional factor appears in the expression for the PL
decay kinetics [the second factor in formula (2)],
which, to the first approximation, may be considered
exponential (neglecting the time dependence of the log-
arithmic denominator).

With an increase in the density of impurities intro-
duced by δ-doping, the power-law factor changes (the
parameter wr in expression (2) increases up to an impu-
rity density of 1 × 1011 cm–2); this is related to an
increase in w ∝  ND, NA. At higher doping levels, when
the mean distance between the impurities becomes
comparable to the size of the exciton, several impurity
centers simultaneously affect the exciton recombina-
tion and the relative magnitude of the random potential
fluctuations decreases due to averaging over several
neighboring impurity atoms. The limiting case of a
closely packed δ-doped layer corresponds to exciton
scattering by a smooth boundary, which is similar to the
case of scattering at an ideal heterointerface; the recom-
bination kinetics becomes exponential and the power-
law factor in (2) disappears. This explains the absence
SEMICONDUCTORS      Vol. 36      No. 4      2002
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of a doping-level dependence of wr for impurity densi-
ties exceeding 1 × 1011 cm–2.

One can see from Fig. 5 that an increase in the impu-
rity density leads to an increase in the density of nonra-
diative recombination centers; the latter increase fol-
lows a power law with an exponent of about 0.6. The
decrease in the SL-integrated PL intensity as a function
of the doping level follows the same law with the same
exponent (see Fig. 2), while the exciton zero-phonon
PL intensity shows a decrease following a power law
whose exponent is twofold greater. Thus, the depen-
dence of the SL integrated PL intensity on the doping
level can be well explained by an increase in the density
of the nonradiative recombination centers; at the same
time, this cannot explain the considerable drop in the
excitonic PL intensity. We conclude that the impurity-
related quenching of the excitonic PL, accompanied by
an increase in the radiative recombination rate, should
be attributed to the effect of the built-in electric fields,
induced by ionized impurities. As the impurity density
is raised, the magnitude of the built-in fields increases;
note that, in the case of δ-doping considered in this
study, these fields are much higher than in the case of
uniform doping. An enhancement of the built-in field
leads to an increase in the number of charge carriers
that are involved in the screening of this field and that
cannot bind to excitons. It is this effect that explains
why an increase in the impurity density results in the
strong quenching of the excitonic PL intensity, while
quenching of the integrated PL intensity is less pro-
nounced. In addition, the existence of the built-in elec-
tric fields leads to a lowering of the crystal symmetry,
which makes Γ–X mixing of electron states more effec-
tive [11]; thus, the probability of an electron from the X
valley of the AlAs conduction band being found in the
Γ valley of the GaAs conduction band increases. This
also results in a higher rate of radiative recombination.

5. CONCLUSION

Thus, radiative recombination of the excitons in δ-
doped type-II SLs was investigated for the first time. It
was found that an increase in the density of impurities
in δ-doped layers from 2 × 1010 to 7.5 × 1011 cm–2 leads
to a 70- to 80-fold reduction in the exciton PL intensity,
while the integrated PL intensity is reduced by a factor
of 4–6. In a uniformly doped SL with a bulk impurity
concentration of 5 × 1017 cm–3, where the mean distance
between the impurity atoms corresponds to that in the
plane of a δ-doped layer with an impurity density of
SEMICONDUCTORS      Vol. 36      No. 4      2002
7 × 1011 cm–2, exciton PL quenching is not observed. It
is shown that the exciton radiative recombination rate
in δ-doped structures increases with increasing doping
level. Studies of the temperature dependence and the
kinetics of the PL demonstrated that the quenching of
the zero-phonon exciton emission line in the δ-doped
SL structures is not related to any reduction in the exci-
ton localization energy and cannot be explained simply
by an increase in the density of nonradiative recombi-
nation centers. We conclude that the excitonic PL
quenching is mainly caused by the appearance of the
built-in electric fields (induced by ionized impurities),
which hinders the exciton formation.
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Abstract—The effect of adsorption of hydrogen-sulfide and acetone polar molecules on current–voltage char-
acteristics and time dependences of the current was studied for the 〈Pd–por-Si(O)–p+-Si–Al〉  structures based
on oxidized porous silicon. Structures of two types were obtained—those with a Schottky barrier and those with
space-charge-limited currents. The presence of a positive space charge was found near the palladium electrode;
this charge defined the current–voltage characteristics in the region of V < 0.2 V and varied appreciably depend-
ing on the gas used. The parameters of the layer of oxidized porous Si and the range of operating voltages cor-
responding to the most marked effect of a gas were determined. A maximum current variation up to 103 times
under the action of hydrogen sulfide with a concentration of ~10 ppm was obtained for the structures with the
Schottky barrier with a reverse voltage close to that of reversible breakdown. The results obtained are explained
by the charge exchange of traps, which is corroborated by a Fermi level shift and a Schottky barrier lowering
caused by the adsorption of polar molecules. © 2002 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The study of the influence of adsorption of various
substances on properties of porous silicon (por-Si),
which is a material with quantum-mechanical size
effects and a well-developed surface, makes it possible
to extend the range of investigated properties of semi-
conductor materials and to enhance the potentialities of
using these structures in sensors. In spite of the intense
study of por-Si properties before and after the action of
various gas media [1–9], the electrical properties of the
structures with modified por-Si layers, for example,
with partially oxidized por-Si {por-Si(O)} layers, have
been insufficiently studied [8–10]. Partial oxidation can
serve to stabilize por-Si properties.

The current–voltage (I–V) characteristics of the
structures define a number of functional characteristics
and represent a tool for studying physical processes in
the structures (the mechanisms of conductivity and
contact phenomena).

The studies on the investigation of the I–V charac-
teristics of structures based on porous silicon without
special oxidation and the influence of the adsorption of
methanol, acetone, and hydrogen on these characteris-
tics are well known [3, 4, 7]. In these studies, it was
pointed out that the I–V characteristics are diverse and
depend on the thickness and porosity of por-Si, proper-
ties of the substrate and junctions, temperature, and
ambient-medium composition. The investigations that
we carried out previously made it possible to establish
the high sensitivity of the structures based on por-Si(O)
to the action of hydrogen sulfide and acetone [8, 9].
1063-7826/02/3604- $22.00 © 20466
However, the mechanisms of the influence of the ambi-
ent medium on properties of the structures and the
kinetics of their variation as a result of adsorption
remain unknown.

In this paper, we report the results of investigating
the effect of adsorption of various gases on the charge
transport in 〈Pd–por-Si(O)–p+-Si–Al〉  and the possibil-
ities of developing highly sensitive sensors on their
basis.

PRODUCTION OF STRUCTURES
AND MEASUREMENT PROCEDURE

The porous-silicon layers were obtained by the
electrochemical etching of single crystal p-Si with ρ =
0.03 Ω cm. The etching was performed in the HF :
C2H5OH : H2O solution for various volume ratios of
components and at a current density of 2–30 mA/cm2.
The subsequent anode oxidation of por-Si layers was
performed in a 0.04N solution of KNO3 in C2H4(OH)2
for 1–5 min with a current density of 10 mA/cm2.
According to the method described in [9], the porous-
silicon thickness d and its porosity q were determined
directly during the layer formation from the interfer-
ence of laser radiation directed to the untreated side of
the substrate. In this investigation, we used samples
with d ranging from 2 to 10 µm and with q, from 0.6 to
0.85.

The 〈Pd–por-Si(O)–p+-Si–Al〉  diode structures were
formed by vacuum deposition of the palladium elec-
trode on the por-Si(O) layer (the so-called catalytic
electrode) and of the aluminum ohmic contact on the
002 MAIK “Nauka/Interperiodica”
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p+-Si substrate. The Pd layers were monitored during
the deposition, and their thicknesses varied from 50 to
60 nm. The reference samples of metal layers on glass
obtained by the same method were monitored using an
ellipsometer; it was found that the porosity of these lay-
ers amounted to 0.2–0.3.

The influence of a gas medium (hydrogen sulfide,
acetone, and carbon tetrachloride) on the samples was
investigated in a chamber in which the gas medium
could be reversibly changed. The diluting gas for
hydrogen sulfide was nitrogen. In previous experi-
ments, it was established that nitrogen affects neither
the electrical nor optical properties of the structures
under study.

CURRENT–VOLTAGE CHARACTERISTICS
OF STRUCTURES

The I–V characteristics in air and in a gas medium
were measured in darkness, which excluded the effect
of scattered daylight on the results obtained. The I–V
characteristics of the 〈Pd–por-Si(O)–p+-Si–Al〉  struc-
tures were shown (Fig. 1) to have a number of special
features. The forward I–V characteristic (negative volt-
age across the palladium layer) involves a descending
portion in the region of small voltages, the negative
slope of the I–V characteristic being changed for the
positive one with a further increase in the voltage. In the
reverse portion of the I–V characteristic, we observed a
negative value of current, which decreased as the
applied voltage increased, and the change in the current
direction took place for a voltage of ~0.01–0.2 V
depending on the por-Si(O) properties. The rectifica-
tion factor decreases as the applied voltage increases.

For the structures in which the Pd layer is replaced
by the Al layer, no such features were observed.

In the region of voltages higher than 0.2 V, the form
of the current–voltage dependence varies as V increases.
According to I–V characteristics, the samples investi-
gated can be divided into two groups. For the group I
samples, the current–voltage dependence is described
by the power law with a portion caused by the space-
charge-limited current (SCLC) (I ∝  Vm with m = 2–4).
For the group II samples, the I–V characteristics have
exponential dependences I(V) characteristic of the
Schottky barriers {I ∝  exp(qV/nkT)} with reversible
“breakdown” in the reverse portion or of the Pool–
Frenkel emission (I ∝  expV0.5). Such dependences
were previously observed in the 〈Pd–por–p+-Si–Al〉
structures without the special oxidation of por-Si [6, 7].

Using the portions of the I–V characteristics with the
space-charge-limited current, we estimated the trap
concentration Nn by two methods: from a voltage value
for which the ohmic-conductivity current transforms
into the SCLC [11, 12] and by the so-called “step-by-
step” method for the exponential energy distribution of
traps in the band gap [13]. Values of the trap concentra-
SEMICONDUCTORS      Vol. 36      No. 4      2002
tion averaged over the energy gap determined by both
methods were within 3 × 1017–1018 cm–3 eV–1.

We discovered the existence of an incorporated
space charge controlled in sign and value by the field
applied and the ambient medium. The incorporated
charge likely causes the features of the I–V characteris-
tics of the investigated structures for low voltages. This
fact is corroborated by the measurements of the short-
circuit current and the open-circuit voltage Voc. In the
initial state, the positive charge at the palladium elec-
trode generates an emf and a current opposite to the
current from an external source if the structure is
switched on into the reverse direction (positive voltage
across Pd). As the applied voltage V increases and
approaches Voc, the “negative” current decreases. When
applying an external voltage in the conductivity direc-
tion (negative voltage across Pd), the positive space
charge decreases due to the injection of electrons and
their recombination, and the current decreases and
attains a minimum value for V ≤ Voc. The asymmetry
of the Pd–por-Si(O) & por-Si(O)–p+-Si barriers is
favorable to forming the space charge. For the
〈Al−por-Si(O)–p+-Si–Al〉  structures, the open-circuit
voltage is less than 5–10 mV, that is, by a factor of
10−40 less than that for the samples with the upper pal-
ladium electrode. The value of Voc depends heavily on
structure parameters: the porosity and por-Si-layer
thickness, the oxidation degree of this layer, and the
material and thickness of the metal layer. A short-cir-
cuit current in the initial state is 1–3 nA. In the 〈Pd–por-
Si(O)–p+-Si–Al〉  structures, the differential resistivity is
on the order of 1010 Ω for a por-Si thickness of 6–10 µm
and voltage values less than 0.1 V, which exceeds the
differential resistivity of an initial unoxidized por-Si
layer of the same thickness.

EFFECT OF ADSORPTION ON ELECTRICAL 
PROPERTIES OF STRUCTURES

The study of the effect of gases on the electrical
properties of the obtained 〈Pd–por-Si(O)–p+-Si–Al〉
structures showed that polar and nonpolar molecules of
gases (hydrogen sulfide and acetone) change not only
the current for the given voltage and the open-circuit
voltage, but also the parameters of the current–voltage
dependence. The adsorption of nonpolar molecules
(nitrogen and carbon tetrachloride) affects the indicated
characteristics of the 〈Pd–por-Si(O)–p+-Si–Al〉  struc-
tures to a much lesser extent. For example, the intro-
duction of hydrogen sulfide into nitrogen up to the con-
centration C ≈ 200 ppm results in a rise in the reverse
current under a near-breakdown voltage by more than
2–3 orders of magnitude (Fig. 1), while the current var-
ies by less than a factor of 1.2 for the same carbon tet-
rachloride concentration. The adsorption exerts no
effect on the shape of the current–voltage dependence
outside the space-charge region (V > 0.2 V), but the
parameters of such dependences change appreciably as
a result of the adsorption. Such a situation is common
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for both groups of samples. In the case of the adsorption
of hydrogen sulfide or acetone (Fig. 1) by the samples
described by the Schottky-barrier model, the exponent
n in the exponential region decreases by a factor of 2–5.
For the power dependence I(V), the exponent m
remains virtually unchanged. The parameters describ-
ing the Pool–Frenkel emission also change. As a result
of adsorption, the slope of the straight line lnI (V 0.5)
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Fig. 1. Reverse portion of the current–voltage characteristic
for the 〈Pd–por–p+-Si–Al〉  structure in the initial state and
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Fig. 2. Open-circuit voltage as a function of a hydrogen-sul-
fide concentration.
and the saturation current vary, which, according to the
calculations [14], corresponds to a decrease in the oper-
ating thickness of the layer from 103–104 Å in the initial
state to 400–500 Å, which is much less than the por-
Si(O)-layer thickness. In this case, the trap-barrier
height decreases by a factor of 1.2–1.5.

A decrease in the exponent n in the I–V characteris-
tic of the I ∝  exp(qV/nkT) type during adsorption is
apparently associated with an increase in the diffusion
length L for the injected electrons in long diodes due to
the capture of holes by traps and the decrease in the
recombination rate [15]. For example, the decrease in n
from 50 in the initial state to 10 due to adsorption in the
region of voltages of 0.5–1.7 V (Fig. 1) corresponds to
an increase in L by a factor of 1.5 and, thus, to the
recombination-center concentration decrease by a fac-
tor of ~2.

The change in the current under the action of hydro-
gen sulfide or acetone in the 〈Pd–por-Si(O)–p+-Si–Al〉
structures is approximately 100 times less than for the
same sample with the Pd electrode.

The dependence of the open-circuit voltage Voc on
the hydrogen-sulfide concentration is shown in Fig. 2.
An abrupt variation in Voc by a factor of three is
observed with increasing the hydrogen-sulfide con-
centration up to 1 ppm. Beyond this concentration, Voc
drops. Thus, polar molecules of hydrogen sulfide and
acetone induce an additional positive charge on por-
Si(O), which leads to a rise in Voc as compared with the
initial state.

We discovered instabilities of the current in the
〈Pd–por-Si(O)–p+-Si–Al〉  structures when applying
an external voltage V > 10 V and under the action of
a high hydrogen-sulfide concentration of approxi-
mately 104 ppm. Similar oscillations, but with smaller
amplitudes, were observed in structures with por-Si
having a natural oxide and being exposed to the ether
atmosphere [16]. After the gas action was terminated,
the initial current values were restored within 2–3 min.
The current oscillations observed are apparently associ-
ated with the charge exchange of the surface and bulk
por-Si traps in strong electric fields under the adsorp-
tion of polar molecules.

KINETICS OF CURRENT VARIATION

The current-variation kinetics was studied for the
structures with por-Si(O) in air and in the case of the
adsorption of polar molecules. For every fixed value of
V, we measured the dependence of current I on time t.
The time interval of current variation amounted to
0−120 s with a step of 2–5 s. From I(t) obtained for var-
ious voltages, we plotted the I–V characteristics corre-
sponding to given values of t. The dependences I(V, t)
for a fixed voltage were measured for the samples with
two types of I–V characteristics, i.e., with the Schottky
barrier and with the space-charge-limited currents [11].
The features of time dependences of the I–V character-
SEMICONDUCTORS      Vol. 36      No. 4      2002
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istics were similar in both cases, but the most abrupt
variations of current in time were observed for the sam-
ples with the SCLCs for a reverse bias across the palla-
dium electrode (Pd+). The characteristic dependences
I(V, t) for such a sample are shown in Fig. 3. In the ini-
tial state (i.e., before gas action) in the SCLC region at
the voltages V > Voc, the current varies substantially
within the time interval of 2–60 s. For the first 15 s, we
observed voltage portions with abrupt minima of cur-
rent, which were gradually smoothed with increasing t,
and, for t ≥ 60 s, the current became steady. The minima
in the dependences I(V) take place in the voltage ranges
of 0.5–0.6 and 1.0–1.1 V.

The kinetics of the reverse-current decrease for V >
Voc outside the special points (the points of the mini-
mum of V in Fig. 3), and for V lower than the break-
down voltage the kinetics can be characterized by the
power dependence I(t) = I0t–β in the interval of 1–45 s
with the subsequent slow current leveling off. The
exponent β is determined by the applied voltage and
amounts to 0.1–0.3. For the structures with a Schottky
barrier, the current varies insignificantly with time (by
10–15%) in the region of V close to the breakdown.

The polar molecules adsorbed; that is, the acetone
molecules substantially influence the time dependences
of the current. It was established that the adsorption
leads to the following.

For the structures with SCLCs, the value and the
position of the minimum of I and V are changed at the
initial stage for t < 15 s and additional current minima
appear (Fig. 3). The exponent β increases by a factor of
5–10.

The current variation in the Schottky-barrier struc-
tures are less abrupt, and β increases no more than by a
factor of 1.2–1.3. Near the breakdown, the current is
virtually invariable with time.

The current minima discovered in the time depen-
dences of the I–V characteristics can apparently be
explained by the distribution of the trap-state density in
the band gap and by the variation in the Fermi level
position depending on the voltage applied. In the case
of adsorption of polar molecules, the density of trap
states varies, which leads to the appearance of new cur-
rent minima.

The energy position of the traps can be estimated
from the capture time of injected charge carriers
according to the expression t = t0expE/kT, where t0 is
the parameter equal to ~10–10 s [12]. The energy E cor-
responding to the capture times of 5 and 45 s amounts
to 0.62 and 0.67 eV, respectively.

The current–voltage characteristics in the SCLC
region for the initial state and after the action of acetone
made it possible to estimate the shift of the Fermi level
EF in the steady mode due to variation in the trap filling.
The shift in the EF position is calculated from the for-
mula [13] as

∆EF kT I2V1/I1V2( ),ln=
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where I1, V1, and I2, V2, are the current and voltage val-
ues in the I(V) dependence.

The adsorption of polar molecules was found to induce
a Fermi-level shift by a value equal to 0.03–0.05 eV.
These values agree well with the values of ∆EF
obtained from the measurements of the voltage corre-
sponding to the transition from the ohmic conductivity
to the space-charge-limited currents. A certain Fermi
level shift is caused by the variation in the concentra-
tion of free charge carriers by a factor of ~5, which is
close to the experimentally observed current variation
by a factor of 4 in the given experiment. Thus, the
shifts ∆EF obtained for the acetone adsorption are evi-
dently associated with the variation in the concentra-
tion of the free charge carriers and the carriers cap-
tured by the traps located both on the surface and in
the bulk of por-Si(O).

The investigation of the current of structures within
the air–gas–air time cycle showed that, for concentra-
tions of hydrogen-sulfide lower than 100 ppm, the ini-
tial current value is restored in air within 80–100 s. For
higher concentrations above 104 ppm, we observe a
residual current, which returns to the initial value
within tens of hours. The presence of a residual current
in the por-Si(O) structures was noted [10] in the case of
the adsorption of ethanol and ammonia of high concen-
trations.
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SENSITIVITY OF POR-Si(O)
TO THE ADSORPTION OF POLAR MOLECULES

The sensitivity of the structures in the case of
adsorption can be characterized by the dependences of
the potential barrier or the open-circuit voltage on the
adsorbate concentration. The investigation of the cur-
rent–voltage characteristics made it possible to find the
region of structure parameters measured in situ and the
mode of operation of the 〈Pd–por–p+-Si–Al〉  structure
for which sensitivity to gas action is highest. In this
region, the values of the thickness (d), the porosity (q),
time (t0) of oxidation of the por-Si layer, and thick-
nesses of the palladium electrode (d1) are within the fol-
lowing ranges: d = 6–10 µm, q = 0.78–0.85, t0 = 2–3 min,
and d1 = 50–60 nm.

The highest sensitivity to the adsorption of polar
molecules of hydrogen sulfide and acetone is found for
the structures with the I–V characteristics typical of the
Schottky barrier. For them, a current variation is
observed for both forward and reverse biases across the
palladium electrode. However, in the case of the reverse
bias for V close to the reversible breakdown, an
increase in the current is by an order of magnitude
higher than for the forward bias. The variation of cur-
rent for a hydrogen-sulfide concentration above 10 ppm
amounts to ~103. The current dependence on hydrogen-
sulfide concentration for such a structure is shown in
Fig. 4. In the range of concentrations C = 1–10 ppm, the
dependence of current on C has the form I ∝  Cα, where
α ≈ 2.4. When a concentration increases up to C >
10 ppm, we observe the current saturation. For the
reverse bias, the introduction of hydrogen sulfide at a
relative concentration of 10–8 into nitrogen induces a
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Fig. 4. Current as a function of a hydrogen-sulfide concen-
tration for the structure with the Schottky barrier. Pd+, V =
1 V, Ii= 0.9 nA.
variation in the current by a factor of 2–3. The depen-
dence I(C) can be used for determining low concentra-
tions of hydrogen sulfide.

The experimental current dependence on adsorbate
concentration make it possible to determine the varia-
tion in the potential-barrier height in the 〈Pd–por-
Si(O)–p+-Si–Al〉  structure under the action of hydro-
gen sulfide. For various mechanisms of charge trans-
port in the diode structures, the dependence of the cur-
rent on the potential-barrier height ϕ is exponential:
I = I0exp(–ϕ/kT ) [14]. Determining the dependence of
lnIg/Iinit on the hydrogen-sulfide concentration, where
Iinit and Ig are the currents in the initial state and in the
gas medium with hydrogen sulfide, respectively, it is
possible to find variation in the barrier height ∆ϕ as a
function of the H2S concentration. The obtained depen-
dence ∆ϕ(C) agrees with the measured variation in the
open-circuit voltage that is shown in Fig. 5. For com-
parison, we display the concentration dependence of
∆ϕ(C) for similar structures on single-crystal Si [17],
which shows that, in the structure with layers of partially
oxidized porous silicon, ∆ϕ(C) amounts to 150 mV for
C > 10 ppm, which exceeds the same value for the struc-
tures based on single-crystal silicon by a factor of 2–3.

The adsorption of polar molecules probably
changes the density of surface states in the adsorbate–
adsorbent system and their energy distribution, which,
in its turn, influences the trap distribution over the band
gap of por-Si(O). This fact is corroborated by the exper-
imental data on the Fermi level shift, the variation in the
potential-barrier height in the Pd–por-Si(O) structures,
the appearance of new minima of current, and the shift of
extrema in the time dependence of current on voltage.
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Fig. 5. Concentration dependence of ∆ϕ and ∆Voc for the
structure on the basis of por-Si(O). (1) ∆ϕ, (2) ∆Voc, (3) ∆ϕ
for a single-crystal silicon.
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CONCLUSION
The analysis of the current–voltage characteris-

tics and the kinetics of variation of the current of the
〈Pd–por-Si(O)–p+-Si–Al〉  structures with a specially
oxidized layer of porous silicon showed a number of
current-flow features in the case of adsorption. An
appreciable variation in the I–V characteristics and in
the time dependence of current is observed only under
the action of polar molecules (hydrogen sulfide or ace-
tone).

A positive space charge found on the Pd electrode
varies in the case of adsorption and defines special fea-
tures of the I–V characteristics in the region of voltages
lower than Voc. The properties of structures based on
por-Si(O) can be explained by the Fermi level shift and
by the lowering of the height of the Pd–por-Si(O) bar-
rier under the adsorption effect. The structures pro-
duced on the basis of partially oxidized porous silicon
have exceptionally high sensitivity to the action of
hydrogen sulfide and acetone and can form the basis for
developing gas-media sensors.
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Abstract—A quasi-hydrodynamic model of a submicrometer field-effect transistor was used to study the effect
of the drift-velocity overshoot on the characteristics of drain-current saturation. It is shown that, in submicrome-
ter transistor structures based on many-valley semiconductors, the current saturation is controlled by levelling
off of the electron-drift velocity in the channel, with this levelling off being caused by the effective intervalley
scattering. It is also shown that the highest electron-drift velocity in the channel is inversely proportional to the
transistor gate length. © 2002 MAIK “Nauka/Interperiodica”.
As is well known [1, 2], typical voltages (1–5 V)
correspond to fairly high electric fields (E) in submi-
crometer semiconductor structures; these fields bring
about an appreciable heating of the electron subsystem
and corresponding suppression of electron mobility µ.
However, in actually important situations when the
effective heating length µEτ (τ is the energy-relaxation
time and µ is the mobility) exceeds the distance
between the corresponding n+-type contacts (L), the
electron-subsystem temperature in the sample is found
to be lower than the steady-state value eµE2τ (in
energy units); correspondingly, the effective velocity
of electron flux exceeds the levelled-off velocity v s ≈
107 cm/s, which is referred to as the drift-velocity over-
shoot [3].

In the previous paper [4], we suggested an illustra-
tive analytical description of this phenomenon by
reducing the well-known equation for energy balance
in the quasi-hydrodynamic (thermal) model of the elec-
tron drift to the following form:

(1)

Here, n is the electron concentration, j = nv is the elec-
tron-flux density, and T – T0 is the difference between
the electron-subsystem temperature T and the steady-
state (lattice) temperature T0. It is clear that, using the
assumption that L ! µEτ, we may ignore the thermal-
relaxation term in Eq. (1) and obtain a very simple
expression (T = T0 + (2/5)eϕ) for the electron-sub-
system temperature equal to T0 at the n+ contact to the
source where the potential ϕ(0) = 0; if this expression
is used, the local electron mobility, which is known to
be a function of electron-subsystem temperature,
becomes a function of the local potential ϕ.
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dx
------ j–

edϕ
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--------- j n
T T0–
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---------------–+ 0.=
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According to the model we referred to as
“ultraquasi-hydrodynamic” in our previous publication
[4], the electron-flux velocity becomes local again, i.e.,

which greatly facilitates the calculation of the current–
voltage characteristics of submicrometer-scale semi-
conductor-device structures.

Thus, for the field-effect transistors (most important
from the practical standpoint), in which case the local
surface electron density ns is defined by the capaci-
tance-related expression nse = C(V – ϕ) (C is the spe-
cific capacitance, V is the excess of the gate voltage
over the threshold voltage, and ϕ is the local electro-
static potential in the channel), the current can be deter-
mined by integrating the expression

(2)

with respect to the channel length from the source (ϕ =
0) to the drain where ϕ = min{VD, V}; here, VD is the
voltage at the transistor drain. In this case, the entire
specificity of the temperature dependence can be
derived from the form of the dependence µ(ϕ).

In a previous paper [4], we used the simplest tem-
perature dependence of mobility µ(T) ∝  T–1/2, which
corresponds to the predominance of scattering by
acoustic phonons [5]; therefore, the result obtained in
[5] (I ∝  V3/2) is not exactly realistic. It is clear that, in
order to obtain convincing results, we have to introduce
a correct dependence [µ(T)] into formula (2); this
dependence should correspond to the electron-transport
properties of specific materials in a fairly wide temper-

µ T0
2
5
---eϕ+ 

  dϕ
dx
------,

I C V ϕ–( )µ T0
2
5
---eϕ+ 

  dϕ
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ature range, which will be exactly performed in appli-
cation to gallium arsenide.

As is well known [6], the most consistent and pre-
cise method for describing the transport processes in
electron–hole plasma in semiconductors consists in the
kinetic approach based on solving the Boltzmann equa-
tion for a one-particle distribution function for the
charge carriers. The use of the Boltzmann kinetic equa-
tion makes it possible to take into account both the
specificities of a complex, many-valley spectrum of
charge carriers in a semiconductor and the fairly wide
range of mechanisms for the charge-carrier scattering
without using simplifying assumptions about quasi-
elasticity of the scattering events. A favorable special
feature of the kinetic approach to the description of the
electron transport in semiconductors is the high preci-
sion and reliability of the obtained results, which makes
it possible, in particular, to use these results to verify
the lower-level models and also to calculate the phe-
nomenological transport parameters used in these mod-
els. As a rule, the Boltzmann equations are solved using
the macroparticle method, according to which the car-
rier-scattering events are described using the Monte
Carlo stochastic procedures [6]. The use of the macro-
particle method is appreciably simplified if we assume
that the electric field and the concentration of the elec-
tron–hole plasma are uniform in the semiconductor. In
this case, the above method automatically involves the
procedure of averaging over the electron path and
ensures the calculation of the mean velocity and energy
of electrons as the corresponding functions of the elec-
tric field.

In this study, the above macroparticle method was
applied to GaAs; we simulated the transport process in
a constant and spatially uniform electric field taking
into account three types of nonequivalent, nonpara-
bolic, and spherically symmetric valleys (Γ, L, and X)
in the GaAs electron spectrum and the main mecha-
nisms of electron scattering (by charged impurities and
by optical, acoustic, and intervalley phonons) [7]. The
dependences of the mean velocity (mobility) and mean
energy of electrons on the electric field strength,
obtained as a result of simulation, were then recalcu-
lated (in order to eliminate the electric field) and con-
verted to the sought-for dependence of mobility on the
mean energy W or on the effective electron-gas temper-
ature T = (2/3)W. The calculated electron-mobility
dependence µ(T) for T0 = 300 K and the dopant concen-
tration of 1017 cm–3 is shown in Fig. 1.

The arrangement of points in Fig. 1, with each of the
points corresponding to a specific numerical experi-
ment, demonstrates that electron mobility decreases
appreciably starting at temperatures of about 0.2 eV,
which correspond to the onset of both the occupation of
the upper energy valleys with electrons and the pre-
dominance of the intervalley-scattering mechanism. By
performing a number of similar numerical experiments
for several typical charged-impurity concentrations in
SEMICONDUCTORS      Vol. 36      No. 4      2002
the range of 1015–1018 cm–3, we ascertained that the fol-
lowing analytic expression can be used to adequately
describe the above results:

(3)

Here, µ0(T0) ≈ 8 × 103 cm2 V–1 s–1 is the low-field elec-
tron mobility in undoped GaAs at room temperature
and Nim is the impurity concentration. The solid line in
Fig. 1 represents the results of calculations based on
formula (3). We then introduce T = T0 + (2/5)eϕ into (3)
and substitute this formula for mobility into the integral
corresponding to (2). As a result, we obtain

(4)

where T0 = 0.026 eV.
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Fig. 1. Electron mobility µ as a function of the effective elec-
tron-gas temperature T. The circles correspond to the results
of calculations by the Monte-Carlo method, and the solid line
represents the results of calculation using formula (3).
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An analysis of expression (4) shows that, formally,
the abrupt decrease in mobility starting with tempera-
tures of ~200 K and corresponding to the inclusion of
the predominant intervalley-scattering mechanism
ensures a rapid convergence of the integral for ϕ in (4),
so that its value becomes almost independent of the
upper limit. This tendency is illustrated in Fig. 2, where
we show the results of numerical integration for the fol-
lowing typical values of the structure parameters: L =
0.3 µm, C = 10–7 Φ/cm2, and µ0 = 8000 cm2 V–1 s–1.

Figure 2 demonstrates that transistor-current satura-
tion occurs at the drain voltages of ~0.5 V, which are
much lower than voltages at the transistor gate. This
circumstance unambiguously indicates that the current
saturation is precisely caused by the drift-mobility lev-
elling off, rather than by the channel cutoff.

In the situation under consideration, it is reasonable
to determine the effective velocity of submicrometer
electron drift by dividing the current dependences by
the effective charge CV. The corresponding depen-
dences are shown in Fig. 3. As might be expected, the
effective levelled-off velocity depends only slightly on
the gate voltage even at comparatively low voltages.

The dependences represented in Fig. 3 clearly dem-
onstrate the major physical result of this study; this
result consists in the fact that, due to a rapid decrease in
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0.4
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Fig. 2. The drain current I as a function of the drain voltage
VD in a field-effect transistor for the voltages V = (1) 0.8,
(2) 1.6, and (3) 2.4 V.
the electron mobility at electron-gas temperatures cor-
responding to the prevalence of intervalley scattering,
the effective electron velocity ceases to depend on the
drain voltage VD at comparatively small values of VD
related to the onset of occupation of the upper valleys
in the energy spectrum. This means that, in the submi-
crometer structures based on GaAs and related materi-
als, a specific levelling off of the effective drift mobility
occurs even under conditions of the overshoot effect;
the specificity of the situation under consideration con-
sists in the fact that the levelling off occurs for the volt-
age (rather than electric-field) dependences. It is note-
worthy that, in the case of levelling off under investiga-
tion, the inverse proportionality of the drift velocity to
the channel length, which is characteristic of the ideal
model of a field-effect transistor with a constant charge-
carrier mobility, is preserved. We note that, for the
channel length of ~0.1 µm (quite reasonable with the
modern level of technology), numerical values of the
“submicrometer” levelled-off velocity exceed the con-
ventional value v s ≈ 107 cm/s by an order of magnitude.
In addition, it is worth noting that the above result is
also of practical importance, because this result justifies
further attempts at improving the technology with
respect to reduction of the channel length in field-effect
transistors.
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Fig. 3. Effective drift velocity of electrons in the channel of
a field-effect transistor as a function of the drain voltage VD
for the voltages V = (1) 0.8, (2) 1.6, and (3) 2.4 V.
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Abstract—Electrical and photoelectric characteristics of Pd–p-InP diode structures were studied after their
storage in air for many years. An increase in the Schottky barrier height by 0.2–0.3 eV and a rise in photosen-
sitivity were revealed. The current transport mechanism is governed by a generation-recombination current and
by tunneling via 0.28 and 0.40 eV levels. An assumption is made that these impurity centers lie in the surface
layer of p-InP at the heterointerface with Pd. © 2002 MAIK “Nauka/Interperiodica”.
Our previous studies of Au–p-InP diode structures
subjected to prolonged exposure to air (for 2–3 years)
revealed a fundamental change in their electrical and
photoelectric properties [1]. It was found that this
change is related to structural changes, i.e., to the for-
mation of Au–n-In2O3–p-InP heterostructures. We ana-
lyzed some electrical and photoelectric properties of
diode structures based on n(p)-InP with a palladium
contact in connection with the problem of hydrogen
detection in [2, 3]. In this paper, we report the results
obtained in studying the mentioned characteristics in a
Pd–p-InP diode structures kept in air for 10–12 years.

The structures were fabricated using Czochralski-
grown p-InP crystals with carrier concentration p0 =
1016 cm–3. A palladium layer 400 Å thick was depos-
ited by vacuum evaporation at a residual pressure of
10–5 mm Hg. Ohmic contacts to p-InP were fabricated
by depositing the Ag+Zn alloy. The active surface area
of the structure was 6 × 10–2 cm2. Capacitance–voltage,
current–voltage (I–V), and photoelectric characteristics
of the structures were studied, together with the effect
of the magnetic field on the photocurrent.

Figure 1 presents the dependence of the capacitance
on the reverse bias, C–2 = f(V). The Schottky barrier
height, estimated from this dependence, is ϕ ≈ 1.1 eV.
This value exceeds, by 0.2–0.3 eV, the barrier heights
obtained for freshly prepared samples and for pub-
lished values [4]. The photosensitivity (photovoltage)
increases under the same conditions by a factor of 1.5–
2.0. The spectral curves measured at T = 110 and 300 K
(Fig. 2) steeply decay in the short-wavelength region.
These results are, in part, a consequence of the forma-
tion of a thin intermediate layer between p-InP and Pd.
Let us, however, consider in more detail the contribution
to photovoltage from two components—the short-circuit
photocurrent Is and resistance R0 at bias V  0. At not-
too-high photocurrents and open-circuit photovoltages,
the latter can be represented as

(1)Vph AIsR0,≈
1063-7826/02/3604- $22.00 © 20476
where A is the active surface area of the diode structure.
As shown by experiments, the measured modulated
photocurrent falls by six- to eightfold under exposure to
unmodulated white light (200-W incandescent lamp).
However, the photocurrent under reverse bias decreases
by only 30–40%. At the same time, the photovoltage
falls by more than two orders of magnitude. Thus, the
main change in photovoltage is due to a decrease in dif-
ferential resistance R0 (by nearly 1.5 orders of magni-
tude). Let us consider, in this connection, what carrier
characteristics determining the Is and R0 values are
responsible for their decrease.

Let us, in the first place, reveal the possible mecha-
nism of current transport in the structures studied. Fig-
ure 3 presents their I–V characteristics measured at T =
100 and 300 K. The forward currents can be written in
the analytical form as

(2)

where B is a coefficient. At T = 300 K, the coefficient
n = 2 at small biases (V < 0.3 V), and, at T = 110 K, two
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Fig. 1. Capacitance–voltage characteristic of a Pd–p-InP
diode structure.
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slopes can be distinguished, with n1 = 30 and n2 = 35.
The reverse current at T = 300 K also varies exponen-
tially with voltage (n = 33).

Figure 4 presents the temperature dependence of the
forward current in the range 110–300 K. The current
varies only slightly at 110–230 K and, with T increas-
ing further, can be represented as (Fig. 4, curve 1)

(3)

with the activation energy Ea ≈ 0.1 eV.

The presented experimental I–V characteristics
show the predominant contribution to the total current
from its two components: generation-recombination
(Ig–r) and tunnel (Itun) currents, i.e.,

(4)

where Ilc is the leakage current. It should be noted that,
although the area A of the diode structures is relatively
large, no change in the total current I was observed over
the entire range of forward biases upon the structure
cleaning operations; i.e., the contribution of Ilc is insig-
nificant. Thus,

(5)

The generation-recombination current

(6)

where ni is the intrinsic carrier concentration, w is the
depletion layer width, and τ is the carrier lifetime in the
depletion layer. The corresponding R0A value can be
written as

(7)

where Vd is the diffusion potential, ε is the dielectric
constant, and q is the elementary charge.

As is known, tunnel currents may be of varied
nature. In addition to band-to-band tunneling, various
kinds of tunnel transitions are known, which involve
impurity levels related to structural defects or chemical
impurities. The functional form of tunneling is the same
in all cases, and the key factor is the tunneling energy
Etun. This energy may be equal to or lower than the
energy gap.

As is known, the analytical expression for band-to-
band tunneling has the form

(8)

where Em =  is the maximum electric field,

and Eg is the energy gap. The general analytical expres-
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sion, including various kinds of tunneling, can be writ-
ten as

(9)

Using the proportionality C2 ∝  (m*)1/2 , Etun can be
found [5]:

(10)

I tun C1V3/2 C2/V1/2–( ).exp=
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Fig. 2. Photosensitivity spectrum of a Pd–p-InP diode struc-
ture at temperature T: (1) 110 and (2) 300 K.
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The graphic presentation of the dependence
ln(Itun/V3/2) = f(V–1/2) was used to estimate C2 for two
bias ranges for forward current at T = 110 K and for
reverse current at T = 300 K, and Etun was calculated by
means of relation (10). Analysis of the spectral
dependences of the photovoltage yielded dEtun/dT ≈
5 × 10–4 eV/K. At T = 110 K, Etun ≈ 0.28 eV at low for-
ward voltages and Etun ≈ 0.40 eV at relatively large
biases; at T = 300 K, Etun ≈ 0.28 eV for reverse current.
The data obtained suggest that the forward current at
small biases is due to tunneling involving the 0.28 eV
level (as in the case of the reverse current) and that, at
high biases, it is due to tunneling that predominantly
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Fig. 4. Temperature dependences of (1) forward current and
(2) photocurrent in a Pd–p-InP diode structure.
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Fig. 5. Variation of photocurrent in a Pd–p-InP diode struc-
ture with magnetic field H: (1) H || S and (2) H ⊥  S.
involves the 0.40 eV level. The range of intermediate
biases is characterized by the joint contribution from
both levels.

The analysis performed indicates that, in determin-
ing the photovoltage at T = 300 K, the second term in
(4) should be neglected and the change in Vph be con-
sidered exclusively with account of changes in the
parameters appearing in (7). Apparently, the principal
characteristic, which strongly changes under the influ-
ence of external illumination, is the lifetime τ of non-
equilibrium carriers. The strong effect of external
unmodulated illumination points to the major part
played by trapping levels in recombination processes in
the depletion layer. On the assumption that the deeper
lying level Et = 0.40 eV lies in the lower half of the
energy gap and is an effective hole capturing center, we
can write [6]

(11)

where τp and τ0 are the lifetimes of majority carriers with
and without trapping levels, respectively; M is the con-
centration of trapping levels; and Nv M = Nv exp(–Et/kT)
is the effective density of states related to the Et level.
In our experiment, τp and τ0 correspond to, respectively,
cases with and without external illumination. At τp/τ0 ≈
5 × 10–2, ni(T = 300 K) ≈ 6 × 106 cm–3, Nv M ≈ 7 ×
1010 cm–3, the concentration M ≥ 1012 cm–3, and, for the
0.28 eV level, M > 1014 cm–3. The main part of recom-
bination probably goes via deeper levels near the mid-
gap. Thus, the presence of trapping levels makes the
lifetime longer and the diffusion length, correspond-
ingly, larger, which raises the efficiency of electron–
hole pair separation at the Schottky barrier.

Since the diffusion length Ln = , where Dn is
the diffusion coefficient, the previously noted change in
the short-circuit photocurrent under illumination is in
good agreement with the change in τn. It becomes
understandable now why the photocurrent changes
only slightly under reverse bias, since, in this case, the
tunneling mechanism of current transport is operative.

The change in photocurrent with temperature is
slight (Fig. 4, curve 2), with the weak rise at low tem-
perature associated with the field- and phonon-and-
field-assisted tunneling.

There is reason to believe that impurity-related trap-
ping centers giving rise to levels at 0.28 and 0.40 eV lie
in the surface layer of p-InP at the interface with the
intermediate layer. Additional measurements of the
short-circuit photocurrent were carried out in a mag-
netic field. The measurements were done with frontal
illumination of the diode structure (from the Pd side),
with the magnetic field parallel to the structure plane
(S) (H || S) and perpendicular to it (H ⊥  S). The photo-
current variation with magnetic field strength is shown
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n0 p0 1
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in Fig. 5. A characteristic dependence ∆Iph = f(H) is
observed at H || S (curve 1): with increasing magnetic
field, the photocurrent first decreases at small H and
then grows steeply at around H ~ 13 kOe, with subse-
quent leveling-off.

The photomagnetic current under frontal illumina-
tion of a p–n junction was calculated in [7, 8]; however,
only the diffusion mechanism of transport was taken
into account. Apparently, a Schottky diode, especially
one with generation-recombination current transport,
must have its own specific features. Qualitatively, the
change in photocurrent in a magnetic field can be
understood for our structures by taking the possible
changes in the diffusion coefficients Dn, p and lifetimes
τn, p into account. With H || S and relatively weak mag-
netic fields, the decrease in photocurrent is associated
with a decrease in the diffusion length, since

where µn and µp are the electron and hole mobilities,
and the rate of recombination is high at the heteroint-
erface with the intermediate layer. With H increasing
further, the rise in the lifetimes τn, p starting with H ≈
13 kOe will be dominant for a certain part of the flow
of nonequilibrium carriers, owing to their magnetodif-
fusion displacement parallel to the heterostructure
plane. This leads to a change of the ∆Iph sign. At H ⊥  S,
only the lifetime rise factor is operative and magnetod-
iffusion displacement parallel to the structure plane
occurs, since the magnetic field acts upon the momen-
tum vector components of nonequilibrium electrons
being scattered.

It is noteworthy, further, that the steep drop in the
spectral curve of photosensitivity in the short-wave-
length region also indicates that the rate of surface
recombination at the heterointerface is high.
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The experiments revealed that, at T = 110 K, the
relaxation phenomena become more pronounced in for-
ward current measurements. At the same time, reverse
currents cannot be measured precisely at all, owing to
their instability. These data can be attributed to the non-
uniformity of the thickness and composition of the
intermediate layer and, correspondingly, the physico-
mechanical properties of its constituents. The problem
of the nature and composition of the intermediate layer
in the diode structure invites further physicochemical
studies.
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