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Abstract—Dependences of photoluminescence (PL) intensity for undoped and doped graded-gap AlxGa1 – xAs
(x & 0.36) solid solutions on the excitation level J (1019 photon cm–2 s–1 & J & 1022 photon cm–2 s–1) were
investigated for various built-in electric fields E = e–1∇ Eg (85 V/cm & E & 700 V/cm). It was found that the
accelerating effect of the field E gives rise to a complex dependence of intensity of the edge PL (I) on the excitation
level. The nonlinearity of the I(J) dependence is attributed to the contribution of the two-photon absorption of PL
emission when the latter is reemitted. An optimal range of E values exists (120 V/cm & E & 200 V/cm). In this
range, the contribution of two-photon absorption to the reemission process in undoped solid solutions is largest.
© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Generally, emission characteristics of graded-gap
semiconductors under the accelerating effect of the
built-in electric field E = e–1∇ Eg are determined by the
drift of nonequilibrium charge carriers and the photon
drift, which is associated with the reemission of recom-
bination radiation. Here, the ∇ Eg quantity is the band
gap gradient. The contribution of these factors to the
formation of luminescence properties is determined by
parameters of semiconductors [1]. Thus, for low E val-
ues, the photon drift of nonequilibrium charge carriers,
which determines the formation of both the spectrum
and the intensity of radiative recombination, is domi-
nant [2–5]. Luminescent properties of semiconductors
with intermediate and large ∇ Eg, in which the drift of
nonequilibrium charge carriers dominates in their
transport, are determined by the joint action of the drift
of nonequilibrium charge carriers in the field E and ree-
mission. Much attention was paid to the investigation of
the contribution of the former factor to the formation of
the emission spectrum for such semiconductors [1, 6, 7].
However, the influence of reemission on their lumines-
cence characteristics has been inadequately investi-
gated. It is known [8, 9] that reemission with drift of
nonequilibrium charge carriers in the field E leads to an
increase in the external photon yield of luminescence.
However, the mechanism of reemission in such semi-
conductors has hardly been studied.

In this study, the specific features of reemission in
graded-gap AlxGa1 – xAs solid solutions with the drift
mechanism of transport of nonequilibrium charge car-
riers are considered. These features were found from
measurements of the dependence of their PL spectra on
the photoexcitation level.
1063-7826/02/3605- $22.00 © 20481
2. EXPERIMENTAL

Undoped (n & 1016 cm–3) and Te-doped (n . 1018 cm–3)
epilayers of AlxGa1 – xAs solid solutions grown on GaAs
substrates from a limited volume of solution–melt were
investigated. The composition of the layers varied
along the growth axis. Specifically, the Al content was
highest at the layer–substrate interface (x . 0.36) and
decreased to the surface, where x = 0. The layer compo-
sition varied linearly over the thickness in the region
adjoining the substrate. This region makes approxi-
mately 80% of the contribution to the total thickness d.
For various undoped structures, ∇ Eg varied within the
range of 85 eV/cm & ∇ Eg & 700 eV/cm. An increase
in ∇ Eg was attained by decreasing the thickness of the
layers grown with the same Al content at the sub-
strate–layer interface. The thickness of the solid-solu-
tion layers investigated varied within the range of
16 µm & d & 70 µm. For doped layers, the ∇ Eg values
were 150–170 eV/cm.

The photoluminescence (PL) at 77 and 300 K was
excited from the wide- and narrow-gap sides of the

epilayer (i.e., from the  and  sides, as is
shown in the inset to Fig. 1) using the angle laps of the
structure [1]. The excitation was carried out using the
optical beam of an argon (λ = 0.488–0.514 µm) laser;
the beam diameter was ~30 µm. The intensity of PL exci-
tation J varied in the range of 1019 photon cm–2 s–1 & J &
1022 photon cm–2 s–1. The PL spectra were recorded
using a Ge photodiode according to the conventional
procedure [1]. The external PL photon yield was esti-
mated using a calibrated Si photodiode. The effective
shift of nonequilibrium charge carriers l+ was deter-
mined from the slope of the low-energy falloff of the
edge emission band [1].
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3. RESULTS

The PL spectra of undoped solid solutions included
the edge emission band only. With the PL excitation

from the  side, i.e., with the accelerating effect of
the field E, the shape of PL spectra depended on the
magnitude of this field and excitation level J. For the
edge emission, the E dependence of its shape for a low
PL excitation level (J & 2 × 1020 photon cm–2 s–1) was
considered by us in [6]. The variation in the shape of the
edge emission band for one of the undoped layers,
depending on the excitation level, with the illumination

both from the  side (I+, curves 1–4) and from the

 side (I–, curves 1', 4') is shown in Fig. 1. It can be
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Fig. 1. Variation in the shape of the edge photoluminescence
spectrum for the undoped epilayer with eE = ∇ Eg = 160 eV/cm
in relation to the excitation level with the excitation from

the  side (1–4) and from the  side (1', 4') at T =

300 K. J: (1, 1') 1019; (2) 1020; (3) 2.5 × 1021; and (4, 4')
1022 photon cm–2 s–1. The variation in the band gap over the
epilayer thickness for undoped solid solutions and the
experimental layout are shown in the inset. The arrows indi-
cate the direction of photoluminescence excitation. Num-
bering of arrows corresponds to numbering of the spectra
(1–4, 1', 4').
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seen that, as J increases, the band is broadened to a low-
energy region and the radiative recombination region
shifts from the wide-gap region to the narrow-gap
region of the layer. This shift manifests itself in the shift
of the short-wavelength peak hνm to the long-wave-
length region. The variation in the spectrum shape is
caused by an increase in the effective shift of nonequi-
librium charge carriers l+ with increasing J. The magni-
tude of the shift of hνm to the short-wavelength region
is proportional to l+. These characteristics also depend on
the built-in field E (Fig. 2). For high excitation intensities,
the magnitude l+ in the layers with E ≈ 160–260 V/cm is
largest.

If the  side is illuminated, the integrated inten-

sity of the edge PL band  side increases with increas-

ing J. The increase in  follows the power law

(1)

Here, C is the proportionality coefficient, which
accounts for the experimental layout, the angular distri-
bution of the PL intensity, the refractive index of the
semiconductor, the interaction of excitation radiation
with the semiconductor, the recombination rate, the
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Fig. 2. Effective shift of nonequilibrium charge carriers (1–3)
and location of the short-wavelength peak in the photolumi-
nescence spectra (1'–3') for undoped epilayers in relation to
the excitation intensity at T = 300 K. The built-in field E =
(1, 1') 89, (2, 2') 160, and (3, 3') 256 V/cm.
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internal PL photon yield, and the lifetime of nonequi-
librium charge carriers.

For low and medium intensities J & 1021 photon cm–2 s–1,

an increase in intensity  is superlinear (m = mΣ > 1).
The degree of superlinearity of dependence (1), i.e., the
magnitude of exponent mΣ, is proportional to the shift
of the short-wavelength peak of the edge emission
band. With increasing E, mΣ passes through a maximum
(Fig. 3). In the PL spectra of the layers with the most
significant shift of hνm, the parameter mΣ increases with
increasing J and attains the values mΣ > 2 for medium
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Fig. 3. Dependences of the integrated intensity of edge
emission (1–5), of the exponent mΣ in relationship (1) on the
excitation level (1'–3'), as well as of the largest value of the

exponent  on the built-in field (6) for undoped solid solu-

tions with the excitation from the  side (1–3, 1'–3', 6)

and from the  side (4, 5) at T = 300 K. E = (1, 1') 89,

(2, 2') 160, (3, 3') 700, (4) &160, and (5) > 200 V/cm.
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excitation levels (1020 photon cm–2 s–1 & J & 1021 pho-
ton cm–2 s–1). In this case, the degree of superlinearity,

i.e., the m value, varies with the intensity  for differ-
ent wavelengths λ of the same emission band. In the
region of the short-wavelength peak, the quantity m is
smallest, increases with increasing emission wave-
length, and attains the largest values (mΣ & 4) for the
low-energy peak (see the inset in Fig. 4).

For high excitation levels (J > 1021 photon cm–2 s–1),
dependence (1) becomes sublinear (m < 1). In this case,
the exponent m decreases with increasing J, E, and
excitation wavelength λ (Fig. 3). With the excitation

from the  side, the external photon yield ηex

increases with an increase in the excitation level from
0.5–1% for J = 1019 photon cm–2 s–1 to 3–10 % for J .
1022 photon cm–2 s–1 depending on E. The largest values
of ηex are observed for the layers with the lowest fields
and decrease with increasing E.
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Fig. 4. Spectral dependences of photoluminescence inten-

sity  on the excitation level for various sections of the

edge photoluminescence band, as is shown in the inset, for
the undoped layer of the solid solution with E . 180 V/cm,

and the dependence of the largest exponent  in rela-

tionship (1) as a function of energy of photons emitted in the
edge photoluminescence band at T = 300 K (curve 4). Inten-

sities , , and  correspond to their dependences on

J represented by curves 1–3.
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The J dependences of the integrated intensity of

the edge ( ) and impurity ( ) emission in the PL
spectra of doped layers are shown in Fig. 5. It can be

seen that the quantities (J) also depend nonlin-
early on the excitation intensity J. Specifically, with
increasing J, they pass from sublinear dependences
for J & 1020 photon cm–2 s–1 to superlinear ones with an

increase in the exponent mΣ. This variation in (J) is

accompanied by a shift of the impurity-band peak h  to
the longer wavelength. For J > 5 × 1020 photon cm–2 s–1,

the dependence (J) becomes sublinear again. The

region of stabilization of h  corresponds to this por-
tion of the dependence (Fig. 5).

With the PL excitation from the  side, i.e., with
the decelerating effect of the field, the shape of the edge
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Fig. 5. Dependences of integrated intensity of the edge pho-
toluminescence (1), impurity emission (2, 3), and energy of
the peak of the edge photoluminescence band (4) on the exci-
tation level for one of the doped layers with E = 154 V/cm for

the excitation from the  side (1, 2, 4) and the 

side (3) at T = 77 K. The shape of the spectrum for this layer

of solid solution with the excitation from the  side is

shown in the inset (J = 1021 photon cm–2 s–1).
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PL band is typical of direct-gap semiconductors with a
constant composition (Fig. 1, curves 1', 4'). The loca-
tion of the intensity peak of this band (I–) is determined
by the composition of the excited region of the solid
solution and is independent of the excitation level. The
band shape remains unchanged. The integrated PL

intensity  for undoped layers with E < 200 V/cm
increases linearly for low and medium excitation levels
(mΣ = 1). For high J values (J & 2 × 1021 photon cm–2 s–1),
an increase is superlinear (mΣ . 1.8). For undoped lay-
ers with E * 200 V/cm and doped ones, the linear

dependence (J) is observed in the entire range in
variation of the J quantity (Fig. 3). In this case, the
external photon yield of the edge PL remains constant
and does not exceed 0.3–0.8% for various layers of
solid solutions.

With increasing J, both the shape of the impurity

emission band and the J dependence of h  do not

vary. However, the intensity  increases linearly with
the excitation level for J < 1020 photon cm–2 s–1 and sub-
linearly for higher J (Fig. 5).

4. DISCUSSION

For the one-photon absorption of the excitation
light, dependence (1) can be linear with the proviso that
∆n < n0. Here, ∆n and n0 are the nonequilibrium and
equilibrium carrier densities, respectively. In this case,
the exponent m(1) = 1, where the subscript (1) indicates
the one-photon absorption. Alternatively, dependence (1)
can be quadratic when ∆n > n0. In this case, m(1) = 2
[10]. For the two-photon absorption, the intensity of
band-to-band PL IPL is also the power-law function of
the excitation level J. The exponent m(2), in which sub-
script (2) indicates the two-photon absorption, exceeds
the exponent for the one-photon absorption by a factor
of 2 [11]:

(2)

Thus, for ∆n < n0, dependence (2) is quadratic.

On the other hand, if the concentration of nonequi-
librium charge carriers ∆n > n0, the exponent in the J
dependence of IPL is equal to 4.

Thus, if we have the one-photon or two-photon
absorption only, and with the proviso ∆n < n0, the expo-
nent m in dependence (1) takes the values of 1 or 2.
With the proviso ∆n > n0, it takes the values of 2 or 4,
respectively. Obviously the realization of the one-pho-
ton and two-photon PL mechanisms should simulta-
neously (for ∆n < n0 and ∆n > n0) determine continuous
series of m values in the range of 1 ≤ m ≤ 4 depending
on the contribution of one or another excitation mecha-
nism and excitation intensity.
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The specific features observed in the dependences

(J) and (J) are characteristic of the two-photon
excitation. These are the superlinearity and superqua-
dratic behavior with various values of the exponent m
(1 < mΣ ≤ 2.5; 1 < mλ ≤ 4). This permits one to make the
following conclusion. With the excitation of graded-

gap AlxGa1 – xAs solid solutions from the  side, the
emission contributes to the measured intensity of the
edge PL, which emerges as a result of recombination of
nonequilibrium charge carriers. These can be generated
both with the one-photon surface absorption of excita-
tion laser radiation and with the one-photon and two-
photon absorption in the crystal bulk during repeated
reemission. The role of reemission in the formation of
the PL intensity is shown by the values of the external
photon yield ηex for medium and high excitation levels.
These values far exceed the largest theoretical value
ηex . 1.5% for homogeneous (homogeneous-gap) III–V
semiconductors with the internal emission photon yield
ηin = 100% and emission output through a flat polished
surface in the absence of reemission.

The joint effect of the following phenomena is
observed: the drift of nonequilibrium charge carriers in
the built-in field E; a coordinate dependence of proba-
bility of the radiative recombination, which is deter-
mined by the field; broadening of the excitation region
with increasing J; and reemission. These phenomena
lead to the situation where various mechanisms of
recombination (linear, quadratic) and PL absorption
(one-photon and two-photon) can occur in different
regions of the solid-solution layer. Their combination
and role in each of the regions can vary with varying J.

The  quantity is the superposition of intensities 
from regions with different compositions. These
regions are characterized by various combinations of
mechanisms of recombination of nonequilibrium
charge carriers and PL absorption. For this reason, the

dependence (J) has a variable degree of superlinear-
ity and superquadratic behavior of m for various J.

An increase in the exponent mλ along the direction
of the drift of nonequilibrium charge carriers is appar-
ently associated with an increase in the coefficient of
the two-photon absorption K(2). The latter is described
for allowed transitions by the expression [10]

(3)

Here, a1 is the coefficient, which depends on the orien-
tation of the polarization vectors of photons hν1 and
hν2; and ρ is the density of the primary PL emission. It
can be seen from relationship (3) that, for the same val-
ues of hν1, hν2, and ρ = const, the value of K(2) increases
with decreasing Eg.
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The dependence of the parameter  on the built-
in field E is apparently controlled by the following fac-
tors.

On the one hand, an increase in the field for E <
200 V/cm leads to an increase in the coefficient of the
one-photon PL absorption K(1), which is described by
the expression [12]

(4)

Here, z > z2 > z1 are the coordinates along the direction
of decreasing Eg, hv (z1) is the energy of the photon
emitted along the coordinate z1, and Eg(z2) is the band

gap at the coordinate z2 (Eg(0) =  > hν (z1) >
Eg(z2)). On the other hand, an increase in E broadens
the region of radiative recombination to the narrow-gap
regions of the layer, in which the role of two-photon
absorption increases. This is a result of an increase in
both the drift rate and the effective shift of nonequilib-
rium charge carriers l+. Both these factors increase the
contribution of reemission to the generation of non-
equilibrium charge carriers, which leads to increasing

 with an increase in the field E in the above range
of its variation.

For E > 200 V/cm, the l+ quantity becomes compa-
rable with the thickness of the layers under investiga-
tion or exceeds it. In this case, with increasing E, a pro-
gressively larger fraction of nonequilibrium charge car-
riers, which are generated by external excitation at the
wide-gap surface, reaches the rear narrow-gap surface,
where the carriers recombine nonradiatively. This is
shown by transformation of the superlinear and super-

quadratic dependences (J) and (J) into sublinear
ones upon reaching saturation in the layers with the
larger E values at higher excitation levels. As a result,
with increasing E, the fraction of nonequilibrium
charge carriers, which recombine radiatively in the
bulk, decreases; the contribution of reemission to the
generation of nonequilibrium charge carriers reduces;
the fulfillment of the condition ∆n > n0 becomes ham-
pered or impossible; and, consequently, the degree of

superlinearity of dependences (J) and (J)
decreases.

Upon excitation from the  side, the character

of the (J ) dependence points to linear recombina-
tion in undoped layers with E > 200 V/cm over the
entire range of variation in J. For undoped layers with
E < 200 V/cm, the linear recombination at low and
medium excitation levels gives way to the quadratic
one at J > 1021 photon cm–2 s–1. This is caused by an
increase in the diffusion length of nonequilibrium
charge carriers and, consequently, by an increase in the
lifetime of nonequilibrium charge carriers with
decreasing ∇ Eg [13]. Low values of ηex point to large
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nonradiative losses, mainly at the surface illuminated,
and to the absence of reemission with deceleration of
nonequilibrium charge carriers by the field E.

Let us consider the specific features of the excita-
tion-level dependence of the impurity PL intensity Iim.
For doped layers, the impurity PL band originates
owing to transitions with the involvement of TeAsVGa
centers, which introduce a deep level into the lower part
of the band gap [14]. It is known that, for a homoge-
neous n-type semiconductor, the intensity of radiative
transitions to such a level at small J values, which
ensure the fulfillment of the condition ∆n < n0, is equal
to [15]

(5)

Here, ηin is the internal emission photon yield in the
centers, Cn is the coefficient of electron capture at the
center, and ∆p is the concentration of nonequilibrium
holes (∆p = ∆n). When ∆p < Nr, where Nr is the density
of centers, Iim increases linearly with the excitation
level with the proviso that ∆p ∝  J. With increasing J,
when ∆p > Nr and ∆n < n0, all centers are occupied with
holes. In this case, either leveling off (for ηin = const) or
a sublinear increase (with increasing ηin with increas-
ing J) of the Iim quantity takes place, which is accompa-
nied by a linear increase in the edge PL intensity. In this
case, Iim can be represented as

(6)

For high excitation levels (∆n > n0, ∆n = ∆p > Nr), the
intensity of the impurity PL band Iim, which is
described by the expression

(7)

increases with increasing J. In this case, the depen-
dence Iim(J) is governed mainly by the character of the
variation in ∆n with increasing excitation level, with the
J dependence of the edge emission intensity [15] being
quadratic.

For the doped solid solutions investigated, the Iim(J)
dependence described by expressions (5) and (6) is

realized with excitation from the  side, whereas

with excitation from the  side, the dependence is
described by expression (7). In fact, the intensity of the

edge emission  increases superlinearly with increasing

J in the latter case, whereas  increases sublinearly.
This indicates that the condition ∆n > n0 is satisfied for
J < 1020 photon cm–2 s–1. For J > 1020 photon cm–2 s–1, the

increase in  is superlinear. This is associated with

I im . η inCnn0∆p.

I im . η inCnn0Nr.

I im η inCnNr∆n,≅

Eg
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+

IΣim
+

IΣim
+

the superlinear increase in the nonequilibrium charge-
carrier density ∆n due to the two-photon absorption of
the edge PL, as shown by the superquadratic depen-

dence (J). The shift of the impurity PL region to the
narrow-gap side of the layer and its localization at the
rear surface for high excitation levels, the cause of
which was considered previously [7], lead to substan-
tial nonradiative losses on this surface. This gives rise

to the sublinear dependence (J) for J * 1021 pho-
ton cm–2 s–1 similarly to that for the dependence of the

edge PL (J).
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Abstract—The range of applicability of the method for the determination of the shallow-level donor and acceptor
content in semiconductors from the ratio of low-temperature (T = 1.8–4.2 K) intensities of exciton-luminescence
bands was analyzed; these bands are caused, in particular, by the radiative annihilation of excitons bound to impu-
rities and free excitons. It is shown that the correct data on the concentrations of shallow-level acceptors and
donors and on changes in these concentrations under various effects can be obtained if the occupancy of the defects
under consideration by electrons and holes is independent of the luminescence excitation intensity and external
factors. The procedures for verifying the fulfillment of conditions for applicability of the method are outlined. An
example of using the method for determination of thermally stimulated changes in concentrations of shallow-level
acceptors and donors in gallium arsenide is given. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is known that intense luminescence bands are
observed at low temperatures (T = 1.8–4.2 K) in the
edge emission spectrum of semiconductors (hence-
forth, the emitted-photon energy is denoted by hν).
These bands are caused by the radiative annihilation of
free excitons X (reaction X  hν, its probability is αX,
and the emission intensity is IX) as well as of excitons
bound to shallow impurities, i.e., neutral acceptors A0

(hereafter, bound excitons A0X, reaction A0X  A0 +
hν, its probability is , and the emission intensity is

), and those bound at ionized (D+) and neutral (D0)

donors (hereafter, bound excitons D+X and D0X, reac-
tions D+X  D+ + hν and D0X  D0 + hν, the cor-
responding probabilities are  and , and the

emission intensities are  and  [1]).1 Previously

(see, e.g., [4–13]), the analysis of the ratio of intensities
of exciton luminescence bands in semiconductors was
widely used for the determination of the impurity com-
position. Thus, measurements of the intensity ratio of
luminescence bands caused by annihilation of bound
and free excitons were used for the determination of
shallow-level acceptor NA and donor ND concentrations
in various semiconductors (e.g., in Si [4–7], GaAs [8,

1 Note that, in particular, in the bound excitons A0X, D+X, and D0X,
not only radiative but also nonradiative electron transitions (with
probabilities  , and , respectively) can take

place [2, 3].
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9], and InP [9]) and the changes in concentrations
induced by various external factors F, in particular, by
doping and heating (e.g., in GaAs [10, 11]). In addition,
measurements in GaAs of the intensity ratio of lumi-
nescence bands caused by the annihilation of excitons
bound to shallow acceptors and donors were used to
determine the concentration ratio NA/ND [12] and its
change under external factor F (variations in the growth
conditions of epitaxial layers) [13]. However, in this
case, insufficient attention was paid to the consider-
ation of the method’s physical grounds, in particular, to
conditions that, when satisfied, make it possible to use
this method to obtain reliable data on the quantities NA,
ND, NA/ND, and on their dependences on F.

Below, we will consider in detail the physical condi-
tions under which the correct determination of shallow
acceptor and donor concentrations in a semiconductor,
as well as the changes in the concentrations caused by
various factors, is possible. We will show that the use of
normalized intensities of exciton luminescence bands
for the determination of the quantities NA, ND, and
NA/ND and their changes caused by variations in F has
certain restrictions; we will outline the criteria that,
when fulfilled, make it possible to reliably determine
the above quantities by analyzing the experimental
data. We will also illustrate the proper use of the lumi-
nescence method under consideration by the example
of the determination of thermally stimulated changes in
the shallow acceptor and donor concentrations in semi-
insulating GaAs.
2002 MAIK “Nauka/Interperiodica”
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2. METHOD BASICS
2.1. General Expression

for the Luminescence Intensity Ratio

We consider a semiconductor containing acceptors
and donors both isolated (i.e., those without bound exci-
tons) and bound with excitons. We define the normalized
intensities of exciton luminescence /IX, /IX,

/IX, / , / , and /  in this

semiconductor at low temperatures T = 1.8–4.2 K.2

Obviously, under the conditions indicated, the intensi-
ties of the exciton luminescence bands are defined as
follows:

where , , and  are the proportionality

factors dependent on the nature of acceptors and
donors; nX, , , and  are the concentrations

of free (X) and bound (A0X, D+X, and D0X) excitons;
and , , and  are concentrations of neutral

acceptors and ionized and neutral donors, respectively.3

Then, the normalized intensities of the exciton lumines-
cence bands under consideration are given by

(1)

(2)

(3)

2 It is assumed that at these temperatures, first, conductivity of the
semiconductor (due to freezing of equilibrium charge carriers) is
controlled by the excess electrons (their concentration is δn and
their lifetime is τn) and holes (their concentration is δp and their
lifetime is τp) and, second, the thermal dissociation of excitons
can be ignored.

3 It is assumed in defining the relations , , and 

that, first, the concentration of acceptors and donors, to which the
excitons are bound, is low, i.e.,  ! ,  ! ,

and  !  (the conditions indicated are one of the main

conditions for the applicability of the method under consider-
ation; see below and also [6]). Second, it is assumed that the non-
radiative annihilation of bound excitons A0X, D+X, and D0X (if its
role is important, i.e., if  ≥ ,  ≥ , and

 ≥ ) is not caused by their interaction with free charge

carriers; in particular, the dissociation of exciton–impurity com-
plexes A0X, D+X, and D0X due to transitions of free electrons and
holes at acceptors or donors can be ignored.
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where concentrations  = NA,  = ND, and

 = ND are expressed in terms of the probabili-

ties of the acceptor occupation with holes ( ), donor

occupation with holes ( ), and electrons ( ); i.e.,

(4)

(5)

where  and  are the coefficients of hole capture
by ionized acceptors and of electron capture by neutral

acceptors, and  and  are the coefficients of hole
capture by neutral donors and of electrons capture by
ionized donors.4 Thus, formulas (4) and (5) define the
probabilities of finding an acceptor in the neutral state
A0 and a donor in the state D+ or in the neutral state D0.

2.2. Determination of the Dependences NA, ND = f(F) 
from Analysis of Exciton Luminescence Spectra

As was mentioned above, the determination of
dependences of NA and ND on the magnitude of the
external factor F is based on measurements of intensity
ratios /IX, /IX, and /IX under the effect of

various external factors F at low temperatures (T = 1.8–
4.2 K) [10, 11]. However, it can be seen from formu-
las (1), (4), and (5) that, in the general case, the varia-
tions in these ratios due to changes in F are defined not
only by the dependences of shallow acceptor and donor
concentrations on F but also by quantities , ,

and , i.e., by dependences of the ratio of the excess

electron and hole concentrations (δn/δp) together with
the dependences of the capture rates of carriers by

acceptors ( δn/ δp) and donors ( δn/ δp)
on the magnitude of F.

4 It is implied in relations (4) and (5) that the probabilities ,

, and  are defined only by transitions of free electrons

and holes to the neutral and ionized acceptors and donors [14,
15], i.e., the generation and annihilation of bound excitons A0X,
D+X, and D0X do not affect the quantities , , and .

Obviously, this assumption is valid if the annihilation of exciton–
impurity complexes A0X, D+X, and D0X is accompanied mainly
by the appearance of isolated acceptors A0 and donors D+ and D0,
i.e., the Auger recombination of bound excitons A0X, D+X, and
D0X can be ignored [15]).
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Obviously, formulas (1) can be transformed into 

(6)

if  ≠ f(L, F), where L is the intensity of lumines-

cence excitation; 

(7)

if  ≠ f(L, F); and

(8)

if  ≠ f(L, F); (on the conditions for , ,  ≠
f(L, F), see below).

Expressions (6)–(8) are essential using the exciton
luminescence spectra for the determination of depen-
dences NA, ND = f(F). They represent a linear relation
(necessary for the correctness of the method) between
the normalized intensities of bound-exciton lumines-
cence and concentrations of shallow impurities.5 Con-
sequently, the correct use of the method considered for
the determination of variations in shallow acceptor con-
centrations induced by external factors is possible if

 ≠ f(L, F); similarly, we can determine variations in

shallow donor concentrations if  or  are inde-

pendent of L and F, because only in these cases /IX

increases linearly with NA and ratios /IX and

/IX increase linearly with the increase in ND. Other-

wise, the method considered yields an incorrect depen-
dence of NA and ND on the external factors; i.e., its form
will be different for dissimilar values of L (in particular,
if , ,  = f(L); this apparently takes place

when the form of dependences of , , and 

on L is different; see, e.g., [9, 16]).

5 The method under consideration is valid if only a small fraction
of acceptors and donors are bound with excitons, i.e.,  !

NA and  +  ! ND. In this case, the luminescence

intensities , , and  are proportional to Lm, where

m can change from 1.5 to 2 [16], and the normalized intensities of
the exciton luminescence bands are possibly independent of L
(see below). Otherwise, if, e.g.,  ≈ NA, intensity  ≈

NA is independent of L, whereas the intensity ratio /IX ∝

NA/nX = f(L) for any L.
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The aforementioned independence of , , and

 on L and F can take place under the following con-

ditions, as follows from relations (4) and (5):

(i) δp . δn or δp/δn ≠ f(L, F), then , ,  ≠
f(L, F);

(ii) δp @ δn, then  . 1, i.e.,  ≠ f(L, F);

(iii) δn @ δp, then  . 1, i.e.,  ≠ f(L, F);

(iv) δp @ δn, then  . 1, i.e.,  ≠ f(L, F).

Obviously, experimentally, the independence of
intensity ratios /IX, /IX, and /IX from L is

indicative of the fulfillment of the conditions , ,

 ≠ f(L). Undoubtedly, the independence of the

intensity ratio /  ∝  δp/δn on L and F also con-

firms the fulfillment of relations , ,  ≠ f(L, F)

in experiment [see expression (3)].
The fulfillment of the above conditions defining the

limits of the independence of quantities , , and

 from L and F appreciably restrict the domain of the

applicability of the method under consideration. Their
fulfillment in the experiments involves certain difficul-
ties. Therefore, in the relevant experiment, it is very
likely that the normalized intensities /IX, /IX,

and /IX and ratios /  and /  depend

on L, and, consequently, the method under consider-
ation cannot be used for the determination of changes
of NA, ND, and NA/ND when F is varied. Thus, condition
δp . δn can be fulfilled only for fairly large values of L
(not necessarily attainable experimentally); the values
of L depend on the parameters of recombination centers
[14, 15]. Condition δp/δn ≠ f(L) can be fulfilled only for
a certain scheme of the recombination transitions in
semiconductors [14, 15]. Condition δp/δn ≠ f(F) can be
met only if the external factors have a small magnitude
and if they affect the quantities δp and δn only slightly;
then, δp, δn ≠ f(F)) or affect the quantities δp and δn in
a similar way. The latter can occur only for specific
recombination parameters of local levels [14, 15]. At
the same time, due to a large difference between the

coefficients  and (  @ ),  and

(  @ ) and a somewhat lesser difference

between δp and δn, the fulfillment of conditions δp @

δn and δn @ δp experimentally is highly

probable. Actually, e.g., in GaAs, the coefficients 

and ,  and  differ by about five orders of
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magnitude ( / , /  . 105) [17]. At the same
time, depending on the technology of GaAs fabrica-
tion, the type and magnitude of its conductivity, as
well as the excitation intensity used L (in measure-
ments of luminescence spectra, usually L * 1018 pho-
ton cm–2 s–1), the values of δn and δp (obviously,
δp/δn = τp/τn) can be of the same order of magnitude
(see, e.g., [18, 19]) or differ by no more than two to
three orders of magnitude (see, e.g., [19–21]).

2.3. Determination of Dependences NA/ND = f(F)
from the Analysis of the Exciton Luminescence Spectra

As was mentioned above, the determination of
dependences NA/ND on F is based on the low-tempera-
ture (T = 1.8–4.2 K) measurements of the intensity
ratios /  or /  for various F [13]. As

follows from expression (2),

(9)

if /  ≠ f(L, F), and

(10)

if /  ≠ f(L, F). It is obvious that conditions for

the independence of /  and /  from L and

F are similar to those considered in Subsection 2.2.
Consequently, the correct use of the luminescence

method considered for the determination of the change
of NA/ND with F is possible when /  or /

are independent of L and F. In this case, ratios
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Fig. 1. Luminescence spectrum of the original semi-insulat-
ing GaAs at the temperature T = 4.2 K and intensity of the
luminescence excitation L = 1018 photon cm–2 s–1.
/  or /  are independent of L and

increase linearly with increasing NA/ND. In the opposite
case, the intensity ratios /  and /  depend

on L and turn out to be related nonlinearly to the ratio of
shallow acceptor and donor concentrations NA/ND.

2.4. Determination of NA, ND, and NA/ND from Analysis 
of the Exciton Luminescence Spectra

The method under consideration is based on the cal-
culation of ratios /IX, /IX, and /  from

the low-temperature (T = 1.8–4.2 K) luminescence
spectra of test crystals (films). Then, using the known
calibration dependences /IX = f(NA), /IX =

f(ND), and /  = f(NA/ND) (apparently, they have

a linear form if ,  ≠ f(L, NA, ND), we can deter-

mine the concentrations NA and ND as well as their ratio
[4–9, 12]. Undoubtedly, as follows from Subsections
2.2 and 2.3, for such a procedure of determination,
these quantities can be obtained if the probabilities 

and  [see relations (1) and (2)] are independent (or

depend similarly, which is unlikely) of L, NA, and ND,
both for the test structure and for the reference crystals.
In this case, /IX, /IX, and /  ≠ f(L).

3. EXAMPLE: EMPLOYMENT OF THE METHOD 
FOR THE DETERMINATION OF THERMALLY 

STIMULATED CHANGES IN SHALLOW 
ACCEPTOR AND DONOR CONCENTRATIONS

IN GaAs.

We illustrate the proper use of the method under
consideration by the example of studies of variations in
shallow acceptor and donor concentrations in semi-
insulating GaAs; these variations are induced by ther-
mal annealing (at the annealing temperature Ta =
900°C) of various durations t (the annealing time t
varied from 20 to 90 min). At T = 4.2 K, the GaAs con-
ductivity is caused by excess electrons and holes. For
simplicity, we restrict ourselves to the presentation of
the luminescence spectra and dependences /IX,

/IX, /IX, and /  = f(L) for the fixed

external effect in the absence of thermal treatment, and
dependences /IX, /IX, /IX, and /  =

f(t) for the fixed excitation intensity L. This is associ-
ated with the following fact: the dependences of the
intensity ratio on L, given below, are independent of the
thermal treatment duration t, and the dependences on
the annealing time are independent of L.

A typical spectrum of the exciton luminescence of
GaAs at T = 4.2 K (the luminescence was excited by
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He–Ne-laser radiation with the quantum energy hνe =
1.96 eV). The luminescence bands caused by annihila-
tion of bound (A0X, D+X, and D0X) and free (X) excitons
are observed in the spectrum. The position of the emis-
sion peaks are hνm = 1.512, 1.5133, 1.541, and 1.5153 eV,
respectively [8–13, 22]. As was mentioned above, the
shape of the luminescence spectrum is independent of
the excitation intensity L and the duration of thermal
treatment of crystals t; i.e., the intensities of various
bands in the spectrum change similarly with L. Only the
ratios between the band intensities in the spectrum
change if the annealing duration t is varied.

The typical dependences of intensities , ,

, and IX (lines 1–4), as well as their ratio (lines 1'–4'),

on the excitation intensity are shown in Fig. 2. The
luminescence band intensities increase superlinearly
with increasing L (∝ L2), and their ratios are indepen-
dent of L. A similar independence of intensity ratios
from L, as was mentioned above, was observed in GaAs
heated for various time periods (t = 30 and 90 min).
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Fig. 2. Dependences of intensities of the exciton lumines-
cence bands (1) , (2) , (3) , and (4) IX as

well as their ratio /IX (1'), /IX (2'), /IX (3'),

and /  (4') on the intensity L of the luminescence

excitation in the original semi-insulating GaAs at T = 4.2 K.
Ratios between quantities , , , and IX are

arbitrary; the real ratios can be deduced from Fig. 1.
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The dependences of intensity ratios / , as

well as /IX, /IX, and /IX, on the heat treat-

ment duration of GaAs at Ta = 900°C are shown in Fig. 3.
The shape of these dependences are retained as L is
changed. As can be seen from Fig. 3, the intensity ratio

/  is independent of time t, and the ratios

/IX, /IX, and /IX change nonmonotonically

with t.
It follows from the experimental quadratic depen-

dences of luminescence intensities , , and

 on L, as well as from the independence of the

intensity ratios /IX, /IX, /IX, and /

from L and t, that, in the GaAs studied,  ! NA,

 +  ! ND, and δp/δn ≠ f(L, F); i.e., the neces-
sary condition , ,  ≠ f(L, F) for the correct

use of the method under consideration for the determi-
nation of NA and ND variations under thermal effect is
fulfilled (see, Subsection 2.2).6 The variations in NA and

6  It is highly probable that the independence of the intensity ratios
/IX and /IX from L is also caused by the fact that, in the

GaAs studied, the relations δp @ δn and δn @

δp are fulfilled (see Subsection 2.2.).
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Fig. 3. Dependences of the intensity ratios of luminescence
bands (1) / , (2) /IX, (3) /IX, and

(4) /IX on the thermal treatment duration t of the semi-

insulating GaAs at the temperature Ta = 900°C. The mea-
surements were carried out at T = 4.2 K and luminescence
excitation intensity L = 1018 photon cm–2 s–1.
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ND obtained by this method, with the change in the
annealing duration t and in semi-insulating GaAs heat
treated at Ta = 900°C, are shown in Fig. 4. The concen-
tration of shallow acceptors NA (1) is obtained from the
data on /IX = f(t) (see Fig. 3); the donor concentra-
tion ND (2, 3) was determined from dependences

/IX, /IX = f(t).

CONCLUSION

The measurements at T = 1.8–4.2 K of the intensity
ratio of the luminescence bands caused by annihilation
of bound and free excitons are widely used for the
determination of shallow acceptor NA and donor ND

concentrations in semiconductors. The same method is
used for the determination of changes in these concen-
trations induced by external factors. However, one
should keep in mind that this method yields correct val-
ues of NA, ND, and NA/ND and their dependences on var-
ious factors F only if, for the values of L and F used, the
“limiting” (independent of L and F) occupancy of
acceptors with holes and donors with holes and elec-
trons takes place. This happens if concentrations of
excess holes δp and electrons δn are almost the same or
if their ratio δp/δn is independent of L and F, i.e., if
there is a significant difference in the capture rates of
electrons and holes by the defects considered. In the
opposite case, the use of the method under consider-
ation results in incorrect values of NA, ND, and NA/ND

and their dependences on external factors.
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Abstract—ZnTe:Cr2+ layers grown by molecular beam epitaxy on (001) GaAs substrates and doped with chro-
mium from a metallic source or CrI3 compound have been studied by current deep level transient spectroscopy
(I-DLTS). The spectra of the layers show the presence of a deep level with an activation energy of (1.09 ± 0.03)
eV, related to a center originating from an electric-field-induced Cr2+–Cr+ transition. Doping with chromium
from CrI3 compound eliminates a number of point defects characteristic of ZnTe epitaxial layers, but leads to
pronounced contamination of the grown films with iodine. © 2002 MAIK “Nauka/Interperiodica”.
Cr-doped II–VI compounds have been studied since
the 1960s. In the last five years, the increased interest in
these materials is due to a number of specific features
of the absorption and emission spectra of Cr2+ ions sub-
stituting cations with tetrahedral symmetry of chemical
bonds, which is characteristic of crystal lattices of
sphalerite and wurtzite. The given type of crystal field
symmetry gives rise to only a single radiative transition
5E–5T2 between the lower excited (5E) and ground (5T2)
states of the Cr2+ ion. The Stokes shift between the
absorption and emission bands exceeds 1000 cm–1,
with the result that the self-absorption loss in these
materials is low. The quantum yield of luminescence is
close to 100%. The emission band extends over the
range from 1.9 to 3 µm. These, and some other features,
allow for the creation of compact tunable IR lasers that
can effectively operate at room temperature [1]. To
date, much success has been achieved in fabricating
lasers of this kind [2]. Samples cut from a single-crystal
material with the Cr concentration in the range 1018–
1019 cm–3 were used as the active element of the lasers.

Data on the properties of the Cr impurity in II–VI
materials have been obtained mainly by optical tech-
niques (transmission, photoluminescence, and opti-
cally induced electron spin resonance). Of interest in
this connection is to study the influence exerted by
chromium atoms incorporated into II–VI compounds
on the deep level spectrum by means of electrical tech-
niques.

This communication presents the results obtained in
studying ZnTe:Cr2+ epitaxial layers grown by molecu-
lar beam epitaxy on (100) n+-GaAs substrates. The
growth technique was described in [3]. For comparison,
an undoped ZnTe layer was grown. The thickness of the
epitaxial layers was within 3–9 µm. The temperatures
used for zinc and tellurium evaporation (and also the
substrate temperature) were 800–900° lower than the
1063-7826/02/3605- $22.00 © 20493
evaporation temperature of metallic chromium. Addi-
tional heating by the chromium source leads to difficul-
ties in maintaining constant the substrate temperature
in the course of epitaxy. Therefore, a representative of
the class of volatile chromium halides—the chemical
compound CrI3—was also used as a dopant source. As
shown by element distribution profiles obtained by sec-
ondary ion mass spectrometry (SIMS) (Fig. 1), addi-
tional doping of the grown layers with iodine occurs in
the latter case.

The deep level parameters were studied by current
deep level current transient spectroscopy (I-DLTS).
Owing to the high resistance of the obtained epitaxial
layers, the capacitance of the structures is voltage-inde-
pendent, similarly to the case of a plane capacitor. This
rules out the using of the conventional capacitance
DLTS. The contacts to the structures were fabricated by
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Fig. 1. SIMS distribution profiles of some elements in ZnTe
epitaxial layer doped from the CrI3 compound.
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depositing Ni onto the surface of ZnTe layers through a
mask with openings 0.8 mm in diameter by vacuum
evaporation and a solid In layer onto the back side of
the GaAs substrates.

The parameters of the layers under study (chromium
concentration NCr) and the detected deep levels (activa-
tion energy ∆Et, capture cross-section σ, concentration
Nt) are presented in the table. An I-DLTS spectrum of
undoped ZnTe (sample no. 1) contains two peaks due to
deep centers (Fig. 2). Their activation energies ∆Et are
0.21 ± 0.01 eV (E1) and 0.58 ± 0.02 eV (E2). These
same centers were found in sample no. 2, doped by
evaporation of metallic chromium (see table). The first
center is associated with a trap related to zinc vacancies
VZn [4], and the second, with the presence in the material
of tellurium vacancies or interstitial zinc atoms [5, 6].
The problem of temperature stabilization in epitaxy and
also the large size of chromium atoms lead to different
capture cross-sections of E1 and E2 deep levels in sam-
ples nos. 1 and 2. In sample no. 2, one more deep level
(E4) was observed with an activation energy of 1.09 ±

0
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Fig. 2. I-DLTS spectra of (1) undoped and (2, 3) Cr-doped
ZnTe epitaxial layers. Doping with the use of (2) metallic
chromium and (3) CrI3. Curve numbers correspond to sam-
ple numbers. τ is pulse duration.
0.03 eV. The same deep level was found in sample
no. 3, doped by evaporation of CrI3 in ZnTe epitaxy.

Previous studies of ESR in ZnTe:Cr2+ single crystals
revealed the presence of metastable singly ionized Cr+

ions formed by optical excitation. The thermal activa-
tion energy was found to be 1.14 eV for the Cr2+–C+

transition. Within experimental error, this value virtu-
ally coincides with 1.09 ± 0.03 eV, obtained in this
study for E4, which relates the observed deep level to a
singly charged chromium ion. The concentration of Cr+

ions is 10–5 of the total amount of dopant. Mention
should also be made of the gigantic capture cross-sec-
tion for the revealed deep centers, close to 10–10 cm2.

Measuring the capture cross-section by varying the
duration of the filling pulse gives a value on the order
of 10–13 cm2 for the E4 deep center, whereas for the E2
center this value is 10–16 cm2. The difference between
the deep center capture cross-sections determined in
trap depletion and filling is not surprising for DLTS. In
both these cases, the capture cross-section of the E4
deep center greatly exceeds (by three orders of magni-
tude or more) the capture cross-sections of the other
observed deep centers.

No E1 or E2 deep centers, present in other samples,
were observed in the epitaxial layer doped by CrI3
evaporation. Presumably, iodine ions incorporated in
the host lattice act as gettering centers with respect to
other defects. The forming complexes are electrically
neutral and cannot be revealed by I-DLTS. At low tem-
peratures, samples nos. 2 and 3 also showed a deep
level E3 with an activation energy of ~90 meV. The
related center is formed irrespective of the type of
source used for doping with chromium, and its concen-
tration is four orders of magnitude lower than the con-
centration of iodine ions found in sample no. 3 by
SIMS. Moreover, the concentration of E3 centers in
sample no. 2 exceeds that in sample no. 3 by nearly two
orders of magnitude. Consequently, this deep level is
not related to the iodine impurity.

Thus, I-DLTS with electrical excitation revealed in
ZnTe:Cr2+ epitaxial layers a deep level with an activa-
tion energy of (1.09 ± 0.03) eV and a capture cross-sec-
Parameters of ZnTe epitaxial layers under study and deep levels revealed by I-DLTS

Sample no. Chromium 
source NCr, cm–3 Level ∆Et , eV Capture cross-

section σ, cm2 Nt , cm–3

1 None None E1 0.21 ± 0.01 4.0 × 10–16 1.8 × 1013

E2 0.58 ± 0.02 8.6 × 10–17 3.8 × 1013

2 Cr 1018 E3 0.09 ± 0.01 2.7 × 10–18 9.1 × 1012

E1 0.22 ± 0.01 2.1 × 10–18 2.0 × 1013

E2 0.60 ± 0.02 2.1 × 10–13 1.0 × 1014

E4 1.09 ± 0.03 7.8 × 10–11 7.2 × 1013

3 CrI3 1017 E3 0.08 ± 0.01 3.9 × 10–16 1.3 × 1011

E4 1.09 ± 0.03 4.2 × 10–11 2.9 × 1013
SEMICONDUCTORS      Vol. 36      No. 5      2002
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tion close to 10–10 cm2, with the concentration of related
centers on the order of 10–5 of the concentration of
dopant chromium atoms. This level is related, in our
opinion, to the Cr2+–C+ transition in ZnTe:Cr2+ under
the action of an electric field. Doping with chromium
from the CrI3 compound eliminates a number of point
defects characteristic of ZnTe epitaxial layers, presum-
ably because of the gettering action of iodine ions, with,
however, strong contamination of the obtained layers
with iodine. A possible reason for this is the incomplete
dissociation of CrI3 in its evaporation from a molecular
source.
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Abstract—The effect of isotropic and uniaxial deformation of a lattice on the electronic band structure of the
indirect band gap Mg2Si and Mg2Ge semiconductors was investigated using the method of linear augmented
plane waves. The reduction of the lattice constant down to 95% results in a linear increase in the energy gap for
the direct transition in magnesium silicide by 48%. In contrast, the indirect band gap decreases and tends to
overlap with the valence band, which is typical of the zero-gar semiconductors. The stresses arising under
uniaxial deformation not only shift the bands but also split the degenerate states. The changes in the interband
transitions under the uniaxial deformation are found to be nonlinear. © 2002 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Silicides belong to the most promising materials for
modern solid-state electronics because of their high
chemical and technological compatibility with silicon,
high thermal stability, resistance to oxidizing and aggres-
sive media, and chemical inertness. The majority of sili-
cides exhibit metallic properties; however, the most
urgent problem consists of studying the semiconducting
compounds such as the two isostructural compounds
magnesium silicide Mg2Si and germanide Mg2Ge [1].

The first calculations of the band structures of these
semiconductors were made in the early 1960s. It has
been reliably established now that both Mg2Si and
Mg2Ge are direct gap semiconductors, although there is
a considerable spread in the values of their band gaps.
The values of the energy gap obtained theoretically for
Mg2Si fall within the range of 0.37–1.3 eV, and the
energies of the first direct transition at the Γ point are
within the range of 1.8–2.84 eV [2–9], while the optical
data yield 0.6–0.74 eV and 2.17 eV, respectively [2–4].
The values of the basic energy gap in Mg2Ge, according
to various data, fall within 0.57–0.74 eV; the direct tran-
sition, according to calculations, corresponds to 1.6 eV,
while the photoconductivity data yield 1.8 eV [2–4, 8, 9].
Almost all theoretical calculations, except for the latest
studies, were performed in terms of the semiempirical
pseudopotential method. In [8, 9], a more precise Green
function method was used taking into account the
screened coulomb interaction in the context of the
project or-augmented wave method.

All studies of the electronic properties of magne-
sium silicide and germanide made hitherto were
restricted to the determination of their band structure
1063-7826/02/3605- $22.00 © 20496
for ideal conditions without considering the effect of
external factors. The complexity of the formation of
magnesium silicide films did not make it possible to
study this compound adequately. Nevertheless, the
results obtained recently in [10] demonstrated the pos-
sibility of obtaining Mg2Si films by molecular-beam
epitaxy on silicon substrate using the codeposition of
Mg and Si. However, the mismatch of the lattice param-
eters of a substrate material and the growing epilayer
inevitably results in the occurrence of stresses in such
structures and deforms their lattice. Such deformations
may be both isotropic and anisotropic, inevitably
resulting in a change in the basic electronic properties
of the material.

The aim of this study is the theoretical simulation of
the changes in the structures of electron energy bands
in Mg2Si and Mg2Ge compounds under the effect of the
isotropic uniaxial deformation of their crystal lattices.

DETAILS OF SIMULATION

The structure of electron energy bands was calcu-
lated using the linear augmented plane waves method in
the context of the generalized gradient approximation.
This is one of the most powerful methods in terms of
the local density functional (LDF) used nowadays. It
allows for satisfactory agreement between the experi-
mental and theoretical data to be reached not only for
the eigenvalues of energy, but also for the lattice param-
eters and optical functions [11]. This is an ab initio
method because it does not imply parametrization of
the Hamiltonian using the experimental data. The
method is available as the WIEN97[12] software pack-
age, which we used in all required calculations.
002 MAIK “Nauka/Interperiodica”
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This is the first time this method has been used for
the magnesium compounds under consideration. In
order to verify the adequacy of the results, we per-
formed test calculations for silicon, which showed
good qualitative and quantitative consistency with
other theoretical calculations in terms of LDF, but
revealed a certain underestimation of the energy values
in comparison with the experimental data [13].

The matching procedure was performed using 244
k points in the irreducible region of the Brillouin zone.
The radius of muffin-tin spheres was equal to 2.0 au, the
RMTKmax parameter, which controls the convergence,
was taken to be equal to 9, and the expansion of wave
functions in lattice harmonics for partial waves inside
atomic spheres was performed up to l = 10.

Crystallized Mg2Si and Mg2Ge belong to the antif-
luorite structural type with an fcc lattice and the space

group Fm m. The atoms of Si or Ge are located at the
(0, 0, 0) sites in a primitive cell, and two equivalent Mg
atoms occupy the (a/4) (1, 1, 1) and (3a/4) (1, 1, 1)
sites, where a is the lattice constant [14]. The lattice
constants used in the calculations were equal to 0.6338
and 0.6388 nm for Mg2Si and Mg2Ge, respectively [15].

The simulation of the isotropic deformation effect
was obtained by reducing the lattice constant a by 5%
with a step of 1% and retaining the crystal lattice
unchanged. The effect of uniaxial deformation, in its
turn, results in the lowering of the symmetry group of a
crystal and in the transformation of the cubic lattice into
a tetragonal one [16]. We studied the effect of the
uniaxial deformation along the [100] direction, which
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Fig. 1. Total and partial densities of states (DoS) in magne-
sium silicide.
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is the most widely used in the epitaxial growth of sili-
cide films on the substrates of other materials. In this
case, the lattice constant a|| in the (100) plane of a sili-
cide replicates the lattice constant of a substrate, and
the change in the lattice constant along the direction
normal to this plane a⊥  can be described in terms of the
elasticity theory [17]; i.e.,

where C11 and C12 are the elastic constants determining
the crystal response to the external action. The experi-
mental values of these constants for Mg2Si [18] and
Mg2Ge [19] are given in the table. The value of a|| was
varied within ±2% around the equilibrium value of a
and also with a step of 1%.

RESULTS AND DISCUSSION

We consider first the structures of ideal Mg2Si and
Mg2Ge crystals. The calculated total and partial densi-
ties of states (DoS) for these materials are shown in
Figs. 1 and 2. Their shapes are qualitatively consistent

a⊥ a 1 2
C12

C11
--------

a||

a
---- 1– 

 – 
  ,=

Elastic constants for Mg2Si [18] and Mg2Ge [19] at room
temperature (in 1011 dyn/cm2)

Material C11 C12

Mg2Si 12.1 ± 0.2 2.2 ± 0.2

Mg2Ge 11.79 ± 0.15 2.3 ± 0.5
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Fig. 2. Total and partial densities of states (DoS) in magne-
sium germanate.
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with the Dos reported in [20]. According to the calcula-
tions, the s states of Si and Ge have a pronounced effect
only on the first valence band, whereas their effect near
the Fermi level is minor; therefore their spectra are
excluded from consideration. The densities of states for
both materials are almost the same. The dominant con-
tribution to the valence band in both compounds are
made by the s and p states of Mg hybridized with p
states of Si or Ge. The lower conduction band is char-
acterized by the hybridization of all states of Si (Ge)
and Mg, the total contribution of Mg states being
greater than the total contribution of Si (Ge).

The calculated energy band diagrams for Mg2Si and
Mg2Ge are shown in Fig. 3, where the valence-band top
corresponds to zero on the energy scale. The filled and
open circles correspond respectively to the states in
unstressed crystals and in the crystals subjected to iso-
tropic deformation with a reduced lattice constant. It is
possible to see a qualitative similarity between the band
diagrams in the unstressed state for the semiconductors
studied. The direct transition occurs between the fourth
and fifth bands at the center of the Brillouin zone (at the
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Fig. 3. Electron band structure in Mg2Si and Mg2Ge. Filled
and open circles are the unstressed and isotropically com-
pressed by 3% structures, respectively.
Γ point). This point corresponds to the maximum of the
valence band for the compounds under study. The
energy minimum of the conduction band is located at
the point X, which is consistent with the results of pre-
vious calculations [2–6]; correspondingly, the basic
indirect transition occurs between the Γ and X points.
The specific feature of the Mg2Si structure is the close
location of bands at the points with a high symmetry X1
and X3, which hampers the precise determination of the
index of a conduction band minimum for the Γ–X tran-
sition. According to our calculations, this minimum is
located at the point X1. The upper valence bands corre-
spond to the unfilled p-electron shells of Si with a frac-
tion of s and p electrons of Mg.

We obtained the following energies of the transitions:
approximately 1.9 and 1.02 eV for the direct Γ15–Γ1 tran-
sition in Mg2Si and Mg2Ge, respectively. The energies
for the indirect Γ15–L1 and Γ15–X1 transitions are equal
to 1.29 and 0.19 eV for Mg2Si, and 1.0 and 0.15 eV for
Mg2Ge, respectively.

There is an obvious discrepancy between our results
and the data for energy gaps obtained experimentally
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Fig. 4. Changes in the energies of the basic electron transi-
tions in Mg2Si and Mg2Ge under the isotropic compression
of their lattices.
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and by semiempirical calculations. This can be attrib-
uted to the so-called correlation effects. It is well
known that the methods based on the electron density
functional underestimate the energy gaps in the semi-
conductors having a band gap formed by the hybridiza-
tion of the s- and p-electron states of atoms, to which
the compounds under study belong. At the same time,
the calculations performed in terms of LDF for iron dis-
ilicide β-FeSi2 [21] showed a reasonable agreement
between the experimental and theoretically calculated
values of the energy gap (the difference was found to be
equal to about 40 meV). This result can be explained by
the fact that the corresponding wave functions at the
band extrema are controlled mainly by the d-electron
states of iron atoms and are susceptible to almost the
same correlation shift.

The change in the energy of the basic transition
under the lattice deformation at the isotropic compres-
sion is shown in Fig. 4. Isotropic compression reduces
the interatomic distances. This usually widens the
energy gap in semiconductors, which is observed in our
case. The increase of pressure both for Mg2Si and
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Fig. 5. Changes in the energies of the basic electron transi-
tions in Mg2Si and Mg2Ge under the uniaxial compression
of their lattices.
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Mg2Ge results in the increase in the direct-transition
energy at the point Γ. The energy gap in the Γ15–L1
direction also increases, but at a somewhat lower rate.
In contrast, the indirect Γ15–X1 transition energy
decreases at a rate comparable to the rate of increase of
the Γ1–Γ15 transition energy. It is interesting that the
above behavior for Mg2Si and Mg2Ge is qualitatively in
accordance with the results for the isotropic compres-
sion of Si and Ge also having an fcc lattice [22, 23].

Dependences of the energies of basic interband tran-
sitions in Mg2Si and Mg2Ge semiconductors on the lat-
tice parameter under the effect of uniaxial compres-
sion/tension are shown in Fig. 5. It is obvious that the
main tendencies in these dependences remained the
same as under isotropic deformations; however, isotro-
pic compression produced an almost linear change in
the energies of the Γ15–L1 and Γ15–Γ1 transitions,
whereas the effect of the tetragonal (uniaxial) deforma-
tion can be approximated linearly only for certain por-
tions of the curves. The cause of such behavior is the
simultaneous occurrence of tensile and compressive
stresses. Since the minima in the conduction band in the
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Fig. 6. Electron band structure in Mg2Si and Mg2Ge under
the uniaxial compression of their lattices by 2%.
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compounds with an fcc lattice are located in several val-
leys, the compression along a certain axis under the
effect of uniaxial deformation reduces the band gap in
this direction. At the same time, this compression pro-
duces simultaneous tension in the plane normal to the
direction of compression, which results in the shift of
some minima in the conduction zone to higher energies
[24]. Apart from this feature, uniaxial compression
results in another interesting effect consisting in the
splitting of degenerate states both in the valence and
conduction bands. The splitting of states for the lattice
uniaxially compressed by 2% is shown in Fig. 6.

CONCLUSION

The method of a linear augmented plane waves was
used for the calculation and analysis of band structures
in Mg2Si and Mg2Ge as a function of isotropic and
uniaxial deformations of their crystal lattices. It is
established that the changes in the energies of basic
interband transitions with a lattice deformation are the
same for both compounds. Isotropic deformation
results in a linear increase in the energy gap for the
direct Γ15–Γ1 and indirect Γ15–L1 transitions, while the
indirect band gap Γ15–X1 reduces. Similar tendencies
also take place under uniaxial deformation; however, in
the latter case, the dependence of the energy gap on the
lattice parameter is nonlinear. The most pronounced
effect associated with crystal lattice deformation is the
shift of the energy bands. Isotropic compression results
only in the shift of energy levels both in the valence and
conduction bands, whereas uniaxial deformation
results also in the splitting of degenerate states. The
compression of the crystal lattices of Mg2Si and Mg2Ge
down to 95% does not transform these nondirect-gap
semiconductors into direct-gap ones. In contrast, there
can arise a situation typical of zero-gap semiconductors
when the top of the valence band lies higher then the
conduction-band bottom. However, this effect requires
consideration of the correction to the interband-transi-
tion energies which are underestimated in terms of the
local density approximation used in calculations.
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Abstract—The effect of chromium doping on the energy spectrum of the density of states N(E) in the band
gap of the Hg3In2Te6 semiconductor compound was studied. Although the chromium impurity has no signif-
icant effect on the electrical properties and the Fermi level position, it increases the band tail extent and the
density of localized states within the band gap Eg. Comparison of the data on the field effect and on light
absorption for photon energies hν lower than Eg made it possible to ascertain that the density of states is dis-
tributed continuously and rapidly increases near the edges of the valence and conduction bands. The obtained
spectra are discussed on the assumption that the chromium content growth increases the structure disorder
and the random potential, which increases N(E). It is shown that localized states control the screening length
and pin the Fermi level near the midgap and are also responsible for the compensation of impurity ion
charges. © 2002 MAIK “Nauka/Interperiodica”.
Interest in the Hg3In2Te6 semiconductor compound
is due to the following reasons. First, Hg3In2Te6 is a
candidate for electronic engineering devices [1]. Sec-
ond, its crystallochemical and physical properties have
a number of features untypical of IV, II–VI, and III–V
semiconductors. The principal difference is a high con-
centration (about 1021 cm–3) of electroneutral stoichio-
metric vacancies (SV) in the sphalerite-type Hg3In2Te6
structure, which causes the electrical inactivity of intro-
duced impurities and a high resistance of the crystal
parameters to ionizing radiation. As was shown in [2],
sp3-hybridization clouds extend from tellurium atoms
to SVs. These clouds are chemically inert, unshared
electron pairs with antiparallel spins, which causes
chemical inertness of both the bulk and surfaces of
crystals with SVs. The high efficiency of short-wave-
length photoconduction of direct-gap Hg3In2Te6 crys-
tals away from the fundamental absorption edge is
attributed to a special feature of the surface bonds (see
[3]). Photodiodes based on Hg3In2Te6 have almost a
100% quantum efficiency due to the absence of recombi-
nation losses at the heterojunction interface [4]. A distin-
guishing feature of Hg3In2Te6 is also the fact that the
Fermi level is located near the midgap (Eg = 0.74 eV at
300 K) and is not appreciably shifted by introduced
impurities. This causes a high bipolar conductivity of
Hg3In2Te6, similar to intrinsic semiconductors, in a
wide temperature range.

Continuation of the 3d-impurity behavior studies
begun in [5] may provide deeper insight into the impu-
rity self-compensation processes in semiconductors
with specific intrinsic defects, i.e., stoichiometric
vacancies.

In this paper, we report the results of studying the
radical changes in the spectrum of Hg3In2Te6 localized
states caused by the chromium impurity.
1063-7826/02/3605- $22.00 © 20501
The Hg3In2Te6 semiconductor is an easily produc-
ible material due to congruent melting and a rather nar-
row homogeneity region, which facilitates the Bridg-
man–Stockbarger melt growth of ingots with a uniform
distribution of basic components along the ingot axis.
At the same time, incorporation of impurity atoms into
the host depends on the impurity type.

A chromium impurity (5 × 1019 cm–3) was added to
the Hg3In2Te6 blend before synthesis. The studied sam-
ples were prepared from different parts of a grown ingot
cut into disks. Electrical measurements showed that the
carrier concentration (about ~1013 cm–3) and the Hall
mobility (250–300 cm2(V s)–1 at 300 K) in the ingot,
except for its tail part, are virtually equal to those of an
undoped crystal. Magnetic susceptibility (MS) studies
showed no carrier contribution; therefore, the tempera-
ture-independent MS of the undoped crystal was set
equal to the lattice MS (χL = –2.75 × 10–7 cm3/g). The
impurity MS χCr of paramagnetic ions in a diamagnetic
host was defined as χCr = χ – χL, where χ is the mea-
sured MS. The obtained distribution of χCr along the
ingot axis at 77 K is shown Fig. 1, where sample num-
bers are also given along the horizontal axis. The tem-
perature dependences of χCr for samples 1–6 cut from
the starting and central ingot parts obey the Curie law,
χCr = C/T, where C = NCrµ2/3k, NCr is the concentration
of impurity ions, µ is their magnetic moment, and k is
the Boltzmann constant. As a certain chromium con-
centration is exceeded, a deviation from the Curie law
is observed. For samples 7 and 8 from the ingot end, the
MS is described by the Curie–Weiss law, χCr = C/(T – θ),
with positive θ in the temperature range of 120–300 K,

while at T < 120 K, the dependences  = f(T) tend to
the coordinate origin. As follows from the dependences
shown in Fig. 1, the impurity is pushed into the melt

χCr
1–
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during crystallization, since the effective coefficient of
the distribution is smaller than unity. Therefore, the
highest chromium concentration was found in sam-
ples 7 and 8. As is known [6, 7], compared with other
impurities of transition elements, chromium produces a
greater number of charge states (up to four) in semicon-
ductors. It is not improbable that the chromium impu-
rity in our case can be found in more than one state.
However, to estimate the Cr concentration NCr in the
samples (Fig. 1), we assumed that chromium is in the
charge state Cr+2 in the range of the Curie law validity.

The fundamental-absorption studies showed that
chromium doping decreases the absorption edge steep-
ness and correspondingly shifts it to lower energies. At
the photon energy hν < Eg = 0.74 eV, the absorptivity α
exponentially depends on hν, obeying the Uhrbach rule
α ~ exp(hν /E0), where the characteristic energy E0
increases with doping, which indicates enhancement of
Hg3In2Te6 structural disordering by the chromium
impurity. At hν < 0.67 eV, the dependence of α on hν
weakens and becomes flat at hν < 0.62 eV.

Undoped Hg3In2Te6 crystals in the transparency
range of 2–20 µm (0.62–0.062 eV) are characterized by
transmittances of 58–62% and the absence of both
absorption structure and absorption caused by free car-
riers. One can see from Fig. 2 that the chromium impu-
rity decreases the transparency correlating with the
doping level. However, the electrical parameters
remain relatively unchanged in samples with transmit-
tances exceeding 10%. The transparency decrease is
caused by an increase in the density of defect states in
the Hg3In2Te6 band gap. These states can be caused by
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Fig. 1. Distribution of (1') the impurity paramagnetic sus-
ceptibility χ at 77 K and (2') the Cr+2 ion concentration N
along the Hg3In2Te6 ingot axis. The sample numbers are
also given at the length axis L.
perturbations introduced by chromium ions into the tet-
rahedral compound lattice. It should be taken into
account that Cr+2 and Cr+3 tend to form octahedral
bonds. In the strong-absorption range down to hν =
0.062 eV, two types of optical transitions are involved:
those between localized states with the density N(E)
and delocalized states with N(E + hν) of the conduction
band, as well as the transitions from delocalized states
of the valence band to localized states with correspond-
ing densities. Correspondingly, the absorptivity is the
sum of two components, α = α1 + α2. In Hg3In2Te6 with
the Fermi level near the midgap, contributions of both
transition types to the absorptivity are comparable, i.e.,
α1 ≈ α2.

We determined the density of localized states sepa-
rately for α1 and α2 using the approximation (see [8])

(1)

where α(hν ) is the absorptivity at the photon energy hν,
N(E) is the density of initial states with the energy E,
N(E + hν) is the density of final states, and f(E) is the
Fermi function.

Using the coefficient A = 4 × 10–38 cm5 eV2 [9] and
the condition for parabolicity of the valence and con-
duction bands, integration was carried out over all the
pairs of initial and final states separated by the energy hν.

The obtained distributions of the total density of
states N(E), shown in Fig. 3 by solid lines, are similar
for all the samples. Receding from the midgap, an ini-
tially insignificant increase in the density of states N(E)

α hν( ) A/hν( )=

× N E( ) f E( )N E hν+( ) 1 f E hν+( )–[ ] E,d∫
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Fig. 2. Transmission T spectra of the Hg3In2Te6 samples
undoped (0) and doped with chromium. Sample numbers
from 1 to 8 corresponds to increasing chromium concentra-
tion.
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drastically grows as the band edges are approached. As
the doping level increases, the spectra N(E) are shifted
upwards in accordance with the additional density of
states. One can see from Fig. 3 that the Cr impurity uni-
formly increases the density of states over the entire
band gap. The absence of a structure in the energy spec-
tra counts in favor of the quasi-continuous distribution
of the density of states. Such spectra are conventionally
described within the theory of unordered systems [10],
according to which local levels can arise due to poten-
tial fluctuations caused by microinclusions of charged
centers [11]. The energy band modulation in undoped
Hg3In2Te6, caused by intrinsic structural defects, is
enhanced by impurity defects, which gives rise to an
additional potential.

The obtained data indicate that there are two sys-
tems of density of states in the band gap, corresponding
to the continuous spectra of defect levels of two types
differing in their charge states (donor and acceptor).
Figure 3 (dots) illustrates separation of the distribution
N(E) into two components. This representation con-
forms with the Cohen–Fritzsche–Ovshinsky model
[12], where the overlapping of two such systems of
density of states maintains self-compensation and pins
the Fermi level near the midgap.

To gain additional data on the density of localized
states, we studied the field effect, which yields data on
the total density of states, irrespective of the charge
state.

All the samples were subjected to identical mechan-
ical and chemical treatment to produce a relief-free sur-
face with a low density of surface electron states. The
dark quasi-surface conductance was measured by the
technique [12] at room temperature depending on the
transverse electric field applied to the sample through a
thin (10–20 µm) mica plate.

The transverse field bends the bands and shifts the
local levels in the surface region with respect to the
Fermi level. Therefore, a change of the localized state
population affects the quasi-surface conductance.

The obtained dependences of the quasi-surface con-
ductance ∆G on the induced charge ±Q are typical of an
intrinsic semiconductor with a pronounced minimum
near Q = 0, which separates the electron and hole
branches. The minimum position with respect to the
abscissa axis (Q) is independent of doping. However,
the quantity ∆G decreases as the Cr impurity content
grows, reaching values comparable to the measurement
error for samples 7 and 8.

The data on quasi-surface conductance were
approximated as (see [13])

(2)

∆G
G0
--------

L
d
--- b

1 b+
------------F Ys–( ) 1

1 b+
------------F Ys( )+ ,=

F Ys( ) e Y– 1–
Y

---------------- Y ,d

0

Ys

∫=
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where G0 is the surface conductance in the absence of
transverse field, Y = V(x )/kT is the reduced potential,
Ys = Vs/kT, Vs is the potential at the surface, L is the
screening length, d is the sample thickness, and b is the
ratio of electron and hole mobilities.

Expression (2) was derived on the assumption of the
exponential decrease of the electrostatic potential V
with the distance x from the semiconductor surface into
the depth, V(x) = Vsexp(–x/L) [13]. In this case, the
charge per unit area for the final densities of states
N(EF) at the Fermi level is given by

(3)

where ε is the relative dielectric constant, ε0 is the
dielectric constant of free space, and the screening
length is written as

(4)
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Fig. 3. Energy spectra of the density of localized states of
the Hg3In2Te6 samples without (0) impurity and with
increasing chromium concentration (1–6). The energy is
measured from the conduction band bottom.
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Using the experimental data on ∆G/G0 and Q, we
determined the surface potential Ys and screening
length L from formulas (2) and (3), while the density of
states N(EF) at the Fermi level was determined from (4).

The obtained values L and  for the field effect are
listed in the table. One can see that the screening length
decreases and the density of states at the Fermi level
correspondingly grows as the doping level increases
(samples 1–6). Hence, the localized states control the
screening length and quasi-surface conductance. As

follows from the table, the values of  obtained using

the field effect are significantly smaller than  deter-
mined from the optical absorption data. The latter can
be overestimated since the density of states N(E) was
determined on the assumption that the total transpar-
ency decrease is caused by intraband optical transitions
with participation of localized states. In this case, the
contribution of light scattering by inhomogeneities
caused by the interaction between intrinsic and impu-
rity defects was ignored. If microinclusions with an
electron concentration differing from that of the host
are formed, the light-scattering intensity is independent
of wavelength but proportional to the concentration of
inclusions and to the squared difference of the dielec-
tric constants of inclusions and the host. Determination
of the latter quantities seems to be impossible. How-
ever, the obtained variations in the energy spectra of the
density of states give insight into the contribution of

NF
fe

NF
fe

NF
opt

Table

Nsam , cm–3 eV–1 , cm–3 eV–1 L, cm

0 2.1 × 1015 8.6 × 1014 1.1 × 10–4

1 9.4 × 1015 2.5 × 1015 6.4 × 10–5

2 2.8 × 1016 7.4 × 1015 3.7 × 10–5

4 6.5 × 1016 1.7 × 1016 2.4 × 10–5

6 1.2 × 1017 3.1 × 1016 1.8 × 10–5

NF
opt NF

fe
localized states to optical absorption processes and
screening, as well as account for the self-compensation
of charged defects.
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Abstract—The possibility of controlling the effective barrier height in Schottky diodes by introducing a
δ-doped layer near the metal–semiconductor contact is considered. A decrease in the effective barrier height is
caused by the increased role of carrier tunneling through the barrier. A complete quantum-mechanical numeri-
cal simulation of the effect of the δ-layer parameters (concentration and depth) on the current–voltage charac-
teristics of modified diodes was carried out for the Schottky barrier contacts to n-GaAs. The simulation results
were found to fit well the experimental characteristics of diodes produced by metal-organic chemical vapor epi-
taxy. The studies carried out made it possible to choose the optimal δ-layer parameters to produce low-barrier
(about 0.2 eV) diodes with a reasonable nonideality factor (n ≤ 1.5). Such structures can be employed to fabri-
cate microwave detector diodes without bias. © 2002 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Transport characteristics of metal–semiconductor
contacts produced under clean epitaxial or ultrahigh-
vacuum conditions are reproducible and have been
studied adequately [1]. The charge transport is mainly
controlled by the parameters of the Schottky potential
barrier in the semiconductor near the interface with
metal. In particular, for gallium arsenide with a moder-
ate electron density (lower than 1018 cm–3), the Schot-
tky barrier height is within 0.6–1.0 eV for more than
40 metals [1–3]. Within certain limits, the barrier height
can be varied by additional heavy doping of the semi-
conductor subsurface region [1, 2]. Nonepitaxial meth-
ods based on impurity implantation or alloying are
characterized by a narrow range of barrier height con-
trol or lead to inhomogeneities and poor reproducibility
[2, 4]. Precision doping during epitaxy was found to be
more efficient for the controlled decrease of the effec-
tive barrier height in n-GaAs (100) [5, 6]. The differ-
ence in the approaches was related to the δ-doping tech-
nique in [5] and uniform doping in [6]. In both cases,
the decrease in the effective barrier height is obviously
caused by the appearence of a current thermal-field
component. In the case of heavier doping, the current
becomes a tunneling one; in the limit, the ohmic contact
can be attained [7–9]. As for the doping method, as early
as in [10], it was indicated that δ-doping is equivalent
to an ultrahigh level of volume doping in the problems
under consideration. This is caused by the obvious fact
that the distance between the metal and the δ-layer,
which completely screens the contact electric field,
should be two times shorter than in the case of uniform
doping at identical surface concentrations of doping
donors. Therefore, the δ-doping approach appears to be
1063-7826/02/3605- $22.00 © 20505
more promising also in the problems of attaining a low
effective barrier (0.2–0.25 eV) with low nonideality
factors (n & 1.5) being preserved. It is also important
that the surface concentration N2D of charged donors
(e.g., Si) in the δ-layer in GaAs can exceed 1013 cm–2. In
this case, the barrier height is decreased by 0.6–0.8 eV at
distances x0 = 4–6 nm from the metal boundary to the
doping plane. Figure 1 displays this practically impor-
tant range of doping parameters as an N2D–x0 plot. The
curve corresponds to the δ-layer depletion edge at zero
bias, and the initial barrier φ0 = 0.7 eV according to the
dependence (see [7])

(1)

where q is the electron charge, ε is the relative
dielectric constant of the semiconductor, and ε0 = 8.85 ×
10–14 F cm–1. The insets illustrate the behavior of the
conduction band edge on each side from the interface. At
volume doping with silicon up to about ~6 × 1018 cm–3,
which is close to the limiting density of electrically
active Si impurity atoms in GaAs, a much thicker (x0 ~
17 nm) layer is required to attain the same surface den-
sity of about 1013 cm–2 of charged donors. This can
result in a decrease in the tunnel transparency together
with strengthening of its dependence on the bias volt-
age, which brings about an increase in the nonideality
factor n [6, 11].

In this study (continuing [5, 12]), we demonstrate
the possibility of producing low-barrier contacts to
n-GaAs (100) while retaining a low nonideality factor.
We present the results of detailed numerical calcula-
tions, beginning with the determination of the band pro-
file and finishing with calculations of current–voltage

φ0 q/εε0N2Dx0,=
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(I–V) characteristics compared to the experimental
ones. The practical significance of this study is evident
due to the need for low-barrier diodes for microwave
detectors that do not require a constant bias [12, 13].
Other applications, based on the potential of the tech-
nology of nonalloyed ohmic contacts [5, 7, 8], which
can be important for devices with nanometer-scale
active regions, are also possible.

CALCULATIONS

The transport characteristics of the modified metal–
semiconductor contact were numerically calculated in
two stages. At the first stage, the depth (axis x) profile
of the conduction band edge was calculated at various
bias voltages V by solving the one-dimensional Poisson
equation (see, e.g., [14]). The doping profile was con-
sidered as known, and the doping impurity was
assumed to be completely ionized. The layer sequence
in the structure was chosen close to the experimental
one: a heavily doped substrate with the electron density
n+ = 2 × 1018 cm–3, a lightly doped epitaxial layer with
n– = 2 × 1016 cm–3 100 nm thick, a δ-layer of silicon
atoms with the surface concentration N2D, a cover GaAs

2.0

0 5

1.5

1.0

0.5

10 15 20 25 30
x0, nm

Ohmic contact

N2D, 1013 cm–2

φ0 = q/(εε0N2Dx0)

Fig. 1. Range of the δ-doping parameters for a structure
with the Schottky barrier. The curve corresponds to the
δ-layer depletion boundary at a zero bias and φ0 = 0.7 eV.
The insets above and below this curve schematically show
the conduction band EC edge. The dots are the experimen-
tally attained parameters. The range of the parameters for
ohmic contact formation is also indicated.
layer with a thickness of x0, and a metal contact. The
δ-layer spread along x is approximated by the Gaussian

(2)

where ∆x is the standard deviation taken as 0.5 nm [7]
in the calculations. Furthermore, the barrier height
decrease due to the image forces was taken into
account. The temperature was supposed to be 295 K.
We neglected the quantization effects in the potential
well of the δ-layer, since the basic results of this study
concern the case of its total depletion.

Examples of calculations of the potential barrier of
the metal–semiconductor contact without external bias
at two x0 and N2D combinations are given in Figs. 2a and
2b, respectively. One can see that the sharp triangular
spike arises at the barrier top due to δ-doping; it is the
barrier tunnel transparency that leads to a decrease of
the effective barrier height for electrons. A simulta-
neous increase in N2D and x0 near its bottom gives rise
to a potential well filled with electrons.

At the next stage, the Schrödinger equation is solved
by the transfer matrix method [11] for the calculated

potential barrier. The electron transmittance  is calcu-
lated in relation to the electron energy E and the bias V,
which controls the potential barrier shape. Subsequent

integration of the transmittance (E, V) over all the
occupied electron states in the semiconductor and all
the free electron states in the metal yields the carrier
current density jS – M from semiconductor to metal. Sim-
ilarly, the metal-to-semiconductor current density jM – S
is calculated. Their difference yields the total current
density in the Schottky diode,

(3)

where (E) and (E) are the Fermi distribu-
tion functions in the semiconductor and metal, respec-
tively. The transmittance is assumed to be independent
of the electron momentum parallel to the metal–semi-
conductor interface. Therefore, the expression for cur-
rent can be integrated in transverse directions, which
yields the following expression for current (see [9]):

(4)
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Here, Ex is the electron energy fraction corresponding

to its motion along axis x,  is the Fermi energy in the
semiconductor, T is the temperature, and kB is the Bolt-
zmann constant. Calculating the integral numerically at
various biases, the I–V characteristics of a specific
structure can be obtained. It is noteworthy that these
characteristics were calculated ignoring the series and
with shunt resistances always existing in actual diode
structures. The inclusion of the resistances (as was
done, e.g., in [6]) allows for a better fit of experimental
I–V characteristics.

EXPERIMENTAL

The GaAs epitaxial structures were grown by
vapor-phase epitaxy from metal-organic compounds
(MOVPE) at temperatures of 600–650°C. The layer
parameters were the same as in the preceding section.
The values of N2D and x0 were varied during the exper-
iments (see crosses in dashed lines in Fig. 1). The
MOVPE and δ-layer diagnostic techniques are described
in [15]. The values N2D were estimated by measure-
ments at test structures where similar δ-layers were
grown at a depth of 0.15–0.2 µm, which allows for their
characterization by the Hall method and capacitance–
voltage characteristics. It was shown that the sheet car-
rier concentration ns coincides with the MOVPE-intro-
duced donor concentration N2D up to 6 × 1012 cm–2 and
then levels off.

After completion of GaAs growth, the growth cham-
ber temperature was lowered to 160–200°C and an alu-
minum layer about 100 nm thick was grown without
opening the reactor and, thus, violating the growth con-
ditions. Additional aftergrowth evaporation of alumi-
num was carried out in a number of cases. Diodes with
a metal contact diameter of 10–500 µm and a mesa
depth of 0.2 µm were formed by photolithography and
chemical etching. A rear ohmic contact was produced
by electrochemical deposition of GeNi + Au followed
by firing-in.

The diode I–V characteristics were measured at
room temperature. The effective barrier heights φeff

were determined from the measured characteristics in
the conventional way, assuming the dependence to be
close to the first approximation of the theory of ther-
mal-field emission (see [12]),

(5)

where A* is the modified Richardson constant. The
dependence of the effective barrier height φeff on the
bias defines the nonideality factor of the metal–semi-
conductor contact. In the absence of δ-doping, the bar-
rier height is about 0.7 eV (n = 1.04– 1.06).

EF
S

jTE A*T2 φeff V( )
kBT

----------------– 
  qV

kBT
--------- 

 exp 1–
 
 
 

,exp=
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DISCUSSION

The effect of control of the effective barrier height is
illustrated by Fig. 3 showing the measured and calcu-
lated I–V characteristics of diodes with δ-doping within
(4–16) × 1012 cm–2 in the plane spaced from the metal
by 2.5 nm. One can see that the calculated characteris-
tics fit well with the experimental ones. Similar calcu-
lations and experiments were carried out for a deeper
(5 nm) doping plane. The effective barrier heights were
determined in all the cases and are shown in Fig. 4 ver-
sus the surface (2D) concentration. One can see that the
effective barrier height linearly decreases as the surface
concentration increases. This means that the concept of
the tunneling-transparent spike above a nontransparent
classical pedestal is a good physical idealization. The
deeper the δ-layer, the greater the effective barrier
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Fig. 2. Calculation of the potential of the modified Schottky
barrier at (a) x0 = 2.5 nm and N2D = (1) 0, (2) 4 × 1012,

(3) 8 × 1012, (4) 1.2 × 1013, and (5) 1.6 × 1013 cm–2;
(b) N2D = 8 × 1012 cm–2 and x = (1) 0, (2) 2.5, (3) 5, (4) 10,
(5) 15, (6) 30, and (7) 60 nm.
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height decrease (Fig. 4, curve 2), however, only under
the condition of a sufficiently high tunneling transpar-
ency of the triangular barrier.

The second experimental series was dedicated to
processes taking place when the above condition ceases
to be met. The donor surface density N2D was fixed, and
the depth x0 was varied within 2.5–60 nm. The experi-
mental and calculated I–V characteristics at N2D = 4 ×
1012 cm–2 are displayed in Figs. 5a and 5b, respectively.
One can see that the effective barrier height φeff initially
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Fig. 3. Experimental (a) and calculated (b) current–voltage
characteristics of modified Schottky diodes at x0 = 2.5 nm

and N2D = (1) 4 × 1012, (2) 8 × 1012, (3) 1.2 × 1013, and

(4) 1.6 × 1013 cm–2.
decreases (as x0 increases) and then increases, which is
caused by a decrease in the tunneling transparency of
the potential barrier between the metal and the δ-layer.
The minimum attainable value φeff ≈ 0.33 eV (curve 2)
at N2D = 4 × 1012 cm–2 corresponds to x0 ≈ 10 nm. It is
evident that the calculation satisfactorily predicts the
features of the I–V characteristics, e.g., the two satura-
tion regions in the reverse portion, which is caused by a
change in the total surface charge in the δ-layer during
its filling with electrons as the external bias is changed.
The nonmonotonic dependence of the effective barrier
height φeff on the δ-layer depth x0 for two values of N2D

is shown in Fig. 6a. Processing of the calculated I–V
characteristics for the same surface impurity concentra-
tions in the δ-layer yields very close results, as is shown
in Fig. 6a. As N2D increases, the φeff(x0) is attained at a
closer proximity of the δ-layer to the metal–semicon-
ductor contact. Figure 6b shows the calculated nonide-
ality factor versus the δ-layer depth x0 for two values of
N2D. It is noteworthy that the nonideality factor n
increases near x0 ≈ 10 nm, i.e., at such a depth when the
probability of electron tunneling through the barrier
begins to decrease. As x0 further increases, the thermo-
electron component of the current begins to prevail, and
the nonideality factor decreases. Thus, the most adverse
situation is when the δ-layer depth is 8–15 nm. The
same effect, manifesting itself in the case of high uni-
form doping near the metal–semiconductor contact,
was observed in [6] at a heavily doped δ-layer thicker
than 10 nm, which drastically limits the possibility of
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Fig. 4. Effective barrier height versus the δ-doping level at
the two distances between the δ-layer and the metal–semi-
conductor contact, x0 = (1, 1') 2.5 and (2, 2') 5 nm; (1, 2) cal-
culation and (1', 2') experiment.
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producing diodes with a low barrier height using such a
method. A practically achieved (see [6]) decrease of the
barrier height was 0.6 eV at a nonideality factor up to 1.3
(the volume doping concentration was 5 × 1018 cm–3).
Therefore, the use of the δ-doped plane seems prefera-
ble. The joint analysis of the data of Figs. 6a and 6b
shows that diodes with a low barrier (about 0.2 eV) and
the nonideality factor n ≤ 1.5 can be developed at
δ-layer depths not exceeding 5 nm. This is confirmed
experimentally (see Fig. 6b). The nonideality factors
that are somewhat larger than the theoretically pre-
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Fig. 5. (a) Experimental and (b) calculated current–voltage
characteristics of the modified Schottky diodes at N2D = 4 ×
1012 cm–2 and x0 = (1) 2.5, (2) 10, (3) 30, and (4) 60 nm. 
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dicted ones at distances x0 ≤ 5 nm can be caused by
deep charged states of donors in the δ-layer. As was
shown in [15], an extended tail of the density of donor
states begins to be formed in the GaAs band gap even
at N2D > 5 × 1012 cm–2; their depth reaches 100 meV. As
N2D increases, the effect becomes more pronounced. At
small φeff (<0.2 eV) and (or) large forward biases, this
causes recharging of deep donor states in the δ-layer.
Therefore, the effective barrier height φeff in (4)
acquires an additional dependence on the bias, and the
nonideality factor increases. It is evident that this effect
at static measurements complicates the pattern and, in
principle, can lead to different φeff and n for forward and
reverse portions of I–V characteristics. At N2D = 1.6 ×
1013 cm–2 and x0 = 2.5 nm, the calculations yield φeff ≈
0.2 eV and n ≤ 1.5, which are confirmed experimentally.
Based on these structures, efficient microwave diode
detectors operating without bias were produced [13].
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CONCLUSION
The studies carried out show the possibility of con-

trolling the effective height of the Schottky barrier
using subsurface δ-doping, which enhances the role of
the thermal-field (tunnel) component of the conduction
current. Numerical simulation of charge transport with
a rather wide variation in the doping parameters made
it possible to reveal basic laws and determine the most
acceptable parameters of GaAs-based diodes with a
lowered barrier height. The MOVPE method was used
to produce Al/n-GaAs〈δ(n)〉  diode structures. Their
parameters were shown to be in a good agreement with
the numerical simulation data. In particular, the possi-
bility of forming a barrier contact to n-GaAs, having a
height of about 0.2 eV and an nonideality factor n < 1.5,
was demonstrated.
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Abstract—The spectrum of electrons, holes, and excitons in a superlattice composed of cylindrical quantum
dots with extremely weak coupling between quasiparticles in neighboring layers of quantum dots was stud-
ied theoretically. Calculations were performed for the example of cylindrical β-HgS quantum dots embedded
in β-CdS in the form of a superlattice. It is shown that electrons and holes in such a system form quasi-two-
dimensional energy minibands, whereas excitons can be described in terms of the Shinoda–Sugano model.
The dependence of the quasiparticle spectra on geometric parameters of a superlattice with cylindrical quan-
tum dots was studied. It is shown that the positions of minibands for all quasiparticles are very sensitive to
the height of quantum dots, which should manifest itself in the experimental excitonic absorption spectrum.
© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The spectra and interaction of quasiparticles in
quantum dots (QDs), quantum wires, and quantum
wells (QWs) have been studied in detail for years both
theoretically [1–4] and experimentally [5, 6]. Periodic
structures formed of planar QWs [the so-called super-
lattices (SLs)] have also been investigated thoroughly
[7, 8]. However, the periodic structures consisting of
semiconductor quantum dots–wells arranged in a semi-
conductor medium have been produced only recently
[7, 8] and, therefore, have been studied inadequately.

The general theory of quasiparticle spectra and
interactions in periodic QD structures (the QD SLs) has
not been developed to date, although several particular
cases have been studied [9].

As is well known, there are periodic structures with
semiconductor QDs (among those structures already
produced experimentally) in which the distances
between the QD layers in different planes are much
larger than the inter-QD distances in an individual
layer; as a result, the coupling between the quasiparti-
cles residing in different layers is very weak.

The objective of this study was to investigate theo-
retically the electron, hole, and (mainly) exciton spectra
in a semiconductor SL composed of cylindrical QDs
with extremely weak coupling between quasiparticles
in different layers and with inter-QD distances in the
layers such that the quasiparticles (electrons, holes, and
excitons) are translated over the entire SL composed of
1063-7826/02/3605- $22.00 © 20511
cylindrical QDs, rather than localized in an individual
QD. We will show that the quasi-two-dimensional
(quasi-2D) Shinoda–Sugano excitons are likely to be
generated in such a system.

2. THE ELECTRON AND HOLE SPECTRA
IN A SUPERLATTICE COMPOSED

OF CYLINDRICAL QUANTUM DOTS
WITH WEAK COUPLING

BETWEEN QUASIPARTICLES
IN NEIGHBORING LAYERS

We consider a semiconductor SL composed of
cylindrical QDs (or QWs) embedded in the host
medium in the way illustrated in Fig. 1a. We assume
that the following geometric parameters of the system
are known: the QD base radius (a), the QD height (L),
the distances between the QD bases in the adjacent lay-
ers (h), and the distances between the boundaries of the
two neighboring QDs in the same layer (b) (we assume
that h @ b). In what follows, we intend to calculate the
electron and hole spectra in the effective-mass approx-
imation and use the dielectric-continuum model in cal-
culating the exciton spectrum. To this end, we require
that geometric parameters of the QD and the spatial
domain between two nearest QDs be much larger than
the sizes of unit cells for the crystals in the QD (ad) and
the medium (am); i.e.,

(1)a2L3 b2L3≈  @ ad am.≈
002 MAIK “Nauka/Interperiodica”
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Fig. 1. (a) Schematic representation and (b) horizontal cross section of a superlattice composed of cylindrical quantum dots; (c) the
dependence of electron and hole potential energies on the radius within an elementary cell of the superlattice.
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Thus, we assume that the effective masses of electrons
(holes) in the QD µde(µdh) and the host medium
µme(µmh) are known and equal to the values characteris-
tic of the corresponding bulk crystals. In the Cartesian
coordinate system with the 0Z axis oriented along the
symmetry axis of one of the QDs and with the X0Y
plane passing through the midheight of the cylindrical
QD, we have

(2)

The lattice constants of both crystals comprising the
system are assumed to be almost identical (ad ≈ am).
Therefore, we may assume that potential energies of
electrons and holes are given by

(3)

where Ude, dh and Ume, mh are the potential energies of
electrons and holes in the corresponding media with
respect to free space (affinity) and are assumed to be

µe h,

µde dh, for x y z within the QD,, ,
µme mh, for x y z outside the QD., ,




=

Ue h,

U– de dh, for x y z within the QD,, ,
U– me mh, for x y z outside the QD,, ,




=

known. The dielectric constants of the QD (εd) and of
the medium (εm) differ from each other only slightly
(εd ≈ εm). In this situation, the self-action forces affecting
the charged quasiparticles and arising owing to the pres-
ence of the boundary between the cylindrical QD and the
medium can be evaluated in the following manner.

Since the potential of the self-action forces for a
cylindrical QD is unknown and since the geometric
parameters of a cylindrical QD are such (L ≈ a) that this
QD may be approximated by a spherical QD with a

radius of R = a2L , we may use the estimate for

the self-action potential of a charged particle in a spher-
ical QD [10], assuming that such a QD is mainly
located at a distance of R/2 from the sphere center in a
deep rectangular potential well. The polarization field
with the potential [10]

(4)

acts on a charged quasiparticle (electron or hole) in a
spherical QD in the host medium.

3
4
---





1/3

U p

εd εm–
εd εm+
---------------- e2

εd 6La23
--------------------- 4

3
--- 3ln+=
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Thus, if the geometrical parameters of a cylindrical
QD (L, a) are such that the condition

(5)

is satisfied, we may use the rectangular-potential
approximation (3) to calculate the spectrum of quasi-
particles.

In order to find the spectrum of excitons in the sys-
tem under investigation, first of all, we have to obtain
the spectra and wave functions of electrons and holes.
To this end, we have to solve the Schrödinger equation

(6)

with the Hamiltonian

(7)

Since the following consideration is completely
equivalent for electrons and holes, we consider only

U p ! Ude dh, , Ume mh,

He h, ψe h, x y z, ,( ) Ee h, ψe h, x y z, ,( )=

He h,
"

2

2
-----— 1

µe h, x y z, ,( )
----------------------------—– Ue h, x y z, ,( ).+=
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electrons. Taking into account that we are dealing with a
system with extremely weak coupling between the qua-
siparticles in neighboring layers, we then assume that an
electron cannot leave each individual QD layer with a
thickness L. The electron wave function in the Cartesian
coordinate system with the 0Z axis being oriented along
the symmetry axis of QD can be represented as

(8)

In order to obtain the “in-plane” component of the wave
function for an electron in an SL, we first separate the z
component and introduce the corrected effective mass

(9)

Here,

ψe x y z, ,( ) ψ|| x y,( ) 2
L
---

πn
L

------z, ncos 1 3 …,, ,=

πn
L

------z, nsin 2 4 …., ,=





=

1
µe

-----
Pe

µde

-------
1 Pe–( )
µme

-------------------.+=
(10)Pe

Km βeρ0( ) 2 Jm α eρ( ) 2ρ ρd

0

ρ0

∫

Km βeρ0( ) 2 Jm α eρ( ) 2ρ ρ Jm α eρ0( ) 2 Km βeρ( ) 2ρ ρd

ρ0

∞

∫+d

0

ρ0

∫
----------------------------------------------------------------------------------------------------------------------------------------------=
is the probability of finding an electron within an indi-
vidual QD, provided that the surrounding medium has
a large volume where

(11)

and Km and Jm are the Macdonald and Bessel functions,
which are the solutions to the Schrödinger equation for the
planar wave-function component in the polar coordinate
system with the origin coinciding with the QD center.

According to the modified (to the case of a 2D sys-
tem) method of augmented plane waves (APW) [11],
the planar component of the electron wave function in
the SL is then formed by a linear combination of the
Bessel functions joined with the plane waves also
expanded in the Bessel functions; i.e.,

(12)

α e

2µde

"
2

---------- Ve E+( ), βe

2µme

"
2

-----------E,= =

Ve Ude Ume;–=

ψnk||
r( )

ck|| g–

Ω
----------- im im ϕ ϕ k|| g––( )[ ]exp

m ∞–=

∞

∑
g

∑=

×
Jm k|| g– a( )

Jm αn e, a( )
------------------------------Jm αneρ( ), ρ a,≤

Jm k|| g– ρ( ), ρ a.>





Here,

(13)

Ω is the volume of a planar unit cell; k|| is the 2D wave
vector of the planar reciprocal lattice; and |k|| – g| and

 are the polar coordinates of the vector k|| – g.

The expansion coefficients  are determined
from the condition for minimization of the energy func-
tional; as a result, we obtain the system of equations

(14)

where

(15)

αne α e
2 π2n2

L2
----------

µde

µe

-------– ; m 0 1± 2 …;,±, ,= =

ϕk|| g–

ck|| g–

"
2

2µme

----------- k|| g–( )2 E–
π2n2

L2
----------

µde

µe

-------+
 
 
 

ck|| g–

+ Γgg'ck|| g'–
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∑ 0,=

Γgg'
n 2πa

Ω
--------- "

2

2µme
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"

2n2

2µeL2
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Fig. 2. Dependences of the effective masses of (a) electron me, (b) hole mh, and (c) exciton mexc on the distance b between the quan-
tum dots for several values of the radius a and height L of a quantum dot. L/aHgS = (1) 7, (2) 8, and (3) 9.
and ϕgg' is the angle formed by the vectors (k|| – g) and
(k|| – g').

The condition for nontriviality of the solution to sys-
tem (14) brings about a secular equation; it is the solu-
tion to this equation that defines the energy spectrum of
electrons Ee(k||) within the QW depth. The energy spec-
trum of holes Eh(k||) is determined similarly.

By way of example, we use the above theory to cal-
culate and study the electron and hole spectra in an SL
composed of cylindrical β-HgS QDs embedded in the
β-CdS matrix in such a way that vertical coupling
between QDs is weak (Fig. 1). The choice of such a sys-
tem is governed by the fact that the aforementioned
materials have almost the same values of the lattice
constants aHgS and aCdS (see table); as a result, the inter-
face between HgS and CdS is well defined and, conse-
quently, the rectangular-potential approximation is jus-
tified. Dielectric constants of a cylindrical QD (εd) and
the medium (εm) differ insignificantly.

Numerical calculation of energies of the electron
[Ee(k||)] and hole [Eh(k||)] in relation to the quasi-
momentum magnitude |k||| shows that, for the SL com-
posed of cylindrical QDs under consideration, both
E(k) dependences can be approximated successfully by
quadratic functions; i.e.,

(16)

Furthermore, the 2D effective masses of an electron
(me) and hole (mh) are given by

(17)

where ∆Ee, h are the widths of the electron (e) and
hole (h) minibands (Ete, th and E0e, 0h stand for the band-
top and band-bottom energies, respectively), the quan-
tities a and b are expressed in the Bohr radii, m0 is the
free-electron mass in the free space, and Ry = 13.6 eV
is the Rydberg energy.

It is noteworthy that the method employed makes it
possible to calculate the dispersion laws for electrons
and holes in various systems, which satisfy certain con-
ditions; however, it may so happen that the quadratic
dependence of energy on quasi-momentum over the
entire miniband does not hold. Physically, such a situa-
tion can arise in the systems with very small sizes (a, L,
and b) involved, in which case it is necessary to take
into account a great number of Γg, g' components in

Ee k||( ) = E0e

"
2 k||

2

2me

---------------, Eh k||( )+  = E0h

"
2 k||

2mh

-------------.+

me h,  = 
π2Rym0

∆Ee h, 2a b+( )2
------------------------------------; ∆Ee h,  = Ete th, E0e 0h,–( ),
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Table

me/m0 mh/m0 a, Å Eg, eV Ue, eV Uh, eV ε

β-CdS 0.2 0.7 5.818 2.5 –3.8 –6.3 9.1

β-HgS 0.036 0.044 5.851 0.5 –5.0 –5.5 18.2
Eqs. (14) when calculating the energy by the APW
method.

In Figs. 2a and 2b, we show the calculated depen-
dences of effective (a) electron and (b) hole masses on
the distance (b) between cylindrical QDs for several
values of the QD radius (a) and height (L). It can be
seen that an increase in b leads to an increase in the
effective electron and hole masses for any values of a
and L. This is understandable since an increase in the
inter-QD distance is equivalent to an increase in the
strength of the potential barrier for electrons or holes,
which hampers the motion of charge carriers in a SL
composed of cylindrical QDs, i.e., leads to an increase
in the effective masses of these quasiparticles.

For a fixed distance b between QDs, an increase in
the height (L) or radius a of the QDs causes the effec-
tive masses of quasiparticles to increase, because both
factors induce an effective increase in the potential-bar-
rier strength. Indeed, an increase in the QD size results
in an increase in the QW volume; as a consequence, the
energy levels are lowered. In other words, the wave
functions of quasiparticles are “drawn” in the QD.

Since the effective hole mass is larger than the cor-
responding mass of an electron both in the QD and in
the host medium, then (as can be seen from Figs. 2a,
2b) mh > me, all other factors being the same.

3. THE SHINODA–SUGANO EXCITON
IN A SUPERLATTICE COMPOSED

OF CYLINDRICAL QUANTUM DOTS

It is clear from physical considerations that quasi-
particles of an exciton type in an SL composed of cylin-
drical QDs can be described in terms of different mod-
els, depending on the relations between the geometric
and physical parameters of the system. Conventionally,
we can single out two groups of models.

One of the groups includes the models with
extremely weak interaction between quasiparticles in
different QWs (the models of isolated QWs). For such
models, the main condition consists in the following:

(18)

i.e., all distances between QDs should exceed the free-

path length ( ) and the exciton radius ( ) in the host
medium. In this situation, a free three-dimensional (3D)

h b @ λm
3( ), aexm

3( ) ;≈

λm
3( ) aexm

3( )
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Wannier–Mott exciton can be formed; such an exciton
has the energy

(19)

and the radius

(20)

In addition, excitons of different types can exist in QWs
of an SL, depending on the ratio between the geometric
parameters. For example, if the geometric parameters
of a QW are such that

(21)

i.e., if the QD sizes far exceed the free-path length

( ) and radius ( ) of an exciton in the QD, a free
3D Wannier–Mott exciton can also exist in the system;
this exciton has an energy and radius defined by formu-
las (19) and (20) with parameters corresponding to the
QD medium (d).

If

(22)

then, since the QD is quasi-2D (a @ L) and the QD
radius (a) far exceeds the exciton’s free-path length

( ), a free 2D Shinoda–Sugano exciton is formed in
the QD medium; this exciton has the energy

(23)

and the radius

(24)

If

(25)

the QD is cylindrical, and a localized exciton with the

radius  emerges in such a QD. In this situation, the
energy of a localized excitation is controlled by the
electron and hole energies in a cylindrical QD and by
the energy of the Coulomb electron–hole interaction in
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"
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Fig. 3. (a) Schematic representation of potential energies of “two-dimensional” electron, hole, and exciton and (b) the dispersion
curves for these quasiparticles.
the QD medium. The exciton radius is defined accord-
ing to the laws of quantum mechanics.

If the QD size is so small that the exciton radius is
on the order of several lattice constants, the models
should account for the electrostatic-interaction forces,
which arise owing to the presence of an interface
between the QD and the host medium. If the QD size is
even smaller, we should take into account the discrete
structure of the medium.

The models, based on the assumption that

(26)

can be referred to as the models involving interaction
between QDs in quasi-planar layers.

If we have

(27)

a quasiparticle formed can be described in terms of the
model of a free 2D Shinoda–Sugano exciton in the QD
medium.

If

(28)

and if the condition a + b < aexc is satisfied, a quasi-2D
exciton with the radius aexc is formed in an SL com-
posed of cylindrical QDs; this exciton can be described
in terms of the following model.

Since the electron and hole in an SL composed of
cylindrical QDs with extremely weak interaction
between quasiparticles in neighboring QDs are engaged
in the quasi-plane motion with the quasi-momentum k||
and have the known effective 2D masses me and mh in

h @ λm
3( ), a b L,, ,

a @ b L λd
2( ),, ,

a b L≈ ≈
the relevant minibands, we can determine the spectra
and wave functions for the bound states of both quasi-
particles.

We assume that an electron and hole have the radius
vectors re and rh in the X0Y system (in the plane per-
pendicular to the QD symmetry axis) and interact with
each other with the potential energy

(29)

where

(30)

is the dielectric constant of an SL composed of cylindri-
cal QDs.

It is impossible to solve the Schrödinger equation
with such a complicated dependence of ε on the coordi-
nates. Therefore, taking into account that the values of
εd and εm are not much different from each other and the
characteristic sizes of QDs and the inter-QD distances
are comparable, we assume that an SL composed of
cylindrical QDs is a continuum with a constant permit-
tivity ( ) defined as the averaged value of reciprocal
permittivities of the system’s components; i.e.,

(31)

V re rh–( ) e2

ε re rh–
----------------------,–=

ε
εd for x y z within QD,, ,
εm for x y z outside QD, ,
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ε

1
ε
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2
--- 1
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The Schrödinger equation for an electron and hole
interacting in an SL composed of cylindrical QDs can
now be written as

(32)

where F(re, rh) is the wave function of an electron–hole
pair.

The problem of determining the energy spectrum
and wave functions of a 2D exciton was solved by Shi-
noda and Sugano [12]. A solution to Eq. (32) defines
the dispersion law for a 2D exciton; i.e.,

(33)

Here, mexc = me + mh is the effective exciton mass; and

the formation energy of exciton  in the states l = 0,
1, 2, …, ∞ is given by

(34)
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where E0e and E0h are the energies of the electron- and
hole-band bottoms (see Fig. 3);

(35)

is the binding energy of a 2D exciton in the l = 0, 1, 2, …
states; and

(36)

is the reduced exciton mass in an SL composed of
cylindrical QDs.

Specific calculations of the effective mass (mexc) and

the formation ( ) and binding (∆ ) energies of
an exciton in the ground state in relation to geometric
parameters of an SL composed of cylindrical β-HgS
QDs in the β-CdS matrix were performed numerically
using a computer; the results are shown in Figs. 2c, 4a,
and 4b.

Since mexc is the sum of the masses me and mh, the
dependences of mexc on a, b, and L are the same as those
of me and mh (Fig. 2c) and are governed by the same
factors.

∆Eexc
l Me4

2"
2ε2 l 1/2+( )2

------------------------------------=

M
memh

me mh+
-------------------=

Eexc
0 Eexc

0
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An increase in the distance (b) between the QDs for
a = const and L = const always results in an increase in

the exciton binding energy ∆  (Fig. 4a), since an
increase in b brings about an increase in the potential-
barrier strength, which is conducive to a decrease in the
distance between the electron and hole and to a greater
degree of localization of both quasiparticles within a
QW.

For fixed values of a and b, an increase in the QD
height (L) or an increase in the QD radius (a), with b
and L being fixed, results in an increase in the binding
energy and a decrease in the exciton formation energy
(Fig. 4). This is quite understandable since an increase
in the QD volume is conducive to higher localization
and to the closer approach of an electron and hole and
also shifts the electron and hole minibands to lower
energies.

In conclusion, we note that the level of a Shinoda–
Sugano exciton in an SL composed of cylindrical QDs
(Fig. 4) may be found quite deep in the band gap of 3D
β-CdS and is very sensitive to variations in the QD
height, which should clearly manifest itself in experi-
ments.
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Abstract—The temperature (0.1 K & T & 20 K) and magnetic field (0 T & B & 12 T) dependences of the lon-
gitudinal (ρxx) and Hall (ρxy) resistivities have been studied in detail for p-Ge/Ge1 – xSix (x = 0.07) multilayer het-
erostructures with hole density p = (2.4–2.6) × 1011 cm–2 and mobility µ = (1.1–1.7) × 104 cm2 V–1 s–1. The energy
spectrum parameters of two-dimensional (2D) hole gas in the quantum Hall effect mode have been determined.
The mobility gap W = (2–2.5) meV and the background density of localized states gc = (5–7) × 1010 cm–2 meV–1

for the filling factors ν = 1 and 2. The results are discussed in terms of long-range impurity potential models for
selectively doped 2D systems. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The interpretation of the quantum Hall effect (QHE)
is closely related to the problem of electron localization
in a two-dimensional (2D) disordered system in a quan-
tizing magnetic field. As shown by Laughlin [1] and
Halperin [2], the necessary condition for QHE occur-
rence is the presence of narrow bands of extended states
near the middle of each of the Landau subbands under
the condition that all other states are localized. The den-
sity of states in the QHE mode has been determined in
quite a number of works from data on heat capacity,
magnetization, and thermally activated conductivity,
and by spectroscopic methods for systems with n-type
conduction (see review [3] and references therein). As
shown experimentally, the density of localized states
between the Landau levels is not exponentially small,
and, on the whole, the density of states can be described
as a series of Gaussian peaks on a constant density-of-
states background. In the present study, we use the
method of activated magnetoconductivity to determine
the parameters of the hole spectrum in p-Ge/Ge1 – xSix
heterostructures with a complex valence band structure
in quantizing magnetic fields.

2. THEORETICAL CONCEPTS

At present, it is commonly believed that the appear-
ance of quantized plateaus in the ρxy(B) dependence at
infinitesimally small ρxx is due to the existence of
1063-7826/02/3605- $22.00 © 200519
mobility gaps in the density of states of a disordered 2D
system in a quantizing magnetic field [4]. Under these
conditions, the mobility edge Ec separating the local-
ized and extended states lies near the center of a broad-
ened Landau level. If the Fermi level lies in the range of
localized states in the mobility gap, then the thermal
excitation of electrons to narrow (of width γ) bands of
extended states at the center of each of the Landau lev-
els must lead to activation behavior of conductivity σxx
(and also of ρxx ∝  σxx).

2.1. Relations for Activated Conductivity

Following Mott [5] (see also [6, 7]), we use the
Kubo–Greenwood relation for the dissipative compo-
nent of conductivity:

(1)

where f(E – EF) is the Fermi–Dirac distribution func-
tion, and σ(E) is the partial contribution of states with
energy E to the conductivity. Representing the depen-
dence σ(E) as

(2)
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we obtain for a narrow band of extended states (γ ! kT)

(3)

Here, EA = |Ec – EF|, and

(4)

At EA @ kT, from (3) follows the standard activation
behavior of conductivity:

(5)

Taking into account the contribution to conductivity
from two neighboring Landau levels (Ec1 ≤ EF ≤ Ec2),
we obtain

(6)

where EAi = |EF – Eci| (i = 1, 2). In Eq. (6), we ignored
the possible difference between the σc and γ values for
different Landau levels. Here EA2 = Ec2 – EF is the
energy of electron activation into the nearest unoccu-
pied band of extended states at E = Ec2, and EA1 = Ec1 –
EF is the energy of hole activation into a completely
filled (at T = 0) band of extended states at E = Ec1.

It is noteworthy that the sum of activation energies
for electrons and holes

(7)

where W ≡ Ec2 – Ec1 is the mobility gap width corre-
sponding to the energy gap between the neighboring
Landau levels to within the broadening γ. The maxi-

mum activation energy  is achieved for an integer
filling factor ν = n/nB (n is the electron density, nB =
eB/hc is the degeneracy multiplicity of a Landau level),
when the Fermi level lies in the middle between the
Landau levels and EA1 = EA2. It is in this way that the
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Fig. 1. Schematic of a multilayer p-Ge/Ge1 – xSix hetero-
structure.
empirical estimation of the mobility gap is obtained:

W = 2  [8–11].

2.2. Determining the Density of Localized States
in the QHE Mode

With the electron density in a sample varied in a
given magnetic field, EF and, therefore, EA are changed.
Apparently, the rate of Fermi level motion in the range
between the neighboring Landau levels is defined by
the density of localized states g(E) in the mobility gap:

(8)

This method was used in [12] to determine the density
of states in silicon MOS structures.

However, EF is more frequently varied by changing
B at n = const [8, 11, 13], rather than by altering n at
constant B. In this case, the expression for the density
of localized states can be represented as

(9)

3. SAMPLE CHARACTERIZATION

Selectively doped Ge/Ge1 – xSix (x = 0.07) multilayer
heterostructures with p-conduction over the Ge layers
were studied. The structures were grown by vapor phase
epitaxy with 15–30 periods of Ge and Ge/Ge1 – xSix lay-
ers of thickness d ≈ 200 Å. The Ge layers were
undoped, and GeSi solution layers were doped with
boron in such a way that spacers of thickness ds ≈ 50 Å
remained between Ge layers and the doped part of the
solid solution, da (Fig. 1). Samples in the form of Hall
bridges were used in the measurements. The growth
procedure and the properties of p-Ge/Ge1 – xSix hetero-
structures were described in detail in our previous
reports (see [14–17] and references therein).

In this communication, we present the measure-
ment results for Ge/Ge1 – xSix samples with hole density
p = (2.4–2.6) × 1011 cm–2 and mobilities µ = (1.1–1.7) ×
104 cm2 V–1 s–1 (at T = 4.2 K).

4. EXPERIMENTAL RESULTS AND DISCUSSION

The longitudinal (ρxx) and Hall (ρxy) resistivities
were measured in a magnetic field B up to 12 T at tem-
peratures T = (0.1–20) K. Well pronounced plateaus

with quantized values  = ih/e2 (i = 1, 2, and 4) were
observed in the ρxx(B) dependence.

The dependences ρxx(B) and ρxy(B) at different tem-
peratures are shown in Figs. 2a and 2b. An example of
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the temperature dependence of the conductivity σxx
determined from the relation

(10)

for fixed values of the magnetic field in the vicinity of
ν = 1 (B1 = 11.2 T) is presented in Fig. 3. The depen-
dences σxx(T) obtained at fixed B near ν = 2 (B2 = 5.6 T)
are similar.

The activation-type dependence of magnetoconduc-
tivity for the samples studied is observed in the temper-
ature range T = (3–15) K. Solid lines in Fig. 3 corre-
spond to calculation by Eq. (3), with EA and γ (σc =
0.5e2/h) as fitting parameters. The deviation of experi-
mental points from the calculated curves at T < 3 K is
presumably due to transition to hopping conduction via
localized states at the Fermi level, which commonly
dominates at low enough temperatures. Figure 4 pre-
sents the activation energies found by means of fitting
in relation to B (or the filling factor ν) for two samples.
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Fig. 2. (a) Longitudinal, ρxx, and (b) transverse, ρxy, resis-
tivities vs. magnetic field for sample I; (c) calculated struc-
ture of Landau levels and the Fermi level shift in magnetic
field for sample I with QW width d ≈ 200 Å and splitting of
light and heavy hole bands due to built-in uniaxial strain,
δ = 8 meV [15].
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4.1. Mobility Gaps

It can be seen from Fig. 4 that the activation energy

reaches its maximum values  near integer filling
factor ν = 1, 2, or 4. The mobility gap estimated for the

samples studied as 2  is W . (2–2.5) meV for ν = 1
and 2, and W . (0.5–1) meV for ν = 4.

The W value is closely related to the energy gap
between the neighboring Landau levels: W . |EN –
EN + 1| with an accuracy of about γ. For a simple para-
bolic band in GaAs/AlGaAs heterostructures [8, 11] or
Si MOSFETs [8] with n-type conduction, the activation
energy for integer ν virtually coincides with half the
cyclotron energy: EA = "ωc/2, which assumes that the
band of extended states is narrow enough. For our
Ge/Ge1 – xSix heterostructures with p-type conduction,
determining the mobility gaps from the activation
energy may serve as a method for reconstructing the
spectrum of Landau levels in the valence band of Ge.

The combined action of quantum confinement and
quantizing magnetic field on a fourfold degenerate (at
B = 0) valence band of bulk Ge crystal gives rise to a
complex spectrum of magnetic levels of a 2D hole gas
[15]. An analytical solution is only possible in the
weak-magnetic-field limit, when the energy of mag-
netic sublevels is much lower than the gap ∆12 between
the first and second quantum confinement sublevels. In
this case, the Landau levels of the ground confinement
subband shift linearly with the magnetic field:

(11a)
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Fig. 3. Activation behavior of the conductivity tensor com-
ponent σxx for sample I. B: (1) 8, (2) 8.2, (3) 8.5, (4) 8.8,
(5) 9.2, and (6) 11.2 T. Solid curves: calculation.
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where N = –1, 0, 1… for E–; N = 2, 3, 4… for E+; γ1, γ
and ˚ are the Luttinger parameters; and "ω0 = eB/m0,
where m0 is the free electron mass. Expression (11a)
can be written in an equivalent form [18]:

(11b)

where L = 0, 1, 2… (L = N + 1 for E– and L = N – 1 for
E+), "ωc = eB/m*, µB is the Bohr magneton, m* =
m0/(γ1 + γ), and g* = 3˚. For Ge, m* = 0.054m0, g* =
10.2, and the spin splitting is close to half the orbital
splitting: 2g*µBB/"ωc = 0.54.

In a stronger magnetic field at "ωc * ∆12, the mixing
of heavy and light hole states results in that the mag-
netic field dependence of the Landau levels becomes
essentially nonlinear, which makes them nonequidis-
tant and leads to the appearance of points of coinciden-
tal degeneracy (level crossover).

A typical pattern of the magnetic field dependence
of Landau levels, calculated in [15] for the samples
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Fig. 4. (a) Calculated energy spectrum of Landau levels.
Solid lines: sample II (d = 214 Å), dashed lines: sample I
(d = 220 Å). (b): (1, 2) activation energy vs. magnetic field
for samples I and II.
under study, is presented in Fig. 2c. The calculations
were done in terms of the model of an infinitely deep
square quantum well (QW), with the Luttinger Hamil-
tonian used for a band of symmetry Γ8 in a magnetic
field [19]. The magnetic levels in the quantum-confine-
ment valence band form two independent sets denoted
by symbols c and s. Here, we may draw an analogy with
the 3D case, in which, at zero wave vector component
kH aligned with the magnetic field, levels also form
two series, a and b [20]. However, since it is assumed
ab initio in the 2D case that kH ≠ 0, which is necessary
for establishing the boundary conditions along the
magnetic field, there is no one-to-one correspondence
between the sets a and b, on the one hand, and c and s, on
the other. Only the lowest level (–1) has the same nature
in 2D and 3D cases: b(–3/2) in terms of [20]. In the level
designations in Fig. 2c, the digit (N = –1, 0, 1…) before
the letters c or s designates the Landau level number,
and the digit (n = 1, 2…) in the subscripts of c or s, the
ordinal number of a quantum-confinement subband.
Within one series (c or s), Landau levels with the same
numbers N, belonging to different quantum-confine-
ment subbands, are repulsed (2s1 and 2s2 in Fig. 2c).
The complication of the band structure arises from mix-
ing of the heavy and light hole states, and also states
from different quantum-confinement subbands, which
occurs with increasing magnetic field. Therefore, cross-
over of levels belonging to the same subband occurs
along with crossing of levels from different subbands.

As seen in Fig. 2c, drawing analogies with a simple
parabolic band is difficult in this situation. It is not sur-
prising, therefore, that the mobility gaps found in fields
B . 10 T are nearly an order of magnitude smaller than
the formally calculated cyclotron energy "ωc ≈ 20 meV
for mc = 0.054m0 at B . 10 T. The relation W ! "ωc is
associated, first, with the sublinear dependence of the
2c1 level on B for ν = 1 and, second, with the inclusion
of the magnetic level 2s2 of the second quantum-con-
finement subband into the system of actual Landau lev-
els across which the Fermi level moves (see Fig. 4a).
Figure 4 presents in detail the results of the calculation
of a system of actual Landau levels for each of the sam-
ples studied in comparison with the experimental EA(B)
dependences. It is found that a relatively small (within
10%) correction of the nominally specified QW width
d = 200 Å yields a precise quantitative description of
the energy gaps W for each of the samples, W1 and W2
for the filling factors ν1 and ν2, respectively. It should
be emphasized that even the observed difference
between the W1 and W2 values, as well as the W1/W2
ratios for two samples with close parameters, I and II,
can be described in terms of the proposed calculation
model. It is the inclusion of the Landau levels of the
second quantum-confinement subband into the system
of actual levels that enables such a description. As seen
from the scheme of quantized levels in Fig. 4a, a change
in the W1/W2 ratio for sample I, compared with sample II,
can be obtained at a certain depression of the levels in
the second subband (decrease in ∆12) because of an
SEMICONDUCTORS      Vol. 36      No. 5      2002
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increase in the QW width d. Owing to the strong sensi-
tivity of the bottom of the second subband to the well
width ((∆12 ∝  1/d2), the necessary corrections to d are
very small: from 200 to 214 Å for sample II and from
200 to 220 Å for sample I.

4.2. Density of Localized States

Analysis of the EA(B) dependences can furnish
information about the Fermi level position at a given
magnetic field (filling factor), the value of the dEF/dB
(dEF/dν ) derivative, and, consequently, in accordance
with (9), the density of states in the mobility gap. Fig-
ure 5 presents the density of localized states g(E) in the
vicinity of the filling factors ν = 1 and ν = 2 for one of
the samples studied (E = 0 corresponds to the mid-dis-
tance between two neighboring Landau levels). It is
seen that g(E) depends on E only slightly for most of the
energy interval between the Landau levels, and the “back-
ground” density of states gc is (5–7) × 1010 cm–2 meV–1

for both ν = 1 and ν = 2. Thus, even in the middle of the
mobility gap, the density of localized states is compara-
ble with the density of states of a 2D hole gas in zero
magnetic field. The density of states at B = 0 can be
evaluated as g0 = m/π"2 = 4.4 × 1010 cm–2 meV–1; here
we used the value of mass at the Fermi level, m = 0.1m0,
obtained from analysis of the Shubnikov–de Haas
oscillations in the range of weak magnetic fields [16].

The presence of high, nearly energy-independent
“background” density of states in the mobility gaps of
a p-Ge/Ge1 – xSix system with a complex valence band
spectrum correlates qualitatively with earlier results for
AlGaAs/GaAs [8, 11] and InGaAs/InP [13] hetero-
structures and n-Si MOSFETs [12]. As regards gc, the
values obtained here are nearly an order of magnitude
higher than the corresponding densities of states in
AlGaAs/GaAs [8] heterostructures with close values of
effective mass and carrier density. This is undoubtedly
a result of the fact that the mobility gaps W in p-type
samples are narrow because of the complex valence
band structure: in a given magnetic field, the same num-
ber of states nB must be distributed within a signifi-
cantly smaller energy interval.

Based on the empirical fact of relatively constant
density of states, we can evaluate the number of local-
ized states in the mobility gap Wi, i.e., in the range of
filling factors from (i – 1/2) to (i + 1/2), as

For the samples studied, we have nloc ≈ (1–1.5) × 1011

and ≈ (5–7) × 1010 cm–2 for i = 1 and 2, respectively,
which is comparable with the total number of states

 = eBi/hc for ν = i:  ≈ 2.5 × 1011 cm–2 (B1 =

11.2 T), and  ≈ 1.25 × 1011 cm–2 (B2 = 5.5 T). This
result correlates with the concept that most of the elec-
tron states must be localized [4] in the QHE mode.

nloc gcWi.=

nB
i( ) nB

1( )

nB
2( )
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Indeed, it is generally assumed that nearly all the
states are localized by disorder in the QHE mode, with
the exception of a small fraction of extended states
(next) near the center of each of the broadened Landau
levels. The ratio between the fractions of localized and
extended states can be evaluated empirically from the
dependence ρxy(B) at low temperatures T (kT ! W,
kT & γ) [17]:

where ∆B and δB are the magnetic field intervals corre-
sponding to the QHE plateau and to the transition
between the two neighboring plateaus, respectively. In
the samples studied, the ratio δB/∆B was ≈0.1 for the 0–

peak at the lowest temperature T = 0.1 K; i.e., next/nloc is
about 10% for i = 1, 2.

However, the somewhat paradoxical conclusion that
nearly the entire density of states is virtually uniformly
distributed within the mobility gap needs further expla-
nation. It is noteworthy that this result is obtained only
for the case when the Fermi level lies within the mobil-
ity gap.

4.3. Evaluation of Impurity Potential Parameters

In most studies devoted to the density of states in the
QHE mode, attention was drawn to the impossibility of
even a qualitative explanation of the obtained results in
terms of the model of a uniform 2D system with short-
range impurity potential. The point is that, in the quan-
tum limit, the Landau level broadening Γ related to
splitting of localized states by the short-range potential
must be much less than the spacing between these lev-
els, Γ ! W. This strong inequality is certainly satisfied
in the QHE mode, since the Shubnikov–de Haas oscil-
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Fig. 5. Density of states vs. activation energy for sample II
for filling factors ν: (1) 1 and (2) 2; E = 0 corresponds to the
middle of the energy gap between the neighboring Landau
levels.
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lations, whose existence requires that at least the simple
inequality Γ < W be fulfilled, are clearly observed even
at much lower fields B * 1 T.

A reliable enough estimate of Γ can be obtained for
the short-range impurity potential in the quantum limit:

(12)

Using the experimental mobilities in a field B = 10 T for
the samples studied, we obtain W/Γ = (4–5). For a
Gaussian shape of the density of states in the middle of
the mobility gap, we have

(13)

and g(W/2) is 2–3 orders of magnitude smaller than the
experimental gc values.

However, the density-of-states pattern changes dra-
matically when the electron spectrum in a field of a ran-
dom smooth potential is considered. The combination
of long-range fluctuations of the impurity potential
with the oscillatory dependence of the density of states
on the Fermi level position (on filling factor) allows a
clear physical interpretation of the observed type of
density of states in the QHE mode. The idea behind this
explanation was put forward by Shklovskiœ and Efros
[21] in their early work and was successfully developed
further in a series of works by Efros et al. (see [22–24]
and references therein). As shown in [21–24], the
smooth long-range potential is formed owing to a ran-
dom distribution of impurities in the selective doping
range.

For impurity potentials V(r) that are smooth on the
magnetic length lB = (c"/eB)1/2 scale, the localization in
the QHE mode can be discussed in terms of the quasi-
classical quantization and percolation theory (see, e.g.,
[25] and references therein]. Let the characteristic scale
of the potential variation be Lc @ lB. In the quasi-classi-
cal approximation, the electron energy in a quantizing
magnetic field can be written as

(14)
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Fig. 6. (a) Coordinate dependence of the Landau level posi-
tions in a uniform medium, and (b) the corresponding
energy dependence of the density of states, plotted with
account of the collision broadening. (c) and (d): similar
dependences for the case of long-range potential fluctua-
tions. In (d), the range of localized states is shaded, the
ranges of extended states are marked by bold lines.
where r0 is the coordinate of the oscillator center. Thus,
the smooth potential lifts the degeneracy of states with
respect to r0, and the Landau level EN in this approxi-
mation depends on spatial coordinates. Each Landau
level is bent in space in accordance with the V(r) depen-
dence. Electron states with energy E lie on the contours
of the random potential V(r) = E. These contours form
closed trajectories corresponding to localized (within
the whole sample) states for all the energies except the

single energy E =  for each Landau level, for which
the relevant contours form an infinite cluster and perco-
lation occurs through the random impurity potential.

It is evident that if the amplitude of the random
potential F ≥ "ωc, there apparently exist states in
between the Landau levels. In this case, the density of
states integrated over the sample includes a set of

extended states at E =  and localized states at E ≠

, which is necessary for the QHE. However, the den-
sity of states remains ideal locally: the Landau level is
not broadened by the smooth potential, being only bent,
so that the neighboring Landau levels do not overlap at
each point in space, which is also necessary for the
QHE to be observed. Integrally, the role of nonoverlap-
ping Landau levels is played by extremely narrow
bands of extended states in the vicinity of the critical

energy  for each of the levels (Fig. 6).

To evaluate the parameters Lc and F for our samples,
we use the models proposed in [21–24]. Of the several
models developed for the fluctuating impurity potential
in selectively doped 2D systems, we chose the follow-
ing.

(i) The model of 2D electron gas located in the z = 0
plane and surrounded by charged centers, which have
the volume concentration N and are distributed ran-
domly in the layer between the z = b and z = –b planes.
For a thick layer b @ L, the amplitude F of the random
potential with variation scale L is [21]

(15)

where β is a numerical coefficient (β ≈ 0.1 [22]).

(ii) The same model with limited thickness of the
impurity distribution, b < L, yields

(16)

(iii) The model of a structure with a thick spacer,
which was first developed in [22] (see also [23, 24] and
references therein); i.e., a plane containing 2D electron
gas and a plane with randomly distributed impurities
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with surface concentration C, separated from the first
plane by a distance ds. In this case [23],

(17)

As seen from (15)–(17), in all the cases, the larger L,
the higher is the amplitude of the random potential, and
only screening may lead to a finite F value.

The optimal fluctuation size Lc is found from the
conditions of screening of potential fluctuations via
electron density redistribution. Our prime interest is the
situation in the vicinity of integer filling factors. Com-
pletely filled (and, naturally, completely empty) Lan-
dau levels cannot take part in screening (at least, for
weak electron–electron interaction [24, 26]), since spa-
tial redistribution of electrons (holes) is impossible in
this case. Therefore, only a small number δn ! nB of
carriers can be spatially redistributed in the vicinity of
ν = i, and we find ourselves in a situation of nonlinear
screening in terms of Shklovskiœ and Efros [27]
(“threshold” screening in terms of [3]). At a precise
equality ν = i, the screening is due to the overlapping of
the fluctuating potentials of two neighboring Landau
levels; i.e., the amplitude of long-range fluctuations is
on the order of the corresponding gap in the energy
spectrum: F ≈ W. The situation at ν = i strongly resem-
bles the long-range potential screening for a completely
compensated semiconductor (see [27], § 46).

For the structures we studied, N ≈ 1017 cm–3, and the
interimpurity distance (N–1/3 ≈ 200 Å) is comparable
with the 2D layer thickness d ≈ 200 Å and with the
thickness of the doped region of the sample, da = 100 Å.
Therefore, the above-described models are applicable
only as limiting cases.

The application of the models described in items 1
or 2 to the structures under study is justified by the fact
that the nominal spacer thickness is 50 Å, which is less
than the average interimpurity distance. For both cases
(1 and 2), we have for the density of states in the middle
of the mobility gap W ≈ 2 meV [21]

(18)

The optimal fluctuation size found from the condition
F ≈ W is Lc ≈ 1000 and 450 Å for cases 1 and 2, respec-
tively. Since the effective thickness of the impurity
layer is b = da + ds = 150 Å, the use of model 2 for esti-
mates is more reasonable.

Model 3, which has a thick spacer, is valid if ds

greatly exceeds both the thickness of the 2D layer and
that of the doped region in a sample. This model, with
ds = 300 Å, was successfully used by Efros et al. [23]
for a quantitative description of the experimental data
obtained by Weiss et al. [8] for the density of states in
GaAs/AlGaAs. If, in our case, we regard the distance
between the centers of the 2D layer and the doped part
of the barrier as the spacer, we obtain ds = 200 Å, which

F L( ) 2πe2 C
κ

------------- L
2ds

--------ln .=

gc W /2( ) 4βe2N

κW2
---------------- 7.2 1010 cm 2–  meV 1– .×≈=
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is comparable with all the other dimensions, and we use
model 3 at the limit of its applicability. For W ≈ 2 meV
and C = Nda, we have [23] (with an additional factor of
2, which accounts for doping of GeSi layers both above
and below the given Ge layer)

(19)

As seen, gc(W/2) estimates of a reasonable order of
magnitude are yielded without any fitting parameters
by both the model with limited spatial distribution of
impurities (d < Lc) and that with a spacer (2D distribu-
tion of impurities). The estimated scale of fluctuations
Lc = (400–500) Å, obtained using both the models,
seems reliable enough. It is important that the charac-
teristic scale of fluctuations noticeably exceeds the
magnetic length (lB ≈ 80 Å at B = 10 T).

Thus, the observed density of states in the mobility
gap is quite reasonably described in terms of the non-
linear screening model, when the density of screening
electrons, δn, and, therefore, the Landau level broaden-
ing (integrated over the sample) depends on the filling
factor. In particular, with the integer filling factor, δn is
defined self-consistently by the degree of overlapping
between the fluctuation potentials of the neighboring
Landau levels. Consequently, the Landau levels are
strongly broadened at ν = i by virtue of long-range
potential fluctuations, and the density of states between
the levels is high (integrated over the sample).

On the other hand, it is commonly believed that at
half-integer filling, when the Fermi level lies in the
range of extended states, long-range fluctuations are
screened, the Landau levels are strongly narrowed
(their width being on the order of the collision broaden-
ing "/τ), and the density of states in the mobility gap
becomes exponentially small [3, 22, 23].

5. CONCLUSION
The energy spectrum of holes in a 2D Ge layer in a

quantizing magnetic field has been reconstructed by
analyzing the activation-type temperature dependence
of the magnetoresistance in the range of QHE plateaus.
The energy gaps W1 between the Landau levels were
evaluated, together with the density of localized states
gc in the mobility gaps, for integer filling factors ν = 1
and 2. The obtained values W1, 2 = (2–2.5) meV are sub-
stantially less (5–10-fold) than those calculated for a
simple parabolic band (W = "ωc), with effective mass
m = 0.054m0 corresponding to the mass at the band bot-
tom for a 2D Ge layer (W1 ≈ 20 meV, W2 ≈ 10 meV).
The performed calculations of the valence band spec-
trum for a 2D Ge layer in a quantizing magnetic field
demonstrated that both the comparatively low W values
and their weak dependence on the filling factor arise
from the sublinear dependence of the corresponding

gc W /2( ) 2
2
7
--- C

Wds

----------≈ 4.6 1010 cm 2–  meV 1– ,×=

Lc 400 Å.≈
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Landau levels on the magnetic field. The observed com-
plex pattern of Landau levels is a consequence of mix-
ing between light and heavy hole states under quantum
confinement conditions.

The densities of states in the mobility gaps, gc =
(5–7) × 1010 cm–2 meV–1, obtained for ν = 1 and 2 are
nearly an order of magnitude higher than those
obtained earlier for n-type samples with about the same
carrier density. We believe that this is also a conse-
quence of the narrow mobility gaps in p-type samples,
which result from the complex valence band structure.

Analysis of the background density of states in the
middle of the mobility gap in terms of the currently
available models of impurity potential fluctuations
allowed us to evaluate the scale of spatial fluctuations
(nonlinear screening length). The obtained Lc = (400–
500) Å greatly exceeds the magnetic length in the QHE
mode (B > 5 T), which confirms the long-range nature
of the impurity potential in the p-Ge/Ge1 – xSix systems
under study.
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Abstract—Electron states in the conduction band of (111)-oriented (AlAs)M(GaAs)N superlattices (SLs) with
M ≥ N and N < 10 are considered. The properties of such SLs are mainly governed by the X-valley electrons in
AlAs and the L-valley electrons in GaAs. The calculations are carried out using a previously developed model
for the envelope-function matching at heterointerfaces. Miniband spectra, symmetry, and localization of the
wave functions, as well as the probabilities of interminiband infrared absorption, are calculated and analyzed.
It is shown that the absorption probabilities may be high not only for a light wave polarized along the SL axis,
but also for a light wave incident normally to the surface of the structure. It is found that, for analysis of infrared
absorption, it is important to take into account the contribution to the wave functions from X5 valence-band
states. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The energy spectra of (111)-oriented (AlAs)M(GaAs)N
superlattices (SLs) were previously studied on the basis
of the empirical pseudopotential method [1, 2]. It
should be noted that direct pseudopotential calculations
are rather cumbersome and, therefore, have not
received wide acceptance. In [2], only short-period SLs
were considered; in [1], only the position of the two
lowest levels in the conduction band (of types Γ and X,
L) and the highest Γ-type state in the valence band were
determined in relation to M and N, and the contribution
of Γ, X and, L valleys to the corresponding states was
analyzed. The main problem in the treatment of SL
states is related to the analysis of electron scattering at
heterointerfaces, while the electron behavior within the
layers can be described on the basis of available bulk
models. In previous papers, we developed simplified
models describing Γ–L and X–L scattering of the con-
duction-band electrons by the AlAs/GaAs(111) hetero-
intefrace [3, 4]. These models make it possible to ana-
lyze electronic characteristics of different kinds of
nanostructures based on AlAs/GaAs(111).

In (AlAs)M(GaAs)N(111) SLs, the properties of
electrons in the conduction band are mostly determined
by the X-, Γ-, and L-valley states in GaAs and AlAs.
The values of the energy spacing δΓX between the X1
level in the AlAs conduction band and the Γ1 level in
GaAs reported so far vary from ~0.12 to ~0.3 eV (see,
e.g., [1, 5]). The contributions of Γ-, X-, and L-valley
states to the formation of the lower part of the miniband
spectrum depend on this quantity and on the number of
GaAs monolayers N. From pseudopotential calcula-
tions carried out for the same potentials as in [4] (with
δΓX = 0.208 eV), we found that, for N < 9, the resonance
energies corresponding to Γ states are higher than the
energies of X1 states in AlAs and, for N = 9, the Γ level
1063-7826/02/3605- $22.00 © 20527
is below the X1 level in AlAs by ~0.01 eV. This means
that, for N < 10, it is very important to take X–L scatter-
ing into account. Note that Γ–L and X–L electron-scat-
tering processes at the (111)-oriented heterointerface
occur at different values of the in-plane components of
the wavevector. In this paper, we consider the contribu-
tion of X and L valleys of AlAs and GaAs to the miniband
spectrum in the conduction band for M ≥ N, N < 10.

2. CALCULATION METHOD

Let us consider a solid-state system with N0 hetero-
interfaces located in the planes z' =  (we choose the
axis z' along the heterostructure growth direction). In
the structures with plane heterointerfaces, the wavevec-
tor component k|| parallel to the interface is conserved.
In the piecewise-continuous-potential approximation
(with the potential discontinuity at the interfaces), the
general solution Ψn to the Schrödinger equation in the
nth layer for some energy E and wavevector k|| can be
expressed as

(1)

where  and  are particular solutions for given

k|| and E. Here, kv (µ) = k|| +  (  is the
wavevector component perpendicular to the interface in
the nth layer). Subscript v  corresponds to the so-called
“forward” states, and subscript µ, to “backward” states.
The states are classified into “forward” and “backward”

ones in the same way as in [6–8]. Coefficients  and

 are determined from the wave-function matching
conditions at the interfaces combined either with the

zn'

Ψn Av
n Ψkv

n Bµ
nΨkµ

n ,
µ
∑+
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Ψkµ

n Ψkv

n

k⊥ v µ( )
n k⊥ v µ( )

n

Av
n

Bv
n
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conditions at infinity (for finite systems) or by the
Bloch conditions (for SLs).

Problems of this kind are commonly solved using
the scattering-matrix formalism [6–8]. The scattering
matrix S(N0) relates the states corresponding to a parti-
cle incident on a system with N0 interfaces (incoming
states) to the states corresponding to a particle scattered
by the system (outgoing states):

(2)

where An and Bn are the column vectors with the com-

ponents  and , respectively.

The scattering matrix contains complete informa-
tion about the system. Once this matrix is calculated,
one can solve various quantum-mechanical problems,
in particular, determine the electron states in quantum
wells (QWs) and SLs. To determine the electron spec-
trum in a QW (the second layer), one needs to set A1 =
B3 = 0; this condition means that the incoming states
(which describe particles incident on the system from
the first and third layers) do not contribute to the wave
function. Then, the QW spectrum εj(k||) is determined
from the condition for compatibility for the equation
set (2):

(3)

Considering an SL whose period consists of layers
nos. 1 and 2 (the first and the third layers being com-
posed of the same material), one can, using the Bloch
theorem, demonstrate that the electron states are deter-
mined by the following set of equations [9]:

(4)

where the matrix P has the following form:

(5)

Here, d is the z' component of the basic translation vec-
tor of the SL and s is the z' component of the SL-state
wavevector. The electron spectrum of the SL is deter-
mined from the compatibility condition for the equa-
tion set (4).

We calculated the QW and SL energy spectra
using (3) and (4), respectively, and found that the
results are in good agreement with the calculations per-
formed in terms of the envelope-function approxima-
tion considered below.

In this study, we use a simplified model [4] describ-
ing the states in GaAs/AlAs(111) heterostructures. Let

A
N0 1+

B1 
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B
N0 1+ 
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det S 1– 2( )( ) 0.=
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P11 0
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P11( )v v ' δv v ' i k ⊥ v
1 s–( )d–[ ] ,exp=

P22( )µµ' δµµ' i k ⊥µ
1 s–( )d[ ] .exp=
us summarize briefly the principles this model is based
on. The general solution to Eq. (1) can be expressed as

(6)

Here, qv (µ) = kv (µ) – , r is the two-dimensional

radius vector in the plane of the interface, and | 〉 is
the set of Bloch functions corresponding to the
wavevector . It is convenient to choose the points

 at the bottom of the valleys that are important for
the specific problem under consideration. The func-

tions (z') have a physical meaning of the envelope
wave functions. They can be expressed as

(7)

The coefficients (kv (µ)) in this expansion are deter-
mined from the set of algebraic equations obtained
upon substitution, for a given , of particular solu-
tions ~exp(iq⊥ z) into the conventional equations of the
kp method.

According to [4], the matching conditions for the
envelope functions at heterointerface z' =  (the inter-
face between the nth and (n + 1)th layers on the left- and
right-hand sides, respectively) has the following form:

(8)

Here, I( ) (n = 1, 2, … N0) is the matching matrix for
the functions (1) at the nth heterointerface; F(z') is a
column vector with the components Fm(z') and (z')

(  is the derivative with respect to z'); and Φ is a
matrix with elements equal to Dm(kγ)exp(iq⊥γ z') and
iq⊥γ Dm(kγ)exp(iq⊥γ z') (where γ = v, µ). The order of the
square matrices I, Φ, and T has to coincide with the total
number of arbitrary constants Av, Bµ in Eq. (1), and,
thus, the number of the valleys taken into account in the
matching equation is two times less. In each specific
case, these numbers are determined by the problem
under consideration.

It has already been noted that X–L scattering is
important in the systems we are concerned with in this

study. The points kX = ( )2π/a and kL = ( )π/a
(where a is the lattice constant) of the bulk-crystal Bril-
louin zone are mapped onto the same point of the sur-
face Brillouin zone, which makes X–L scattering at the
interfaces possible. We found that, for the problem con-
sidered, a three-valley description of electron scattering
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at the heterointerface is sufficient. X1, X3, and L1 valleys
of the conduction band, related to kX and kL points,
should be taken into account. In this approximation, the
order of the envelope-function-matching matrix is 6 × 6.
In contrast to I( ), the matrices T( ) are virtually
independent of the energy and k||. To emphasize that the
matching conditions (8) do not depend upon which
order (on the left-hand or on the right-hand side of the
interface) the layers of AlAs (no. 1) and GaAs (no. 2)
are arranged in, we represent these conditions in a sym-
metric form:

(9)

where the matrix elements of Tk (k = 1, 2) are given in [4].

3. ELECTRON STATES IN (AlAs)M(GaAs)N(111) 
SUPERLATTICES

Next, we consider electron states in
(AlAs)M(GaAs)N(111) SLs. Let us assume that
(AlAs)M forms layer no. 1 of thickness d1 and (GaAs)N

forms layer no. 2 of thickness d2. The SL period along
the z' axis equals d = d1 = d2. The shape of the SL unit
cell depends on whether the total number of monolay-
ers across the SL period N + M is a multiple of 3 or not.
If it is, there exists a direct-lattice vector (the SL period)
collinear with the z'-axis. If it is not, the true SL period
is determined by a vector which has a large component
(equal to d) along the z'-axis and a small component in
the perpendicular direction. This distinction results in
different shapes of the Brillouin zone of the corre-
sponding SLs. The Brillouin zones for these two cases
can be found in [10]. They were also presented in [1],
and we reproduce them (with minor corrections) in
Fig. 1. If the total number of monolayers across the SL
period N + M is even, the X and L points of the bulk
Brillouin zone are folded into the same point of the SL
Brillouin zone (points D or M in Fig. 1). If N + M is odd,
X and L are folded into different points of the SL Bril-
louin zone (D and A or M and L in Fig. 1). It has already
been noted that Γ–L and X–L scattering occurs at differ-
ent points in the Brillouin zone. Γ–L interaction is sig-
nificant along the line ΓA (or ΓZ), and X–L interaction,

along  (or DA).
When solving the Schrödinger equation in each

layer, one may consider the states related to the points
kX and kL separately. The fact that only the contribution

zn' zn'

T1F1 T2F2,=

ML
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of six terms (connected to the three valleys X3, X1, and
L1) is taken into account in the matching conditions for
the sought-for wave function does not mean, however,
that only three terms should appear in the expansion (6);

the reason is that the functions  and | 〉 are

related to different energies (and different wavenum-
bers kv (µ)). More than three terms may appear in
expression (6), but only three envelope functions can be
considered as independent and should be taken into
account in the derivation of the envelope-function
matching conditions; the remaining envelope functions
can be expressed in terms of these three functions. Con-
sideration of the remaining contributions is necessary
to determine the energy spectrum and the wave func-
tions more precisely.

In the vicinity of the point kX, in expression (6) we
retain the functions corresponding to the X3 and X1
states from the conduction band and the X5x and X5y
states from the valence band. In the vicinity of the point
kL, we retain only three functions corresponding to the
states L1 from the conduction band and the two states of
type L3, nearest in energy, from the valence and the con-
duction bands. Thus, we express the sought-for wave
function (6) (for q|| = 0) as

(10)

Within each layer, the envelope functions satisfy a cou-
pled set of ordinary differential equations with constant
coefficients. A particular solution to this set is sought for
in the form of the column vector D ∝  exp(iq⊥ z'). After
this substitution, we obtain a set of algebraic equations
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Fig. 1. The Brillouin zones of (AlAs)M(GaAs)N(111) SLs
for the two cases: (a) (M + N)/3 is integer and (b) (M + N)/3
is noninteger.
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for X-type envelope functions and

(12)
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Table 1.  AlAs and GaAs band energies at the X and L points

Semiconductor X1 X3 X5 L1

AlAs 0.2082 1.1830 –4.2429 0.8617 –2.8814 3.0654

GaAs 0.4688 0.9068 –3.8421 0.2908 –2.4515 3.3600

Note: The energies are given in eV.

L3
v L3

c

Table 2.  Constants appearing in Eqs. (11) and (12)

Semiconductor

AlAs 1.3308 6.0788 6.6154 0.1653 12.0022 8.8785

GaAs 1.4124 6.1004 6.5499 0.2593 11.9609 8.9620

R1
X R2

X R3
X R1

L R2
L R3

L

for L-type envelope functions. Here, w = q⊥ a, E0 =
"2/2m0a2 (" is Planck’s constant, and m0 is the free-
electron mass), and other constants are listed in Tables 1
and 2.

From the conditions of compatibility for the sets of
algebraic equations (11) and (12), the roots wj(E) are
found. Among the roots, only those satisfying the con-
ditions of applicability of Eqs. (11) and (12) are taken
into account. There are four such roots if we consider
the X-type envelope functions and two in the case of
L-type functions. The values of wj(E) obtained in this
way are very close to those determined from the calcu-
lation of the complex band structure by the pseudopo-
tential method. Next, the general solution is written as
a linear combination of exponential particular solu-
tions. There will be a total of four arbitrary coefficients
for the X-type envelope functions and two for L-type
functions. Thus, the solution in each layer depends
upon six arbitrary coefficients. To simplify the calcula-
tions, we locate the coordinate origin along the z'-axis
in each layer in its midplane. With this choice of coor-
dinate system and layer numbering adopted, the six
envelope-function matching conditions at each hetero-
interface have the following form:

(13)

T1F1 d1

2
----- 

  T2F2 d2

2
-----– 

  ;=

T1U N( )F3 d1

2
-----– 

  T2U N( )F2 d2

2
----- 

  .=
Here, Fi(z') is a column { (z'), (z'), (z'),

(z'), (z'), (z')} (i = 1, 2, 3 is the number of the
layer). U(N) is a diagonal matrix of the sixth order that
differs from a unit matrix by the last two elements on its
main diagonal, which are equal to (–1)N because the
Bloch functions of types Xj and Lj have different peri-
ods. To determine all of the envelope functions, i.e., to
find 18 coefficients (6 in each layer), we need to impose
six additional conditions. For an infinite SL, which we
are concerned with, the Bloch theorem yields these
conditions: upon a shift in space by an integer vector of
the SL (which is mostly a shift along the growth axis by
the SL period d = d1 + d2), the solution should change
by the phase factor. This can be written as

(14)

Here, Q is the component of the SL-state wavevector

along the (111) direction (along the lines  or DA)
measured from point M (or D), which the point X =

( )2π/a is folded into. Conditions (13) combined
with (14) form a closed set of linear equations for the
coefficients in the expansion of the general solution in
particular ones.

To obtain a numerical solution of the problem, for
each chosen energy E we need to solve the sets of
Eqs. (11)–(14) simultaneously, using the aforemen-
tioned scattering-matrix method. A set of six equations,
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similar to (4), was reduced to the form that accounts for
the specific choice of the coordinate system in each
layer. In this case, the expressions for matrices S(2) and
P have only minor differences (apart from the matrix
order) from those given by (4) and (5). The condition
for compatibility of Eqs. (11)–(14) in the form
det(S(2) – P) = 0 defines the spectrum of allowed ener-
gies. From the solution of Eq. (4) supplemented by (13),
coefficients A and B for each layer are determined, then
the envelope functions (7) are obtained and the general
solution in the form (10) is found.

4. ANALYSIS OF THE SPECTRUM
AND THE WAVE FUNCTIONS

Calculations were performed for the structures
(AlAs)M(GaAs)N (hereafter denoted by (M, N)) with
N = 7–9 and M = 7–11. It should be noted that the
energy position of the minibands correlates well with
the levels in the corresponding QWs. In Figs. 2 and 3,
we plot the energy spectra of (9, 9) and (7, 7) SLs, as
illustrations for the two radically distinct cases. The
spectrum of the (8, 8) SL is similar to the (7, 7) spec-
trum, and all others are similar to (9, 9); the only differ-
ence is in the values of the energies. The energies of
Q = 0 levels in the first two minibands and the parame-
ters characterizing the origin of each level are summa-
rized in Table 3. The first and the second levels, whose
wave functions mainly originate from the X1-valley
states in AlAs, shift downwards in energy with an
increase in the AlAs layer thickness. The energy of the
third level, which mainly originates from the L1-valley
states in GaAs, decreases with an increase in the GaAs
layer thickness; thus, it is this valley that is responsible
for the second miniband in the (8, 9) SL. In addition to
the energy level position at Q = 0, there is a difference
in the slope of the third miniband. This is related to the
evenness of the number of monolayers across the SL
period (recall that the X and L points are folded into the
same point of the SL Brillouin zone for N + M even and
into different points for N + M odd). In the (7, 7) SL, the
miniband energy dependence on Q is not monotonic.
This is related to the fact that X1 and L1 minibands will
cross each other if the X–L mixing at the interface is
disregarded (dashed lines). With the mixing taken into
account, the crossing is avoided and the minibands
assume the shape shown in Fig. 3.

Figure 4 represents the net electron density averaged
over bulk-crystal unit cells (electron density calculated
using envelope functions) for the two lowest levels at
Q = 0 in the (9, 9) SL. One can see that the electron den-
sity is mainly concentrated in the AlAs layer. Similar
behavior is obtained for most of the other structures
examined, while in the (7, 7) SL the electron density is
localized within the AlAs layer for the first level and
within the GaAs layer for the second. At the interface
between the layers, there is a minor discontinuity in the
averaged electron density. This does not mean that the
current is discontinuous at the interface: the current
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Fig. 2. The spectrum of the three lowest minibands in the
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Fig. 4. The distribution of the net electron density |F |2 over
the period of the (AlAs)9(GaAs)9(111) SL. The solid line
corresponds to the first miniband and the dashed line, to the
second.
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Table 3.  Energies of the two lowest levels at Q = 0 and the percent contribution of different valleys to the net electron density
of the corresponding states

(M, N) E, eV Layer X3 X1 L1 (M, N) E, eV Layer X3 X1 L1

(9, 9) 0.260 AlAs 0.3 90.7 0.0 (7, 8) 0.278 AlAs 0.4 85.7 0.0

GaAs 0.4 8.0 0.0 GaAs 0.5 12.7 0.1

0.406 AlAs 1.9 61.4 0.9 0.455 AlAs 0.1 2.3 6.7

GaAs 0.9 20.2 13.1 GaAs 0.1 1.3 89.5

(8, 8) 0.268 AlAs 0.3 88.7 0.0 (10, 9) 2.254 AlAs 0.3 92.4 0.0

GaAs 0.5 9.9 0.1 GaAs 0.3 6.5 0.0

0.437 AlAs 2.8 67.9 0.0 0.383 AlAs 1.9 75.1 0.1

GaAs 1.4 25.6 0.3 GaAs 0.8 18.4 2.0

(7, 7) 0.277 AlAs 0.4 85.4 0.0 (10, 8) 0.253 AlAs 0.3 92.6 0.0

GaAs 0.5 13.2 0.0 GaAs 0.3 6.3 0.1

0.462 AlAs 0.0 0.3 14.9 0.386 AlAs 2.1 78.8 0.0

GaAs 0.0 0.0 84.7 GaAs 0.9 16.4 0.0

(9, 8) 0.260 AlAs 0.3 90.9 0.0 (10, 7) 0.253 AlAs 0.3 92.4 0.0

GaAs 0.4 7.8 0.1 GaAs 0.3 6.6 0.0

0.409 AlAs 2.4 74.3 0.0 0.389 AlAs 2.2 79.5 0.0

GaAs 1.1 20.3 0.1 GaAs 0.9 14.8 0.7

(8, 7) 0.267 AlAs 0.3 88.4 0.0 (11, 9) 0.249 AlAs 0.3 93.7 0.0

GaAs 0.4 10.3 0.0 GaAs 0.3 5.3 0.0

0.442 AlAs 2.8 66.0 0.3 0.364 AlAs 1.7 79.7 0.0

GaAs 1.6 22.2 5.1 GaAs 0.7 15.5 0.9

(8, 9) 0.269 AlAs 0.3 88.4 0.0 (11, 8) 0.250 AlAs 0.2 93.8 0.0

GaAs 0.5 10.1 0.1 GaAs 0.3 5.2 0.0

0.430 AlAs 1.0 26.7 3.6 0.354 AlAs 1.8 82.2 0.0

GaAs 0.5 12.0 55.5 GaAs 0.7 13.6 0.0
AlAs GaAs

|FX5x
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Fig. 5. The distribution of the partial electron density
| |2 over the period of the (AlAs)9(GaAs)9(111) SL.

The solid line corresponds to the first miniband and the
dashed line, to the second.

FX5x
(which, certainly, satisfies the continuity condition) is
determined by exact wave functions (6), rather than by
the envelope functions. Discontinuity of the envelope
functions is due to the difference between the Bloch
functions in AlAs and GaAs. Analysis of the partial
contributions to the electron density in these structures
indicates that, although the lowest energy minibands
are mainly formed by X1 states in AlAs, contributions
of X1 and L1 states in GaAs are also significant. In the
second level of the (7, 7) structure, the electron density
is mainly determined by L1 states in GaAs; thus, the net
density is mostly concentrated in the GaAs layer. Con-
tributions of the other states, including X5, to the elec-
tron density are insignificant (see Fig. 5).

For all SLs considered above, we also calculated the
quantity

Here, P12 = 〈Ψ1(r)|P|Ψ2(r)〉  is the matrix element of
momentum between the wave functions of the first and
the second minibands, measured in units of "/a; e is the

Σ e P12⋅ 1( )
2 e P12⋅ 2( )

2 e P12⋅ 3( )
2+ + .=
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Table 4.  The values of the optical parameter Σ for different propagation directions of the incident light

(M, N) Direction Q = 0 Q = π/2 Q = π (M, N) Direction Q = 0 Q = π/2 Q = π

(9, 9) Normal 0.22 0.35 0.42 (8, 9) Normal 0.12 0.17 0.48

Oblique 0.68 0.97 1.11 Oblique 0.36 0.46 1.24

(8, 8) Normal 0.26 0.38 0.51 (10, 8) Normal 0.24 0.29 0.40

Oblique 0.80 1.02 1.30 Oblique 0.70 0.82 1.05

(7, 7) Normal 0.00 0.36 0.63 (10, 7) Normal 0.21 0.30 0.43

Oblique 0.00 0.98 1.59 Oblique 0.65 0.84 1.13

(9, 8) Normal 0.25 0.31 0.45 (11, 9) Normal 0.24 0.28 0.33

Oblique 0.75 0.87 1.17 Oblique 0.70 0.79 0.91

(8, 7) Normal 0.21 0.38 0.56 (11, 8) Normal 0.23 0.28 0.36

Oblique 0.69 1.04 1.43 Oblique 0.67 0.80 0.96
polarization vector of the light wave, chosen in such a
way that the value of Σ is the largest; and the subscripts
in the parentheses label one of the three possible orien-
tations of the vectors kX and kL obtained from those
chosen above by 120° rotations about the axis [111].
This quantity characterizes the intensity of the absorp-
tion of infrared radiation by the SL. The calculation
indicated that (AlAs)M(GaAs)N structures can effec-
tively absorb the normally incident light. One can see
from Table 4 that the value of Σ under normal incidence
of light is about a factor of three lower than that under
oblique incidence. Since in the former case the illumi-
nated area may be several orders of magnitude larger
than in the latter case, this is quite a satisfactory result.
This interesting result requires a qualitative explana-
tion. Our analysis revealed that small corrections to the
wave function that are related to X5 states play an
important part in the effect. The contribution of these
states to the electron density is shown in Fig. 5. This
contribution is two orders of magnitude smaller than
the net electron density, and the amplitude of the cor-
responding wave function is smaller by an order of
magnitude. When the incident light is polarized per-
pendicular to the [111] axis, the leading terms in the
matrix element of the momentum are of the type
〈 (z')| (z')〉〈 X5x|e · P|X1〉 . It was found that these

terms are sufficiently large due to the large value of the
matrix elements 〈X1|P|X5〉 and 〈X3|P|X5〉. The estimated
values of 〈 (z')| (z')〉 and 〈 |e · P|X1〉 (in dimen-

sionless units) are 0.1 and 6, respectively. This is the
reason why the value of Σ is so large for the case of
normal incidence of light. The values of Σ in the struc-
ture (7, 7) at Q = 0 and in the structure (8, 9) at all Q are
relatively small. This is caused by the fact that, in these

FX5x
FX1

FX5x
FX1

FX5x
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SLs, the first and the second energy levels originate
from different valleys.

5. CONCLUSION

We studied the miniband spectra and electron states
in the conduction band of (AlAs)M(GaAs)N(111) SLs
with the number of monolayers M and N varying from
7 to 11. The analysis is carried out in the context of a
previously developed model describing the X–L state
mixing at heterointerfaces. We demonstrated that, for
M > N, the two lowest minibands originate from the X1
valley in the AlAs bulk energy-band spectrum and are
separated by a gap of 0.12–0.2 eV. Since the wave func-
tions of the two lowest minibands are mainly localized
in the same layer, these SLs are promising for infrared
optics. Our calculations demonstrated that the proba-
bility of the miniband absorption is fairly large not
only for the incident light polarized along the SL
growth axis, but also for the light propagating nor-
mally to the surface of the structure. Such SLs may be
of interest for studies of photoconductivity under infra-
red irradiation.
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Abstract—GaAs/InxGa1 – xAs quantum dot heterostructures exhibiting high-intensity λ = 1.3 µm photolu-
minescence at room temperature have been grown on (001) Si substrate with a Si1 – xGex buffer layer. The
growth was done successively on two MBE machines with sample transfer via the atmosphere. The results
obtained by the study of the structure growth process by means of high-energy electron diffraction are pre-
sented. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Progress in information technology is largely deter-
mined by the development of optoelectronics, with the
transmission capacity of communication lines raised by
orders of magnitude by passing to higher signal carrier
frequencies. Nowadays, SiO2 optical fibers with zero
dispersion at λ = 1.3 µm and minimum loss at λ =
1.55 µm are widely used. Light-emitting devices
intended for operation at these wavelengths are being
intensively developed.

The integration of optical devices for information
processing into silicon integrated circuits is the most
natural way of development along these lines, but the
encountered technological difficulties are immense. No
success has been achieved in creating light-emitting
devices on the basis of silicon itself because of the
“indirect” band structure of this material. Attempts to
use Si–Ge nanoislands, porous Si, or Si doped with rare
earths failed to yield devices owing to the unsatisfac-
tory optical properties of these structures at room tem-
perature.

A possible solution to this problem consists in using
direct-gap III–V materials as light-emitting elements
integrated on an Si substrate. Despite the evident
advances in hybrid technology of integrated circuits,
where finished devices, e.g., lasers, are “glued” to a sil-
icon substrate, the structures obtained in epitaxial
growth show more promise, if for no other reason than
their being technologically convenient in the batch fab-
rication of integrated circuits. Obtaining perfect epitax-
ial GaAs layers on Si encounters a number of difficul-
ties, such as a high density of dislocations and the for-
mation of antiphase domains. At the same time,
nanoisland structures of a direct-gap material on Si sub-
strate have not been virtually studied at all. In [1], InAs
nanoislands were grown directly on an Si substrate. The
1063-7826/02/3605- $22.00 © 20535
structures exhibited room-temperature luminescence at
λ = 1.55 µm.

In the present study, a new approach is proposed
consisting in that InxGa1 – xAs quantum dots (QD) are to
be formed in a GaAs matrix epitaxially grown on (001)
Si substrate with Si1 – xGex buffer layers.

2. SAMPLE PREPARATION

The structures were grown using two molecular beam
epitaxy (MBE) machines successively. An Si1 – xGex
buffer layer was grown on a Katun machine with elec-
tron-beam evaporators, and the GaAs/InxGa1 – xAs(QD)
active region, on a TsNA-25 installation with crucible
molecular sources. The structure was grown on a (001)
KÉF-4.5 Si (n-Si:P with 4.5-Ω cm resistivity) substrate
76 mm in diameter.

The pre-epitaxial treatment of a substrate in the
Katun machine consisted in the oxide layer removal in
an Si vapor flow at a temperature of Ts = 1000°C (as Ts
readings of a thermocouple in the substrate heater are
given). Then, a 1000-Å-thick Si buffer layer at Ts =
750°C and a multilayer Si1 – xGex buffer with stepwise-
increasing Ge content were grown. To achieve full
relaxation of the mismatch strains and to diminish the
dislocation density in the buffer layer with stepwise-
varying composition, we used the method proposed in
[2, 3]. Figure 1 schematically shows a structure cross-
section, with the composition, layer thickness, and Ts
indicated. Each layer with a certain Ge content
included a sublayer with a thickness of d = 500 Å
grown at the lowered temperature Ts = 250°C. Further,
the temperature was raised to Ts = 500°C and an addi-
tional 1500 Å of the same material was deposited. After
a pause necessary for raising the Ge flux, the next layer
was grown in the same way, and so on. As seen in the
002 MAIK “Nauka/Interperiodica”
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presented scheme, the multilayer Si1 – xGex buffer con-
tained three layers with Ge content x = 0.3, 0.62, and
1.0. To protect the top layer of Ge, a thin (d = 50 Å) Si
layer was deposited onto the structure surface. Then,
the structure was brought via atmosphere into the lock
chamber of the TsNA-25 MBE machine, in which a
vacuum with a residual pressure lower than 10–6 Pa was
obtained in 1 h.

An SiO2 oxide layer was removed from the structure
surface in the TsNA-25 machine by heating it at Ts =
800°C in a flow of Ga. Then, the following structure
was grown: a GaAs layer of thickness d = 2000 Å at Ts =
700°C, a sheet of InxGa1 – xAs (x = 0.5) QDs at Ts =
650°C, and a GaAs protective layer of thickness d =
200 Å at Ts = 650°C. The QD sheet was grown by the
cyclic deposition of pairs of InAs/GaAs layers, with
each layer deposited in 2 s. The effective thickness of
the QD sheet was 30 Å.

The processes of surface cleaning and heterostruc-
ture growth were monitored by the reflection high-
energy electron diffraction (RHEED) method and
recorded to a PC hard disk by a system for recording
and processing RHEED images. Figure 2 presents
RHEED patterns at several stages of heterostructure
growth. After an Si substrate with Si1 – xGex buffer lay-
ers was transferred to the TsNA-25 growth chamber,
the surface was covered with natural oxide (Fig. 2a).
Cleaning in a weak Ga flow with simultaneous heating

GaAs, 200 Å, 650°C

InGaAs quantum dots, 650°C

GaAs, 2000 Å, 700°C

Cap Si, 50 Å, 500°C

Ge, 1500 Å, 500°C

Si0.1Ge0.9, 500 Å, 250°C

Si0.38Ge0.62, 1500 Å, 500°C

Si0.38Ge0.62, 500 Å, 250°C

Si0.7Ge0.3, 1500 Å, 500°C

Si0.7Ge0.3, 500 Å, 250°C

Si, 500 Å, 400°C

Si, 1000 Å, 750°C

Substrate Si (001)

Fig. 1. Cross section of a structure comprising InGaAs QDs
on (001) Si substrate with a multilayer Si1 – xGex buffer. The
thickness d and growth temperature Ts of layers are indi-
cated.
to Ts = 800°C removed the oxide layer, which is con-
firmed by the appearance of a (2 × 1) reconstruction
typical of a clean Si surface (Fig. 2b). Almost immedi-
ately after the beginning of GaAs layer growth, a (2 × 4)
reconstruction appeared on the structure surface. Fig-
ure 2c shows a RHEED pattern from a 2000-Å-thick
(001) GaAs buffer layer grown at Ts = 700°C. The pres-

ence of elongated bars in the 〈 〉  azimuth indicates
the high quality of the GaAs layer. After a sheet of
In0.5Ga0.5As QDs is grown, the RHEED pattern exhib-
its, in addition to elongated bars, point reflections typi-
cal of crystal surfaces with three-dimensional (3D)
islands (Fig. 2d). An analysis of the intensity peak posi-
tions for the bars and points yields the ratio of the InGaAs
to GaAs lattice constants, aInGaAs/aGaAs = 1.034. This
allows us to estimate the composition of the InxGa1 – xAs
solid solution to be x ≈ 0.5, without taking into account
the strains produced by the lattice mismatch between
the QDs and the GaAs matrix.

The photoluminescence (PL) spectra were recorded
at temperatures of 77 and 300 K with an MDR-2 mono-
chromator. A semiconductor laser with emission wave-
length λ = 0.66 µm (photon energy hν = 1.87 eV)
served as the excitation source. The maximum emission
power was 70 mW, and the radiation power density
incident on a sample did not exceed 4 W cm–2. The
emission from a sample was detected with a Ge p–i–n
photodiode cooled with liquid nitrogen.

3. RESULTS AND DISCUSSION

PL spectra recorded at the liquid-nitrogen tempera-
ture exhibit lines associated with both the quasi-2D
wetting layer (at energy hν = 1235 meV) and 3D
InGaAs QDs (line peaked at hν = 1045 meV). At room
temperature, the intensity of QD emission decreases by
nearly a factor of four. In this case, the peaks shift to
lower frequencies, owing to variation of the GaAs band
gap with temperature. The large width of the QD emis-
sion lines (~200 meV at half-maximum) can be
accounted for by nonuniformity of InGaAs islands in
size and composition. Atomic-force microscopy
revealed the surface relief of the Ge buffer layer and the
GaAs protecting layer. This gives reason to believe that
InGaAs QDs were also grown on a warped GaAs sur-
face. A similar PL spectrum was observed in [4, 5] for
samples with a mixed (2D–3D) InAs layer structure in
the GaAs matrix. If we take into account the nonunifor-
mity of the layer thickness, resulting from different
inclinations of separate areas of the relief substrate sur-
face with respect to the direction of molecular beam
incidence, the (2D–3D) structure of the InGaAs layer is
very likely in our samples. It is also known that the seg-
regation in solid solutions, InGaAs included, on a relief
surface gives rise to lateral nonuniformity in composi-
tion owing to different rates of surface diffusion of

110
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(a) (b)

(c) (d)

Fig. 2. RHEED patterns at different stages of heterostructure growth (electron energy 15 keV, azimuth 〈 〉 ): (a) surface of (001) Si
substrate with Si/SiGe/Ge/Si buffer layers after transfer via atmosphere from the Katun machine to the TsNA-25 growth chamber;
(b) the same surface after cleaning in Ga flow; (c) surface of 2000-Å-thick (001) GaAs buffer layer; (d) change in the diffraction
pattern after growth of a sheet of InGaAs QDs.
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Fig. 3. PL spectra of a heterostructure with InGaAs QDs grown
on (001)Si/Si0.7Ge0.3/Si0.38Ge0.62/Si0.1Ge0.9/Ge/GaAs sub-
strate: (1) 77 and (2) 300 K.
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components (adatoms) toward steps whose concentra-
tion is higher at surface areas tilted with respect to singu-
lar planes [6]. The existence of such a mixed (2D–3D)
structure of the InGaAs layer is also confirmed by
RHEED patterns measured in situ (Fig. 2d).

4. CONCLUSION

We have proposed and implemented a method for
obtaining an ensemble of InGaAs QDs on a Si substrate
by creating a Si/Si1 – xGex/Ge/GaAs intermediate buffer
layer. Structures with high-intensity room-temperate
PL in the commercially important spectral range of
1.3 µm have been fabricated.

We have demonstrated that a Si/Si1 – xGex structure
grown in a separate setup and transferred via the atmo-
sphere can be used as a substrate for GaAs epitaxy.
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The advantages of the proposed technique, com-
pared with III–V QD formation directly in a silicon
matrix, are as follows:

(1) The QD formation process can be flexibly con-
trolled by varying the mismatch strain, which depends
on the design of the Si/Si1 – xGex/Ge/GaAs buffer
layer.

(2) The uncontrolled doping of QDs with a Si impu-
rity from the surrounding matrix is suppressed.

(3) The structures are produced in standard MBE
machines, with no special design of growth chambers
with molecular sources required for obtaining III–V
and Si/Si1 – xGex layers.
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Abstract—New effects in resonance electron tunneling in a GaAs/AlxGa1 – xAs/GaAs single-barrier heterostruc-
ture are analyzed with applied electric bias taken into account. Γ–X mixing of electron states at the interfaces is
responsible for the Fano resonance in the barrier transmission coefficient. Trajectories of the Fano resonances and
their interplay with the Breit–Wigner resonances in an electric field are studied. The current–voltage characteristic
of the heterobarrier is calculated. A knowledge of the differential conductance makes it possible to obtain the Fano
resonance profile and determine its parameters. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Studies of the electronic transport through sin-
gle-barrier semiconductor heterostructures (of the
GaAs/AlxGa1 – xAs/GaAs type) have been attracting
much attention recently [1–9]. On the one hand, this is
due to the possibility of applying such heterostructures
for constructing resonance tunneling devices and, on
the other, interesting interference phenomena leading
to unusual resonance behavior of the barrier transmis-
sion are possible in multivalley heterostructures.
GaAs is known to be a direct-band semiconductor
with the electron energy minimum located at the Bril-
louin zone center (in the Γ point). When the mole frac-
tion of Al changes (at x > 0.45), the AlxGa1 – xAs com-
pound becomes an indirect-band semiconductor with
the band minimum near the X point at the Brillouin
zone boundary. Electrons can tunnel through the
GaAs/AlxGa1 – xAs/GaAs structure via two intermedi-
ate states within the barrier: Γ  Γ  Γ and Γ 
X  Γ channels. Mixing of states occurs at the het-
erointerface and is characterized by the intervalley
interaction matrix element (Γ−X mixing) [10]. Inter-
ference of Γ–X states in the barrier gives rise to new
coherent phenomena: the appearance of a virtual level
in the X well and the forming of asymmetric transpar-
ence resonances (Fano resonances [11]). Participation
of the X states in the transport through AlxGa1 – xAs and
properties of the Fano resonances have attracted much
attention [5–7, 12]. Of practical interest is that asym-
metric resonances may lead to portions with a negative
differential conductance in current–voltage (I–V) char-
acteristics that can be used in practice.

The case when the mole fraction of Al in the barrier
is such that the energy of the barrier Γ minimum is
lower than the energy of the X valley bottom at the
interface (x < 0.63) has been studied rather poorly.
1063-7826/02/3605- $22.00 © 20539
Over-barrier resonance (Breit–Wigner resonance) in
Γ  Γ  Γ tunneling is possible in this case. The
interference of states inside the barrier means the effec-
tive interaction of the Fano and Breit–Wigner reso-
nances [13, 14]. One can control the interaction
between resonances and, therefore, the transmission
and the tunneling current by varying the parameters of
the system: barrier thickness, Al fraction (composi-
tion), pressure, electric field, etc.

In this study, we perform a detailed analysis of the
behavior of the barrier transmission and properties of
the Fano resonance in barriers with a complex carrier
dispersion law in relation to the heterostructure geome-
try and Al fraction. The behavior of the asymmetric res-
onances in a high electric field will be studied. Since the
tunneling current is integrally expressed in terms of the
barrier transmission and the Fano resonance line shape
strongly depends on electric field, it is necessary to
determine the contribution of the resonances to the I–V
characteristic. We are going to determine the resonance
contribution to the barrier I–V characteristic and ana-
lyze the possibility of determining the resonance
parameters from differential conductance.

2. MODEL OF THE HETEROSTRUCTURE
AND METHOD FOR BARRIER-TRANSMISSION 

CALCULATION

Let us consider a semiconductor heterostructure like
GaAs/AlxGa1 – xAs/GaAs, which can also include a
spacer and contact layers. Let the z axis be chosen in the
tunneling direction, while the planes bounding the
AlxGa1 – xAs heterobarrier are defined by the conditions
z = ±L/2. When a bias voltage U is applied to the struc-
ture, the potential distribution can be found from the
Poisson equation. Since we are interested in the reso-
002 MAIK “Nauka/Interperiodica”
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nance contribution to the transmission and the I–V
characteristics, details of the potential profile can
determine only the nonresonance (potential) [15] con-
tribution and approximation of the potential by the lin-
ear function is sufficient. We add to the equation for
the envelope functions the potential of the type V(z) =
–(eU/2) – Fz, where F = eU/D, and D is the thickness
of the structure along with the spacers (barrier thickness
is L). A band diagram of the heterostructure with the
complex dispersion law put into the electric field is shown
in Fig. 1. We assume that the undoped AlxGa1 – xAs bar-
rier is surrounded by two undoped GaAs spacer layers,
which are in contact with the doped emitter and collec-
tor (n+-GaAs).

The tunneling current can be integrally expressed in
terms of the barrier transmission, which enables us to
obtain information on the resonance structure. The sys-
tem transmission is found by solving the Schrödinger
equation in terms of the effective mass model for sys-
tems with complex carrier dispersion law. We study the
simplest case, when it suffices to take into account the
states of two valleys. This case is shown [1, 3] to exactly
occur within a certain Al fraction range. The two-valley
model approximately describes the main features of res-
onance tunneling through the heterobarrier.

Let the electron in the bulk be in Γ and X valleys and
be described by the two-component wave function (ψΓ,
ψX). We assume that the barrier can be described within
the framework of the virtual crystal model by introduc-
ing effective masses and band parameters as functions of
z according to [16]. Mixing of the states takes place only
at interfaces, which is described by the matrix element
VΓ, X [1]. The equations for the envelope functions read

(1)

(2)

"
2

2
----- ∂

∂z
----- 1

mΓ
------

∂ψΓ

∂z
----------– EΓ V z( )+[ ]ψ Γ+

+ VΓ X, δ z L/2±( )ψX EψΓ ,=

"
2

2
----- ∂

∂z
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mX

-------
∂ψX

∂z
----------– EX V z( )+[ ]ψ X+

+ V X Γ, δ z L/2±( )ψΓ EψX,=

X
X X

X

X

X

É
É

ÉÉÉ

É

GaAs
GaAs

GaAs
GaAs

Ga1 – xAlxAs
Ga1 – xAlxAs

(a) (b)

EF

Fig. 1. Band diagram of a heterobarrier band structure in a
high electric field for the Al fraction x < 0.63 (a) and x >
0.63 (b). The horizontal line shows the virtual level position
in the X well.
where mΓ, X and EΓ, X are considered functions of z.

First, we will consider the more general situation
assuming that the tunneling electron can belong both to
Γ and X valleys. A solution in the emitter region can be
written in the form

(3)

(4)

where kΓ = , and kX = .
A solution in the collector region reads

(5)

(6)

where qΓ = , and qX =

.

The boundary conditions can be obtained by inte-
grating (1) over a small vicinity of the boundary (along
the normal to the layer) [1]. For example, integration of
(1) near z = L/2 gives

(7)

where µΓ, X = m0/mΓ, X, and v  = (m0/"2)VΓ, X; the param-
eters are taken on the left (subscript L) and on the right
(subscript R) from the interface. The boundary condi-
tions at z = –L/2 are written similarly. Mixing of the
electron states at the heterointerface determines the res-
onance structure of the transmission.

We are interested in the multichannel transfer
matrix t, which expresses the transmitted wave ampli-
tudes (cΓ, cX) in terms of the incident wave amplitudes
(aΓ, aX). The barrier transmission, the tunnel current,
and resonance states in the barrier can be obtained from
the matrix t. Equation (1) must be solved by taking
account of the potential field inside the barrier and by
satisfying the proper boundary conditions in order to
calculate t.

We divide the heterostructure into the following
regions: two contact n+-GaAs (j = e, c) domains, and
two undoped GaAs spacer layers adjoining the con-
tacts and the barrier (l = s, s) and the AlxGa1 – xAs (j = I)
barrier domain (Figs. 1a and 1b). Since the potential
linearly depends on z, the exact solution of the
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Schrödinger equation at every layer can be written as a
linear combination of two Airy functions

(8)

(9)

where

and the characteristic length a is determined by features
of the emitter (or collector) according to

The set of coefficients in (8) is determined by a
number of layers that are taken into consideration while
describing the structure. If, for instance, the spacers are
taken into consideration, five pairs of intermediate
amplitudes must be introduced for the structure
depicted in Fig. 1. The transfer matrix method estab-
lishes a relationship between the wave functions at the
collector and emitter sides of the heterostructure. The
wave function of the state propagating through the layer
is expressed as a product of the interface matrix, which
is determined by the proper boundary conditions, and
the matrix describing wave propagation through the
layer in the electric field. Let the amplitude vector in the
emitter be chosen in the form a = (aΓ, bΓ, aX, bX)T,
while the amplitude vector in the collector reads c =
(cΓ, 0, cX, 0)T. Writing solutions in the form of (8) in the
internal regions and as (3) and (5) in the external
regions and using the boundary conditions at contacts
and at the spacer–barrier interfaces, we obtain a linear
set of equations for the amplitudes. Excluding the inter-
mediate amplitudes, we obtain

(10)

where 7sc, 7sb, 7bs, and 7se are, respectively, the col-
lector–spacer, spacer–barrier, barrier–spacer, and
spacer–emitter transfer matrices that can be expressed
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in terms of the Airy functions and their derivatives. We
have also introduced the auxiliary matrices

(11)

The total barrier transfer matrix 7 allows us to obtain
the transmission matrix t. We introduce the matrix g for
this purpose by the relation

(12)

where

(13)

(14)

(15)

(16)

Writing the relationship between the amplitudes in the
emitter and collector, we obtain

(17)

It is noteworthy that the expression for the transmission
matrix can be simplified for the system without spacers,
since elements of the matrix g read
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Here, we have introduced the matrices MΓ, X, which are
determined in terms of the Airy functions and their
derivatives,

(22)

Thus, the concrete calculation of the transmission is
reduced to finding the layer transfer matrices and then
obtaining the structure transmission according to (17).

3. TRAJECTORIES OF FANO
AND BREIT–WIGNER RESONANCES

IN AN ELECTRIC FIELD
First, we present a qualitative analysis allowing for

an understanding of the transmission resonance behav-
ior in the electric field. We consider a barrier without
spacers. Let the Al fraction in the barrier be such that

 >  (x > 0.63, see Fig. 1b). In the absence of the
electric field, interference of the propagating Γ state
with the localized X well state leads to the Fano reso-
nances [5–7, 12]. Now, we study zeros and poles of the
scattering amplitude in the Γ–Γ channel:

(23)

Expression (23) implies that zeros are determined
by the expression gXX(E) = 0. It is seen from (20) that
the equation gXX(E) = 0 has a real solution. Let E0 be
one of the solutions to this equation; it is related to the
level in the X well. It is easy to understand that the level
will move in the electric field in accordance with a
change of the X well shape. Here, we assume that the
electron energy and parameters of the well are such that
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 @ 1 and  @ 1 and the coupling parameter  ! 1.

Then, we can retain the term with  in the expres-
sion for gXX and the zero amplitude (level in the well)
will be approximately determined by the expression

(24)

Expression (8) implies that such a combination of
the Airy functions is related to the condition for the
existence of a level in the well with infinitely high walls
in the electric field. The discarded terms obviously take
into account the finiteness of the wall height and the
weak interaction of states in the well with the Γ valley.
They do not qualitatively change the picture of the
moving of the level and, therefore, of the moving of the
Fano resonance zero in the electric field. Since the Γ–X
coupling parameter is small, the pole determined by the
expression gXX(E) – gXΓ(E)gΓX(E)/gΓΓ(E) = 0 lies near
E0 in the complex plane; we denote such a solution as

 = Ef – iΓf. It is noteworthy that the solution to the
equation gΓΓ(E) = 0 will lie distantly in the complex
plane, since it is related to the over-barrier interference
in the Γ channel. Therefore, the Γ–Γ transition ampli-
tude near the virtual level reads

(25)

Thus, the zero and the pole of the scattering ampli-
tude (Fano resonance) move in the electric field. Since
probabilities of reflection from the well boundaries
change due to the electric field, the transmission peak
magnitude decreases.

Now, we discuss possible changes due to variation
of the solid solution composition (mole fraction of Al)

in the barrier, when  <  (x < 0.63, see Fig. 1a).
One can see that the structure of the Fano resonances
cannot essentially change, since these are related to the
X well, which persists in this structure. If, however, the
barrier is wide enough, the over-barrier Breit–Wigner
resonances, appearing due to interference of waves in
the Γ valley, can fundamentally influence the tunneling
features. Such resonances are known to be sharp
enough if the amplitude of reflection from the barrier
edges is close to unity. The positions of resonances in
the absence of the electric field are usually found as in
the case for an infinitely deep well, while their widths
are determined by the decay rates of these levels [17].
Let the electron energy and the barrier parameters be
such that  @ 1 and  @ 1 and the coupling param-
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Ẽ

tΓΓ E( )
E E0–

E E f– iΓ f+
------------------------------.∝

EΓ
I EX

e

kΓ qΓ
SEMICONDUCTORS      Vol. 36      No. 5      2002



RESONANCE TUNNELING AND NONLINEAR CURRENT IN HETEROBARRIERS 543
eter  ! 1. The Breit–Wigner resonance position can
be approximately determined by the condition

(26)

Resonances move in the electric field in this case
according to (26). Since the barrier becomes asymmet-
ric, tunneling probabilities will also be different, and
resonance widths will increase with increasing bias.

It is evident from the foregoing that the level in the
X well and the virtual level over the Γ barrier are deter-
mined by different parameters. Therefore, the crossing
of these levels is possible due to varying of the barrier
thickness or the electric field. An interesting situation
occurs when the Breit–Wigner resonance approaches
the Fano one. As was shown in [12], in the absence of
an electric field, the collapse of the Fano resonance can
take place.

Now, we present some numerical results demon-
strating Γ–X mixing in tunneling in the electric field.
The known content dependence of the AlxGa1 – xAs
material parameters [16] was used to obtain the results.
The AlAs barrier transmission TΓΓ as a function of
energy E is presented in Fig. 2 for the case when x = 1
and the barrier thickness L = 1.13 nm (energy is mea-

sured in units of E* = ). In this situation, there is a
single level in the well, which leads to the Fano reso-
nance in the transmission. It can be seen from Fig. 2
that the resonance moves in the electric field, while its
amplitude decreases. In a strong field, when the X level
goes to the continuum, the transmission amplitude zero
goes to the complex plane. Now we consider the case
when x < 0.63. Here, we want to demonstrate the
behavior of resonances for wide barriers in order to
enable collision between Fano and Breit–Wigner reso-
nances. The results of calculations for the barrier with
thickness L = 6.22 nm are presented in Fig. 3. Since the
Breit–Wigner resonances are related to virtual levels
due to the Γ barrier, while the Fano resonances are
related to levels of the X well, they can cross under a
bias. As is evident from Fig. 3, a collision between the
Breit–Wigner and Fano resonances may occur under
certain biases. The fundamental narrowing of the Fano
resonance can result from this collision, which can
influence the barrier I–V characteristic.

4. TUNNELING CURRENT

A method for the calculation of the tunneling cur-
rent for a given barrier transmission within the frame-
work of the one-band model was developed in [18, 19].
In generalizing this to the case of a two-valley system,
possible transitions to the X valley on applying the bias
U to the barrier must be taken into account. The conser-
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vation of the longitudinal momentum component must
be taken into account as well. The resulting expression
for the current density takes the following form:

(27)J
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Fig. 2. Resonance transmission TΓΓ  of AlAs heterobarrier
vs. energy E at different biases U applied to the barrier. Only
a single quasi-bound state in the X well exists at the chosen
barrier thickness. A change of the X well shape in the field
leads to the Fano resonance moving. The energy is mea-

sured in units of E* = , and voltage, in units of U* =

/e.
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Fig. 3. AlxGa1 – xAs (x = 0.35) heterobarrier transmission
TΓΓ  vs. energy E at different biases U applied to the barrier.
Four quasi-bound states exist in the X well in the absence of
bias at barrier thickness L = 6.22 nm; they give rise to four
Fano resonances. The Fano and Breit–Wigner resonances
move and collision between them occurs in the electric
field.
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where f(E) is the Fermi–Dirac function; the total barrier
transmission is given by the expression

(28)

It is noteworthy that the longitudinal (along the
field) momenta kΓ and qX also depend on transverse
energies in, respectively, the Γ and X valleys. It is evi-
dent from the structure of (28) that the second term
describing the transition Γ–X gives a rather small con-
tribution to the total transmission, since it is propor-
tional to ∝ v 2. We neglect the difference of masses in
this term in order to simplify calculation of the current.
Then, the second term depends only on the combina-

tion E – "2 /2 , and integration over the momen-
tum longitudinal component q|| can be done explicitly.
Assuming the temperature to be low, after integration
we obtain an expression useful for calculations contain-
ing only single integration over the energy:

(29)

Expression (29) was used for calculation of the tunnel-
ing current.
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Fig. 4. Current–voltage characteristic J(U) (a) and the differ-
ential conductance G (taken with opposite sign) of the barrier
vs. the bias U (b). The Fano resonance peak crosses the Fermi
level at U = 0.94U*, and the zero does the same at U = 0.96U*.
The following values are chosen as measurement units for U,

J, and G: U* = /e, J* = 10–4e ( )2/(2π2"3), and

G* = 10–3e2 /(2π2"3).
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We assume for the concrete calculation that the
donor concentration ND = 1018 cm–3 in the contact
regions (corresponding Fermi energy EF ≈ 50 meV).
The I–V characteristic and the differential conductance
G ≡ dJ/dU calculated in the case of x = 1 for the barrier
with a thickness L = 1.13 nm are presented in Figs. 4a
and 4b. The Fano resonance gives a characteristic peak

of differential conductance at U  0.94 /e. In order
to elucidate this feature, we consider the behavior of the
I–V characteristic and the differential conductance as it
is usually done in the case of a double-barrier structure
[17]. In our case, the levels in the X well are effectively
related to spreading states of the Γ valley by the Γ–X
mixing matrix element. These states are small, and,
therefore, the Fano resonance is well pronounced. Sim-
ilarly to the case of the double-barrier structure, we
assume that the voltage drop occurs mainly across the
spacer levels, while the potential is constant inside the
barrier. Then, the transmission for the Γ  Γ transi-
tion can be written in the form

(30)

Substituting (30) into (27) and differentiating with
respect to the bias U, we find that the expression for the
current has the resonance term

(31)

where all other terms determine the nonresonance
(background) contribution. This means that there exists
a contribution to the differential conductance, which is
proportional to the transmission peak. Thus, the differ-
ential conductance allows us to determine the shape of
the resonance. Similar results take place for x < 0.63 as
well, when collision between the Fano and Breit–
Wigner resonances is possible.

5. CONCLUSION

We have studied electron tunneling in heterobarriers
based on semiconductors with the complex dispersion
law and have investigated coherent tunneling through
the GaAs/AlxGa1 – xAs/GaAs heterostructure in a high
electric field. Using equations for the envelope func-
tions and taking the Γ–X mixing at the heterointerfaces
into account, we have studied trajectories of the Fano
resonances as a function of the applied bias to the bar-
rier structure bias. The Γ–X interference is shown to
play an important role in the forming of asymmetric
resonances. Then, moving of the pole and the zero in
the field and their disappearance are determined by the
X well parameters. The resonance structure essentially
depends on the Γ–X mixing parameter as well. In this
work, the differential conductance is shown to contain
information on features of the resonances. This infor-
mation can be extracted by studying the differential
conductance.

=· EX
e

TΓΓ qΓ /kΓ( ) tΓΓ
2Θ EF eU/2 EΓ

I–+( ).=

dJ /dU TΓΓ EF eU/2 EΓ
I–+( )–∝ … ,+
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Abstract—An efficient combined numerical–analytical technique is developed for calculating states of
the continuum spectrum in systems with quantum wells (QWs) with an arbitrary potential shape, described
by a system of coupled Schrödinger equations, e.g., hole states in semiconductor QWs. Continuum-spec-
trum states are found exactly using the approach similar to the scattering theory. Scattering states (the
in/out-solutions) and the S-matrix for the case of multichannel scattering in one-dimensional systems with
QWs are constructed, and their symmetry is determined and analyzed. The method is applied to studying
the hole scattering by GaInAs–InGaAsP QWs with strained layers. The hole transmission and reflection
coefficients and the delay-time energy dependence are calculated in relation to parameters of the structures
and values of the transversal momentum components. In the energy range in which the channel with heavy
hole conversion into a propagating light hole is closed, scattering of the heavy hole on a QW has a resonant
nature. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

One of the most effective methods of studing the
electron spectrum and the optical properties of semi-
conductor heterostructures (HS) with quantum wells
(QW) is by the envelope function technique based on
the effective-mass approximation. It well describes
electron and hole subbands near the Brillouin zone cen-
ter and is particularly convenient when account is to be
taken of the effects of internal stresses arising from lat-
tice mismatch or external perturbations, such as uniax-
ial strain, or electric and magnetic fields. Calculation of
energies and wave functions of charge carriers in sys-
tems with QWs within the framework of the effective-
mass approximation is reduced generically to the solv-
ing of the coupled Schrödinger equations for envelope
functions. An effective combined numerical–analytical
technique for calculation of confined states in systems
with QWs with an arbitrary potential shape described
by a coupled Schrödinger equation (such as hole states
in semiconductor QWs) was developed by us in [1]. In
this work, this method is generalized to the case of the
continuum spectrum using results from [1] and [2]. The
continuous-spectrum states are found within the scat-
tering theory approach. Scattering states (in/out-solu-
tions) and the S-matrix describing the multichannel
scattering in systems with QWs are constructed, and
their symmetry properties are analyzed in detail. The
1063-7826/02/3605- $22.00 © 20546
method has been applied to the study of the hole scat-
tering in the GaInAs–InGaAsP QWs with strained
layers.

2. GENERAL FORMULATION OF THE METHOD

Let us consider for specificity the case of a single W
(barrier) with the potential shape V(z), where z is the
axis perpendicular to the structure layers. We assume
that the well is located between the points z = 0 and z = d.
The potential V(z) breaks the translation symmetry
along the z axis, but the lateral momentum components
are “good” quantum numbers. Then we have the fol-
lowing set of the Schrödinger equations, which, as can
be easily seen, is a generic form of equations for the
hole envelope wave functions that can be obtained sub-
stituting kz  –id/dz into the effective-mass approxi-
mation Hamiltonian:

(1)

Here a, b, and c are real z-independent n × n matrices;
Ψ(z) is the n-component wave function; the n value is
determined by the number of bands taken into consid-
eration, while components of the matrices a, b, and c
depend on the valence band parameters and lateral
momentum components.

HΨ = ad2/dz2 bd/dz c V z( )+ + +{ }Ψ z( ) = EΨ z( ).
002 MAIK “Nauka/Interperiodica”
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It is convenient to represent (1) as a first-order equa-
tion by writing Ψ(z) in the form of a 2n-component

function y(z) = :

(2)

where A(z) is a 2n × 2n-matrix function. We further
assume that the potential V(z) is an analytic function
inside the well and that the convergence radius of the
V(z) power expansion exceeds d.

Evidently, if the series A(z) = A0 + A1z + A2z2 + …
converges in the vicinity of the point z = 0, then the fol-
lowing series for solutions

(3)

also converges in the same vicinity. Here Ak and yk are,
respectively, z-independent 2n × 2n matrices and 2n
vectors. Substituting (3) into (2), we obtain the follow-
ing recursive relations for yk:

(4)

where y0 = y(0). Since the potential V(z) is an analytic
function, (3) and (4) give exact formulas for the solu-
tion inside the well and enable us to calculate these
solutions with any accuracy required by truncating the
corresponding series at large enough k, determined by
the prescribed accuracy.

Since V(z) = 0 outside the well, at z < 0 and at z > d,
solutions to (2) satisfying certain conditions at z 
±∞ can be easily found: they are superpositions of 2n
columns (eigenvectors of the A0 matrix) multiplied by
the exponential functions with complex arguments
(eigenvalues of the A0 matrix). In the case of the contin-
uum spectrum states, either all eigenvalues of the A0

matrix are imaginary or some of them have nonzero
real parts and others are imaginary.

At 0 ≤ z ≤ d, solutions are constructed as described
above in the form of a power series, using the recursive
relations. Certain boundary conditions are imposed on
the solutions at the points z = 0 and z = d; e.g., y(z) must
be continuous at the interface (or more general condi-
tions if, for example, material parameters are different
in the well and in the barrier). For specificity, we now
consider, but without losing generality, the case when
y(z) must be continuous at heterointerfaces.

Ψ z( )
dΨ z( )/dz 

 

dy z( )/dz A z( )y z( ),=

y z( ) ykz
k

k 0=

∞

∑=

k 1+( )yk 1+ Alyk l– , k
l 0=

k

∑ 0 1 …,, ,= =
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2.1. Let the matrix A0(E) have 2n eigenvalues iκ1, …,
iκn, –iκ1, …, –iκn (κi > 0, 1 ≤ i ≤ n) at some E belonging
to the continuum spectrum. We now define the funda-
mental matrix of solutions to (2) at z ≤ 0 and z ≥ d in
terms of the following 2n × 2n matrix function:

(5)

If λ is an eigenvalue of the matrix A0, then the related

eigenvector has the form χ =  and we can conve-

niently consider that u*u = 1. It is noteworthy that, if a,
b, c, and E are real and λ is an eigenvalue, then the

quantities –λ, , –  are also eigenvalues (the symbol *
stands for Hermitian conjugation; the bar over a symbol
stands for complex conjugation). We assume that the
eigenvectors related to the complex conjugated eigen-
values are also complex conjugated. Using each col-
umn of the 2n × 2n matrix F(0) as an initial column y0

in (4), we obtain the 2n × 2n matrix function (z),
which is a solution to (2) at 0 ≤ z ≤ d. Having calculated
this matrix function at the point z = d, we obtain the

2n × 2n matrix (d). Since the fundamental matrix of
the solutions is nondegenerate, there obviously exists

such a nonsingular 2n × 2n matrix Π so that (d) =
F(d)Π . Therefore, the matrix Π is uniquely defined by

the relation Π = F–1(d) (d)). The following set of inho-
mogeneous linear algebraic equations will be solved in
order to find a wave function describing a hole in a cer-
tain band incident on the well from the left half-space
(in-state):

(6)

where the symbol “T” means transposition; ξ–, ξ+ are 2n
coefficients to be found (the S-matrix is defined in
terms of these coefficients, see Section 3 and Appen-
dix); and e = (0,…, 0, 1, 0,…, 0). The inhomogeneous
set of 2n linear equations (6) for 2n unknown coeffi-
cients ξ– and ξ+ can always be solved uniquely. When
set (6) is solved, we obtain the following expressions
for the wave function (in-wave) at, respectively, z ≤ 0,
0 ≤ z ≤ d, z ≥ d:

It is noteworthy that the normalization of the con-
structed in-state coincides with the one for the incident
plane wave exp(iκsz)us (see Appendix). Constructing
the wave function describing a hole incident on the
well from the right half-space and of out-states is quite
similar.

F z( ) χ1 iκ1z( )exp … χn iκnz( ),exp, ,(≡
χn 1+ iκ1z–( )exp … χ2n iκnz–( ) ).exp, ,

u

λu 
 

λ λ

F̂

F̂

F̂

F̂

Π e ξ–,( )T ξ+ 0,( )T ,=

F z( ) e ξ–,( )T , F̂ z( ) e ξ–,( )T , F z( ) ξ+ 0,( )T .
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2.2. For more clarity (but without loss of generality)
we consider the case of a 4 × 4 A0 matrix (i.e., n = 2).
Let EI < E < EII, where EI, EII are eigenvalues of the
matrix c, and the eigenvalues of the matrix A0 read as
follows: iκ, λ, –λ], –iκ (κ, λ > 0). Let us introduce the
definition

As in the preceding section, we obtain (d) =
F(d)Π . Consequently, the matrix Π is uniquely defined.
In order to find a wave function for the hole in a certain
band incident on the well from the left half-space, we
solve the following equation:

(7)

These are four equations for four unknowns ξ±, η±,
where ξ– and ξ+ are related to hole reflection and trans-
mission. The inhomogeneous set of linear equations (7)
for unknown coefficients ξ and η can always be
uniquely solved. Then, we have the following expres-
sions for in-waves at, respectively, z ≤ 0, 0 ≤ z ≤ d, z ≥ d:

3. S-MATRIX

At a given energy E, it is convenient to mark in/out
states and the S-matrix elements by the double sub-
script α = (s, τ) ≡ sτ, where s = ± for, respectively, par-
ticles incident from the left and from the right; and τ
stands for the particle kind (e.g., light (L) or heavy (H)
hole), with –α ≡ –sτ. Multiplying the expressions for
the in-state wave functions by |2πvα|–1/2, we obtain
them normalized to δαα 'δ(E – E'). The S-matrix com-
ponent for the channel β  α has the form (see
Appendix)

(8)

where the matrix Xα, β is constructed from numbers ξ in
the obvious way (e.g., X–H, +H ≡ ξ–), and we have |vα| =
|i (2ikαa + b)uα| for the group velocity.

If the S-matrix is known, we can find the delay time
in passing the well for the β  α channel. Indeed, if
Sαβ = ρeiφ, then

It is noteworthy that this value depends on the
choice of the “gage” (phase) of the normalized eigen-
vectors of the matrix uα. In what follows, we chose the

F z( ) χ1 iκz( )exp χ2 λz( ),exp,(≡
χ3 λz–( )exp χ4 iκz–( )exp, ).

F̂

Π 1 η+ 0 ξ–, , ,( )T ξ+ 0 η– 0, , ,( )T .=

F z( ) 1 η+ 0 ξ–, , ,( )T , F̂ z( ) 1 η+ 0 ξ–, , ,( )T ,

F z( ) ξ+ 0 η– 0, , ,( )T .

Sαβ Xαβ v α /v β
1/2,=

uα*

tdelay β α( ) dφ/dE i
d

dE
-------

Sαβ

Sαβ
---------- 

  Sαβ

Sαβ
----------.–= =
“gage” with a positive first component of the eigenvec-
tor χα (or uα).

When the S-matrix is determined, the hole reflection
and transmission coefficients can be easily calculated:

It is important to emphasize that it suffices to find
only in-state solutions for holes incident on the well
(barrier) from the left half-space in order to find all ele-
ments of Sαβ and, therefore, all transmission and reflec-
tion coefficients, which follows from the symmetry
relation Sαβ = S–β – α and the unitarity of the S-matrix.

4. RESULTS OF CALCULATIONS
AND DISCUSSION

In the axial approximation, the Luttinger Hamilto-
nian describing states of light and heavy holes in QWs
with strained layers can be represented as

(9)

Here, P = γ1k2, Q = γ2(  – 2z ), R = /2(γ2 + γ3) ,

S = 2 γ3klkz, k2 =  +  =  +  + , γi are the
Luttinger parameters of the valence band, and ζ is pro-
portional to the difference of the lattice constants of the
well and barrier materials (see [4]). Here, the well
width d and Ed = "2/2md2 are used as measurement
units for, respectively, lengths and energies.

The method developed was applied to calculate the
hole scattering on single QWs in the case of GaxIn1 – xAs
grown on In1 – xGaxAsyP1 – y lattice-matched to InP, in
which hole states are described by the Hamiltonian (9).
The material parameters are taken from [4]. The hole
transmission and reflection coefficients and delay times
for passing through a QW are calculated as functions of
the over-barrier energy of the incident hole for various
values of the lateral component of the momentum, well
width, and alloy composition x (i.e., the internal strain
associated with lattice mismatch). The most interesting
results of the calculation are presented in Figs. 1–4. The
calculation revealed that, within the energy range in
which only a heavy hole can propagate (at nonzero lat-
eral momentum components), i.e., in the case when the
channel of conversion of a heavy hole into a propagat-
ing light hole is closed (see paragraph 2.2), the hole
scattering has a resonance nature. It is noteworthy that
under QW compression and in the absence of stresses,
i.e., at x ≤ 0.468 [4], the results depend qualitatively
only on the QW size: a resonance peak in the reflection

Pαβ Sαβ
2=

=  
transmission coefficient, α( )sgn β( ),sgn=

reflection coefficient, α( )sgn β( ).sgn–=



H P Q ζ V z( )+ + + R iS–

R iS+ P Q– ζ– V z( )+ 
 
 

.=

kl
2 kz

2 3 kl
2

3 kl
2 kz

2 kx
2

ky
2

kz
2
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(RHH = 1) takes place at all QW widths, while a peak in
the transmission (THH = 1) exists only at some QW
widths, with its position relative to the reflection peak
changing with increasing QW width. In the case of
stretching, i.e., at x > 0.468, no resonance in the reflec-
tion with RHH = 1 is observed; however, a resonance
with THH = 1 may occur at certain well widths.
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Fig. 1. Transmission (THH stands for transmission without
conversion into a light hole and THL, for transmission with
conversion) and reflection coefficients (RHH and RHL, respec-
tively) and also delay times (τT and τR, arbitrary units) for a
heavy hole incident from the left on a GaxIn1 – xAs/InGaAsP
(InP) QW, x = 0.468 (unstrained lattice), of width d = 34 Å
with the lateral quasimomentum component k1 = 0.03 Å–1

as functions of the over-barrier energy (meV).
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Fig. 3. The same as in Fig. 1 for d = 48 Å.
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APPENDIX

SCATTERING STATES AND S-MATRIX
OF ONE-DIMENSIONAL SYSTEMS

Let us consider the Schrödinger equation (1) in the
“multiwell” case, i.e., in the case when V(z) is a
bounded piecewise-analytic potential with a finite num-
ber of “pieces” so that

At z  ±∞, the solution  has the form (in-
state wave incident from the left)

(A.1)

V z( ) V1
±/z V2

±/z2 …, z ±∞.+ +∼

Ψ+τE
in

Ψ+τE
in z( )

e
ik+τz

u+τ X τ'– +τ, e
ik τ'– z

u τ'– , z ∞,–
τ'

∑+

X+τ' +τ, e
ikτ'zu+τ' , z +∞.

τ'

∑







∼
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Fig. 2. The same as in Fig. 1 for d = 42 Å.
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Fig. 4. The case of a strained lattice (x = 0.69, stretching of
about 1%): k = 0.035 Å–1, d = 65 Å.
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Similarly, for the in-state waves  incident from

the right (in the case of  ≠ 0), the quantities in the
exponents will contain logarithmic Coulomb phases
(see [2]), not given here for brevity. It is noteworthy
that, if the functions f(z) and g(z) satisfy the
Schrödinger equation (1) at the same energy E, then

(A.2)

The group velocity vα = idE/dλ (λ = λα = ikα) can be
found from the implicit n-valued function E(λ):

(A.3)

Indeed, it is easy to show that, if A(t) is a matrix
function of t, then

(A.4)

where the symbol ∨  means an adjoined matrix: A∨  ≡
adjA. Then, from (A.4) and from the formula for the
derivative of the implicit function, follows

where h(λ, E) ≡ aλ2 + bλ + c – E. Let us find v  at real
E and kα ≡ λ/i assuming nondegeneracy. If

(A.5)

then h∨  = uα const, and, taking into account that

uα = 1, we have

(A.6)

(It is noteworthy that the sign of vα, equal to that of α,
by definition, corresponds to the direction of a parti-
cle’s motion; if b ≠ 0, then it is possible that vα < 0 at
kα > 0. This fact should be taken into consideration
when the scattering states and the S-matrix are con-
structed). In addition, as seen from (A.5), the following
relation holds when α and β are taken at the same
energy:

(A.7)

Introducing the definition

Ψ τ– E
in

V1
±

ω g; f( ) g* adf /dz
1
2
---bf+ 

 ≡

– adf /dz
1
2
---bg+ 

  * f const.=

det aλ2 bλ c E–+ +( ) 0.=

d
dt
-----detA t( ) = tr A 1– t( )dA

dt
-------

 
 
 

detA = tr A∨ t( )dA
dt
-------

 
 
 

,

v λ E,( ) idE/dλ i
tr h∨ 2aλ b+( ){ }

trh∨----------------------------------------,= =

akα
2– ibkα c E–+ +( )uα  = 0, uα  = uα kα E,( ),

uα*

uα*

v α iuα* 2ikαa b+( )uα , v α v α– ,–= =

kα –k α– ; uα u α– .= =

v αδαβ iuβ* i kα kβ+( )a b+{ } uα .=

Sαb Sαβ E( ) Xαβ E( ) v α /v β
1/2,≡=
we obtain from (A.1), (A.6), and (A.7) the S-matrix sat-
isfying the unitarity condition

(A.8)

If we use (A.2) for the functions , , we
obtain the symmetry condition (reciprocity theorem)

(A.9)

Now, we can define

(A.10)

Let us multiply in/out-state waves by |2πv |–1/2.
Then, applying the Sohotsky formula (excluding the
energies at which the velocity vanishes), we have from
(A.1)

(A.11)

It is noteworthy that the relations (A.2) and (A.8)–
(A.11) remain valid if we permit discontinuities of a, b,
c, and Ψ, compatible with the Hamiltonian self-conju-
gacy, at some intermediate points between –∞ and ∞.
As can be easily shown, these generic properties are
also valid for radial matrix Hamiltonians [2] (in this
case, the constant in (A.2) vanishes because of the self-
conjugacy of the radial Hamiltonian). It should be
noted that an n-component problem on the interval (–∞,
+∞) is reduced to a 2n-component problem on (0, ∞),
i.e., to a set of radial Schrödinger equations (see [2]).

As an example, we present formulas for the in-state
solutions and the S-matrix in the case of n = 1 for the
Hamiltonian

At 0 < E < 1, we have

S* S 1– .=

ΨαE
in ΨβE

in

Sαβ S β– α–, .=

ΨαE
out Ψ αE–

in
.=

ΨαE
in/outΨβE'

in/out zd

∞–

+∞

∫ δαβδ E E '–( ),=

ΨαE
out*ΨβE'

in zd

∞–

+∞

∫ Sαβδ E E '–( ),=

ΨαE
out ΨβE

in S 1–( )βα.
β
∑=

H d2/dz2– V z( ), V z( )+
0, z 0,<
1, z 0.≥




= =

Ψ+ E,
in π 1/2– p 1/2– pz θ+( )e iθ– , z 0,<cos

p+1/2e qz iθ–– , z 0,≥



=
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where cosθ = p ≡ E1/2, 0 < θ < π/2; q ≡ |E – 1|1/2. The
S-matrix consists of a single element S–+ = e–2iθ at these
energies. If, however, E > 1, then

and the S-matrix consists of four elements:

Ψ+ E,
in π 1/2–

p 1/2–

2
---------- eipz p q–

p q+
------------e ipz–+ 

  , z 0,<

p+1/2

p q+
------------eipz, z 0,≥









=

Ψ– E,
in π 1/2–

q+1/2

p q+
------------e i– pz, z 0,<

q 1/2–

2
---------- e i– qz q p–

q p+
------------eiqz+ 

  , z 0,≥








=

S++ S+–

S–+ S––

2 pq( )1/2 q p–

p q– 2 pq( )1/2
p q+( ) 1– .=
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The scattering states also satisfy, in addition to
(A.11), the completeness relation:
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Abstract—The effect of hydrogen on photoelectric properties and photoluminescence of Pd/GaAs/InGaAs
diode structures with quantum wells (QWs) was investigated. The dependence of the structure characteristics
on the thickness of the GaAs anodic oxide layer is revealed, and the optimum oxide thickness for the fabrica-
tion of hydrogen sensors is determined. It is established that the existence of metal bridges in a thin oxide layer
has a significant influence on the I–V curves of the structures. It is shown that the presence of QWs leads to
an increase in the structure’s sensitivity to hydrogen. Using the QWs as local defect probes, formation of the
defects resulting from the deposition of a Pd electrode both on natural and on anodized GaAs surface is stud-
ied. It is found that defects in the QWs of the diode structures can be passivated by introduction of atomic
hydrogen through the Pd electrode upon exposure of the structures to an atmosphere of molecular hydrogen.
© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Diode structures fabricated from Si, GaAs, and
some other semiconductors with a rectifying contact
made of Pd—a metal possessing high catalytic activ-
ity—are attracting much attention due to their potential
as a basis for developing high-sensitivity and high-
speed sensors of hydrogen [1–4]. It is known that sen-
sor properties are manifested only in structures where
the Pd contact and the semiconductor are separated by
the thin layer of an insulator (native oxide is commonly
used). It is believed that this layer prevents chemical
interaction of Pd with the semiconductor, which results
in the formation of a Pd alloy or compound with no cat-
alytic properties. The mechanism of charge transport in
diodes with a tunnel-transparent oxide layer (MOS
diodes) was investigated in a number of papers [5–7].

It is of interest to examine the effect of hydrogen on
Pd/GaAs diode structures with strained-layer InGaAs
quantum wells (QWs) located in the contact region of
GaAs, in particular, to investigate the sensor properties
of such structures and the passivation of their defects by
atomic hydrogen. A strained QW layer represents a
potential barrier or a potential well for migrating
defects and impurities, depending on whether their
incorporation into the QW material increases or
decreases elastic strain. It was shown [8] that InGaAs
QWs located near the surface prevent the diffusion of
both hydrogen and defects into the bulk of GaAs and
that the presence of QWs may have a pronounced effect
on the spatial distribution and the nature of the hydro-
gen–defect complexes formed and, thus, on the elec-
tronic properties of the structures. This can be used to
enhance the structure sensor characteristics, in particu-
1063-7826/02/3605- $22.00 © 20552
lar, to increase the sensitivity to hydrogen. In addition,
the QWs can be used as probes sensitive to the presence
of defects [9], which helps one gain insight into the
interaction between Pd and GaAs.

Passivation of the defects and impurities by atomic
hydrogen has been widely investigated in homoge-
neous semiconductors (see, e.g., the review [10]), and,
in recent years, it has been studied in quantum-confine-
ment structures [8, 11–13]. Commonly, atomic hydro-
gen is incorporated into semiconductor structures from
gas-discharge hydrogen plasma, in which case it is dif-
ficult to avoid the generation of defects at the surface
during hydrogenation. Thus, it is of interest to investi-
gate the possibility of defect-free incorporation of
atomic hydrogen from a molecular-hydrogen atmo-
sphere using the catalytic properties of a Pd electrode.

The purpose of this study was to examine the effect
of hydrogen on the properties of Pd/GaAs diode struc-
tures with a layer of anodic oxide grown on GaAs and
with InGaAs QWs embedded near the GaAs surface.
We investigated the photoelectric properties of these
structures, their sensitivity to hydrogen, and the forma-
tion of defects and their passivation by hydrogen.

2. EXPERIMENTAL

GaAs/InGaAs QW heterostructures were grown by
atmospheric-pressure gas-phase epitaxy using In and
Ga metal-organic compounds and arsine (MOCVD
method) on (100)-oriented n-GaAs substrates with an
electron density n0 ≈ 1016 cm–3. Three InxGa1 – xAs QWs
(x ≈ 0.2) were located in the space-charge region of the
n-GaAs layer; their thicknesses were about 10, 5, and
3 nm for the first, second, and third QW from the sur-
002 MAIK “Nauka/Interperiodica”
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face, respectively. The thickness of the GaAs layers
separating the QWs, as well as that of the cap GaAs
layer, was ~30 nm, and the thickness of the entire epil-
ayer was 0.6 µm. Prior to Pd deposition, the cap GaAs
layer was typically subjected to anodic oxidation in a
3% solution of tartaric acid with ethylene glycol (1 : 1)
to a depth from 2 to 14 nm. A semitransparent Pd elec-
trode, nominally 20 nm thick, was deposited on the
structure at a temperature of 100°C by thermal evapo-
ration in a vacuum chamber.

The effect of hydrogen on the structure characteris-
tics was investigated either under the working condi-
tions of a gas sensor or under the normal conditions
upon thermal treatment in a hydrogen atmosphere. In
the first case, we studied the changes in the characteris-
tics of the structures at T = 100°C upon exposure to an
air–argon mixture with the hydrogen volume content
CH from 0.2 to 4%. In the second case, we studied the
changes in the room-temperature characteristics of the
structures induced by short-term annealing in hydrogen
at atmospheric pressure.

We measured the current–voltage characteristics
I(V), the open-circuit photovoltage Vph, the short-circuit
photocurrent Iph, and the photoluminescence (PL) spec-
tra IPL(hν); the PL spectra were measured at 77 K.

3. RESULTS AND DISCUSSION
In as-grown Pd/GaAs diode structures, the contact

barrier height was ϕ0 = 0.8–0.9 eV and the nonideality
factor m of the forward current–voltage characteristic
(I ∝  exp(qV/mkT)) was equal to 1.01. However, after
thermal treatment of the structures at 100°C, ϕ0 was
reduced by 0.1 eV and m increased to 1.07; during sub-
sequent measurements, these parameters remained vir-
tually unchanged. Blowing of the structures by a hydro-
gen-containing gas mixture at 100°C led to a decrease
in the barrier height, which manifested itself in a shift
of the forward I(V) curve to lower voltages by ∆VI at a
given current, and to a reduction in the photovoltage by
∆Vph. These values were used to characterize, respec-
tively, the current and voltage sensitivities of the struc-
tures to hydrogen.

3.1. Dependence of the Structure Characteristics
on the Anodic Oxide Layer Thickness

Interest in this issue is related to the important role
of the insulator layer in the operation of gas sensors.
For MOS structures of the type considered in this study,
there are no relevant data available.

One can see from Fig. 1 that, for small oxide thick-
nesses dox (up to 4 nm), the photovoltage increases with
dox by approximately 1.5 times (curve 1). This indicates
that the height of the barrier in GaAs increases as a
result of anodization. This is probably due to the forma-
tion of built-in negative charge in the oxide layer [14].
The sensitivity to hydrogen appears only in the struc-
tures where oxide is grown (see curves 2, 3), which is
SEMICONDUCTORS      Vol. 36      No. 5      2002
mainly related to the weakening of the chemical inter-
action between Pd and GaAs [15].

When the oxide thickness exceeds ~5 nm, the sensi-
tivity to hydrogen is reduced. The current sensitivity
(given by ∆VI, curve 3) falls off more rapidly and virtu-
ally disappears, while the voltage sensitivity (curve 2)
decreases more slowly with increasing dox. Note that a
decrease in the photovoltage is rather small even for the
largest oxide thicknesses. Interestingly, an unusual
drop in the forward current upon exposure to hydrogen
(i.e., ∆VI < 0) is observed in a certain range of dox. It is
obvious from the data represented by curves 2 and 3
that the optimum oxide layer thickness, corresponding
to the highest sensitivity of the structure to hydrogen, is
4–5 nm.

The forward current (curve 5) decreases exponen-
tially with an increase in the oxide thickness; there is a
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Fig. 1. Dependences of the characteristics of the diode
structures on the thickness of the GaAs anodic oxide layer:
(1) photovoltage Vph, (2) voltage sensitivity to hydrogen
∆Vph, (3) current sensitivity to hydrogen ∆VI, (4) forward
current I through the diode structure exposed to a flow of
hydrogen-containing gas mixture, (5) forward current I
through the diode structure in air, (6) reverse current I
through the diode structure exposed to the flow of a hydro-
gen-containing gas mixture, (7) reverse current I through
the diode structure in air, and (8) short-circuit photocurrent
Iph. T = 100°C, hydrogen content CH = 4%.
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knee at dox ≈ 7 nm. The dependence of the reverse cur-
rent on the oxide thickness is much weaker (curve 7).
The theory of tunnel MOS diodes [7] predicts a quali-
tatively similar dependence of the forward and the
reverse currents on the insulator thickness. However,
the height of the potential barrier formed by the oxide
layer, calculated in the context of this theory from the
slope of the experimental dependences, appears to be
extremely low: assuming a trapezoidal barrier shape,
we obtain ~10 meV. Meanwhile, the actual barrier
height is ~1.6 eV [16], and this discrepancy cannot be
explained by theory. Furthermore, on the basis of the
tunneling mechanism of the charge transport, it is diffi-
cult to explain the fact that the short-circuit photocur-
rent is independent of dox up to the oxide thickness of
~7 nm (see curve 8).

We believe that these features (the relatively weak
dependence of the forward current on dox and the
absence of the photocurrent dependence on dox) are
related to the presence of numerous microscopic Pd
bridges in the thin oxide layer; they are probably
formed as a result of the existence of pores in the oxide.
These bridges may extend through the entire oxide
layer when its nominal thickness dox is small enough;
however, as dox increases, more and more of them ter-
minate within the oxide. In such a situation, the local
effective thickness of the oxide layer in those regions
where the current mainly flows may be considerably
smaller than the nominal thickness, when the latter is
sufficiently small. This explains the deviation of the
calculated tunnel-barrier height from its true value.
From this point of view, in the range of small dox, an
increase in its value leads to a reduction in the effective
area of the diode structure. This mainly affects the for-
ward dark current, since, under the forward-bias condi-
tions, the internal resistance of the diode is low. At the
same time, the photoactive area of the structure, which
controls Iph, remains unchanged and is essentially equal
to the geometric area of the Pd contact. Until the resis-
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0
10–1 100

∆Vph, V

CH, %

Fig. 2. Response of the diode structures (1) with QWs and
(2) without QWs as a function of the hydrogen content.
tance of the bridges becomes comparable to the internal
resistance of the illuminated diode, they will control the
value of Iph. The presented model, explaining the spe-
cial features of the oxide-thickness dependence of the
electric and photoelectric properties of the diode struc-
tures, is corroborated by the fact that the nonideality
factor of the I–V characteristic remains very close to
unity for an oxide thickness no larger than ~5 nm. It
should also be noted that the anodic oxide films are
known to have through holes; as the film thickness
increases, these holes become filled with oxide and
evolve into sites of local film thinning [17].

In a hydrogen-containing atmosphere, a consider-
able increase in the forward current and a still larger
increase in the reverse current take place (see curves 4,
6). In the structures with an oxide layer of optimum
thickness (which corresponds to the peak in curve 2),
the rectification effect virtually disappears and the pho-
tovoltage decreases by a factor of three; this indicates
that the barrier height in GaAs becomes drastically
reduced under the effect of hydrogen. It is known that
the Fermi level is pinned near the midgap at the surface
of GaAs, which results in the formation of a depletion
layer. The corresponding barrier height equals ~0.7 eV
and is almost independent of the chemical nature of the
metal in the diode structure. According to [4], the
reduction of the barrier height under the effect of
hydrogen is mainly related to the chemisorption of
atomic hydrogen at the oxide/GaAs interface: electrons
are transferred to GaAs, whereas protons remain at the
interface, which leads to a decrease in the net negative
charge at the surface. This model adequately explains
the mechanism of the sensitivity of the diode structures
to hydrogen and the sensitivity behavior as a function
of the oxide thickness. A decrease in the voltage sensi-
tivity may be ascribed to the fact that the oxide thick-
ness becomes comparable to the hydrogen diffusion
length. A sharp drop in the current sensitivity may be
assumed to originate from the voltage redistribution
between the barrier and the metal bridges as a result of
a reduction in the internal diode resistance under the
effect of hydrogen. For dox ≈ 8 nm, metal bridges are no
longer important for the process of the charge transport
and the oxide layer acts as a series resistance limiting
the current through the structure. In this case, the recti-
fication effect almost disappears and the photocurrent
drops by two orders of magnitude.

3.2. The Role of Quantum Wells in the Sensitivity 
of the Structures to Hydrogen

The response of the structures with and without
QWs to the inflow of hydrogen is plotted in Fig. 2 as a
function of hydrogen concentration. One may conclude
that the presence of QWs near the surface of GaAs
increases the structure sensitivity. This effect is espe-
cially significant in the structures with a thin oxide
layer. It is reasonable to assume that the sensitivity
increases because the strained-layer QWs, located in
SEMICONDUCTORS      Vol. 36      No. 5      2002
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the vicinity of the surface, prevent the diffusion of
hydrogen into the bulk of GaAs [8], which increases
hydrogen concentration in the oxide layer and at the
oxide/semiconductor interface.

Studying the kinetics of the structure response to the
exposure to hydrogen, we found that the relaxation
times are nearly the same for the structures with and
without QWs. When the hydrogen flow is switched on,
the relaxation time is ~1 s; when it is switched off, the
relaxation time is ~10 s. In the latter case, the relaxation
rate increased by about an order of magnitude under the
application of a reverse bias to the diode. This can be
attributed to a change from the outward diffusion mech-
anism of relaxation to the electric-field-driven transport
of protons in the oxide layer.

It should be noted that no residual effect of exposure
to hydrogen under the gas-sensor operation conditions
was observed in the PL of the QWs, even if the struc-
tures were cooled down in the flow of a hydrogen-con-
taining mixture.

3.3. Defect Formation and Hydrogen-Induced Defect 
Passivation in the Structures under Study

The PL of QWs located close to the surface of the
semiconductor is very sensitive to the processes of
defect formation that occur at the surface and originate,
in particular, from the chemical reactions taking place
there.

Upon anodic oxidation of the GaAs surface, a dam-
aged region is formed in the semiconductor near the
interface with the oxide; its thickness is ~10 nm [9]. If
this region extends to reach the QWs, their PL is
quenched drastically. In the structures under study,
where the thickness of the cap layer is ~20 nm, no
quenching of the QW luminescence was observed
when the thickness of the oxide layer was ~5 nm, which
is optimal for the sensor applications (note that the
thickness of the GaAs layer consumed to form the
oxide is ~0.65dox). However, when the oxide thickness
approaches 12 nm, the PL of the QW closest to the sur-
face is quenched completely.

It was found that the process of the Pd electrode
deposition at 100°C also results in a considerable
quenching of the PL from the QWs located below the
electrode, irrespective of whether it was deposited on
the natural or on the anodized GaAs surface (see Fig. 3).
This effect is not related either to the optical properties
of the electrode or to an increase in the recombination
rate at the oxide/GaAs interface. This is shown by the
fact that the PL quenching was less pronounced for the
QWs farther away from the surface and was virtually
not observed in the GaAs band-edge emission. Pd dep-
osition, like anodic oxidation of the surface, leads to the
formation of defects (acting as nonradiative recombina-
tion centers) in the surface region of GaAs; this corrob-
orates the assumption about the chemical nature of the
interaction between Pd and GaAs [15]. However, pri-
SEMICONDUCTORS      Vol. 36      No. 5      2002
mary defects formed upon Pd deposition (probably,
vacancies in the Ga sublattice) have a larger diffusion
coefficient than those generated upon anodizing and
reach, at least, the location of the third QW; i.e., they
penetrate as deeply as ~100 nm from the surface.

The degree of PL quenching can be characterized by

the ratio IPL/ , where  and IPL are the PL intensi-
ties before and after Pd deposition, respectively. The
quenching of the PL in the first QW becomes more pro-
nounced with increasing thickness of the Pd layer dPd;
the dependence levels off at dPd ~ 10 nm (see Fig. 4,
curve 2). With an increase in the thickness of the oxide
layer, separating the GaAs surface from the Pd layer,
the effect becomes less profound (see curve 3). For
dox = 13 nm, the PL intensity of the first QW practically
does not change upon Pd deposition, which, apparently,
means that chemical interaction between Pd and GaAs
vanishes completely. At the same time, the current–
voltage characteristics of the diode structures with a
very thin oxide layer indicate that the density of the
defects introduced upon Pd deposition is not too high
and the damage introduced can hardly be detected by
other techniques that are less sensitive than the QW PL
method.

Curve 1 in Fig. 4 shows the dependence of PL
quenching on the distance to the corresponding QW.
The dependence is nearly exponential. Making a rea-
sonable assumption that it represents the spatial distri-
bution of the defect complexes acting as quenching
centers, we can determine the diffusion length LD of the
primary defects that form these complexes. The calcu-
lation yields LD ≈ 50 nm, which is consistent with the
rough estimate given above.

Note that pronounced quenching of the PL from the
first QW was also observed when the GaAs surface was
coated with a layer of nickel; this was not observed
upon deposition of gold. Since Pd, Ni, and Au have
rather close lattice constants, we conclude that the
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Fig. 3. The PL spectrum of a diode structure (1) before and
(2) after the deposition of the Pd electrode.



556 KARPOVICH et al.
defect formation upon metal deposition has a mostly
chemical origin.

Figure 5 illustrates the effect of thermal treatment of
the diode structures in hydrogen at different tempera-
tures under atmospheric pressure. The PL from the first
QW becomes almost completely quenched after hydro-
gen treatment for all temperatures. An increase in the
PL intensity, related to the defect passivation, is
observed only in the second and third QWs. In the sec-
ond QW, the PL intensity increases by more than an
order of magnitude after thermal treatment at 200–
250°C; however, with a further increase in temperature,
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0 4 8 12 16 20

{dox, dPd, 0.1dQW}, nm

IPL/IPL
0 , arb. units

Fig. 4. Dependences of the degree of PL quenching in QWs
upon the deposition of a Pd electrode on (1) the distance
from the QW to the surface dQW, (2) the Pd layer thickness
dPd, and (3) the oxide-layer thickness dox (curves 2 and 3
correspond to the first QW).
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Fig. 5. The PL spectra of the diode structures with QWs
after treatment in hydrogen at atmospheric pressure; the
treatment temperature is (2) 200, (3) 250, and (4) 350°C.
Curve 1 represents the PL spectrum before the treatment.
PL quenching occurs. Only in the third QW does the
passivation effect take place for all temperatures. The
edge PL from GaAs remains unchanged in all cases. It
should be noted that these treatments had no effect on
the PL from the areas of the sample not coated with Pd.
The PL quenching is probably related to the defect for-
mation as a result of chemical interaction between Pd
and GaAs. This is suggested by the observation that the
sensitivity of the diode structures to hydrogen disap-
pears after the treatment. Thus, the PL spectra in Fig. 5
illustrate the competition between the processes of
defect formation and hydrogen-induced defect passiva-
tion, which occur at different distances from the contact
with changing temperature.

4. CONCLUSION

The studies reported indicate that Pd/GaAs/InGaAs
diode structures with quantum wells feature enhanced
sensitivity to hydrogen and are promising for the devel-
opment of gas sensors. It is also shown that quantum
wells located in the surface region of GaAs can be used
as probes that are quite sensitive to the processes of
defect formation caused by surface chemical reactions,
in particular, those accompanying surface oxidation
and metal deposition on GaAs. It is demonstrated that
defect passivation in the structures under study can be
accomplished by the introduction of atomic hydrogen
through the Pd electrode during the treatment of these
structures in an atmosphere of molecular hydrogen.
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Abstract—Structural characteristics and Raman spectra of porous silicon layers were investigated. It was
demonstrated that the effect of enhancement of the signal intensity of Raman scattering from porous silicon
compared with the signal intensity from the substrate is associated with the presence of micrometer-size pores
in the samples. A model making it possible to explain this enhancement, the signal shape, and the coincidence
of the signal from the porous layer by the shape and location with the line from the Si substrate is suggested.
© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

To elucidate the mechanism of luminescence of
porous Si (por-Si), as well as for its practical applica-
tions, it is desirable to obtain information on its struc-
ture using nondestructive methods. For this purpose,
the methods of Raman scattering [1, 2] and atomic
force microscopy (AFM) [3, 4] are often used.

However, the application of these methods for
por-Si involves certain difficulties. For AFM, they are
known and are associated mainly with the resolution of
the method. However, for Raman spectroscopy, the sit-
uation is not so simple. For example, a number of fac-
tors which affect the results of Raman investigations
are well known. Specifically, these effects are associ-
ated with heating the sample, strains, etc. In addition to
these effects, the phenomenon reported in [5] has not
yet obtained an unambiguous interpretation. Specifi-
cally, in some cases, the intensity of the Raman line
from the porous layer significantly (by a factor as large
as 10) exceeded the intensity of the line from the sub-
strate with the coincidence of their frequency location
and shape. It was assumed [5] that the above effect was
associated with the presence of a considerable amount
of nanometer-sized crystallites in the por-Si layer,
which were strictly oriented along the normal to the
substrate. In this case, an increase in the intensity of the
Raman signal is caused by the increasing propagation
depth of light for such crystallites compared with bulk
Si because of the widening of their band gap due to the
quantum-mechanical size effect. Obviously, in order to
verify this hypothesis and elucidate the distinctions
between conventional por-Si layers and layers in which
the amplification effect manifests itself, it is worth-
while to carry out independent investigations of their
structure.
1063-7826/02/3605- $22.00 © 20558
At the same time, other explanations of the increas-
ing intensity of the Raman signal are also possible. Spe-
cifically, it can, in principle, be associated with the sur-
face amplification (giant Raman scattering) or with res-
onance Raman scattering [6].

In this study, the results of the investigation of
por-Si layers by methods of optical and scanning elec-
tron (SEM) microscopy, as well as AFM and Raman
spectroscopy, were compared and an alternative expla-
nation of the effect described above was given.

2. EXPERIMENTAL

The por-Si layers were obtained by anodic etching
of p-Si(100) substrates with the resistivity ρ = 10 Ω cm.
To obtain layers with different structures, the electro-
lyte composition and anodizing conditions were varied.
Alcohol solutions of concentrated hydrofluoric acid
with various compositions were used as electrolytes.
These were a water-containing solution HF : H2O :
C2H5OH (1 : 1 : 2) for group A samples and a nonaque-
ous solution (the same composition with proportions of
1 : 0 : 1 or 2 : 0 : 1) for group B samples. The anodizing cur-
rent density (jA) was varied in the range of 5–100 mA/cm2,
and the etching time (∆tA) was varied from 5 to 40 min.
All measurements were carried out at room tempera-
ture.

To investigate the structure of the layers, a
NEOPHOT-21 optical microscope and a JSM-T20
(JEOL) scanning electron microscope, as well as a
Nanoscope IIIa (Digital Instruments) atomic-force
microscope, were used. In the last case, the measure-
ments were carried out in the taping mode. The radius
of curvature of the Si probe was 5–10 nm. In order to
reveal narrow pores with a higher reliability, the mode
002 MAIK “Nauka/Interperiodica”
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of varying the phase of the probe resonance vibration
was used simultaneously with the mode of recording
the surface topography by varying the probe vibration
amplitude.

The Raman spectra were measured at room temper-
ature using a system based on a DFS-24 spectropho-
tometer. The radiation of an argon laser with a wave-
length of 487.9 nm was used for excitation. The power
density of laser emission was no higher than 1.5 W/cm2.
The signals were detected using a cooled FEU-136
photomultiplier in the photon-counting mode.

3. RESULTS

3.1. Investigation of the Macrostructure
of por-Si Layers

3.1.1. Group A samples. Investigations of por-Si
layers, which were obtained by anodizing in the HF :
H2O : C2H5OH = 1 : 1 : 2 electrolyte, demonstrated that
their macrostructure depends heavily on anodizing con-
ditions. For short times (∆tA) and low currents (jA), the
etched por-Si layers are rather homogeneous. With
increasing jA or ∆tA, grooves emerge in these layers,
which separate rather large (about tens µm) homoge-
neous regions (islands). In this case, the grooves become
threaded by micrometer-sized pores (macropores),
which are separated by dividing Si walls, which are also
micrometer-size (Fig. 1). It should be noted that the
islands contain no such pores.

A further increase in jA or ∆tA leads to widening of
the grooves and, correspondingly, to narrowing of the
islands between them. The diameter of macropores
simultaneously increases, which leads, correspond-
ingly, to a decrease in the thickness of the dividing
walls between them. For a sufficiently large current or
etching time, these islands can be completely removed
by etching. In this case, the layer as a whole constitutes
a structure threaded with macropores.

3.1.2. Group B samples. Upon anodizing Si in a
nonaqueous etchant (HF : H2O : C2H5OH = 1 : 0 : 1 and
2 : 0 : 1), the formation of macropores was not observed
for any of the etching conditions used.

3.2. Investigation of the Nanostructure of por-Si Layers

Investigations of group A samples demonstrated that
the islands between the grooves, which have no pro-
nounced macroporous structure, and the dividing walls
between the pores consist of nanometer-size hillocks
(Fig 2a). These hillocks apparently correspond to the
vertices of Si crystallites, whereas the hollows between
them correspond to the outcrop of narrow (nanometer)
pores on the surface. A similar structure is also
observed at the bottom and on the walls of the
macropores; i.e., the macrostructure of group A sam-
ples is modulated with a nanorelief.
SEMICONDUCTORS      Vol. 36      No. 5      2002
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Fig. 1. SEM image of the surface of the group A por-Si sample
anodized at jA = 50 mA/cm2 and ∆tA = 10 min: (1) Islands,
(2) a groove with macropores, and (3) macropores.
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Fig. 2. AFM image of the island structure in the group A
por-Si samples anodized at jA = (a) 25 mA/cm2 and

(b) 100 mA/cm2; ∆tA = 10 min.
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For group A samples, the lateral dimensions of the
hillocks, which were determined from transverse sec-
tions of AFM images as their largest linear dimen-
sions at a base, are in the range of 15–150 nm. Note
that in some cases, for example, for the sample
obtained at jA = 100 mA/cm2, the structure can be
more complex. It consists of very large hillocks, which
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Fig. 3. AFM images of a group B por-Si sample anodized at
jA = 20 mA/cm2 and ∆tA = 20 min in the HF : H2O :
C2H5OH = 1 : 0 : 1 electrolyte. (a) Immediately subsequent
to fabrication and (b) subsequent to exposure to water for
24 h at room temperature.
include a finer relief (Fig. 2b) and which have lateral
dimensions of 150–400 nm and a height of 80–250 nm.
Lateral dimensions of the elements of this relief are 15–
25 nm, and the height is 10–15 nm.

The AFM images of the structure of the dividing
walls between the pores and the bottom of pores
adjoined to walls were compared. The comparison
demonstrated that, for certain group A samples, the hor-
izontal dimensions of hillocks in the depth of the pores
were considerably larger compared with the dividing
walls.

The AFM investigations of group B samples demon-
strate that a large number of hillocks with lateral
dimensions of 15–25 nm are present in them (Fig. 3a).

Note that the actual lateral dimensions of the ele-
ments of the structure are smaller than the dimensions
of the AFM images by approximately the doubled
radius of the probe tip. This is associated with the effect
of convolution of the shape of the probe tip with the sur-
face features on the order of several nanometers. This
means that for group B samples, the number of nanom-
eter-sized crystallites is larger compared with group A
samples.

3.3. Investigation of Porous Layers
by Raman Spectroscopy

For group B samples, the intensity of Raman lines
from the porous layer was comparable or lower than the
intensity of the line from the substrate. In this case, two
types of spectra were detected. For some samples, sim-
ilarly to the data [1, 4, 7], along with the line, the loca-
tion of which coincides with that of the line from the
substrate, a pronounced wide shoulder was present on
the low-frequency side (Fig. 4a, curve 1). For other
samples, a single broad line was observed. Its location
was shifted to the lower frequencies compared with the
location of the line from the substrate (curve 2). Obvi-
ously, the first type of spectrum is caused by the super-
position of the signal from the substrate, due to the fact
that the excitation light propagates in the substrate.

The spectra of group A samples, which were obtained
with small anodizing currents (jA = 5–10 mA/cm2),
were similar to the spectra of group B samples. For
the samples which were obtained by anodizing at jA >
10 mA/cm2, the intensity of the Raman signal from the
porous layer substantially exceeded the intensity of the
signal from the substrate and increased with the prolon-
gation of the anodizing time (Fig. 4b, curves 1, 2). In
this case, as a rule, the Raman line from the porous
layer was symmetric and had the same half-width as the
line from the substrate. Only in some cases this line was
broadened or asymmetric at its base and could differ in
its position from the line from the substrate (Fig. 4b,
curve 3).

Note that the Raman spectra, which were measured
for various angles of incidence of excitation radiation,
were not substantially different for all group A samples.
SEMICONDUCTORS      Vol. 36      No. 5      2002
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4. DISCUSSION

As can be seen from the above results, the por-Si
layers investigated differ significantly in the macro-
structure. The micrometer-size pores are present in group
A samples, which were obtained at jA > 10 mA/cm2. For
all other group A and group B samples, these pores are
not observed.

The comparison of AFM images of the samples with
a different macrostructure, namely, with macropores
and without them, demonstrates that distinctions in
their nanostructure also exist: for group B samples, a
larger number of crystallites are detected. In addition,
the nanostructures of various areas of the same sample
with macropores can also differ. For example, such a
difference can be seen when we compare the structures
of a walls between macropores and the bottom of pores
adjoining these walls. For some samples, the lateral
dimensions of the nanostructure on the bottom of the
pores are larger compared to those for the dividing
walls between them.

An increase in the crystallite size, observed on the
pore bottom, can be explained as follows. It is known
that a decrease in the HF concentration should lead to
an increase in the contribution of electropolishing pro-
cesses, which, in turn, can cause an increase in the aver-
age crystallite size [8]. Such a process can apparently
occur in the depth of macropores due to poor etchant
exchange between the pores and an electrolytic cell. In
addition to an increase in the crystallite size, this can
also lead to a decrease in the thickness of the nanopo-
rous layer on the macropore bottom. It follows from the
aforesaid that the relationship between the processes of
electropolishing and pore formation should depend on
the pore width. Consequently, for a sufficiently large
pore size, it is possible to expect the formation of
nanometer-sized crystallites also in the pore depth.

Thus, AFM investigations reveal the presence of
nanometer-sized crystallites in all layers investigated.
However, because of the limited resolution of the
method, which is determined by the radius of probe
curvature, it seems impossible to determine the number
and predominant dimensions of the crystallites.

Seemingly, information on the dimensions of Si
crystallites can be obtained from Raman spectra. How-
ever, for a number of group A samples, only the line
whose position coincides with that of the line from the
substrate is observed in Raman spectra. The intensity of
this line increases with increasing etching time. For this
reason, it is possible to assume that, despite the coinci-
dence noted, this line is nevertheless related to the
porous layer.

The results of the investigation of the layers' macro-
structure and Raman spectra were compared. Such a
comparison allows one to elucidate the possible cause
of this phenomenon and to suggest a model which will
explain not only the intensity but also the shape of the
Raman signal from por-Si.
SEMICONDUCTORS      Vol. 36      No. 5      2002
As follows from Figs. 1 and 4, an excess of the
intensity of the Raman signal from the porous layer
over the intensity of the signal from the substrate is
observed only for the samples in which macropores are
detected. This permits one to associate the phenomenon
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Fig. 4. Raman spectra for por-Si layers: (a) from group B,
(1, 2) prior to exposure to water and (3) subsequent to expo-
sure; (b) from group A. Anodizing conditions of the layers
for the spectra in Fig 4a: ∆tA = 20 min; jA: (1, 3) 10 and
(2) 50 mA/cm2; the anodizing electrolyte composition HF :
C2H5OH: (1, 3) 2 : 1 and (2) 1 : 1. Spectra in Fig. 4b: ∆tA =
(1, 3) 10 and (2) 40 min; jA: (1, 2) 50 and (3) 100 mA/cm2.
Curve 4 corresponds to the spectra from the Si substrate.
The por-Si structure is schematically represented in the
inset for the explanation of specific features of the spectra;
dnp and dmp stand for the thicknesses of nanoporous and
macroporous layers in the sample, respectively.
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observed with the presence of macropores. In order to
verify this assumption, group B samples were kept in
distilled water subsequent to the measurement of
Raman spectra. It is known that this causes corrosion of
the layer [9]. It turned out that such treatment simulta-
neously leads to the emergence of macropores (Fig. 3b)
and to an increase in the intensity of the Raman signal
(Fig. 4a, curve 3). Note that the conclusion on the asso-
ciation of the amplification effect of the Raman signal
with the presence of macropores is also consistent with
the data of study [4].

The following model is suggested for the explana-
tion of Raman spectra from por-Si. The Raman signal
for the samples with macropores comprises the super-
position of signals from the walls and the bottom of
macropores and from the dividing walls between them.
Consequently, the intensity of the overall signal should
depend heavily on the relative contributions of these
signals.

The intensity of the signal from the walls and the
bottom of macropores depends heavily on their shape.
Our investigations of the transverse sections of the sam-
ples using scanning electron microscopy demonstrated
that this shape is close to parabolic (Fig. 5), whereas the
pore diameter on the layer surface exceeds the wave-
lengths of excitation and scattered light. Due to such a
shape, the light scattered and reflected inside the pore
can be repeatedly absorbed by its walls and the bottom,
and then enter the detecting system. Thus, this makes
an additional contribution to Raman scattering; i.e., the
area of interaction of the excitation light with the sub-
stance effectively increases due to the light of Rayleigh
scattering.

Obviously, the signal from macropores should
increase as their diameter and depth increase; and it
should exceed the signal from separating walls. This
permits one to explain the increase in the intensity of
Raman signals with the emergence of macropores in

10 µm

Fig. 5. SEM image of the transverse section of the group A
por-Si sample anodized at jA = 100 mA/cm2 and ∆tA =
10 min.
group B samples subsequent to their exposure to water
as well as in group A macroporous samples with
increasing the anodizing time.

The shape and position of the overall Raman signal
should depend on the parameters of the nanoporous
layer, namely, the dimensions of Si crystallites and
layer thickness, which, in principle, can differ in sepa-
rating walls and in macropores. In this case, the relative
contributions of the signals from the pores and separat-
ing walls are also important.

The intensity of the signal from the pores can exceed
that of the signal from separating walls; i.e., the ampli-
fication effect can occur. In this case, the Raman line
from the porous layer can coincide with that from the
substrate in the following cases: (1) if the thickness of
the nanoporous layer which contains quantum crystals
(Fig. 4b, inset) is small, so that the excitation light prop-
agates into the substrate, which determines the Raman
signal; (2) or if the thickness of the nanoporous layer on
the bottom is large, but there are no nanometer-sized
crystallites on the surface of the macropores. If such
crystallites are present and the thickness of the nanop-
orous layer is large enough to make a noticeable contri-
bution to the signal, the Raman line from por-Si can be
shifted to lower energies and be broadened (Fig. 4b,
curve 3).

Nanometer-sized crystallites can be grouped pre-
dominantly on separating walls. This is in agreement
with the data of the AFM on the structure of separating
walls and the bottom of macropores. If, in addition, the
contribution from separating walls is noticeable
enough, the position of the Raman line can coincide
with the line from the substrate, but the Raman line is
broadened at the base.

In conclusion, we note that if the high intensity of
the Raman signal is associated with the surface ampli-
fication, then this effect should also be expected for
group B samples. In addition, it is difficult to explain
the coincidence of the position and shape of the lines
from the porous layer and the substrate in this case.

5. CONCLUSION

Thus, Raman scattering, which is often used for the
determination of the dimensions of nanometer-scale
crystallites, can yield erroneous results in the presence
of pores in the samples. For this reason, it is desirable
to carry out additional structural investigations of
macroporous samples using other methods.
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Abstract—The possibility of obtaining a regular pattern of macropore nucleation centers in Si by ion implan-
tation, instead of using the conventional V-shaped nucleation pits, has been studied. It is shown that selective
radiation damage or local inversion of the conduction type is sufficient for macropore nucleation in some areas
and passivation of others. The obtained results may be of use for practical applications and for better under-
standing of pore formation in silicon. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Photoelectrochemical etching of (100) n-Si allows
formation of a regular system of macropores with ver-
tical walls and high aspect ratio [1, 2]. The diameter of
cylindrical macropores lies in the range of 0.5–25 µm,
and the depth may be up to 500 µm, which makes it
possible to obtain through channels in Si wafers of stan-
dard thickness. Such macroporous silicon is a promis-
ing material for photonics and optoelectronics [3–6],
vacuum electronics [7], solid-state electronics [8, 9],
and microelectromechanics [10].

The mechanism of macropore etching in the course
of Si anodizing in solutions with fluorine-containing
ions is poorly understood, as is pore formation in Si in
general. The existing concepts are based on the instabil-
ity of a planar surface and self-organization effects [11–
13]. Experiments show that a planar surface is first
etched uniformly, and only after a certain time a layer
is formed in which macropore nucleation centers
appear that are distributed randomly but with a certain
equilibrium density defined by the Si resistivity [14].

In practice, a regular macropore pattern is produced
using a relief surface with V-shaped nucleation pits
obtained by anisotropic etching in a KOH solution
through an oxide or nitride mask formed by means of a
standard photolithography. The electric field strength is
believed to be the highest in the vertex of such an
inverted pyramid, and just this fact is the reason for
enhanced local etching and macropore nucleation [1].
Recent studies have shown that the nucleation pits may
have other forms or are absent altogether [15]. It is
known also that, to obtain a pattern of microporous
light-emitting silicon on n-Si, it is essential to create
local regions on the electrode surface with different sur-
face potentials [16]. Then, in the course of anodizing,
the selective etching of some areas and passivation of
others occurs. The projection of a high-contrast optical
1063-7826/02/3605- $22.00 © 20564
image onto a silicon surface during etching [17] or
modification of surface properties by implantation of
various ions [18–21] may also serve as examples.

The present study is concerned with the possibility
of using ion bombardment to produce a regular
micropore pattern on a flat Si surface.

2. EXPERIMENT

Phosphorus-doped n-Si with a resistivity of ρ = 15–
20 Ω cm served as the starting material. Polished (100)
wafers were 300 µm thick. A system of round holes
with a diameter of 4 µm situated at vertices of equilat-
eral triangles with sides a = 12 µm was used as the pho-
tomask. Two masks of the same pattern were used: those
of dark- and bright-field types. Prior to ion implanta-
tion, the wafers were oxidized and photolithography on
SiO2 was performed. Boron ions with energies E = 75–
100 keV at doses D = 440–500 µC cm–2 ((2.75–3.1) ×
1015 cm–2) were implanted at room temperature on a
standard setup. After removing the oxide, the wafers
were electrochemically etched in 4% aqueous solution of
HF for 1–3 h at U = 4 V voltage and j = 3–10 mA cm–2

current density, with the back side of the wafer illumi-
nated with a bandgap light. The procedure is illustrated
in Fig. 1.

2.1. Unannealed Samples

In samples anodized immediately after implantation
(without thermal annealing), macropores were formed
in unirradiated areas. Figures 2a and 2b show, respec-
tively, the surface and cross-section of a sample irradi-
ated through a dark-field mask. A thin layer of
microporous silicon was formed in the irradiated win-
dows (circular gray areas), with black macropore open-
ings around them. The macropores are preferentially
002 MAIK “Nauka/Interperiodica”
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situated outside the areas damaged by ions, but their
nucleation is random and no regular pattern is obtained.

When a bright-field mask was used, the macropores
nucleated at unirradiated sections of the surface within
small circular areas and a system of channels was formed
(Fig. 3). The anodizing current sharply increased dur-
ing the first 5–10 min, which can be accounted for by
the transition of the etching front from the high-resis-
tivity irradiated layer (occupying the major part of the
surface) to the substrate. A microporous silicon layer
was formed around the macropores on the implanted
surface, with a macropore appearing as a crater in it
(Figs. 3a, 3b). The microporous Si was removed by the
short-term treatment of wafers with a 2.5% KOH solu-
tion. In the sample cross section, evenly spaced
macropores of 46 µm depth can be observed. As seen in
the inset of Fig. 3c, the diameter of nucleated
macropores initially increases up to a steady-state value
of ~7 µm, thus demonstrating the so-called bottleneck
effect typical of self-born macropores [14]. A plan view
obtained after removing a 6-µm-thick layer by mechan-
ical polishing (Fig. 3d) demonstrates the formation of a
regular pattern of macropores with a triangular grid of
the photomask.

SiO2 irradiated Si
n-Si

B+
(a)

(b)

D2

Channels

hν

Si wafer

Pt electrode

D1

Fig. 1. Schematic of the procedure for obtaining a regular
system of macropores. (a) Irradiation with boron ions
through an oxide mask (irradiated areas are formed by sili-
con with high defect density in unannealed samples and by
silicon with inverted type of conduction, p+, in annealed
samples). (b) Anodizing cell.
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2.2. Annealed Samples

The second group of implanted samples was sub-
jected, prior to anodizing, to thermal treatment in air
(1050°C, 30 min.), which anneals the major part of the
radiation defects and activates boron. A dark-field pho-
tomask was used in this case. As a result, islands of
p-type conduction were formed in the areas of circular
windows. After anodizing, microporous Si was formed
in the irradiated windows, the window diameter
increased to 11 µm, and macropores nucleated within
these windows (Fig. 4). A single macropore appeared in
some of the circles, and several macropores (three or
four), in others. In this case, nucleation centers are sit-
uated predominantly on the irradiated part of the sur-
face and unirradiated areas are passivated.

3. DISCUSSION

A high irradiation dose leads to pronounced disor-
dering of the silicon substrate and the resulting substan-

(a)30 µm00000
Apr. 24, 2001

N 0D15

(b)30 µm00000N 0D15
Apr. 24, 2001

Fig. 2. (a) Plan view and (b) cross-sectional SEM images of
an unannealed implanted (with a dark-field photomask, see
inset) sample after anodizing. Macropores nucleated pre-
dominantly outside the irradiated circular windows (black
points are macropores, ordered gray circles are areas disor-
dered by implantation).
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Fig. 3. SEM image of an unannealed sample implanted through a bright-field photomask (see inset in Fig. 3a) after anodization.
(a) Surface covered with microporous silicon (oblique view); (b) plan view; (c) cross-sectional image and plan view of a wafer after
removal of the microporous silicon layer in a 2.5% KOH solution (inset: the upper part of a macropore, the “bottleneck”); (d) plan
view after removal of a 6-µm-thick top layer by mechanical polishing.
tial modification of its electrical parameters (higher
resistivity, shorter lifetime of minority carriers, and
lower mobility of majority carriers). The thickness of
the damaged layer corresponds to the mean free path of

10 µm00000N 1Ja24
24.04.2001

Fig. 4. SEM image of an Si surface with macropores for a
sample annealed after implantation (dark-field photomask).
boron ions and is about 400 nm. Thus, areas with dif-
ferent conductivities and surface potentials coexist on
the surface. It is known that a Schottky barrier, which is
reversely biased for n-Si, is formed at the electrolyte/Si
interface. Dissolution of Si occurs as a result of the
inflow of holes generated by light on the reverse side of
the wafer. All these factors lead to redistribution of the
anodizing current density, and the etching rates are not
the same in different areas. The resulting contrast is suf-
ficient for pores to nucleate at those areas where the
etching rate is higher. The surface damaged by irradia-
tion is not totally passivated, with a relatively thin
microporous layer formed there. The observed effect cor-
relates with the data of [18–20], where a microporous
layer was formed in the course of staining and electro-
chemical etching in the areas not subjected to bombard-
ment with Ga+ and Si+ ions, while the irradiated areas
were passivated. It is noteworthy that an inverse con-
trast could be observed upon anodizing of unannealed
samples in the breakdown mode without irradiation
[16]: a thin microporous Si layer was formed in the irra-
diated local areas, its color differing from that of the
SEMICONDUCTORS      Vol. 36      No. 5      2002



        

FORMATION OF MACROPORE NUCLEATION CENTERS 567

                                                                          
rest of Si owing to the faster etching of the defective
layer.

In samples annealed upon implantation, the conduc-
tion type in the irradiated circular windows changed as
a result of boron activation. The implantation dose was
sufficient for a low-resistivity heavily doped p+-layer to
be formed. Therefore, the surface that was in contact
with the electrolyte was again nonuniform. In this case,
the etching rate is higher within the irradiated areas
owing to the higher hole density. Initially, the etching is
isotropic and microporous silicon is formed (hence, the
increase in the diameter of circular windows), and then
macropores nucleate essentially randomly. The prefer-
ential location of macropores inside the circular win-
dows is presumably related to current line “focusing”
and advance etching of these areas. Their density is
1.33 × 106 cm–2, which is close to the equilibrium den-
sity of steadily growing macropores for the substrate
material used [14]. However, the size of the fast-etched
areas is somewhat larger than the average distance
between the neighboring pores with equilibrium den-
sity (8.7 µm), which favors formation of several nucle-
ation centers.

Also, the question arises as to how sharp should be
the contrast in the local etching rates to ensure
macropore nucleation in the desired areas. We tried to
decelerate the etching outside the dark-field photomask
windows by using a hardened photoresist on samples
without any irradiation. Photoresist peeling started
90 min after the beginning of the process. A replica of
the dark-field photomask appeared on the surface in the
form of relief circles, but the macropores were ran-
domly distributed over the wafer surface. Apparently,
this method of local passivation is inefficient, in con-
trast to masking with silicon nitride [15].

4. CONCLUSION
Thus, it was demonstrated that nonuniformities in the

planar silicon surface (selective disordering or local vari-
ation of the conduction type) lead, in the course of photo-
anodizing, to preferential nucleation of macropores in
some areas and passivation of others. If the distance
between the thus-obtained nucleation centers correlates
with the substrate resistivity and the size of the nucle-
ation areas is small enough, these areas induce the for-
mation of a regular vertical-wall macropore structure,
similar to that obtained by the standard V-shaped pit
technology.

The use of ion implantation to generate macropore
nucleation centers may be advantageous in cases where
a submicrometer pattern is formed by means of a
focused ion beam or with substrates having an orienta-
tion other than (100). In addition, the obtained results
are of interest for a better understanding of the pore for-
mation process in silicon.
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Abstract—Amorphous silicon layers formed by implantation of 24-keV hydrogen ions into SiO2/Si and Si
with doses of 2.7 × 1017 and 2.1 × 1017 cm–2, respectively, were studied using ultrasoft X-ray emission spec-
troscopy with variations in the energy of excitation electrons. It is ascertained that the surface silicon layer with
a thickness as large as 150–200 nm is amorphized as a result of implantation. Implantation of hydrogen ions
into silicon coated with an oxide layer brings about the formation of a hydrogenated silicon layer, which is
highly stable thermally. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Layers of amorphous hydrogenated silicon (a-Si:H)
formed at the silicon surface using ion-plasma deposi-
tion or low-energy ion implantation are believed to be
promising for optical applications (see, for example,
[1]). Such layers have a wide band gap (2–2.1 eV) and
form structures with heterojunctions; these heterostruc-
tures form the basis for the development of photosensi-
tive elements with an efficiency as high as 18% (see, for
example, [2]). However, the technology for the forma-
tion of a-Si:H layers is typically quite complicated. An
alternative method for the formation of a-Si:H layers
consists in the implantation of large doses of low-
energy hydrogen ions [3, 4]. The objective of this study
was to gain insight into the structure of a-Si:H layers
formed by the implantation of H+ ions (generated in a
plasma source) into Si or a SiO2/Si system and also to
investigate the thermal stability of these layers.

In order to study the Si:H layers, we used ultrasoft
X-ray emission spectroscopy with variations in the
energy of excitation electrons. The reason for using
X-ray spectroscopy for the analysis of multilayers and
interfaces is based on the high sensitivity of X-ray
emission spectra to chemical bonding. The X-ray Si
L2, 3 emission spectrum arises owing to the transition of
electrons from the 3s and 3d levels to the vacancies at
the 2p level. As a result of the dipole selection rules, the
Si L2, 3 spectra represent the partial densities of the 3s
and 3d states localized at silicon atoms. In addition, a
variation in the energy of excitation electrons makes it
possible to vary the escape depth of the X-ray radiation.
1063-7826/02/3605- $22.00 © 20568
This method was used with good results to analyze the
phase profile in the interface layers of silicon-based
structures [5–8].

2. EXPERIMENTAL

As the starting material, we used Si(100) grown by
the Czochralski method. A thermal-oxide layer with a
thickness of 100 nm was grown on some of the wafers.
Pulsed implantation of 24-keV hydrogen ions was per-
formed at room temperature with the doses in the range
of 1 × 1016–3 × 1017 cm–2. The range of 24-keV hydro-
gen ions in silicon is 0.27 µm. The ion-pulse duration
was 4 µs, the pulse interval was 30 s, and the ion-cur-
rent density was 40 mA/cm2. Heat treatments of
implanted wafers were performed at temperatures up to
1050°C in a nitrogen atmosphere. The heat-treatment
duration ranged from 30 min to 1 h. Oxide was
removed from the surface after implantation and also
after each heat treatment using hydrofluoric acid. In our
studies, we used secondary-ion mass spectrometry
(SIMS), high-resolution transmission electron micros-
copy (HRTEM), and ultrasoft X-ray emission spec-
trometry with variable excitation-electron energy.

The spectra of the Si L2, 3 X-ray emission were mea-
sured using an ultrasoft X-ray spectrometer with the
high spatial and energy resolution (∆S ≈ 5 µm and ∆E
≈ 0.4 eV, respectively) [9]. The spectral decomposition
of the X-ray emission was performed using a diffrac-
tion grating with a radius of 2 m and 600 lines/mm.
Accelerating voltage applied to the X-ray tube was var-
ied from 2 to 8 kV with the current being equal to
002 MAIK “Nauka/Interperiodica”
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~130 nA. The voltage applied to the X-ray was main-
tained constant to within ±0.1 kV.

3. RESULTS AND DISCUSSION

3.1. Hydrogen Concentration Profiles

In Fig. 1a, we show the hydrogen concentration pro-
files in SiO2/Si:H, i.e., in the samples of oxidized sili-
con implanted with hydrogen ions using the highest
doses (~3 × 1017 cm–2) and then annealed at tempera-
tures T = 200, 500, and 1050°C; the profiles were
obtained using the SIMS method. Prior to measure-
ments, the samples were treated in hydrofluoric acid in
order to remove the oxide layer from the surface. Sim-
ilar concentration profiles for the Si:H samples after the
hydrogen-ion implantation into Si and subsequent
annealing at T = 200, 500, and 700°C are shown in
Fig. 1b. The hydrogenated-layer thickness (as follows
from the obtained hydrogen distributions) is 240 nm if
implantation is performed through the oxide layer
(SiO2/Si:H) and 270 nm if hydrogen ions are implanted
directly into silicon (Si:H).

It can be seen that, if hydrogen ions are implanted in
silicon without an oxide film on the surface, the hydro-
gen concentration decreases as a result of annealing
without an appreciable change in the hydrogenated-layer
thickness. Another situation takes place in the SiO2/Si:H
system. First, a low-conductivity, ~100-nm-thick sur-
face layer is observed immediately after implantation.
The thickness and conductivity of this layer correspond
to the oxide that is initially present at the wafer surface.
Apparently, the properties of the oxide layer are
affected by implantation of ions with large doses; as a
result, this oxide cannot be removed from the surface
by treating it in hydrofluoric acid.

The second specific feature in the case of SiO2/Si:H
consists in the fact that the hydrogen concentration pro-
file shifts closer to the surface as a result of annealing
(see Fig. 1a). Such behavior is not typical of hydrogen
in silicon; as a rule, a decrease in the hydrogen concen-
tration is observed without any appreciable shift of the
hydrogen distribution over depth [10], as is observed in
Si:H (Fig. 1b). Most probably, the unusual shift of
hydrogen distributions to the surface is related to the
recovery of the oxide-layer properties as a result of
annealing and to removal of this layer prior to measure-
ments. If we shift the profiles obtained in annealed sam-
ples in such a way so as to obtain a concentration
decrease typical of implanted samples, we obtain the
data shown in Fig. 1c. The greatest shift of the profile at
the temperatures of 500 and 1050°C amounts to 100 nm,
which corresponds to the initial-oxide thickness.

The third specific feature of the concentration pro-
files consists in the fact that the sheet hydrogen concen-
tration changes in SiO2/Si:H crystals to a lesser extent
SEMICONDUCTORS      Vol. 36      No. 5      2002
as a result of annealing than in the Si:H crystals. The
changes in the sheet concentration in relation to the
annealing temperature are illustrated in Fig. 2. It can be
seen that the presence of an oxide layer at the surface
diminishes to a great extent the escape of hydrogen
from the crystal.
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Fig. 1. The hydrogen concentration profiles in (a) SiO2/Si:H
and (b) Si:H after implantation of hydrogen ions at doses of
2.7 × 1017 and 2.1 × 1017 cm–2, respectively, with subse-
quent annealing for 1 h, and also (c) the hydrogen concen-
tration profiles in SiO2/Si:H after hydrogen implantation
and subsequent annealing with consideration of the shift
due to removal of oxide from the surface.
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3.2. X-Ray Emission Si L2, 3 Spectra

The penetration depth of electrons into a material
and, consequently, the escape depth of X-ray radiation
depend on the voltage applied to the X-ray tube, i.e., on
the kinetic energy of electrons E. Assuming normal
incidence of the electron beam on the surface, the X-ray
radiation intensity is defined by the depth distribution
of electrons ϕ(ρz, E) and by the concentration of the
element under investigation; i.e., we have

(1)

where ρ is the density of the material, ψ is the angle
between the X-ray beam and the normal to the surface,
and µm is the mass coefficient of absorption. The depth
distribution function of electrons was approximated by
the product of the Gaussian and exponential functions
[6]. It follows from the estimations of the X-ray radia-
tion intensity that the X-ray spectrum is formed within
the 0–90-nm-thick layer for the excitation energy of
2 keV, whereas an increase in the energy to 3 keV
makes it possible to increase the thickness of the ana-
lyzed layer to 180 nm.

In Fig. 3, we show the X-ray emission Si L2, 3 spectra
of the SiO2/Si:H samples annealed at temperatures of
200, 500, and 1050°C. The spectra were measured after
removal of the oxide layer; the excitation energies were
E = 2–8 keV. For the sample annealed at 200°C, the
spectra were measured within a year following the
treatment in hydrofluoric acid immediately after

I E( ) ϕ ρz E,( )c ρz( ) µmρz/ ψcos–( )exp ρz( ),d

0

∞

∫∝
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Fig. 2. The sheet hydrogen concentration in Si:H and
SiO2/Si:H as a function of annealing temperature; the SIMS
data were used.
implantation. Repeated measurements were performed
after additional treatment in hydrofluoric acid.

The spectra of the sample annealed at 200°C imme-
diately after implantation are similar to those of SiO2 if
the excitation energies are low (2–4 keV). A character-
istic feature of SiO2 X-ray spectra at the photon energy
of ~77 eV is related to the atomlike 2s oxygen states,
which manifest themselves in the Si L2, 3 spectra owing
to hybridization of the 3s Si and 2s O states. The sub-
bands at 91 and 95 eV represent the 3s Si states hybrid-
ized with the O 2p states.

According to estimations, the thickness of the ana-
lyzed layer is about 200–250 nm for excitation energies
no higher than 4 keV. As the excitation energy is
increased to 6–8 keV, the shape of the spectrum
changes radically. However, the spectrum becomes
similar to the spectrum of crystalline Si (c-Si) only if
the excitation energy becomes equal to 8 keV (the ana-
lyzed layer thickness is ~750 nm).

The spectra measured at low excitation energies
(2−3 keV) within a year after removal of the oxide from
the surface have a shape characteristic of the spectra of
amorphous silicon (a-Si). The actual spectrum can be
approximated as a superposition of the c-Si and a-Si
spectra taken in the proportion of 0.68 : 0.32. The spec-
trum obtained in this manner closely matches the
experimental spectrum measured at the excitation
energy of 2 keV (see Fig. 3b). As the excitation energy
is increased, the spectra become similar to those of c-Si.

An annealing at 500°C results in a decrease in the
content of amorphous silicon: the spectrum measured
for the excitation-electron energy of 2 keV can be rep-
resented as a superposition of the c-Si and a-Si spectra
taken in the proportion of 0.44 : 0.56 (see Fig. 3).
Amorphous silicon vanishes almost completely after
heat treatment at 1050°C.

For the Si:H samples, implantation was performed
directly into silicon. In Fig. 4, we show the Si L2, 3

X-ray emission spectra of the samples implanted with
hydrogen ions at doses of 1.6 × 1017 and 2.1 × 1017 cm–2.
The latter sample was subjected to postimplantation
annealing for 1 h at 500°C.

As can be deduced from the Si L2, 3 X-ray emission
spectra, the surface layer of all the Si:H samples is
amorphized. For the sample implanted with the lowest
dose (1.6 × 1017 cm–2), the surface layer is incompletely
amorphized: the Si L2, 3 spectrum measured at the exci-
tation energy of 2 keV can be represented as a superpo-
sition of the spectra corresponding to crystalline and
amorphous silicon taken in the proportion of 0.31 :
0.69. An increase in the dose to 2.1 × 1017 cm–2 results
in complete amorphization; at least, the spectrum mea-
sured at the excitation energy of 2 keV is identical to
that of the a-Si spectrum. An annealing at 500°C only
SEMICONDUCTORS      Vol. 36      No. 5      2002
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Fig. 3. The Si L2, 3 X-ray emission spectra of SiO2/Si:H samples annealed for 1 h at the temperatures of (a, b) 200, (c) 500, and
(d) 1050°C (a) before and (b–d) after removal of the oxide layer. The excitation-electron energy was 2–8 keV.
slightly affects the shape of the spectra and, conse-
quently, the composition of the surface layers.

It is of interest to assess the composition of the lay-
ers analyzed for the excitation energies higher than
2 keV. To this end, we normalize the spectra in such a
way that their integrated intensities measured at the
excitation-electron energy Ei are equal to the integrals
of the right-hand side of formula (1). We can then
obtain the spectrum corresponding to the range ∆z of
the analyzed thicknesses. Such a procedure was per-
formed for the spectra of the Si:H sample implanted at
a dose of 2.1 × 1017 cm–2 and then annealed at 500°C
(see Fig. 4c). The difference spectra for the pairs of
energies are shown in Fig. 4d and are denoted by 3–2,
4–3, 6–4, and 8–6. For example, 3–2 signifies that the
difference spectrum is obtained by subtracting the spec-
SEMICONDUCTORS      Vol. 36      No. 5      2002
trum measured at the electron-excitation energy of
2 keV from the spectrum measured at 3 keV; this corre-
sponds to the analyzed-depth range of 30–180 nm.

Therefore, it may be concluded that the layer of
amorphized silicon in all samples has a thickness no
larger than 100 nm, which is analyzed when the X-ray
radiation is excited with 2-keV electrons. If the thick-
ness is larger, the contribution of amorphous silicon
vanishes almost completely. The deeper-lying layers
are composed of c-Si.

The data on the surface-layer amorphization
obtained by ultrasoft X-ray emission spectroscopy are
consistent with the images obtained using high-resolu-
tion transmission electron microscopy for a Si:H sam-
ple (Fig. 5). According to the microscopy data, an
amorphous layer is observed in the Si:H samples start-
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Fig. 4. The Si L2, 3 X-ray emission spectra of the Si:H samples after implantation of H+ ions at doses of (a) 1.6 × 1017 and
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Fig. 5. The Si:H sample image obtained using high-resolu-
tion electron microscopy. The image size is 10 × 10 nm2.
ing at a hydrogen dose of 1 × 1017 cm–2. Amorphization
is retained after the annealing of such samples at tem-
peratures as high as 500°C. Microscopic images of the
SiO2/Si:H samples do not clearly indicate that the
amorphous phase is present; rather, these images dem-
onstrate that there are a large number of pores.

4. CONCLUSION

Thus, we used ultrasoft X-ray emission spectros-
copy with a variable energy of excitation electrons to
study the Si:H layers formed by implantation of hydro-
gen ions with energies as high as 24 keV. It is shown
that hydrogen-ion implantation brings about amor-
phization of the surface silicon layer if the hydrogen
doses are higher than 1.6 × 1016 cm–2. The amorphous
silicon layer is 150–200 nm thick. Implantation of
hydrogen ions into silicon with an oxide film at the sur-
SEMICONDUCTORS      Vol. 36      No. 5      2002
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face results in the formation of hydrogenated silicon,
which has an enhanced thermal stability compared to
an Si:H layer without an oxide film at the surface. The
reported results demonstrate the merits of using ultra-
soft X-ray emission spectroscopy with a variable
energy of excitation electrons for the analysis of the
phase composition of thin-film structures.
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Abstract—Porous silicon layers with introduced carbon-containing substances (fullerenes, ultradisperse dia-
mond, carbohydrates) have been studied. It was found that high-temperature annealing of such layers in a
hydrogen atmosphere leads to substantial transformation of the photoluminescence spectra. It is assumed that
this results from the formation of cubic silicon carbide crystallites and the occurrence of the quantum-confine-
ment effect in these crystallites. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

At present, nanocrystalline semiconductor materials
are being intensively studied with the aim of using their
unique properties in new optical and optoelectronic
devices. A striking example of materials of this kind is
porous silicon (por-Si) exhibiting photoluminescence
(PL) in the visible spectral range, which is uncharacter-
istic of crystalline silicon [1–3]. However, studies of
other nanocrystalline materials are largely hindered by
the lack of sufficiently well-developed methods for
their preparation. One of the ways to overcome this dif-
ficulty consists in the introduction of various sub-
stances, and carbon in particular, into a por-Si matrix.
Subsequent thermal treatment of such a composition
leads to the formation of silicon carbide (SiC) crystal-
lites [4, 5]. Silicon carbide is a wide-bandgap material
exhibiting blue PL and a number of properties that hold
promise for device fabrication—chemical inertness,
high radiation hardness, and temperature stability.
Porous SiC obtained by etching of single-crystal SiC is
known; its PL greatly exceeds in intensity that from
bulk SiC [6, 7].

Various methods have been developed for introduc-
ing carbon into por-Si: deposition of diamond-like
films onto por-Si by the chemical decomposition of
carbon-containing vapor (CVD) [8, 9], carbon deposi-
tion from rf discharge plasma at room temperature [10],
the introduction of ultradisperse diamond [11] or
fullerenes [12] into por-Si, and pyrolysis of polymers
introduced into por-Si [13].

Not all of the above-listed methods ensure deep
introduction of carbon into the por-Si structure, espe-
cially in the case when porous silicon has mainly nano-
size pores. For example, CVD leads to the deposition of
carbon mainly on the surface of a porous layer [14].
The same result is obtained upon impregnation of a
por-Si layer with polyvinyl alcohol and its subsequent
thermal decomposition [13].
1063-7826/02/3605- $22.00 © 20574
In the present study, the interaction of various car-
bon-containing substances with porous silicon was ana-
lyzed and the possibility of obtaining SiC crystallites in
a matrix of partly oxidized porous silicon is demon-
strated.

2. EXPERIMENTAL

2.1. Preparation of Porous Silicon Samples

Two kinds of por-Si were used in experiments:
mesoporous (characteristic cross-sectional size of crys-
tallites 10–100 nm), possessing no PL in the visible,
and nanoporous (with a crystallite size of several
nanometers), with PL peaked in the red-orange spectral
range. por-Si layers were obtained on silicon substrates
by electrolytic etching of single-crystal silicon in a 1 :
1 mixture of 50% hydrofluoric acid and ethanol. Meso-
porous por-Si was obtained on heavily doped p-type Si
(0.005 Ω cm) at high current densities (J = 100 mA cm–2)
without substrate illumination in the course of electrol-
ysis. Nanoporous Si was prepared on Si substrates of
both p- and n-types (2–5 Ω cm) at J = 10 mA cm–2 and
high-intensity substrate illumination.

2.2. Methods of por-Si Carbidization

Three different methods of por-Si carbidization
were used, with introduction of ultradisperse diamond,
fullerene molecules, carbohydrate molecules, and sub-
sequent high-temperature annealing in all cases.

An aqueous suspension of ultradisperse diamond
(UDD) synthesized by the procedure described in [15,
16] was deposited onto the surface of mesoporous sili-
con and kept there for 2–5 min, after which the samples
were dried at a temperature of about 50°C. Fullerene
molecules were also introduced into por-Si from the
liquid phase—a solution of fullerenes in orthoxylene.
Preliminarily, por-Si samples, both mesoporous and
002 MAIK “Nauka/Interperiodica”
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nanoporous, were kept for about 24 h in a straight
orthoxylene solution to improve wetting and ensure
penetration of C60 molecules into the pores of por-Si.
A disadvantage of these techniques is that the intro-
duced amounts of UDD and fullerenes widely vary
between different samples. The problem consists in
that, although a UDD cluster is about 60 Å in size,
aggregates comprising a large number of clusters are
actually present in solution. The size and number of
these aggregates depend on quite a number of parame-
ters and are, therefore, difficult to control.

We have developed a new method for por-Si car-
bidization based on the introduction of carbohydrate
solutions into its matrix. The choice of this class of car-
bon-containing compounds was governed by the possi-
bility of their subsequent thermal decomposition to
give carbon with the liberation of only water vapor
(Tdec ≈ 200°C). Carbohydrates are not volatile, and,
consequently, the entire amount of carbon contained in
them must remain in substrate pores upon annealing. It
was assumed that an appropriate carbohydrate must
have the lowest atomic mass and, consequently, the
smallest molecular size. Our experiments demon-
strated, however, that the best results are achieved with
more complex molecules of saccharose (M = 342.3),
rather than with one of the simplest carbohydrates—
glucose (M = 180.16). The mentioned carbohydrates
are easily soluble in water. However, it is known that
water poorly wets the por-Si surface and has difficulty
penetrating inside its porous structure [17]. Previously,
we showed that such solvents as ethanol and acetone
are advantageous in this respect [18]. Since the solubil-
ity of saccharose in ethanol is low (~0.9%), several per-
cent water was added to ethanol to improve the saccha-
rose solubility. Impregnation of por-Si in such a solu-
tion was commonly done within 1 to 24 h. Samples
were then rinsed with water to remove the saccharose
solution from their surface and dried in air at room tem-
perature.

The samples were annealed in a quartz reactor with
external heating in a flow of hydrogen preliminarily
passed through a palladium filter. Samples were
charged into a cold reactor, heated to an annealing tem-
perature of 1000°C, kept under isothermal conditions
for 15 min, and then cooled in the switched-off-heater
mode. The time of heating up to a prescribed tempera-
ture was 2h, and the time of cooling, 3 h. Samples with
deposited fullerene molecules were covered with crys-
talline silicon wafers in view of the high volatility of
fullerene molecules.

In accordance with published data [4], silicon car-
bide is formed at these temperatures.

2.3. Morphological Studies

The sample morphology was studied by atomic-
force microscopy (AFM) [19, 20]. Samples for these
measurements were fabricated by a special procedure.
SEMICONDUCTORS      Vol. 36      No. 5      2002
An approximately 500-nm-thick layer of fullerene mol-
ecules was deposited onto a polished (100) surface of
crystalline silicon, and then annealing was done at a
temperature of 1000°C for 15 min, following the proce-
dure described above.

AFM images were obtained using a Burleigh Instru-
ments ARIS-3500 atomic-force microscope (USA)
with an ARIS-3005 scanning unit. In the employed con-
stant-force mode (needle load of 5 nN), its vertical and
horizontal resolution was about 0.1 and 1 nm, respec-
tively.

The composition and thickness of the layers were
also studied by the methods of Rutherford backscatter-
ing (RBS) and particle-induced X-ray emission (PIXE)
[21].

2.4. Photoluminescence and Raman Spectroscopy

PL spectra were measured on computerized setups
based on MDR-2 and DFS-24 monochromators with
various photomultipliers under pulsed PL excitation
(λ = 337.1 nm, τ = 10 ns) in two modes: at the peak of
a laser pulse (so-called fast PL) and with a delay of
~3 µs. In the latter case, the PL spectra can be consid-
ered quasi-stationary.

The Raman spectrum of an annealed sample was
measured with the 488-nm line of the argon-ion laser
used for excitation.

3. RESULTS AND DISCUSSION

3.1. Sample Surface Morphology

The AFM method was applied to study samples
annealed at 1000°C (described in Section 2.3).

Figure 1a presents an AFM image of the surface of
one of the samples. It can be seen that crystallites with
a cross-sectional size ranging from 100 to 300 nm and
a height not exceeding 100 nm lie on the planar surface
of silicon. For the most part, the shape of these crystal-
lites is trihedral pyramidal truncated from above. A spe-
cial study of the height profiles along lines intersecting
the crystallites along lines 1–3 in Fig. 1a demonstrated
that the faces of some crystallites make angles of 52–
54° with the basal plane (100) of silicon (see curves 1–3
in Fig. 1b). These data indicate that the crystals grown
belong to a cubic crystal system. In the given case, this
is most likely silicon carbide 3C-SiC.

3.2. RBS and PIXE Studies

The RBS method was used to study mesoporous
samples before and after deposition of carbon in order
to find out whether particles (UDD clusters and
fullerene molecules) penetrate deep inside pores. Fig-
ure 2a presents spectra of a porous silicon sample
before and after deposition of a UDD film onto it (both
spectra measured in the “random” orientation mode).
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Probing was done with 190-keV protons; scattered ions
were detected at an angle of 120°.

The edges of both spectra in the region of channel
nos. 580–590 correspond to reflections from the crys-
talline silicon surface. The “bevels” observed in the
spectra at channel nos. 500–580 arise from the fact that
a considerable part of the flux of probing ions fall into
pores, which diminishes the backscattering signal from
the surface layers of a sample. The coincidence of the
leading edges of the spectra (channel nos. 580–590)
indicates that carbon clusters are within pores, rather
than on the surface of single-crystal parts of the sample.
Otherwise, the edge of spectrum 2 would be shifted rel-
ative to that of spectrum 1 because of the coating of the
silicon surface with carbon. The same conclusion fol-
lows from the difference between the spectra in the
“bevel” region: changing the pore filling leads to a
change in the backscattering signal. The increase in the
signal for curve 2 at channel nos. in the vicinity of 510
corresponds to the signal appearing from carbon, and
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Fig. 1. (a) AFM image of an annealed structure 〈polished
silicon + fullerene〉 . Field dimensions 1.7 × 1.7 µm; relief
scale at the right from 0 (black field) to 150 nm (white field).
(b) Structure profile along cut lines 1, 2, and 3 in Fig. 1a.
its spread (from channel 510 to 460) makes it possible
to find the thickness of the layer containing ultradis-
perse diamond. In the given case, this thickness was
found to be 26 nm. Figure 2b shows the experimental
points belonging to curve 2 of Fig. 2a and calculated
curves coinciding with it to the maximum extent and
allowing calculation of the content percentage of sili-
con and carbon in the layer. In this figure, 1 and 2 are
partial curves for silicon and carbon calculated for their
relative content (Si 0.5 and C 0.5); curve 3 is a sum of
curves 1 and 2.

The samples were annealed at 1000°C. The
annealed samples were studied by two methods: RBS
and PIXE. Both these techniques demonstrated the
presence of a SiO2 layer with a thickness of 30 nm or
more on the sample surface. The presence in the layer
of a large amount of oxygen can be attributed to the use
of liquid-phase (with water) methods both in preparing
por-Si layers and in the subsequent introduction of car-
bon. The presence of a large amount of silicon oxide in
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Fig. 2. (a) RBS spectra of a mesoporous silicon sample
(1) before and (2) after carbon deposition, before annealing.
(b) Comparison of experimental points in curve 2 of Fig. 2a
with calculated content of elements in a film after carbon
deposition. (1 and 2) Partial curves for silicon and carbon,
calculated for relative content: Si 0.5 and C 0.5; (3) sum of
curves 1 and 2.
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annealed samples, revealed by RBS studies, is con-
firmed by optical measurements and suggests that the
introduction of carbon into our samples is accompanied
by their partial oxidation. No signal from carbon could
be revealed in RBS spectra of the annealed samples,
which, in our opinion, is accounted for by the insuffi-
cient sensitivity of the method to light element impuri-
ties. According to our estimates, the carbon detection
threshold is about 10% relative to the amount of silicon
atoms.

Thus, it was demonstrated that carbon clusters are
introduced into por-Si even in the case of deposition of
UDD, having the form of rather coarse aggregates (up
to 50 nm in size). With fullerene or carbohydrate solu-
tions used for por-Si carbonization, a considerable
amount of carbon is found in the por-Si bulk—up to
50% relative to the silicon content of the layer (Fig. 2).

3.3. Photoluminescence

The PL from the samples was studied immediately
after porous layer preparation (in the case of nanopo-
rous silicon), after deposition of carbon-containing
solutions and drying, and also after the final procedure
of high-temperature annealing.

The PL spectra of the initial nanoporous silicon are
typical of this material. The main PL band lies in the
red-orange part of the spectrum and is characterized by
slow (microseconds) rise and decay kinetics. The fast
(nanoseconds) PL band is very weak. After introduc-
tion of carbon-containing compounds (molecules of
fullerene, glucose, saccharose) into por-Si, the intensity
of the fast band increases. This is accounted for by the
partial oxidation of por-Si in the course of carbon intro-
duction into por-Si, especially in water-containing
solutions, which leads to the formation of oxygen bonds
changing somewhat the nature of PL from por-Si.

Changes caused by carbon introduction before
annealing were also followed for the example of PL
spectra of nanoporous por-Si films with UDD. As men-
tioned above, the initial (without UDD) spectra of two
samples (Fig. 3, curves 1, 2) are typical of por-Si. Spec-
tra 1' and 2' show the PL from the same samples after
UDD deposition. Curve 3 is the emission spectrum of
an UDD layer deposited on a polished Si surface. It is
noteworthy that the amount of UDD deposited onto
samples nos. 1 and 2 is, respectively, two and three
times smaller than that deposited onto the polished sur-
face (curve 3). The UDD film deposited onto the pol-
ished silicon surface is characterized by a broad PL
band peaked around 500 nm with short radiative times.
The PL spectra of por-Si samples with UDD look like
a superposition of the PL spectrum of UDD on the
spectrum of por-Si. An analysis of time-resolved PL
spectra shows that the short-wavelength part of the
spectrum is associated with emission from the depos-
ited UDD, and the long-wavelength part, with emission
from por-Si nanocrystallites lying under the UDD film.
SEMICONDUCTORS      Vol. 36      No. 5      2002
Mention should be made of certain specific features of
the presented spectra. In the first place, this is the shift
of the long-wavelength peak (i.e., the peak associated
with por-Si proper) to shorter wavelengths. This shift is
characteristic of the partial oxidation of por-Si and is
related to the decreasing size of por-Si nanocrystallites.
Second, we have an increase in the intensity of PL from
UDD with the decreasing thickness of its film. A depen-
dence of this kind may occur if the emission comes
only from the surface, rather than from the entire vol-
ume of the UDD films. Indeed, the real surface area of
the UDD films increases markedly on passing from a
polished silicon substrate to por-Si, and then, with the
UDD film becoming thicker, its surface is gradually
smoothed.

After being annealed at 1000°C, all the samples are
characterized by bright white-blue PL. One of the main
distinctions of the spectra of annealed samples from
those of the initial samples consists in the short (tens of
nanoseconds) radiative times characterizing the PL in
the former case. Figure 4 presents the kinetics of a PL
pulse at a wavelength of 494 nm at 300 K. The relax-
ation time of the PL pulse is about 30 ns. These times
exceed the decay time constant of fast PL from por-Si,
which is commonly not longer than 10 ns.

Several typical PL spectra of annealed samples are
presented in Fig. 5. Irrespective of the method of car-
bon introduction, two broad bands peaked at 400–410
and 500–520 nm can be distinguished in the PL spectra,
with a superimposed finer structure. The intensity of PL
bands varies between samples, as do the relative inten-
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Fig. 3. Steady-state PL spectra of two nanoporous silicon
samples before and after deposition of a film of ultradis-
perse diamond (1, 2 and 1', 2', respectively). (3) PL spec-
trum of UDD film on polished silicon surface.
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sities of the main peaks. Samples with a predominating
long-wavelength PL band were obtained by treating
porous silicon with a solution containing fullerene mol-
ecules. The intensity of the short-wavelength band
grows with increasing the time of keeping por-Si in car-
bon-containing aqueous solutions.

PL intensity, arb. units

100

10–1

10–2

100 Time, ns

Fig. 4. PL kinetics for an annealed nanoporous silicon sam-
ple with fullerene. The wavelength of the excitation pulse is
325 nm, that of detected emission, 494 nm. Dashed line
shows the shape of the laser pulse.
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Fig. 5. PL spectra of annealed porous silicon samples.
(1) mesoporous sample with introduced UDD, (2) nanopo-
rous sample with introduced fullerene, and (3) nanoporous
sample impregnated with carbohydrate (saccharose).
The nature of the short-wavelength band is, in our
opinion, associated with the large amount of oxygen in
samples subjected to liquid-phase treatment. Subse-
quent annealing leads to partial oxidation of por-Si. It
was also noted in [22] that introduction of fullerene
molecules through compounds containing OCH3
groups makes higher the intensity of lines attributed to
Si–O–Si vibration modes in Fourier-transform IR spec-
tra. At the same time, there is no way of knowing
whether this band is fully analogous to the fast PL band
in por-Si because of the different times of PL relax-
ation.

We relate the second, longer-wavelength PL band in
annealed samples to the formation of silicon carbide.
The energy gap of 3C-SiC is 2.36 eV (4.2 K) [23],
which is somewhat lower than the values obtained in
this study (2.4–2.5 eV at room temperature); i.e., a cer-
tain short-wavelength shift of the PL peak occurs. A shift
of this kind is possible as a result of the quantum-con-
finement effect with a sufficiently small size of the
forming SiC crystallites. At the same time, the PL band
under consideration may also be due to the formation of
amorphous silicon carbide. For example, it was noted in
[24] that, depending on preparation conditions, hydro-
genated amorphous silicon may have an energy gap in
the range from 1.8 to 2.8 eV. The fact that cubic silicon
carbide is revealed by the AFM of similarly treated pol-
ished samples of silicon with fullerene can serve as evi-
dence in favor of the cubic modification of the obtained
carbide. In [4], por-Si samples treated with a fullerene
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Fig. 6. (1) PL intensity vs. energy of emitted quanta for
annealed nanoporous silicon sample impregnated with sac-
charose. (2) Difference between curve 1 and two Gaussians
shown by dashed lines. ∆1 = 0.16 eV (1280 cm–1), ∆2 =

0.136 eV (1090 cm–1).
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solution and subsequently annealed at 1000°C were
studied and the observed PL spectrum was interpreted
as a superposition of two bands peaked at 380 and
454 nm. The first of these was attributed, as in the
present study, to defects (oxygen vacancies in silicon
oxide formed upon annealing), and the second, to par-
ticles of 3C-SiC silicon carbide. Thus, the formation of
silicon carbide nanocrystallites, including those with
quantum confinement, is more probable, in our opinion,
under the conditions of interaction of adsorbed carbon
atoms with silicon nanocrystallites.

Attention should be paid to the characteristic struc-
ture of the PL spectra of carbidized por-Si (Fig. 6). This
structure is manifested in spectra of all nanocrystalline
samples in the present study fabricated on the basis of
n- and p-type silicon. The effect is observed both in thin
carbidized (tenths of a micrometer) layers of por-Si,
having a mirror-smooth surface, and in thick (several
micrometers) por-Si samples, with a rough coarse-
grained surface, and also in samples with an irregular
interface between por-Si and the n-type silicon sub-
strate. The position of additional peaks is also indepen-
dent of the angle between the sample plane and the
optical axis of the setup. All these data make it impos-
sible to attribute the additional PL peaks to interference
phenomena.

Figure 6 shows a PL spectrum of an annealed sam-
ple measured with a DFS-24 double monochromator
and plotted as a function of the energy of detected
quanta. The spectrum can be decomposed into two
Gaussians (dashed lines) peaked at 3.1 and 2.55 eV.
Equidistant peaks are observed around each peak,
spaced by 0.135 eV around the higher frequency peak
and 0.16 eV in the vicinity of the lower frequency peak.
A similar discrete sequence of additional peaks was
observed in PL spectra in [25, 26] when studying
porous silicon oxide. In these studies, the fine structure
was attributed to the interaction between electron tran-
sitions in various surface compounds and the vibration
modes of these compounds in the ground electronic
state. For example, the authors attributed one of the
observed progressions with a step of 630 cm–1 (~0.08 eV)
to Si–H bonds on the surface of silicon oxide nanocrys-
tallites.

Taking into account the large surface area of the
porous material and the great number of surface com-
pounds in carbidized silicon, we can make an attempt to
relate the fine structure of our spectra to the vibration
modes of various surface bonds. In particular, the
energy spacing of 0.136 eV, corresponding to 1080 cm–1,
is most frequently attributed to stretched vibrations of
Si–O–Si bonds in oxidized por-Si [27]; although there
are studies [28] in which a closely lying line (1095 cm–1)
is related to C–O bonds. At the same time, M. Cardona
et al. [29] attributed the broad line at about 1000 cm–1

to rotation vibrations of CHn.

The second equidistant series around the peak at
3.55 eV, with a spacing of 0.16 eV corresponding to
SEMICONDUCTORS      Vol. 36      No. 5      2002
1280 cm–1, may be related to carbon compounds. In
[24, 29], the absorption peak at 1250 cm–1 is attributed
to the symmetric bending mode of Si–CH3 (1288 cm–1

according to [30]). This confirms the assumption of the
carbide nature of the peak at 3.55 eV (454 nm).

3.4. Raman spectra

The Raman spectrum of an annealed sample is pre-
sented in Fig. 7. It can be seen that bands at 1350 and
1600 cm–1, associated with scattering on carbon in the
sp2-hybridized state, are present in the Raman spectra,
in addition to the second-order scattering band of sili-
con at 930–1000 cm–1. Amorphous carbon appears as a
result of the thermal decomposition of carbon-contain-
ing compounds and represents that part of the carbon
material which has not reacted with the substrate to
form silicon carbide. It may be assumed that a thin layer
of amorphous carbon covers the silicon substrates and
silicon carbide crystallites grown on the substrate.
Bands corresponding to cubic silicon carbide are not
observed, which is presumably accounted for by the
insufficient sensitivity of the method to minor amounts
of C-SiC crystallites formed on the surface.

4. CONCLUSION

Thus, the interaction of various carbon-containing
substances with a porous silicon matrix has been stud-
ied and it was shown that high-temperature annealing
of porous silicon samples containing introduced carbon
molecules leads to a strong transformation of their PL
spectra. It is assumed that the annealing leads to the for-
mation of silicon carbide crystallites of cubic modifica-
tion. The energy position of the PL peak, exceeding the
energy gap of cubic silicon carbide, can be attributed to
the quantum-confinement effect in crystallites.
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Fig. 7. Raman spectrum of annealed structure (polished sil-
icon + fullerene). The wavelength of the exciting light is
488 nm. Bands D and G of the sp2 state of carbon are clearly
seen.
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Abstract—Shallow and ultrashallow p–n junctions were formed in Si by stimulated diffusion of P from phos-
phosilicate glass and B from borosilicate glass under pulsed photon annealing. Electrical, photoelectric, and
optical properties of these junctions were investigated. Special features of stimulated diffusion of P and B in
surface layers of Si under pulsed photon annealing were revealed. The obtained results are discussed in terms
of kick-out, pair vacancy–interstitial, and dissociative diffusion mechanisms. The features of the dopant con-
centration profiles are explained in terms of the vacancy–interstitial mechanism and the stimulated diffusion
model with allowance made for the time dependence of the dopant surface concentration and the concentration
dependence of the diffusivity. © 2002 MAIK “Nauka/Interperiodica”.

Ş ş Ş ş
1. INTRODUCTION

There is much interest in using shallow and
ultrashallow p+–n and n+–p junctions in Si to increase
the integration scale, operating speed, and reliability of
integrated circuits (ICs), microelectronic devices, and
self-assembled microstructures and nanostructures of
different types [1–3]. This is especially urgent now,
considering that very large-scale integrated circuits
(VLSICs) with a device dimension of 0.18 µm are pres-
ently manufactured, and future reduction of the device
dimension is expected: to 0.13 µm in 2004, 0.10 µm in
2007, and 0.07 µm in 2010. In addition to this, as shown
in [1], ultrashallow diffusion p–n junctions can be suc-
cessfully used to form superlattices of different types,
self-assembled microresonators and quantum wells,
one-electron memory cells, and other nanoelectronic
devices.

A number of methods are used to form ultrashallow
p–n junctions: planar diffusion via fluxes of excess
vacancies or self-interstitials generated at the Si–SiO2
interface [4, 5], low-energy B implantation [6], dual
implantation of B+ and Si+, amorphization of Si by BF2
implantation [7], proton implantation [8], and ion
implantation through a thin silicide film [9]. Preamor-
phization of Si is most often used. However, when
using this technique, it is very difficult to optimize the
conditions of postimplantation annealing, which is nec-
essary to activate dopant atoms, remove radiation
defects, and retard the diffusion. Thus, alternative tech-
niques should be looked for.

There is much interest in diffusion stimulated by laser
annealing [10], different types of radiation (e–, α, β, γ)
[11], combined radiation and electric field [12], and
combined radiation, implantation, and photon anneal-
1063-7826/02/3605- $22.00 © 20581
ing [2, 13]. However, more and more interest is being
shown in doping Si with the use of diffusion caused by
pulsed photon annealing (PPA) or rapid thermal anneal-
ing (RTA) (which is widely used for thermal treatment of
ion-implanted semiconductors [2–5, 14–16]) as an alter-
native technique for forming ultrashallow p–n junctions.
Commonly, diffusion of either B from borosilicate
glass (BSG) or P from phosphosilicate glass (PSG) is
used. As shown in [2–5, 14, 15], this technique makes
it possible to form ultrashallow (10–30 nm) p–n junc-
tions in Si with higher concentration gradients of B and
P, compared with p–n junctions formed by ion implan-
tation. With the use of secondary-ion mass spectrome-
try (SIMS) and relevant calculations, it was shown [14]
that the diffusivity of B in a BSG–SiO2–Si system sub-
jected to RTA exceeds the conventional diffusivity by a
factor of 9–10.

Different stimulating effects can be used in this tech-
nology. These include fluxes of excess nonequilibrium
vacancies and interstitials generated at the Si–SiO2 inter-
face; excitation of the electron subsystem and charge
exchange between dopant atoms, caused by PPA; and
other effects related to the nonequilibrium stimulated
diffusion. However, to date, many of these effects have
not been adequately investigated and opinions differ as
to the mechanism and model of the stimulated diffusion
of B and P in Si [17]. Thus, additional basic and applied
research is necessary for widespread implementation of
this technology.

In this paper, we report the results of the investiga-
tions of shallow and ultrashallow p–n junctions formed
in Si by stimulated diffusion of P from PSG and B from
BSG using PPA. We measured the depth of n+–p and
p+–n junctions, the sheet resistance of diffusion layers,
the current–voltage characteristics of junctions, and we
002 MAIK “Nauka/Interperiodica”



 

582

        

I IANU 

 

et al

 

.Ş Ş

                                                                                                       
Table 1.  Values of n+–p junction depth (L) and sheet resistance (ρ) for layers formed in Si by stimulated diffusion of P under
PPA at different temperatures T and annealing times (t)

T, °C 460 700 850* 900* 950* 1000 1050* 1080 1120 1180 1200

t, s 4 6 25 25 25 8 25 10 12 14 16

L, µm 0.14 0.2 0.03 0.07 0.2 0.25 0.33 0.3 0.38 0.46 0.54

ρ, Ω/h 420 400 300 80 30 – 12 – – – –

Note: Astericks denote the annealing temperatures for which the data were taken from [15].

Table 2.  Values of the depth of p–n junctions (L) formed in Si by stimulated diffusion of B under PPA at different tempera-
tures T and annealing times (t)

T, °C 400 500 700 950* 1000* 1050* 1080 1120 1150 1200

t, s 2 4 6 60 60 60 10 12 14 16

L, µm 0.13 0.18 0.2 0.1 0.2 0.33 0.32 0.36 0.4 0.51

Note: Astericks denote the annealing temperatures for which the data were taken from [14].
also studied the optical properties of junctions used in
optoelectronic sensors. Different mechanisms and
models of stimulated diffusion in surface layers of Si
are considered.

2. EXPERIMENTAL

Shallow n+–p and p+–n junctions in Si were formed
in Si by stimulated diffusion of P from PSG and B from
BSG using PPA. Phosphosilicate glass was deposited
on the surface of p-Si by the method of anodic oxida-
tion from a dilute solution of H3PO4 or from a gaseous
medium at low (450°C) or high (1000°C) temperatures.
The low-temperature deposition was carried out in a
commercial HPCVD (high-pressure chemical vapor
deposition) reactor in gaseous mixtures of O2, SiH4,
and PH3. Nitrogen was used as the carrier gas. The
thickness of the deposited film was ~1 µm. Borosilicate
glass was deposited on a surface of KÉF-03(111) wafers
(i.e., n-Si:P(111), with the resistivity of 0.3 Ω cm) at
850°C in production conditions. The thickness of the
BSG film was ~1.3–2 µm.

After the deposition of PSG (or BSG) films, the
samples were subjected to PPA in an inert gas atmo-
sphere (Ar, N2). The PPA was conducted in a present-
control setup using halogen lamps in the pulsed mode.
The PPA system made it possible to control the temper-
ature in the processing chamber in the range of 300–
1200°C with an accuracy of ±1°C. The pulse duration
ranged from 1 to 100 s. The heating rate was in the
range of 180–200 K/s.

After the annealing, the samples were etched in
order to remove the glass and then ohmic contacts were
deposited on them.

The samples with n+–p and p+–n junctions were
studied using different methods, including GDOES
(glow-discharge optical emission spectroscopy) [18].
Other electrical, photoelectric, and optical measure-
ments were also carried out.

3. RESULTS

3.1. Junction Depth and Sheet Resistance

At the first stage, we studied the effect of the PPA
conditions (temperature and pulse duration) on the
junction depth and the sheet resistance of the diffusion
layers. The relevant data are given in Tables 1 and 2.
The results obtained in other studies [14, 15] are also
included.

As can be seen, the increase in the temperature and
pulse duration under PPA (or RTA) results in an
increase of the junction depth and a decrease in the
sheet resistance. For the junctions formed by diffusion
of P, the junction depth increased from 0.03 µm at
850°C to 0.54 µm at 1200°C, and the sheet resistance
decreased from 300 Ω/h at 850°C to 12 Ω/h at
1050°C. For the junctions formed by the diffusion of B,
the junction depth L increased from 0.1 µm at 950°C to
0.51 µm at 1200°C. It is worth noting that the diffusion
depth of P and B, L(t), and the sheet resistance, ρ(t),
change with time more rapidly than proportionally to

. The same effect was observed in [14]. Simplified
estimations using the data from Tables 1 and 2 show
that under PPA the diffusivities of P and B (D = x2/30t)
in the surface layer of Si are 1–2 orders of magnitude
higher and the activation energy is lower than the rele-
vant parameters for conventional diffusion.

3.2. Concentration Profiles of P and B in Si after PPA

The concentration profiles of dopant atoms in struc-
tures used in semiconductor devices govern to a great
extent the device parameters. In addition to this, the
shape and other characteristics of the concentration

t
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profiles provide valuable data on the diffusion mecha-
nism and special features of interaction between diffus-
ing dopants and the semiconductor lattice.

Figure 1 shows the concentration profiles of P mea-
sured by GDOES of Si samples in which diffusion of P
from PSG was carried out using PPA. As can be seen,
the concentration profiles are complex, have a two-step
shape, and, therefore, cannot be described by the con-
ventional functions erfz or erfcz. This indicates that the
mechanism of diffusion of P in the surface layer of Si is
rather complex and cannot be described in terms of the
conventional model of substitutional or interstitial
impurity atoms.

3.3. Current–Voltage Characteristics of Junctions

Figure 2 shows the current–voltage characteristics
of n+–p junctions in the process of their formation by
using PPA. As can be seen, an increase in the number of
pulses (the pulse duration and the sample temperature
within each pulse were 20 s and 1000°C, respectively)
changes the current–voltage characteristic from a
nearly linear one (after two pulses) to a stable rectifying
characteristic (after six pulses). The junctions formed
in this manner had good rectifying properties.

3.4. Photoelectric Properties

Figure 3 shows the spectral characteristics of photo-
diodes formed by diffusion under PPA (curve 1) and by
conventional diffusion (curve 2). The junction depths
were 0.15 µm and 0.4 µm, respectively. In accordance
with this, the spectral characteristic of shallow junc-
tions (1) is slightly broader than that of deeper junc-
tions (2); the latter are characterized by a greater energy
loss in the short-wavelength region due to absorption in
the surface layer.

The optical properties of the junctions and the effi-
ciency of conversion of the energy of light to electrical
energy were also studied. It was found that an increase
in the number of annealing pulses from two to ten
results in improvement of the efficiency of solar cells
simultaneously with the improvement of their rectify-
ing properties. The conversion efficiency and the fill
factor increased from 1.7% after two annealing pulses
to 5.9% after six to eight pulses. These parameters are
lower compared with those of silicon solar cells formed
by conventional diffusion, for which the values in the
range of 8–12% are commonly obtained. We attribute
this to the poor quality of contacts.

4. DISCUSSION

4.1. Main Features of Diffusion of P
and B in Si under PPA

As the experimental data show, the formation of
shallow and ultrashallow junctions by diffusion under
PPA has a number of interesting features:
SEMICONDUCTORS      Vol. 36      No. 5      2002
(1) Phosphorus diffuses from PSG into the surface
layer of Si under PPA much faster than in the case of
conventional diffusion. Simplified estimates show that
the stimulated diffusivity in the surface layer is one to
two orders of magnitude higher than in the case of con-
ventional diffusion;

(2) The shapes of P concentration profiles are com-
plex and cannot be described by the conventional error
functions erfz or erfcz; the diffusion depth L(t) and
sheet resistance ρ(t) change with time faster than pro-

portionally to . This indicates that, in the surface
layer of Si, the stimulated diffusion of P proceeds via a
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Fig. 1. Concentration profiles of P in Si after stimulated dif-
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more complex mechanism than the substitutional and
interstitial mechanisms;

(3) It was observed in many experiments that the
stimulation (enhancement) effect manifests itself to a
greater extent under a short-time anneal or at the initial
stage of an anneal with longer duration. This indicates
that the stimulated diffusion is related to the interaction
between nonequilibrium defects and dopant atoms;

(4) The stimulation (enhancement) effect manifests
itself to a greater extent when the heated samples are
exposed to light during annealing.

We took into account all these features when gener-
alizing the mechanisms and models of stimulated diffu-
sion of P and B in Si.

4.2 Mechanisms of Stimulated Diffusion of P
and B in PSG–Si and BSG–Si Systems

In order to explain the obtained results, we will con-
sider the most plausible mechanisms of stimulated dif-
fusion of P and B in PSG–Si and BSG–Si systems,
respectively.

4.2.1 Kick-out and dissociative–vacancy diffu-
sion mechanisms. Even in earlier studies [19–21], it
was shown that, when silicon is oxidized, the diffusion
of B from BSG and P from PSG proceeds much faster
than in the case when there is no oxidation. The
enhancement effect is attributed to the interaction of Si
interstitials (Sii) with impurity atoms (kick-out mecha-
nism) or to the interaction of vacancies VSi with dopant
atoms (dissociative–vacancy mechanism) [4, 5, 19–21].
In the case of the kick-out mechanism, the following
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Fig. 3. Spectral characteristics of photodiodes formed using
PPA (1) and conventional diffusion (2).
reactions accompanied by the recharge of diffusing B
atoms occur [4, 5]:

(1)

(2)

Here, Bi denotes a B interstitial and BS denotes a substi-
tutional B atom.

In accordance with these reactions, it is Si intersti-
tials and recharged B ions that mainly contribute to the
exchange interaction. Their charge state and the recom-
bination of excited charge carriers via diffusing atoms
(Auger process) govern this interaction. It has been
found that the BiVSi complex is a center of symmetry
C3v , which is formed mainly along the [111] axis, and
enhances the diffusion in this direction. This is experi-
mentally confirmed in [4, 5].

In the case of the dissociative–vacancy mechanism,
B atoms interact with vacancies. This interaction can be
described by the following reactions [5]:

(3)

(4)

In accordance with [5], the vacancies  are centers of
symmetry D2d, move mainly along the [100] axis, and
enhance the diffusion of B in this direction. This is also
confirmed experimentally [5].

4.2.2 Dissociative diffusion mechanism. The dis-
sociative diffusion mechanism is based on the concept
of simultaneous interaction of substitutional atoms,
interstitial atoms, and vacancies with each other. Let
their concentrations be NS, Ni, and NV , respectively. The
diffusion equations for these components in the general
case are given in [22] and can be written, using Ni as an
example, as

(5)

where Di is the diffusion coefficient, Z is the charge of
a diffusing atom, Ki is the coefficient accounting for the
change in the concentration of interstitial atoms, Ni0 is
the initial concentration of interstitial atoms, and E is
the electric-field strength. The terms in the braces in
Eq. 5 account for diffusion (gradient) and drift flows,
the terms in the square brackets account for the dissoci-
ation (generation) and association (recombination)
flows of diffusing particles, and the terms in parenthe-
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ses account for the drain of diffusing particles due to
lattice defects.

Equations similar to (5) imply that the diffusion rate
can be governed not only by temperature (T), concentra-
tion gradient (dN/dx), and electric field (E), but also by
the dissociation (generation) and association (recombi-
nation) rates of diffusing particles via the effect of other
factors, such as light (hν), radiation (α, β, γ), and ion
implantation [2, 13]. The excitation of the electron sub-
system and the recharging of substitutional atoms,
interstitials, and vacancies play an important role in this
case. The model based on the dissociative diffusion
mechanism was used to explain the main features of the
gradient diffusion and stimulated diffusion of different
impurities in Si, GaAs, InP, and other semiconductors
[2, 12, 13].

5. MODELS OF STIMULATED DIFFUSION
OF P AND B IN PSG–Si AND BSG–Si SYSTEMS

Different diffusion models have been developed on
the basis of the mechanisms considered above [2, 12,
13, 19–25]. However, concerning the experimental
results we obtained, two models are the most appropri-
ate, namely, the pair vacancy–interstitial diffusion
model [24] and the diffusion model with variable
parameters [2].

5.1 Pair Vacancy–Interstitial Diffusion Model

In order to explain the experimental data on the dif-
fusion of P in Si, we use the pair vacancy–interstitial
diffusion model suggested in [24, 25] with the follow-
ing effective diffusion coefficients:

(6)

(7)

Here, ,  and  are the effective diffusion

coefficients of (P atom)–vacancy (P–V) and (P atom)–
interstitial (P–I) pairs, respectively; C is the concentra-
tion of defects denoted by the relevant subscripts; A =

/  is the parameter that evaluates the

effect of the internal electric field on the diffusion; ni is
the intrinsic concentration of charge carriers; 

and  are the equilibrium diffusion coefficients of

(P atom)–defect pairs (defects are denoted by the rele-
vant subscripts); D(PV) is the diffusion coefficient of
(P atom)–vacancy pairs in the nonequilibrium state;

, , , and  are the relevant recombina-
tion- and generation-rate constants; η = (εF – εc)/kT,

D
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where εF and εc are the Fermi level and the bottom of
the conduction band, respectively;  is the energy

level of the (PV)– complex; and ηi is the reduced Fermi
level in intrinsic Si. The subscripts “eq” and “i” stand
for the equilibrium state and intrinsic Si, respectively.
The concentration profiles C(x) were calculated in [24]
for four different models of pair diffusion: diffusion by
dopant–vacancy pairs, diffusion by dopant–interstitial
pairs, intrinsic diffusion, and diffusion under oxidation.

Comparison of the calculated profiles reported in
[24] with the experimental profiles shown in Fig. 1 indi-
cates that there is better agreement with the first model,
which accounts for the interaction of diffusing dopants
with nonequilibrium vacancies. In addition to this, as
follows from expressions (6) and (7), diffusion can be
governed not only by temperature, but also by other
factors caused by PPA, which affect the Fermi level,
recharging of diffusing particles, and generation
(recombination) rates.

Thus, we may conclude that the stimulated diffusion
of P in the PSG–Si system subjected to PPA proceeds
via the dissociative mechanism with generation of non-
equilibrium vacancies in the surface layer of Si. This
diffusion can be described by the model of the
vacancy–impurity interaction [24] taking into account
(i) the decrease in the formation energy of vacancies at

high dopant concentrations, ∆  = (bV )2, where bV

is the coefficient of proportionality; (ii) the change in
the generation and recombination rates of substitutional

atoms and vacancies,  and ; and (iii) the change
in the Fermi level position η = (εF – εc)/kT due to the
effect of heat and light.

5.2 Diffusion Model with Variable Parameters

It has been found experimentally that the diffusion
of P and B in PSG–Si and BSG–Si systems under con-
ditions of short-time annealing proceeds with variable
parameters [2, 14]. This was demonstrated most clearly
by the precision SIMS measurements [14]. In particu-
lar, it was shown that diffusion of B in a BSG–SiO2–Si
system under RTA is characterized by a time dependence
of the surface concentration N0(t) and by a concentration
dependence of the diffusion coefficient D(N).

We simulated the diffusion of B in Si by numerically
solving the diffusion equation, taking into account the
above-mentioned special features. We used different

functional dependences: Ns = N1exp(a ) and D =
D1exp(1 – x/x0), where Ns is the surface concentration.
Some of the calculated diffusion profiles, which will be
compared with the experimental data from [14], are

ε
P V,( )–

E
V

–
f C

P+

kP/V
f kP/V

b

t
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shown in Fig. 4 (dotted lines, curves 1–3). The experi-
mental and calculated data are in good agreement,
especially for high dopant concentrations (curve 3).

6. CONCLUSION

(i) Shallow and ultrashallow p+–n and n+–p junc-
tions were formed in Si by the diffusion of P from PSG
and B from BSG under PPA with the use of halogen
lamps. The electrical, photoelectric, and optical mea-
surements point to the good quality of the junctions.
However, the efficiency of photocells based on these
junctions depends to a great extent on the diffusion
modes and the quality of ohmic contacts.

(ii) Some features of stimulated diffusion of P and B
in PSG–Si and BSG–Si systems were revealed. The
main features are the increase in the diffusivity by one
to two orders of magnitude compared with conven-
tional diffusion, the complex shapes of concentration
profiles N(x,t), the time dependence of the surface con-
centration Ns(t), and the concentration dependence of
the diffusion coefficient D(N).

(iii) The most probable models and mechanisms
of stimulated diffusion in the surface layer of Si in
PSG–Si and BSG–Si systems subjected to PPA are
considered. For the diffusion of P, it is the vacancy–
interstitial pair model [24] based on the dissociative dif-
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Fig. 4. Experimental [14] (solid lines) and calculated (dotted
lines, curves 1–3) diffusion profiles of B in Si. The calcula-

tions were performed assuming that Ns(t) = N1exp(a ) and
D(N) = D1exp(1 – x/x0).

t

fusion mechanism. For the diffusion of B, it is the
model that takes into account the time dependence of
the surface concentration of B Ns(t) and the concentra-
tion dependence of the diffusion coefficient D(N) or the
D(1 – x/x0) dependence.

(iv) The mechanisms of diffusion of P and B in
PSG–Si and BSG–Si systems subjected to PPA are
rather complex and require further investigation.
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Abstract—The avalanche electron multiplication in a silicon structure with blocked hopping conduction is
simulated for the photon-counting mode. The acceleration of an electron in an electric field that is linearly
dependent on the coordinate, the elastic scattering of electrons by longitudinal acoustic phonons, the inelastic
scattering of electrons by intervalley phonons, and the ionization of impurity centers are taken into account
when considering the motion of an electron. A simple algorithm making it possible to calculate directly the
coordinates of all ionized centers in an avalanche and the probability of N electrons leaving the avalanche if a
single electron has entered the multiplication region is suggested. It is shown that this probability is at its max-
imum in the vicinity of 〈N 〉  (the mean value of the leaving-probability function), which is consistent with exper-
imental data. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The Si:As- and Si:B-based blocked impurity band
(BIB) structures [1–3] have found wide application in
photodetector arrays designed for the wavelength range
of 5–40 µm and in photon counters. When designing
the corresponding photocells for the photodetector
arrays and photon counters, different requirements are
imposed on the arrays and counters with respect to both
the physical parameters and the modes of their opera-
tion. Thus, in a detector array, all the active components
operate at the same read-out voltage; therefore, their
structure ensures a high uniformity of photoelectric
conversion with an ultimately high efficiency of this
conversion. This is attained owing to the fact that the
mode of avalanche multiplication is typically not used
in photodetector arrays and the quantum efficiency is in
the range of 50–80%. In order to obtain an electric
pulse, which can be isolated from the preamplifier
noise in the photon counters, one has to attain a photo-
electric-conversion efficiency that is much greater than
unity. Because of this, the avalanche-multiplication
mode is used in the BIB counters, with the multiplica-
tion factor being equal to M = 3 × 104. To this end, the
concentration of the compensating (in the case under
consideration, acceptor) impurity is increased in the
photoactive layer of a BIB structure. This increases the
electric field in the space-charge region and makes it
possible to attain the required values of the multiplica-
tion factor.

The experimental study of Si:As-based BIB struc-
tures, operating in the photon-counting mode, demon-
strated interesting and important special features of
avalanche processes in these structures [4]. It was
1063-7826/02/3605- $22.00 © 20588
ascertained that large values of the multiplication factor
(M > 104) can be easily obtained in these structures. It
was also found that the variance of charge in the BIB-
structure avalanche initiated by a single photon is much
smaller than the corresponding variance in the ava-
lanches in p–n junctions. Thus, the variance (D) of the
probability function for N electrons leaving the ava-
lanche region [W(N)] if a single photogenerated (or
thermally generated) electron has entered this region
is equal to D < {〈N 〉}, which [5, 6] is not observed in
the p–n-junction avalanches in which the variance
D @ {〈N 〉}.

The result of measuring the noise factor in a BIB
counter is also consistent with the aforementioned spe-
cial feature; this result shows that the noise factor is
equal to unity within the experimental accuracy [7].
The results of measuring the illuminance–current sen-
sitivity in the linear photodetector arrays based on
Si:As BIB structures in the mode of avalanche amplifi-
cation are also consistent with this special feature [8].

The study of the avalanche statistics in a p–n junc-
tion [9, 10] showed that the function W(N) features a
maximum at N = 1. This position of the maximum is
based on the assumption that there is a Poisson distribu-
tion of the number of ionization events in the avalanche
region. The corresponding expression for W(N) (in an
electron avalanche) is written as

(1)

where 〈P 〉  = ln 〈N 〉  is the mean number of ionization
events executed by a single charge carrier in the multi-
plication layer.

W N( ) N P〈 〉–( ) P〈 〉exp 1–[ ] N 1–( ),exp=
002 MAIK “Nauka/Interperiodica”
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Previously [4], the function W(N) for a BIB struc-
ture was determined from the solution to the Kolmog-
orov–Smoluchowski–Chapman equation; i.e.,

(2)

Both expressions (1) and (2) yield the same result with
a maximum at N = 1; this is not surprising since the
Poisson distribution is one of the solutions to the Kol-
mogorov–Smoluchowski–Chapman equation and is
not consistent with experimental data for a BIB struc-
ture.

It was assumed [4] that the special features of the
avalanche statistics in a BIB structure were related to
the non-Markovian process of the avalanche develop-
ment; the corresponding calculations were performed.
The W(N) function was reconstructed using its first four
moments determined from the probability function for
distribution of the path lengths (l) between the ioniza-
tion events W(l). The latter function was determined by
numerical integration of the avalanche-ionization pro-
cess. The function W(N) determined in this manner
indicated that the assumption concerning the non-
Markovian character of the avalanche multiplication in
a BIB structure is correct.

At the same time, the assumption that there is a con-
stant electric field in a BIB structure (this assumption
was used previously [4] when simulating the function
W(l)) is inconsistent with an actual BIB structure and
can result in uncontrollable systematic errors in deter-
mination of W(N) using its first four moments.

Taking the above into account, it is expedient to per-
form a direct simulation of the avalanche electron mul-
tiplication in a silicon BIB structure in the photon-
counting mode taking into account the linear depen-
dence of the electric field on the coordinate. In this
case, the function W(N) can be calculated using the
direct simulation of the avalanche development and
employing averaging over a number of avalanches.
When considering the motion of an electron, its accel-
eration in an electric field, its elastic scattering by lon-
gitudinal acoustic phonons, its inelastic scattering by
intervalley phonons, and ionization of neutral impurity
centers are taken into account. A simple algorithm is
suggested that makes it possible to calculate both the
coordinates of all ionized centers in an avalanche and
the function W(N) describing the probability that N
electrons leave the multiplication region if a single
electron has entered this region.

2. DESCRIPTION OF A BIB-STRUCTURE MODEL

The motion of an electron was simulated in the six-
dimensional coordinate and momentum space. The
scattering mechanisms resulting in the most intense
interactions in n-Si at the liquid-helium temperature
were taken into account [11]. This corresponds to the
operation of an actual BIB structure as a component of
both the photodetector array and as the photon counter.

W N( ) 1 1/ N〈 〉–( )N/ N〈 〉 1–( ).=
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Elastic scattering of an electron by longitudinal acous-
tic phonons is taken into account if the electron energy
E < 47 meV. For the electron energy in the range of
47 meV < E < 81 meV, scattering by the f 2 intervalley
phonons is considered. The value of E = 81 meV is
taken as the threshold ionization energy Eav = (3/2)Ed,
where Ed = 54 meV is the optical ionization energy of
an As atom in Si, for the random distribution of energy
E = Eav – Ed between two electrons after ionization. It
was assumed that, when the electron energy becomes as
high as the ionization threshold, the ionization event
occurs; simultaneously, the coordinate ZI along the axis
parallel to the electric field F was recorded. It is
assumed that electrons do not recombine in the space-
charge region.

The non-Markovian nature of the avalanche ioniza-
tion is taken into account in simulation by introducing
the probability of scattering for each of the aforemen-
tioned mechanisms as a function of electron energy and
also by the law of conservation of this energy in the
course of inelastic scattering (with allowance made for
the phonon energy). Consideration of the probability of
electron scattering is consistent with the accepted pro-
cedures and with the known constants and functions for
silicon, which were reported in detail in [11].

The algorithm for calculating both ionization sites
ZI in an avalanche and the function W(N) involves the
following. A vector is formed, the components of which
are the coordinates of ionization sites ZI in the order of
their appearance when the first electron moves in the
multiplication layer. Once the first electron has left the
multiplication layer, the first component ZI is treated as
the starting point Z0 for the motion of the second elec-
tron and is removed from the vector. The second elec-
tron performs ionization during its motion and supple-
ments the vector with the components ZI, whereas the
third electron (like the second one) reduces the vector
by one (the second) component. It is easy to verify that
this process, if included in the corresponding cycles,
makes it possible to trace all the avalanche branches
without omitting even a single branching point.

3. RESULTS AND DISCUSSION

A typical dependence of the electron energy on the
coordinate parallel to the electric field is shown in Fig. 1.
It can be seen that elastic scattering represented in
Fig. 1 by the condensation of points lying along the
monotonic segments (E ∝  Z2) can only prolong the pro-
cess but does not control the important features of this
process. The determining factor is the ratio between the
probability of generation of intervalley phonons and the
probability of ionization. It can also be seen that the
BIB-structure region with a lower electric field (the first
5 µm) is only slightly involved in the avalanche forma-
tion and can extend the probability function to longer
electron-path lengths.



 

590 SINITSA
The calculated probability of the path length of a
primary electron W(l) as a function of the distance
between the successive ionization points l is shown in
Fig. 2. Averaging was performed over 300 primary
electrons. The form of the function W(l) is qualitatively
consistent with the results reported previously [4].
However, it is easy to verify that the obtained depen-
dence is appreciably more extended to the region of
large values of l, which is primarily related to the linear
dependence of the field on the coordinate and corrobo-
rates the assumption about the significant effect of the
linear electric-field dependence on the coordinate.

The calculated distribution of ionized centers in an
avalanche NI along the coordinate Z is shown in Fig. 3;
this distribution was averaged over a number of ava-
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Fig. 1. Typical dependence of the electron energy on the
coordinate along the electric field in a BIB structure. The
following values of the parameters were used: the concen-
tration of compensating acceptors Na = 3 × 1013 cm–3, the
blocking-layer thickness b = 4 µm, T = 10 K, and the bias
voltage Vb = 2.8 V.
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Fig. 3. Distribution of ionized centers along the avalanche
in a BIB structure.
lanches. It can be seen that the charge, which is gener-
ated in the avalanche owing to ionized impurities, is
formed in the photoactive layer within a micrometer
distance from the blocking layer. This charge becomes
included in the negative feedback of the steady-state
avalanche process and can give rise to an additional
(with respect to the mechanism for the decrease in the
potential in the avalanche region) limitation of the ava-
lanche and its fluctuations, which was considered by
Shadrin et al. [12]

Figure 4 displays the function W(N), determined
using the direct calculation of the number of electrons
in the avalanches. For the chosen values of N , this func-
tion features a maximum located in the vicinity of 〈N 〉
and has the variance D ∝  〈N 〉 .
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Fig. 2. Typical function for the probability of the free-path
length between the impact-ionization events W(l). The
parameters are Na = 2 × 1013 cm–3 and Vb = 2.0 V.
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Fig. 4. The probability function for the N electron leaving
the avalanche if a single electron enters the multiplication
region. The parameters are Na = 5 × 1013 cm–3 and Vb =
2.8 V. Averaging was performed over 64 avalanches.
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The ratios D/〈N 〉  for the range of 〈N 〉  of interest are
shown in Fig. 5. It can be seen that this ratio is smaller
than unity in the entire range under consideration. It is
convenient to express the noise factor in terms of vari-
ance, i.e.,

(3)

It can be seen from formula (3) that, within the accu-
racy of observation, the noise factor FN is equal to unity
for {〈N 〉} > 10. It is only in a completely determinate
avalanche, in which D = 0, that FN is exactly equal to
unity. This result also accounts for the absence of addi-
tional noise as the readout voltage increases and as the
elements of a linear photodetector array are transferred
to the avalanche-multiplication mode [8].

The above results demonstrate that the avalanche
formation in a BIB structure is more determinate com-
pared to a Markovian process; the latter is defined in
terms of two probability functions and ranks next to
purely stochastic processes. The fact that the avalanche
process is substantially non-Markovian may be caused
by a longer (by nearly an order of magnitude) free-path
time between ionization events in a BIB structure com-
pared to the corresponding time in a p–n junction. This
difference is related to a much higher electron energy in
the p–n-junction avalanches. As the interval between
ionization-inducing collisions increases, the processes
involving electrons within this interval affect more and
more the ionization probability. The situation then
resembles that for such a typically non-Markovian pro-
cess as the branching process of growth of a biological
population; the non-Markovian nature of the latter pro-
cess is related to the dependence of the fission probabil-
ity on the age of a species.

FN N2〈 〉 / N〈 〉 2≡ 1 D/ N〈 〉 2.+=

〈 N 〉

0.6

0.4

0.2

0
101

D/〈 N 〉

102 103

Fig. 5. Ratio between the distribution variance D and the
mean number of electrons 〈N 〉  that left the avalanche. The
parameters are Na = 5 × 1013 cm–3 and T = 10 K.
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4. CONCLUSION
(i) The avalanche electron multiplication in a BIB

structure was simulated for the photon-counting mode
with allowance made for the actual dependence of the
electric field on the coordinate along the structure axis.
The calculations were performed for the six-dimen-
sional space of coordinates and momenta. The major
mechanisms of electron interaction with the lattice and
impurities in n-Si at T = 10 K were taken into account.

(ii) The results of calculations show that, in a BIB
structure, the probability of electrons leaving the ava-
lanche W(N) has a maximum located near the mean
value 〈N 〉  for all actual values of the multiplication fac-
tor M in the range of M = (1–3) × 104; it is also shown
that the variance D < {〈N 〉} and the noise factor is
nearly equal to unity. This makes it possible to appre-
ciably increase the signal-to-noise ratio both in the
BIB-based photon counters and in the elements of pho-
todetector arrays by increasing the bias voltage.

(iii) A simple algorithm for the direct evaluation of
the avalanche process is suggested; this algorithm
makes it possible to calculate the function W(N), its
variance, and the noise factor for an avalanche of
charge carriers with a like sign using a computer with
moderate memory size and speed.
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Abstract—Current-tunable diode lasers with a narrow emission line (7–10 MHz) were designed on the basis
of a InAsSb/InAsSbP heterostructure for low-temperature (15–60 K) operation within the range of 3.2–3.4 µm.
It is shown that the fast modulation of radiation frequency can be attained only if the current far exceeds the
threshold value. This is due to the fact that a smooth optical waveguide can be formed only if the concentration
of nonequilibrium charge carriers at the lateral edges of the cavity is in sufficient excess over the threshold. It
is noted that the current-induced increase in the hole concentration near the p region due to a reduction in the
effective lifetime of the carriers in the lasing mode additionally extends the frequency tuning range. The absorp-
tion spectrum of ammonia is presented within the range from 3232 to 3237 cm–1 as measured with the use of
the laser developed. © 2002 MAIK “Nauka/Interperiodica”.
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INTRODUCTION

Current-tunable diode lasers hold much promise for
various branches of modern science and technology.
One of the most advanced up-to-date fields of applica-
tion is the detection of the absorption spectra in gases
with the aim of revealing harmful gas present in the
atmosphere, as well as the study of the vibration–rota-
tion spectra of gas molecules [1–9]. The diode laser is
a valuable tool of molecular spectroscopy, since it facil-
itates the determination of low concentrations of gases
due to its high selectivity and detectivity. Along with
the output intensity, tuning range, and the speed of
response, the spectral line width is one of the most
important parameters of tunable lasers. In our previous
studies [10–12], we proposed a technique for the deter-
mination of the lasing line width in current-tunable
lasers and presented the results obtained for the
InAsSb/InAsSbP-based lasers operating at 60–80 K.
The line width of lasers with a smooth waveguide
induced by the action of the laser radiation is deter-
mined. In lasers of this type, the concentration of non-
equilibrium carriers increases from the midline of the
waveguide towards its edges, thus forming a smooth
waveguide where the light propagates from one cavity
wall to another along the active region width. The line
width of lasers with a smooth waveguide was estimated
at 10–30 MHz. This narrow range of spectral line
widths ∆f obtained for different types of lasers suggests
that the frequency noise, which broadens the lasing
line, is caused by the phenomena connected with the
interaction between radiation and nonequilibrium carri-
ers rather than by the defects existing in the crystal or
1063-7826/02/3605- $22.00 © 20592
in the structure. Fluctuations in the density of nonequi-
librium charge carriers and the related variations of the
refractive index influence the natural frequency of the
cavity and, therefore, the spectral line width. The
dependence of the lasing line width on the laser param-
eters was analyzed with regard for the special features
of lasers with a smooth waveguide. Based on the
expressions derived in [10–12], the calculation of the
line width yields values from 3 to 10 times greater than
those predicted by Henry [13] and Yamada [14]. Con-
sideration of the physical processes taking place in the
tunable lasers with a smooth waveguide of different
geometric parameters suggests a heavy dependence of
the lasing line width on both the concentration of non-
equilibrium charge carriers N and the volume of the
active region [11]. In this study, we measured the lasing
line width for lasers operating at cryogenic tempera-
tures (from 15 to 60 K) and determined the parameters
of lasers which provide minimal line width in the tem-
perature range specified.

EXPERIMENTAL

Most of the diode laser structures based on
InAsSb/InAsSbP double heterostructure were grown
by liquid-phase epitaxy [10–12] on p-InAs crystals
doped with Zn to a density of holes as high as 1019 cm–3.
The geometrical parameters of the structures and the
carrier densities in the layers were chosen in such a way
so as to prevent the freezing-out of the carriers and
ensure laser operation at low temperatures. The narrow-
gap active region with the band gap of 0.4 eV at T = 77 K
002 MAIK “Nauka/Interperiodica”
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and a thickness of 1.1–1.5 µm formed a type-I hetero-
junction confined by two InAsSbP layers (2-µm-thick
each) with a band gap of 0.6 eV at T = 77 K. The elec-
tron density in the undoped region amounted to (2–4) ×
1016 cm–3. The hole density in the Zn-doped p-InAsSbP
boundary layer adjacent to the substrate was ~1019 cm–3,
and the electron density in the Sn-doped n-InAsSbP
was (6–8) × 1018 cm–3. The upper 0.5-µm-thick layer
was doped with Si to an electron density of 1019 cm–3.
After the epitaxial growth, the substrate was thinned
down to 100 µm. Double-grooved mesa-chips with 16-
µm-wide stripes spaced at 500 µm were lithographi-
cally formed. Diode lasers with a 200- to 500-µm-long
Fabry–Perot resonator were produced by cleaving.
Laser chips were mounted on the surface of a special
copper holder [15, 16], which allowed the diode to be
installed into the pumped-out helium cryostat.

The spectral characteristics of the laser structures
were measured, and the dependence of the lasing line
width on the injection current was studied. The experi-
ments were carried out in the temperature range
between 15 and 80 K with the use of a diode laser spec-
trometer described in the previous papers [15, 16]. The
laser under study was placed into a Dewar pumped-out
closed-cycle laser vessel (Laser Photonics, model
L573) functioning in the temperature range from 12 to
100 K. The temperature and the power output were
monitored using the Laser Photonics systems, models
L5820 and L571. A parabolic mirror focused the laser
beam onto the entrance slit of a grating monochromator
used to separate the laser mode to be studied. After
leaving the monochromator, the beam propagated
through a cell with an absorbing gas (e.g., NH3) or
through the Fabry–Perot air etalon, whose natural wave
numbers were spaced 0.026 cm–1. The beam then
passed a KBr window and entered a 40-cm-long cell
filled with the studied gas under a pressure of 1–3 Torr.
The radiation emitted by the current-tunable laser was
detected by an InSb photodiode cooled by liquid nitro-
gen. The electric signal from the photodiode was ampli-
fied by a broadband amplifier.

The absorption spectra were measured as a func-
tion of the injection current being varied linearly for
the time t = 1 min. The range of current from 50–100
to 300 mA was divided in intervals of 50 mA each. The
supply current was modulated by a small sinusoidal sig-
nal with a frequency of 1 kHz. The constantly varying
second derivative of the signal with respect to the time
was recorded using a computer and an SP-530-type
recorder with a lock-in amplifier. The bandwidth of the
photodetecting amplifier ranged from 50 to 80 kHz.

To measure the lasing line width, the tunable laser
was energized by a direct current modulated by a saw-
tooth current with a modulation depth of 3–10 mA and
frequency of 200 Hz. The signal from the photodetect-
ing amplifier U entered the channel of a Le Croy 9361
SEMICONDUCTORS      Vol. 36      No. 5      2002
digital oscillograph (Fig. 1, curve 1). This signal was
fed into the differentiating RC circuit with the time con-
stant of 20 µs. The signal taken from the resistor UR

arrived at the other channel of the oscillograph (Fig. 1,

curve 2). The oscillograph detected the mean signal 
averaged over at least 100 values and its standard devi-
ation 〈U〉  in the extremes of the signals. Two photo-
detecting amplifiers with bandwidths from 10 Hz to
300 kHz and from 50 Hz to 80 kHz were also used.

Let us now dwell on the technique of measuring the
lasing line width and formulate the conditions for its
applicability. The technique utilizes the narrow lines
present in the absorption spectra of the reference gases
and makes use of the capability of the RC-circuit to dif-
ferentiate the low-frequency part of the signal and
transmit its high-frequency part without distortions.
The RC-circuit output voltage UR is related to the input
voltage U by the expression

(1)

where τ = RC is the time constant of the RC circuit. The
lasing frequency f can be represented as the sum of f0,
which continuously varies with the current, and the
term corresponding to the random deviations of the fre-
quency µ due to the variations in current. The random
deviations of the frequency µ are responsible for the
effective width of the lasing line. In view of the Lorent-
zian shape of the lasing line [13], its full width at the
half-maximum ∆f can be found as the doubled standard
deviation of the lasing frequency

(2)
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U' UR' UR/τ ,+=
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Fig. 1. Oscillograms of (1) U(t) signal representing the
absorption spectrum of NH3 and (2) the UR(t) signal after
an RC filter. The inset shows the schematic circuit diagram
of the RC filter.
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The resistor voltage UR also contains the average compo-

nent  and the random quantity Uµ, which allows us to
make the following rearrangement of expression (1):

(3)

When averaging the UR signal at extreme points, the

d /dt value may be considered as zero. Since the
result of averaging random quantities is always zero,
we obtain

(4)

The signals with frequencies below 1/2πτ are sup-
pressed by the RC circuit. Therefore, the term Uµ/τ may
be omitted from the dU/dt signal in the presence of
components with much higher frequencies. Then, for
the random components, we obtain the equation

(5)

which, after integrating and finding the standard devia-
tion 〈µ〉 , allows the determination of the 〈Uµ〉  value. We
have

(6)

Substituting expressions (6) and (4) into (2), we obtain
the expression for the lasing-line width in terms of ,
〈Uµ〉 , and df0/dt in the form

(7)

UR

dU
df
------- d f 0/dt( ) dµ/dt( )+[ ]

=  dUR/dt( ) dUµ/dt( ) UR/τ( ) Uµ/τ( ).+ + +

UR

UR τ d f 0/dt( ) dU/df( ).=

dUµ dU/df( )dµ,=

Uµ〈 〉 dU/df( ) µ〈 〉 .=

UR

∆f 2τ d f 0/dt( ) Uµ〈 〉 /UR.=

1

2
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Fig. 2. Temperature dependences of (1) the lasing threshold
current Ith and (2) the current giving rise to a tunable line
Itun.
In order to eliminate the influence of the amplitude fluc-
tuations, the standard deviation UR was measured not
only at the extreme points (s) but also away from them
(s0), where UR = 0. The sought-for quantity 〈Uµ〉  was
calculated as

(8)

To determine ∆f with a high accuracy requires that there
should be only a few suppressed frequencies included
in the UR signal. In other words, the range of the repro-
duced frequencies should be considerably wider than
the range where the roll-off of the frequencies is
observed. It is required that the lowest frequency of the
amplifier be an order of magnitude lower than 1/2πτ,
lest differentiating by the RC circuit be affected. Fre-
quencies below 1/2πτ are suppressed by the circuit
itself. The frequency cutoff of the amplifier should be
abrupt and exceed 1/2πτ by more than an order of mag-
nitude. When the standard deviation is determined, the
strobe-pulse width should be at least an order of mag-
nitude smaller than τ, lest the deviations Uµ from the

average  be underestimated. When determining the
df0/dt value, we used the known doublet lines of
absorption (Fig. 1), as well as the Fabry–Perot etalon
resonator.

RESULTS

With respect to the lasing spectra, the lasers fall into
two categories: tunable (where the frequency of lasing
depends on the injection current I) and nontunable
(where the wavelength is fixed). Frequency spectra of
nontunable lasers include up to ten lines corresponding
to the longitudinal cavity modes and nearly the same
number of lines related to the transverse spatial modes.
The dominance of the long-wavelength modes over
the short-wavelength ones increases with current. In
nontunable lasers, the cavity length (300–500 µm) is
statistically larger and the active region thickness
(0.8–1.1 µm) is smaller than those in the tunable ones
(200–300 µm and 1–1.5 µm, respectively). In the fre-
quency spectrum of tunable lasers, a set of emitted lines
can only appear at small (from one to three times) or, in
contrast, large (above five times) excess of current over
the threshold Ith. At moderate currents, only one tunable
line prevails. This line is shifted to the shorter wave-
lengths with respect to that prevailing at low currents by
five to seven intermode intervals. The threshold current
giving rise to the tunable line Itun shows a relatively
weaker increase with temperature (Fig. 2, curve 2) than
the lasing threshold current Ith (Fig. 2, curve 1). When
I ≈ Itun, the tunable-line intensity increases due to the
attenuation of the fixed lines. Figure 3 shows the inten-
sity of radiation that passed through the external Fabry–
Perot cavity versus the current. Harmonic oscillations
are not observed for the current ranging from Ith to Itun.
This indicates that there is no frequency tuning at low

Uµ〈 〉 s2 s0
2

–( )
0.5

.=

UR
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currents. A harmonic signal appearing in the range
from Itun to (2–3)Itun indicates that the frequency tuning
of the prevailing short-wavelength line does actually
take place. Increasing the off-axis tilt of the external
cavity results in a shift of sinusoids to the right on the
screen of the oscillograph, which indicates that the
radiation wave number increases with current. The
maximal tuning range (up to 6 cm–1) is attained at the
temperatures T = 15–20 K, which is consistent with the
formulas derived in [10]. With increasing temperature,
the tuning range narrows, which is largely due to the
recommenced generation of the long-wavelength lines.
At T > 70–80 K, single-mode tunable lasing is usually
observed for only the short saw-tooth pulses with a
duration <20 µs and an off-duty factor >50, when heat-
ing of the laser is moderate.

Figure 4 presents the ammonia spectrum doubly dif-
ferentiated with respect to the wave number and mea-
sured at 17.5 K for the current ranging from 110 to
350 µ. Wave numbers of the bands identified are plotted
versus the current in Fig. 5. The resulting calibration
dependence is nearly linear. The same bands were used
to measure the lasing line width. In the experiments
involving amplifiers with different high-frequency cut-
offs (80 and 300 kHz), the line width obtained at equal
currents is the same within experimental error (Fig. 6);
this indicates that the error which the amplifier intro-
duces into the signal measurement is fairly small.
Therefore, the points obtained in the experiments with
either of the two amplifiers can be connected by a sin-
gle curve. The resulting curve represents a polynomial
of the second degree, with a minimum at 270 mA cor-
responding to the half-width of 7 MHz, which is
smaller than that observed previously with similar lasers
at 60 K by a factor of 1.5. Compared to the lasers under
study, the lasers considered previously were character-
ized by a lower density of acceptors in both the sub-
strate and the boundary layer and by a thinner active
region. Their lasing line width was measured at higher
temperatures (T = 60–70 K).

Thus, a rise in the density of holes in the boundary
p layer and an increase in the active layer thickness pro-
vided a single-mode frequency tuning and a narrow las-
ing line at lower temperatures than those at which these
were attained before.

DISCUSSION

According to our experimental results, when the
current slightly exceeds the threshold, both the tunable
and the fixed-wavelength lasers generate a variety of
lines corresponding to the longitudinal and transverse
electromagnetic waves. It was also shown that, with an
increase in the cavity length, not only the new longitu-
dinal but also the transverse modes appear. The most
favorable cavity length for both the longitudinal and the
transverse modes to appear together was determined to
SEMICONDUCTORS      Vol. 36      No. 5      2002
be 500 µm. In this case, the modes are spaced at 24 Å.
With the stripe width of 16 µm, the first transverse
modes are shifted with respect to the longitudinal ones
by the same margin. As a result, the transverse and the
longitudinal modes are generated at the same wave-
length and with equal probability. The transverse
modes hinder the formation of a smooth concentration
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Fig. 3. The intensity of radiation passed through the exter-
nal Fabry–Perot resonator versus the current.
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Fig. 4. Doubly differentiated spectrum of absorption in NH3
measured at 17.5 K.
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waveguide, since they do not lower the density of carri-
ers at the central part of the waveguide. Because of this,
it is highly unlikely that the lasers with a cavity length
of 500 µm can be tunable. Due to the nonlinear scatter-
ing of radiation by the waves of electron density pro-
duced by the lasing mode, the amplification grows at
the long-wavelength and weakens at the short-wave-
length side of each of the lasing modes [17]. In this sit-
uation, an increase in the current gives rise to modes
with progressively larger wavelengths, while the short-
wavelength modes are still produced as before. As a
result, several tens of modes support one another.

At a cavity length between 200 and 300 µm, the
transverse and longitudinal modes are separated by half
of the intermode interval. When the amplification peak
coincides with the longitudinal mode, generation of the
transverse modes is hampered because of insufficient
amplification. A smooth concentration waveguide
appears, where the lateral travelling of light entirely
suppresses the transverse modes. For such a laser, there
should be a range of currents ensuring the single-mode
operation. The lasing frequency is bound to increase
with current due to an increase in the density of the
charge carriers towards the edges of the waveguide,
where the intensity of lasing is low. Low-intensity long-
wavelength modes appearing at large currents may be
connected with heating, which causes a distortion of
the waveguide profile.

Since the jump experienced by the density of non-
equilibrium charge carriers at the cavity edges (which
is a necessary condition for the formation of a smooth
waveguide) is nearly temperature independent and the
threshold density increases with temperature (Fig. 2),
the temperature dependence of Itun should be weaker
than that of the threshold current Ith, which is consistent
with the experimental data (Fig. 2). When the current

Wavenumber, cm–1

I, A

3237
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3235

3234

3233

3232

0.10 0.15 0.20 0.25 0.30 0.35

Fig. 5. Wave number of the laser radiation versus the current
as obtained on the base of the lines identified in the NH3
absorption spectrum (see Fig. 4).
driving a tunable laser exceeds the threshold, the den-
sity of nonequilibrium carriers N increases with current
rather than remaining at its threshold value Nth. It is the
increasing density of the charge carriers that leads to a
decrease in the refractive index n, since ∂n/∂N < 0, and
to the corresponding increase in the eigenfrequencies
of the laser cavity. These considerations allow an
approximate representation of N in terms of variation of
the lasing frequency δf:

(9)

At the same time, fluctuations of N entail fluctuations of
the eigenfrequencies of the laser cavity and, thus,
broaden the lasing line ∆f. With allowance made for the
radiation-induced smoothing of fluctuations in N, the
lasing line width can be expressed as

(10)

where τL/τ0 is the ratio between the carrier lifetimes for
small deviations of N from the equilibrium with (τL)
and without (τ0) the laser radiation and V is the volume
of the active region. Here, the τL/τ0 ratio is also
N-dependent. At low temperature, an intermediate exci-
tation level is realized, since the densities of equilib-
rium and nonequilibrium carriers are close to each
other. For any level of excitation in the active region of
the p-type,

(11)

where N0 is the inverted density of nonequilibrium
charge carriers for the mode generated and Nd is the
density of donors. The quantity in brackets is close to

N N th
δf / f( )n
∂n/∂N

-------------------.–=

∆f τL/τ0( ) f /n( ) ∂n/∂N 8N /V( )0.5,=

τL/τ0 I th N N0–( ) 2N th Nd+( )/ IN th N th Nd+( ){=

× 1 I th N 2N0– N0Nd/N–( )/IN th N th Nd+( )+[ ] } ,
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Fig. 6. Spectral line width versus the current as measured in
the experiments with two amplifiers with a high-frequency
cutoff at (1) 300 and (2) 80 kHz. Solid curve represents the
values calculated according to (13) and the dashed curve,
the result predicted by the Yamada theory [14].
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unity with an accuracy of several percent. Let it be
denoted by B.

For any level of excitation, ∂n/∂N can be approxi-
mated by the formula

(12)

where c is the speed of light; A = 186 cm–1 K–0.5 is the
coefficient characterizing the slope of the absorption
edge in the material of the active region; Fi and Ni are
the Fermi level and the density of nonequilibrium
charge carriers in the conduction band at the population
inversion threshold, respectively; and 1.15 is the coeffi-
cient accounting for the contribution of the plasma
oscillations to the refractive index. Combining formu-
las (10)–(12) yields the lasing line width in the form

(13)

Let us turn to an analysis of formulas (11)–(13). It
follows from formula (11) that τL/τ0 = 1 at I = Ith and
decreases with current, thus promoting the damping of
the random fluctuations of the density of nonequilib-
rium carriers and smoothening the fluctuations of the
refractive index. Formula (12) implies a decrease in
∂n/∂N with the donor concentration because Fi
increases slower than Nd. As a result, the presence of
donors narrows the range of the lasing frequency mod-
ulation. Expression (13) suggests that there are two
main causes for the decrease in ∆f with the lowering of
temperature: one is the decrease in N, and the other is
an increase in I/Ith in the frequency tuning mode. The
latter statement requires special comment. According
to our results [18–20], fast frequency tuning requires
the formation of a smooth waveguide, which appears
owing to the accumulation of nonequilibrium charge
carriers at the cavity edges. To a first approximation, the
excess of additional concentration over the threshold
one is temperature-independent. Hence, it follows that,
since Nth decreases with cooling, the attainment of this
value at lower temperatures requires a greater relative
excess of current over the threshold than that demanded
at higher temperatures. In fact, with a small excess of
current over the threshold, there is no frequency tuning
of the modes generated (see Fig. 3). The tuning sets in
at a fourfold excess of current over the threshold at T =
17.5 (Figs. 2, 3). The considerations presented above
also explain the decrease in this excess with tempera-
ture (Fig. 2).

For the NH3 spectra recorded (Fig. 4), the excess of
current over the threshold was found to range between
4Ith and 13Ith, which, according to expression (6),
allows highly accurate detection of the absorption lines.
Based on these lines, the calibration dependence of the
wave number on the current was plotted (Fig. 5). The
experimental ∆f values (Fig. 6) appeared to be in close
correlation with those calculated from (13) (solid

∂n/∂N  = 1.15cAT0.5 Fi/kT( )
0.5

/ 6π2 f Nd Ni+( )[ ] ,–

∆f 1.15cAT0.5 8NFi/kTV( )0.5I th N N0–( )=

× 2N th Nd+( )/ 6π2n Nd Ni+( )IN th N th Nd+( )B[ ] .
SEMICONDUCTORS      Vol. 36      No. 5      2002
curve) and are an order of magnitude greater than those
following from the Yamada theory [14] (dashed curve).

The tendency of ∆f to decrease with current at small
currents (I < 270 mA) is probably connected with a
reduction in the differential lifetime of the charge carri-
ers τL. The tendency of ∆f to increase with current in the
opposite case (I > 270 mA) may be attributed to the
growth in N, which was previously noted as a typical
feature of the frequency tunable lasers.

We note that an increase in the thickness of the
active region not only favors the narrowing of the lasing
line due to the growing volume of the waveguide but
also promotes the extension of the lasing frequency
modulation range. This may be explained as follows. In
the spontaneous mode, the diffusion length of the elec-
tron–hole pairs is comparable with the thickness of the
active region, whereas, in the lasing mode, it decreases
with current and becomes thinner than the active region,
thus causing a change in the concentration of nonequilib-
rium charge carriers throughout the thickness of the
waveguide. Because of the significantly lower mobility
of holes than electrons, there is an increase in the concen-
tration of nonequilibrium charge carriers near the p
region and a reduction near the n region with respect to
its value in the center of the active region, with the mag-
nitude of the former being considerably greater than the
latter. The resulting increase in the average density of
nonequilibrium carriers entails an additional lowering of
the effective refractive index with a corresponding
increase in the lasing frequency with the current. No
mention of this phenomenon was made previously.
Another consequence it implies is the reduction in the
losses of radiation in the boundary layers due to the
increasing optical-confinement coefficient, which con-
tributes to the lowering of the threshold current and the
narrowing of the lasing line.

CONCLUSION

Thus, a change in the geometrical parameters of the
structure and the concentration of charge carriers in the
layers prevents freezing-out of the carriers and ensures
the operation of the laser at low temperatures. Cooling
of the current-tuned diode laser structure down to 17 K
made it possible to reduce the lasing line width to 7 MHz.
It is demonstrated that the fast frequency modulation of
radiation takes place with a considerable excess of cur-
rent over the threshold, when the change in the concen-
tration of carriers is sufficient to give rise to a smooth
waveguide. The fast frequency tuning of the laser is
conditioned by the concentration-related smooth opti-
cal waveguide appearing both along and across the
structure. An increase in the concentration of holes near
the p region because of a decrease in the effective life-
time of the carriers with current in the lasing mode
results in an additional extension of the frequency tun-
ing range.
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Abstract—The GHz-frequency microwave oscillations of voltage in a no-base p+–p–n+ silicon diode driven by
reverse current with a pulse duration of ~300 ns and a current density of several kA/cm2 were experimentally
observed for the first time. The mechanism of initiation of these oscillations was theoretically considered. The
frequency and the modulation percentage of the microwave oscillations were shown to depend on the current
density and dopant-concentration gradient in the p–n-junction plane. © 2002 MAIK “Nauka/Interperiodica”.
Microwave radiation sources using a reverse-biased
semiconductor diode as the operating element have
been known since the late 1950s [1]. Among devices of
this type, the widest acceptance has been gained by the
avalanche transit-time diodes (ATTDs) and their modi-
fication—the trapped plasma avalanche transit-time
diodes (TRATTDs), which are widely used for generat-
ing microwave oscillations in the range from several
GHz (TRATTDs) to tens of GHz (ATTDs). The opera-
tion mechanism of such oscillators is based on the phe-
nomenon of ionization breakdown of a semiconductor
induced by an intense electric field and the formation of
a current–voltage phase difference during the drift of
charge carriers in the transit region, which provides a
negative resistance of the diode. A distinguishing fea-
ture of the principle of operation of these devices con-
sists in the fact that an external overvoltage pulse is nec-
essary for initiating the ionization breakdown. In the
ATTDs, a high-frequency electric field is used for this
purpose. In combination with the constant-bias field,
the high-frequency field gives rise to the breakdown of
the diode at each period of oscillations of the external
field. In the TRATTDs, the ionization breakdown
occurs when the triggering pulse, which is generated by
an external resonator circuit, arrives at the diode. Nota-
bly, the current flows through both an ATTD and a
TRATTD in the pulse mode, and the current-pulse
duration is shorter than one half-period of generated
oscillations.

However, the high-frequency oscillations can also
be observed in the diodes which were not specially
designed for this purpose. For example, in study [2], the
authors observed the relaxation microwave oscillations
of voltage with a frequency of ~0.3 GHz in the case of
the breakdown of abrupt-recovery drift diodes at the
stage of generation of a reverse-voltage pulse.

In this study, we discovered continuous microwave
oscillations of voltage with a GHz frequency in a sili-
con no-base diode. The oscillations arose when the
reverse current, with a duration of hundreds of nanosec-
1063-7826/02/3605- $22.00 © 20599
onds and with a density of several kiloamperes per
square centimeter, flowed through this diode. In this
case, the internal processes in the diode generating
oscillations are independent of feeding external voltage
pulses into the diode and depend only on the reverse-
current magnitude.

In this experiment, we used a diode assembly con-
taining four series-connected silicon p+–p–n+ structures
produced by diffusion technology from lightly doped
n-Si with a resistivity of 50 Ω cm. The length of each
semiconductor structure was equal to L = 270 µm, the
cross-sectional area was 0.26 cm2, and the p–n-junction
depth amounted to 135 µm. In this structure, the p+, p,
and n+ regions were formed by diffusion of boron, alu-
minum, and phosphorus, respectively. Distributions of
these dopants in the structure are illustrated in Fig. 1.
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Fig. 1. Dopant profile of the semiconductor p+–p–n+ struc-
ture. The solid curve represents the donor distribution, and
the dashed curve represents the acceptor distribution.
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The key feature of this structure is the lack of a lightly
doped base with a constant dopant concentration. In
such a structure, the uncompensated-dopant distribu-
tion near the p–n junction is almost linear with the high
concentration gradient (for the structure shown in Fig. 1,
it is 8 × 1018 cm–4). As a result, the breakdown voltage
is much lower in this structure than in conventional
diodes with a lightly doped base and amounts to ~300 V
per p–n junction; the depletion-region width is ~10 µm.

The experimental circuit is shown in Fig. 2. The
preliminarily charged capacitor C with a capacitance
of 20 nF was discharged through the inductance L of
0.4 µH and the spark gap P; the resulting reverse-cur-
rent pulse was fed to the diode D. The current-pulse
parameters were specified by values of L and C in the
circuit and were close to the short-circuit mode because
the reverse resistance of the diode D was much lower

than the wave impedance  ≈ 4.5 Ω of the circuit.
The initial capacitor voltage varied from 2 to 12 kV, and
the current pulse through the diode was sinusoidal with
a half-period of approximately 290 ns and with an
amplitude ranging from 400 A to 2.2 kA. The highest
reverse-current density in the diode was as high as
8.8 kA/cm2.

The diode voltage was measured by a broadband
resistive voltage divider R2/R3 with a rise time shorter
than 200 ns. The broadband characteristic of the divider
was provided by the partial shielding of the resistor R2
[3]. The resistor R3 was represented by 50-Ω input resis-
tance of the broadband signal attenuator. For recording
the pulse shape, we used a Tektronix TDS-684B digital
oscillograph with a bandwidth of 1 GHz and the highest
sampling rate fd = 5 GHz (5 pixel/ns). The current
through the diode was detected using a 0.55-Ω low-
inductive resistive shunt with an inherent rise time of
2 ns (the shunt is not shown in Fig. 2).

In the experiments, we found that the high-fre-
quency oscillations of voltage across the diode were
observed if a current flowed through the reversely con-
nected diode. A diode-voltage pulse duration coincided
with the first half-period of current and amounted to
~290 ns. Typical oscillograms of pulses of voltage
across the diode D are shown in Fig. 3 for various time
sweeps and a current amplitude of 2.2 kA. The general
shape of the diode voltage for the first half-wave of cur-

L/C

∅
P

D

L

C

R1

R2

R3

Oscill.

U+

Fig. 2. Experimental circuit.
rent is shown in Fig. 3a. In this oscillogram, the high-
frequency oscillations are represented in the form of
chaotic noise at the quasi-flat part of the voltage pulse
owing to an insufficiently high sampling rate (1 GHz)
of the oscillograph. In Figs. 3b and 3c, we show the
oscillograms at the time sweeps which provide the
highest sampling rate (5 GHz) for this type of oscillo-
graph. As can be seen from these oscillograms, the shape
of the oscillations is almost sinusoidal. The greatest span
in the observed oscillations amounted to ~370 V, and the
period was nearly 860 πs.

In order to explain the discovered effect, we con-
sider the processes occurring in the semiconductor
structure (see Fig. 1) when a reverse current flows
through it. For describing the dynamics of motion for
electrons and holes, we use the particle-balance equa-
tions

(1)

where t is the time; x is the coordinate along the diode
axis; n is the electron concentration; p is the hole con-
centration; sn and sp are the electron and hole fluxes,
respectively; and G is the bulk rate of generation of car-
riers.

With allowance made for diffusion and drift in the
electric field, the expressions for sn and sp have the form

(2)

where Dn = 40 cm2/s and Dp = 12 cm2/s are the diffusiv-
ities, while Vn(E) and Vp(E) are the drift velocities of
carriers in the electric field E.

The dependences Vn(E) and Vp(E) must account for
the saturation effect for the drift velocities in high elec-
tric fields. In this study, we used the interpolation for-
mulas for Vn(E) and Vp(E) in silicon taken from [4]; i.e.,

(3)

where Vns = 107 µm/ns and Vps = 83 µm/ns are the sat-
uration velocities for electrons and holes, Ens = 7 kV/cm
and Eps = 18 kV/cm are the field strengths above which
the constant-mobility approximation ceases to be true,
and βn = 1.11 and βp = 1.21 are the fitting coefficients.

The volume rate of generation of carriers depends
on the ionization processes

(4)

∂n
∂t
------

∂sn

∂x
-------+ G, ∂p

∂t
------

∂sp

∂x
--------+ G,= =

sn Dn
∂n
∂x
------– Vn E( )n, sp– Dp

∂p
∂x
------ V p E( )p,+–= =

Vn E( ) Vns

E/Ens

1 E/Ens( )
βn+( )

1/βn
-------------------------------------------,=

V p E( ) V ps

E/Eps

1 E/Eps( )
βp+( )

1/βp
--------------------------------------------,=

G E( ) αn E( )n Vn E( ) α p E( )p V p E( ) ,+=
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where

(5)

are the coefficients of ionization by electrons and holes;
and An = 7.4 × 105 cm–1, Bn = 1.16 × 106 V/cm, Ap =
7.25 × 105 cm–1, and Bp = 2.2 × 106 V/cm are the
approximation parameters [5].

The electric field in the p–n-junction plane was calcu-
lated from the equation for the total current j(t) = jd + jc,
where j(t) is the current density flowing through the
diode, jd = ε∂E/∂t is the displacement-current density,
jc = e(sp – sn) is the conduction-current density, ε = 1.0 ×
10–12 F/cm is the permittivity of silicon, and e is the ele-
mentary charge. Outside the p–n junction, we used the
Poisson equation for calculating the field

(6)

where ρ(x) is the space charge; N(x) = ND(x) – NA(x);
and ND(x) and NA(x) are the donor and acceptor con-
centrations, respectively. Equation (6) was solved using
direct integration with respect to the coordinate x, and
the field at the p–n junction calculated by the above
method was chosen as the starting value.

In what follows, it is shown that nonequilibrium
plasma exists only near the p–n junction and does not
extend from it by more than several tens of micrometers
(see Figs. 6–8) if the reverse-current densities are on the
order of several kA/cm2 for the parameters of the semi-
conductor structure shown in Fig. 1. For this reason, we
chose a narrow region, x1 < xp – n < x2, around the p–n
junction, where xp – n is its coordinate and the electron–
hole plasma is considered to be in equilibrium outside
this region.

The voltage across the p+–p–n structure was deter-
mined from the formula

(7)

where Ucont = UTln[ND(L)NA(0)/ ] is the contact
potential difference, UT = 26 mV is the thermal poten-
tial, ni = 1.4 × 1010 cm–3 is the intrinsic carrier concen-
tration in silicon, and L is the structure length. The elec-
tric field in the highly doped regions 0, x1, and x2, L, was
calculated from the current-flow condition in the equi-
librium p+–p–n+ structure with allowance made for only
the drift component of the current, while we used the
exact solution for the set of Eqs. (1)–(6) in the x1–x2
region. The total diode voltage was calculated by mul-
tiplying the number k of series-connected structures by
the voltage Ud = kUp – n across each of them.

αn E( ) An Bn/ E–( ),exp=

α p E( ) Ap Bp/ E–( ),exp=

ε∂E/∂x ρ x( ) e p x( ) n x( )– N x( )+[ ] ,= =

U p n– Ucont E x( ) xd

0

x1

∫ E x( ) xd

x1

x2

∫ E x( ) x,d

x2

L

∫+ + +=

ni
2
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The current flow in the electric circuit was calcu-
lated on the basis of a set of the Kirchhoff equation 

(8)

The calculations were carried out for the above values
of capacitance and inductance of the circuit and for an
initial capacitor voltage equal to 6 kV. The results of
solving the complete set of Eqs. (1)–(8) are shown in

LdI/dt UC Ud I t,( ), CdUC/dt– I .–= =

1.00 GHz

0

(a)

(b)5.00 GS/s

0

5.00 GS/s

0

(c)

Fig. 3. Oscillograms of voltage across the diode D with
various time sweeps and sampling rates: (a) 50 ns/divi-
sion, 1 GHz; (b) 10 ns/division, 5 GHz; and (c) 2 ns/divi-
sion, 5 GHz. The vertical sweep is 185 V/division.
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Figs. 4–8. We show the general pattern of oscillations
of the diode voltage in Fig. 4 and several periods on an
enlarged scale in Fig. 5. As a whole, the process of gen-
eration of voltage oscillations appears as follows. Near
the lowest voltage (dot 1 in Fig. 5), the p+–p–n+ struc-
ture is filled by a residual electron–hole plasma. The
reverse current flowing through the diode removes the
plasma from the structure, and the field amplitude rises
near the p–n junction (Figs. 6, 7).
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Fig. 4. Calculated time dependence of the voltage across the
semiconductor structure (the light gray curve) and the cur-
rent density through this structure (the solid black curve).
The dashed curve represents the short-circuit current den-
sity. The dark gray curve represents the voltage calculation
with allowance made for the oscillograph bandwidth of
1 GHz and the sampling rate fd = 5 GHz.
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Fig. 5. Time-extended calculated dependence of voltage
across the semiconductor structure (the solid line). The dots
in the curve and the numbers near these dots denote the
moments of time for which the spatial distributions of the
electric field and the concentrations of electrons and holes
in the structure are shown in Figs. 6–8. The dashed line rep-
resents the voltage calculated with allowance made for the
oscillograph bandwidth of 1 GHz and the sampling rate fd =
5 GHz. The triangles in this curve correspond to the
moments of time at which the signal is sampled by the oscil-
lograph.
When the field strength exceeds the ionization
threshold Ebr ≈ 300 kV/cm, the local breakdown of the
semiconductor occurs. The field-rise time up to the
breakdown can be estimated from the following reason-
ing. After the p–n junction becomes free of plasma,
only the displacement current flows through the junc-
tion and determines the rate of the field increase
dE/dt = j/ε ≈ –4 × 1015 V/cm s. For such rates of increase,
the electric field attains the ionization threshold in a time

(9)

Estimate (9) is somewhat low because the time neces-
sary for removing the plasma from the p–n junction is
ignored; however, formula (9), as a whole, adequately
yields an order of magnitude of the value τ1 (see Fig. 5).

Up to the moment of the onset of intense-ionization
(Fig. 7), the region to the right of the p–n junction turns
out to be free of the electron–hole plasma. To the left of
the junction, in the p-region, the concentration of carri-
ers becomes appreciably lower than the equilibrium
one. Therefore, the space charge near the p–n junction
is primarily formed by charged impurities. Because
the dopant profile is almost linear (with the field
dN/dx(xp – n) = 8 × 1018 cm–4 for the p+–p–n+ structure
shown in Fig. 1) in the region of the p–n junction, the
field near this junction is given by

(10)

where ∆x = x – xp – n is the distance from the p–n junc-
tion, and ∆t is the time elapsed from the onset of the
avalanche ionization. From (10), we can obtain the fol-
lowing estimate of the depletion-region width:

In this case, the structure voltage amounts to the value
~Ebr∆xbr ≈ 300 V, which is much lower than the break-
down voltage for conventional diodes with base ~1 kV.

As time elapses, the avalanche-ionization region
expands at a velocity whose value can be obtained from
(10) as

where xfr(t) is the position of fronts of the avalanche-
breakdown region. The velocity dxfr/dt decreases grad-
ually and becomes equal to the carrier saturation drift
velocity of ~100 µm/ns within ~20 ns. By this time, the
ionization region increases up to a size of 2xfr ≈ 6 µm.
Thus, at the initial stage of the avalanche development,
the breakdown dynamics is close to the TRAPATT
(trapped plasma avalanche triggered transit) operation
mechanism and to the mode (the so-called trapped-
plasma mode [1]) when the generated electrons and

τ1 εEbr/ j 100 πs.≈=

E ∆x ∆t,( )

=  Ebr– j∆t 0.5 ∆x( )2
edN /dx xp n–( )+[ ] /ε,+

∆xbr

2εEbr

edN /dx xp n–( )
----------------------------------- 10 µm.≈=

dx fr

dt
----------

j
2tedN /dx xp n–( )
----------------------------------------,=
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holes have no time to leave the rapidly expanding ion-
ization region.

After completion of the intense-ionization phase,
the diode passes to the stage of removal of the nonequi-
librium carriers from the breakdown region. Because
the ionization region is shifted towards the n+ region
(Fig. 7), the drift-stage duration depends on the transit
time of holes through the space-charge region of ~10 µm
(Fig. 8). This time is independent of the value of the
flowing current because the carriers move with the sat-
uration velocities, and, by its order of magnitude, it is
equal to the ratio between the drift-region size and the
particle velocity, which amounts to τ2 ≈ 100 πs. It
should be noted that weakly mobile and almost quasi-
neutral plasma is generated in the ionization region and
is removed from the diode at the field-increase stage
(Figs. 6, 7). As a whole, the process of plasma outflow
to the highly doped regions of the p+–p–n+ structure is
similar to the passage of carriers through the drift
region of the avalanche transit-time diode.

After removal of the carriers, the electric field in the
vicinity of the p–n junction begins to increase and the
process is repeated. As a result, continuous oscillations
of voltage arise in the diode with the period τ = τ1 + τ2,
which steadily decreases with increasing current density.
The characteristic oscillation frequency f = 1/τ amounts
to several GHz: for the current density j = –26 kA/cm2

(for τ = 50 ns) (see Fig. 4), f = 2.2 GHz, while f =
3.8 GHz for j = –4.3 kA/cm2 (for f = 100 ns).

Using the above characteristic values for the field
and the oscillation frequency, we can estimate the
power of the microwave component of the signal. In our
case, the power associated with pulsations of electromag-
netic-field energy VE∂(εE2/2)/∂t, where VE ≈ 10–4 cm3 is
the volume of the region occupied by the electric field
in the structure, amounts to ~10 kW per p–n junction.
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with the position of the p–n junction.
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For comparison, it should be noted that the most pow-
erful TRATTDs irradiate power on the order of 0.2 kW
per p–n junction [6] with an efficiency of 25%. It
should also be noted that high values of the voltage
modulation percentage are characteristic only of the
structures with higher doping gradients in the region of
the p–n junction. The calculations performed for the
structures with lower gradients show that the break-
down voltage grows and the modulation percentage of
the microwave oscillations decreases when the gradient
decreases. This is associated with the fact that the
region of localization of the nonequilibrium carriers in
the structure with a sloping dopant profile increases,
and the plasma generated as a result of ionization has
no time to flow out into heavily doped regions of the
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100.13 ns (dot 2 in Fig. 5).
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diode. As a result, the carrier profile begins to resemble
the distribution of electrons and holes for the case of
steady-state breakdown upon which a weak modulation
wave is superimposed. In other words, a decrease in the
doping gradient of the structure leads to formation of
the modulated-breakdown mode in the diode and to
suppression of the microwave component in the signal.

Because we used a measuring circuit with a band-
width of 1 GHz and a sampling rate fd = 5 GHz in the
experiment for detecting the high-frequency signal, the
measured signal considerably differs from the calcu-
lated one (Fig. 3 and 4). To estimate the effect of mea-
suring equipment on the microwave component of the
signal, the calculated signal was transmitted through a
numerical low-frequency filter with a transfer function
of the L–R-chain type and a bandwidth corresponding
to that of the oscillograph (1 GHz). The results of such
a simulation are shown in Figs. 4 and 5. It can be seen
from these figures that the measuring circuit reduces
the amplitude of the microwave signal by a factor of
approximately four. In addition, the finite sampling rate
leads to an appreciable distortion in the carrier frequency
of the high-frequency oscillations. Such an effect is the
consequence of the frequency-superposition principle:
the observed frequency fm = mod[f/(0.5fd)] = 1.3 GHz for
a signal frequency of 3.8 GHz and the sampling rate of
5 GHz (Fig. 5). As a whole, the results of simulating the
detection system yield values of voltage amplitude of
microwave oscillations (~100 V per p–n junction) and
the signal frequency (~1 GHz) that correspond to those
obtained in the experiment. However, for the precise
measurement of the frequency and the amplitude of the
oscillations, it is necessary to use measuring equipment
with a better time resolution.

Thus, in this study, we discovered continuous
microwave oscillations driven by reverse-current flow
through a silicon no-base diode. The major distinction
of the mechanism of these oscillations from that of the
generation of microwave oscillations in known semi-
conductor oscillators based on avalanche transit-time
diodes and their modifications consists in the follow-
ing. For the ATTDs, the physical factor initiating the
mechanism of avalanche ionization is the field of the
external microwave. In the TRATTDs, an external volt-
age pulse is also used to induce ionization breakdown.
In our case, the mechanism for generating oscillations
requires no external factors. The factor determining the
most important parameters of the high-frequency oscil-
lations—the frequency and the modulation percent-
age—is the reverse-current density.
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