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Abstract—Phase diagrams of GaAs (001) surface structures were used to calibrate sensors of the substrate
temperature and As flux in molecular-beam epitaxy systems. The sublimation temperature of amorphous layers
of As adsorbed on GaAs was measured. It was shown that this temperature is constant and does not depend on
the rate of substrate heating, layer thickness, or the degree of vacuum in the system. The sublimation tempera-
ture of amorphous As can be used as a reference point to calibrate the substrate temperature in the range of low
growth temperatures. © 2002 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The use of molecular-beam epitaxy (MBE) to grow
GaAs layers with preset parameters requires accurate
determination of the temperature of a substrate (Ts) and
the flux density of As incident on the substrate. The
problem of accurately measuring these parameters has
existed since the inception of MBE, and it still remains
urgent.

The widely used methods of measuring Ts (optical
pyrometry and the use of a thermocouple that has no
direct contact with a substrate) have a number of seri-
ous drawbacks. One of the major drawbacks of optical
pyrometry is that it can be used only in a limited tem-
perature range. Commercial infrared (IR) pyrometers
make it possible to reliably measure temperatures no
lower than 400°C [1]. In addition to this, the accuracy
of IR pyrometers depends on how accurately the emis-
sivity of the object of measurement is determined.
Therefore, in order to increase the accuracy of pyromet-
ric measurements, the measuring instruments should be
systematically calibrated.

One of the drawbacks of the thermocouple method
is the significant difference between thermocouple
readings and actual substrate temperatures. This differ-
ence can be as large as 150°C [2]. Therefore, as in the
case of pyrometry measurements, a thermocouple
should be calibrated in order to accurately measure the
substrate temperature.

In order to calibrate thermocouples and IR pyrome-
ters, reliably determined temperatures of some pro-
cesses are used. Among these are (1) the melting of sub-
stances deposited on the substrate surface (for example,
the melting temperatures Tm of InSb and In are 525 and
163°C, respectively) and (2) the formation of eutectics
Al–Si (at 577°C) and Al–Ge (at 424°C). However, this
technique cannot be used under the conditions of radi-
1063-7826/02/3608- $22.00 © 20837
ative heating of a substrate. There is an increase in light
absorption in areas where substances are deposited,
which results in significant local overheating of the
substrate [3]. Most often, the temperature at which an
oxide layer evaporates from a GaAs substrate is used to
calibrate Ts. Before carrying out MBE, it is necessary to
thermally clean the substrate surface. The process of
thermal cleaning is monitored by reflection high-
energy electron diffraction (RHEED). This makes it
possible to calibrate each substrate. One of the draw-
backs of this technique is the heavy dependence of the
sublimation temperature of the oxide on the method of
its formation and on the period of time during which the
oxidized substrate is stored. The oxide sublimation
temperature can range from 515 to 640°C [3, 4].

Recent intensive studies of GaAs grown at low
(below 300°C) temperatures (LT GaAs) have revealed
another drawback that is inherent to all the above-men-
tioned methods. Namely, none of these methods makes
it possible to accurately determine Ts in the temperature
region below 350°C.

A flux of As in any MBE system is commonly mon-
itored by a vacuum ionization gauge. However, it is a
rather difficult task to derive the values of flux density
from ionization gauge readings. Therefore, the value of
the equivalent pressure in an As flux is usually reported
in the literature, rather than the value of the flux itself.

In this study, we suggest a method for evaluating
both the As flux incident on a growth surface and the Ts
value in MBE systems. The proposed method is based
on phase diagrams (PDs) of GaAs (001) surface struc-
tures (SSs). It is shown that the temperature of subli-
mation of amorphous As from the substrate surface is
250 ± 2°C. This value is constant and can be used as a
reference point to determine the substrate temperature
in the temperature range below 350°C.
002 MAIK “Nauka/Interperiodica”
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Table 1.  Expressions used to describe the position of boundaries in the static PD of a GaAs (001) surface

Transition Expression

c(4 × 4)  (2 × 4) JAs4 = 5.25 × 1034exp(–3 × 105/8.31Ts)
(2 × 4)  (3 × 1(6)) JAs4 = 8.25 × 1034exp(–3.5 × 105/8.31Ts)
(3 × 1(6))  (4 × 2) JAs4 = 7.25 × 1031exp(–3.19 × 105/8.31Ts)

Note: JAs4 is the As4 flux density (molecules cm–2 s–1); Ts is the substrate temperature (in K).

     
     

      

Table 2.  

 

Expressions used to describe the position of boundaries in the dynamic PD of a GaAs (001) surface

Growth rate of GaAs,
monolayers/s Boundary between SSs Expression
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DETERMINATION OF ARSENIC FLUX
AND SUBSTRATE TEMPERATURE USING 

SURFACE PHASE DIAGRAMS
OF GALLIUM ARSENIDE (001)

The PD of a GaAs (001) surface subjected to MBE
shows areas where SSs exist. The position of bound-
aries between SSs depends only on Ts and the densities
of incident fluxes. This makes it possible to use the PD
of the GaAs (001) surface to calibrate sensors of tem-
perature and As flux in MBE systems.

Let us consider how to determine the Ts and the As
flux density using PDs of GaAs (001).

We previously obtained [5] static PDs (for the case
when only an As flux is incident on the surface) and
dynamic PDs (both As and Ga fluxes are incident) using
direct measurements of the substrate temperature and
incident fluxes. The position of boundaries between
SSs in the static and dynamic PDs can be described by
expressions obtained in [5]. These expressions are
listed in Tables 1 and 2 for static and dynamic (the
growth rate is 0.95 monolayers/s) PDs, respectively.

The As flux can be monitored either by the position
of a shutoff valve (if a valve source of As is used) or by
readings of an ionization vacuum gauge. The gauges
are either installed on the walls of the vacuum chamber
or clamped on manipulators and thus can be placed in
the As flux. In any case, there is a relation between the
As flux and the valve position or the readings of the
vacuum gauge. The problem is how to derive this rela-
tion. The same problem arises when Ts is measured: it
is necessary to determine the relation between temper-
ature sensor readings and actual substrate temperatures.
The value of Ts can be monitored by a pyrometer and/or
a thermocouple at the substrate heater (the value of a
current passed through the heating element can also be
used if there is no thermocouple).

In order to determine these relations for any MBE
system, the phase diagram of the GaAs (001) surface
should be plotted on the basis of experimental data. The
measured values of the As flux density and Ts should be
plotted on the axes. A GaAs substrate can be mounted
on the manipulator heater in any convenient way. In
order to increase the calibration accuracy, the location
of boundaries between all SSs on the static PD should
be determined for as wide a range as possible for As
flux densities and Ts values. In the case of the dynamic
PD, it is sufficient to determine the location of the
boundary between any two SSs and one value of the
growth rate. By rescaling the X and Y axes, the obtained
PDs can be unambiguously related to the PDs plotted
using the expressions from Tables 1 and 2. This makes
it possible to determine the relations between the read-
ings of sensors of flux density and temperature and the
actual values of these quantities.

Figure 1 shows an example of bringing into corre-
spondence the SSs obtained for a Katun’ MBE system
with SSs, which was plotted using the expressions from
Tables 1 and 2. A thermocouple (that was not in direct
contact with a substrate) was used to measure Ts. The
As flux was measured from the position of the As
source valve.

When the size of a substrate and the method of its
mounting change, the thermal parameters of the
holder–heater system change as well. This requires the
recalibration of Ts. It is much easier to make a new cal-
ibration when the relation between the readings of a
vacuum gauge and the actual values of As flux are
known. In this case, it is sufficient to determine the tran-
sition temperature for one pair of SSs in the static PD
SEMICONDUCTORS      Vol. 36      No. 8      2002
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(for one known value of As flux) and then to correct the
calibration of 

 

T

 

s

 

 using this point. The use of several
such points increases calibration accuracy.

Thus, the method of phase diagrams can be used to
determine the As flux density and 

 

T

 

s

 

 in growth cham-
bers of MBE systems, including those that have no sen-
sors for directly measuring these parameters. The val-
ues of 

 

T

 

s

 

 and As flux density can be determined by this
method with an error of 

 

±10°C and ±20%, respectively.
The authors of [6] suggested using the temperatures

of transitions between SSs on GaAs (100) as reference
points for the calibration of thermocouples. It was
found that, if a substrate is heated at a rate of 1 K/min,
the transitions between SSs from c(4 × 4) to (2 × 3),
from (2 × 3) to (2 × 4), from (2 × 4) to (3 × 6), and from
(3 × 6) to (4 × 2) occur at Ts = 354, 395, 500, and 549°C,
respectively. This technique has the following signifi-
cant advantages: the method of heating (radiative or
conductive) does not affect the transition temperature;
there is no need to deposit other substances on the sub-
strate surface; each substrate can be calibrated before
the growth; and the RHEED technique (conventional
for MBE systems) can be used to observe transitions.
One of the drawbacks of the suggested technique is the
influence of the rate of substrate heating on the transi-
tion temperature, which was observed in [5]. Modern
tools for heating control make it possible to easily main-
tain the preset heating rate; therefore, the temperatures of
transitions between SSs in the absence of incident fluxes
can be used for the rapid determination of Ts.

DETERMINATION OF THE TEMPERATURE
OF SUBLIMATION OF AMORPHOUS ARSENIC 

FROM THE SUBSTRATE SURFACE

Passivation of surfaces of structures by depositing
layers of amorphous As on them is widely used in the
production of semiconductor devices (see, for example,
[7]). Many authors reported the value of 250°C as the
temperature of sublimation of an amorphous As layer
from the substrate surface. This fact, together with the
simplicity of deposition of amorphous As layers on
substrates in III–V MBE systems, prompted us to study
the sublimation of amorphous As from the surface of
GaAs in order to use the value of the sublimation tem-
perature for the calibration of Ts in the temperature
range below 350°C.

Experiments were carried out in an updated PMA-12
(Shtat) MBE system. Semi-insulating GaAs (001) sub-
strates were used. The surface condition and the pro-
cesses of deposition and sublimation of amorphous As
were monitored by RHEED.

The substrate was mounted on a special-type holder
(Fig. 2). A thermocouple, mounted on the holder, was
in good thermal contact with the substrate. The latter
was installed on a massive Mo base using indium. In
accordance with the data reported in [8], the difference
in the temperatures of the thermocouple and substrate
was less than 0.2°C.
SEMICONDUCTORS      Vol. 36      No. 8      2002
                                        

In all experiments, in order to obtain an atomically
smooth surface, a buffer GaAs layer of thickness in the
range of 0.1–0.5 
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m was grown on the GaAs substrate.
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Fig. 1.

 
 Correlation between a PD of GaAs (001), obtained

in experiments in a Katun MBE system, and a PD, plotted
with the use of expressions from Tables 1 and 2. Dots,
squares, and triangles mark experimentally obtained bound-
aries between SSs; solid lines indicate the boundaries
between SSs, which were plotted using expressions listed in
Table 1; and the dashed line indicates the boundary between
(3 

 

×

 

 1) and (2 
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4) SSs, which was plotted using an expres-
sion from Table 2.
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period of 3–5 min, all features in the diffraction pattern
disappeared and a uniform diffuse background arose
which was stable in time. Then, the flux of As2 mole-
cules was switched off; the As source was cooled; and,
after the pressure of residual gases in the growth zone
was reduced to about 10–7 Pa, the substrate was heated.
The sublimation temperature of As was determined
from the appearance of diffraction features in the
RHEED pattern. In the experiments, different exposure
times of the substrates to As2 vapor and different (from
4 to 20 K/min) heating rates were used. Under all
experimental conditions, the sublimation temperature
of As was constant and equaled 250 ± 2°C.

The fact that the sublimation temperature of As does
not depend on the heating rate and layer thickness is
probably caused by the phase transition that occurs at
250°C between amorphous (black) As and As in one of
the crystalline phases (gray As). During this transition,
the saturated-vapor pressure of As above the crystalline
phase can greatly exceed that above the amorphous
phase. This results in the fast sublimation of As from
the substrate surface at 250°C. As is known, the phase
transition between black and gray As occurs at 270°C
under normal conditions [11]. The disagreement
between the data in the literature and our results may be
due to the fact that we determined the temperature of
the phase transition in vacuum.

When radiative heating is used, the calibration of the
temperature sensor should be carried out taking the fol-
lowing into account. The deposition of a thick (greater
than 50 nm) layer of amorphous As on a substrate
makes the substrate absorb radiation more intensively
from the manipulator heater. This may result in a large
error in determining Ts.

Figure 3 shows calibration curves for a thermocou-
ple positioned on a substrate heater in a Katun’ MBE

300 400
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500 600 700

400

500

600
1
2

Substrate temperature, °C

Thermocouple reading of substrate heater, °C

Fig. 3. Calibration curves for a thermocouple on a manipu-
lator heater in a Katun MBE system; the curves were
obtained from a PD of GaAs (001) (solid line) and from
transitions between SSs without As flux and sublimation
point of amorphous As (dashed line). Squares (1) corre-
spond to the temperatures of transitions between SSs and a
triangle (2) corresponds to the sublimation temperature of
amorphous As.
system; these curve were obtained using either PDs
(solid line) or transitions between SSs without an As
flux or sublimation point of amorphous As (dashed
line). The experiments were carried out on a GaAs
(001) substrate mounted on a Mo holder with the use of
In. As can be seen, there is good agreement between the
calibration curves obtained by these two methods. Such
agreement cannot be obtained in the low-temperature
range without using the sublimation temperature of
amorphous As. Therefore, the calibration obtained using
transitions between SSs and the sublimation point of
amorphous As can be used to determine Ts. Then, the
sensor of the As flux can be calibrated using PDs of
GaAs (001). In order to do this, it is sufficient to plot a
boundary between two neighboring SSs in the static PD.

CONCLUSIONS

The results of this study show that the substrate tem-
perature and As flux density in MBE systems can be
determined using PDs of GaAs (001) surface struc-
tures. The substrate temperature can be measured with
an error of ±10°C, while the As flux density can be
measured with an error of ±20%. The sublimation tem-
perature of amorphous As deposited on the surface of
GaAs was measured. It was shown that this temperature
is constant and does not depend on the heating rate, the
thickness of the deposited layer, or the degree of vac-
uum in the MBE system. Therefore, this value can be
used as a reference point to calibrate the substrate tem-
perature in the region of low growth temperatures.
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Abstract—For the first time, a contactless local photoacoustic technique based on the spectroscopy of laser
beam deviation was used to estimate maximal values of elastic shear strains ϕ0 in micrometer-sized surface
regions of Si and GaAs; the values obtained fall in the range of 10–5 < ϕ0 < 10–4. The development of irreversible
inelastic processes in the surface layers of semiconductors subjected to a series of focused laser pulses under
photoinduced quasi-static strains ϕ > ϕ0 is demonstrated. Studying the diffuse and Raman scattering of light
near the thresholds ϕ0 suggests that the early stage of the inelastic cyclic strain photoinduced in the surface lay-
ers is accompanied by the generation and spatial redistribution of point rather than extended defects (e.g., dis-
locations). A number of threshold values, such as the photoinduced increase in the temperature and the mean
shear stresses that appear in the surface layers of Si and GaAs samples exposed to local submicrosecond radi-
ation, are estimated. The physical nature of the low-threshold effects is discussed. © 2002 MAIK “Nauka/Inter-
periodica”.
INTRODUCTION

A variety of photoacoustic methods, including those
involving totally reversible elastic strain of the surface
[1, 2], for the nondestructive diagnostics of the surface
layers of solids are well known. Along with this, special
attention should be drawn to the controllable irrevers-
ible processes that can develop in inelastically strained
irradiated surface layers of semiconductors. In our
opinion, the most practically important of these pro-
cesses are the laser-induced formation of point defects
and, likely connected with this, the development of
more sizable surface damage.

The most attractive aspect of the dosed laser effects
is the possibility of controlling the photoinduced strain
by varying a number of the parameters of pulsed laser
radiation. As was previously shown [3–5], the pulse
power fluences W suitable for such an effect range from
the linear reversible photoacoustics region (the lower
thresholds W0) to the values that cause uncontrollable
damage processes with an abrupt decrease in the reflec-
tivity of the surface (the upper thresholds Wd). The
number of pulses N used for the local laser-induced
effects also plays an essential role.

The method of photothermal straining of the surface
(PTSS) [2] was used to demonstrate that the multiple
(N ≥ 106) photoinduced inelastic strain of semiconduc-
tors (Ge, In0.53Ga0.47As/InP) [3, 4] and metals [3, 5]
results in heavy local damage, in other words, catastro-
phes. At the final stage of damage under the action of a
series of submicrosecond irradiations, microcraters as
1063-7826/02/3608- $22.00 © 0841
deep as several microns [6, 7] appear on the surface
within a single-mode Gaussian spot (with the radius
ω ≈ 10–100 µm) if the energy density W exceeds a rel-
atively small threshold value W0 ≈ 0.1 J/cm2. It should
be noted that, at N > 106, in the conditions of a “size”
effect [8, 9], the thresholds W0 and Wd are close to each
other [3] and the range of W values that are suitable for
the controllable inelastic processes is narrow.

It is natural that, in order to clarify the mechanisms
behind the photoinduced catastrophes, one should
study the initial (rather than the final) surface changes,
which occur long before the visible sites of damage
appear at the surface, i. e., far from the thresholds Wd.
The results of such studies may be of use for scanning
laser microscopy of semiconductor materials and struc-
tures, for the analysis of the low-threshold degradation
of semiconductor devices operating in the mode of
pulse-repetitive local Joule heat release, as well as in
cases when strains and thermal stresses appear in semi-
conductor microwave structures operating in the milli-
meter wavelength region [10, 11].

The initial stages of inelastic photoinduced strains
in semiconductors (at W ≈ W0 and N ≤ 103) were inves-
tigated by electrical (field effect) [12] and optical (pho-
toluminescence of the adsorbed molecules, light scat-
tering) [13] methods. In the vicinity of the elasticity
deformation thresholds ϕ0(W0) ≡ (dUz/dr)max, where Uz
is the normal displacement of the surface and r is the
distance from the center along the beam radius [2], a
considerably enhanced point defect formation was dis-
2002 MAIK “Nauka/Interperiodica”
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covered at the actual germanium surfaces near the
Ge/GeO2 interfaces [12, 13].

This study contributes to the investigation of the ini-
tial stages of microplasticity in semiconductors; in par-
ticular, the lower thresholds W0 of inelastic strain for-
mation in the Si and GaAs surface layers are measured
by PTSS technique, as well as by the diffuse and
Raman scattering (RS) methods.

EXPERIMENTAL

As experimental samples, we used (111)-faced
high-resistivity (ρ ≈ 2–4 kΩ cm) dislocation-free n-Si
single crystals doped with phosphorus and Gunn-type
n–n+-GaAs structures consisting of a 2.4-µm-thick film
with an electron concentration n ≈ 1016 cm–3. The crys-
tals were grown by liquid-phase epitaxy on the (100)
surface of a heavily doped (n+ ≈ 1018 cm–3) substrate
with a thickness of ~250 µm. The GaAs surfaces were
preliminarily cleaned [7]; the silicon samples were
etched in a CP-4 fluorine-containing etchant [14].

Similarly to [12, 13], the scanning laser beam (λ =
0.53 µm, 2ω ≈ 70 µm, τ ≈ 0.4–0.5 µs) was incident on
the ~(20 × 5 × 0.25)-mm sample surfaces and pro-
duced irradiation zones corresponding to different
energy densities at the center of the incident laser
beam W [mJ/cm2] = E/πω2, where E is the total energy
of the pulse. After that, each zone (with an area of ≈5 ×
3 mm2) obtained through scanning and characterized
by a certain number of irradiation events N ≤ 103 was
studied by Raman and diffuse scattering of light meth-
ods according to the technique outlined in [13]. Fur-
thermore, the PTSS method [2–4] was used to measure
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the W-dependences of the intensity of a probing beam
reflected specularly from the semiconductor surface
and the maximal (in time t and along the radius r of the
beam) elastic surface strains ϕ = (dUz/dr)max, which
attained their maximums ϕ0 [3] at the thresholds W0.

RESULTS AND DISCUSSION

As an example, Fig. 1 presents the results of study-
ing the Si samples by PTSS and diffuse scattering of
light methods. Similar to the case with Ge [12, 13], at
small W such that W < W0 ≈ (130–140) mJ/cm2, one can
easily notice the existence of an elastic (or quasi-elas-
tic) range of the irradiation dose at which the quasi-
static (slow) strains dUz/dr(r, t) induced at the semicon-
ductor surface are still reversible (up to N ≥ 108 [2, 3])
and increase almost linearly with W up to the threshold
ϕ0 ≈ 6.5 × 10–5 (Fig. 1, curve 1). The diffuse component
of the scattered light remains constant and relatively
small (≈10–3) since the defect-formation processes in
the elastic strain range considered (corresponding to
the linear photoacoustics W < W0) still have a low effi-
ciency [1–3] (Fig. 1, curve 2). Upon exceeding the
threshold strain (dUz/dr)max > ϕ0(W0), the development
of inelastic processes sets in at the Si (and GaAs) sur-
face layers and, similar to the case of Ge [3, 13], at N >
106 and the threshold values Wd, an abrupt drop of the
reflectivity Rp occurs, thus indicating a rapid degrada-
tion of the surface-layer structure (Fig. 1, curve 3).

The relatively smooth rather than abrupt growth of
the diffusive scattering at W > W0 is worth noting (Fig. 1,
curve 2). Such behavior of the scattering intensity may
be associated, as in the case of Ge [13], with a gradual
accumulation of microplastic changes at the initial stages
(N ≤ 103) of the inelastic photoinduced strain. Note in
this context that the shape of curves 2 and 3 in Fig. 1 near
the thresholds W0 primarily depends on whether the ini-
tial (curve 2, N ≤ 103) or the final (curve 3, N > 106) stages
of the inelastic change are considered.

A possible origin of the above-mentioned distinc-
tions is illustrated by Fig. 2, from which it is seen that,
at N ≤ 103, a considerable energy gap should exist
between the lower threshold of inelastic strain W0 and
the energy density Wd corresponding to profound sur-
face damage. In this case, at the energy densities within
the range W0 < W < Wd, one should expect fairly smooth
(and, hence, controllable) changes in the characteristics
of the modified layer (Fig. 1, curve 2). In the other
mode, when N > 106–107, the transition from an elastic
(W0) to a damaging (Wd) action should be rather sharp,
implying the fast development of considerable changes
at W > W0 (Fig. 1, curve 3). The distinctions indicated
above can be attributed to the known phenomenon of a
decrease in the values Wd with N and their asymptotic
approach to the lower thresholds W0 at N  ∞ [3, 6,
8, 9, 15] (Fig. 2).

As a result of the Raman studies on the silicon sam-
ples subjected to laser radiation with an energy density
SEMICONDUCTORS      Vol. 36      No. 8      2002
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in the range W ≈ (10–250) mJ/cm2 < Wd, we obtained a
Raman line with a nearly constant spectral position ν ≈
520 cm–1 and a half-width ν1/2 ≈ 4 cm–1, both corre-
sponding to those of the optical phonons of single-crys-
tal Si with low dislocation density. At constant parame-
ters ν and ν1/2, an increase in the Raman line intensity
did not start until W ≥ 240 mJ/cm2. Note that one result
of the intensive generation of dislocations in silicon
would be a considerable broadening of the Raman sig-
nals due to the influence of the local inhomogeneous
fields of compression and tension, which are necessar-
ily present near the extended defects [16]. In our case,
the absence of such a broadening of the Raman signal
supports the conclusion previously suggested by the
electrical [12] and luminescence [13] studies of germa-
nium that, at the initial stage (N ≤ 103) of the photoin-
duced inelastic strain and at a temperature below the
brittle point, the main role in the modification of the
semiconductor surface layer is played by point-defect
formation and the redistribution of point rather than
extended defects [15, 17].

The table lists the values of ϕ0 and W0 measured for
Si, GaAs, and some other semiconductor materials and
structures. Silicon proved to be the most stable against
cyclic strain in the micrometer-thick (ω ≈ 10–100 µm)
surface layer. It should be noted in this context that sil-
icon features not only higher values of ϕ0 and W0 com-
pared to those previously obtained for germanium [13],
but also displays radically different behavior in its
Raman spectra (see above). Recall that, in germanium,
which has a significantly higher initial (at W = 0) con-
centration of defects [14, 17], a change in the Raman
spectra was observed in both the elastic (quasi-elastic)
and elastoplastic modes and, in line with the “vacancy
pump” model [17], was associated [13] with the possi-
bility of an effective cyclic migration of the point
defects from the surface to inherent sinks (microinclu-
sions, dislocation loops, nanopores). Such migration is
apparently hampered in dislocation-free single-crystal
silicon, which is characterized by a structure of greater
perfection. According to our data, the changes in the
Raman spectra are not directly related to the strain
thresholds ϕ0 and appear more readily (i.e., at lower W)
in the surface layers with an initially higher concentra-
tion of defects. Note also that, apart from the inherent-
defect factor, the presence of stressed interfaces in het-
erostructures (e.g., thin-film In0.53Ga0.47As/InP samples
[3]) may also lead to a reduction in the strength of the
active semiconductor layers (see table).

Along with the experimental values of the critical
strains ϕ0 ≡ (dUz/dr)max, the table also presents the max-
imal possible (attained at the threshold W0) surface

shear strains  = /ω, where  is the amplitude of
the so-called “quasi-one-dimensional” normal dis-
placements of the surface corresponding to conven-
tional thermoelasticity and an ideal “instantaneous”
(i.e., reproducing the laser pulse shape) surface heat
source with a Gaussian distribution along the r axis, as

ϕ0' U0' U0'
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calculated by the method described in [5, 18] (variation
of this technique for bulk characteristics can be found
in [19, 20]). As one might expect [18], the quasi-one-
dimensional configuration of the normal displacements
is not realized in full measure in our experimental
space-and-time conditions mainly due to the lateral
(parallel to the surface) diffusion of heat; however, the
estimates  (which are obviously larger than ϕ0 [5] in
the sense specified) comply with the experimental val-
ues ϕ0 within one order of magnitude.

In view of the qualitative correlation obtained
between  and ϕ0, it turns out to be possible to esti-
mate [3–5] the maximal values of the photoinduced
local heating ∆Tmax (at the center of the laser beam, at
the inelastic strain threshold) and the mean shear
stresses σ0 that arise in the surface layers at the thresh-
olds W0 on the assumption of the ideal heat source spec-
ified above. The estimated maximal values are listed in
the table. It should be emphasized that, at rather low
(though inhomogeneous over the radial cross section of
the beam) heating ∆T, the shear stress σ0 in the surface
layers attains several megapascals and, as was shown
previously for germanium [12, 13], is sufficient to ini-
tiate point-defect generation near the insulator/semi-
conductor interfaces in a fairly thin (and, hence, low-
strength) oxide layer on the actual semiconductor sam-
ple surfaces; i. e., the cyclic shear stresses σ > σ0 can no
longer be considered small in this context.

Thus, we applied a method of contactless photother-
mal surface strain (PTSS) [2, 3] to study the lower
thresholds (10–5 < ϕ0 < 10–4) of inelastic strain initiation
in silicon and gallium arsenide samples under the repet-
itive laser irradiation of their surface regions, which are
micrometer-size. Silicon turned out to be the most
resistant to pulsed periodic photoinduced shear strains
and stresses (see table). Relatively low values of the
local laser-induced heating ∆Tmax ≈ (10–100)°C corre-
spond to considerable shear stresses in the surface lay-
ers σ0 ≥ (106–107) N/m2, which can give rise to point-
defect formation at the initial stage of the repetitive

ϕ0'

ϕ0'

20

1

4 6

2

3

4

log N

Wd/W0

Fig. 2. Qualitative dependence of the threshold Wd (in W0
units) in metals and semiconductors on the number of laser
pulses N [3, 6, 8, 9, 15].
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Thresholds of the inelastic photoinduced strain formation in the surface layers of semiconductors under multiple local pulsed
laser irradiation (λ = 0.53 µm, τ ≈ 0.5 µs, N ≥ 106, 2ω ≈ 70 µm)

Material

Thresholds

Experiment Calculation

W0, mJ/cm2 ϕ0 ≡ (dUz/dr)max ∆Tmax, °C σ0, N/m2

Si 130–140 6.5 × 10–5 1.1 × 10–4 50 4.0 × 106

GaAs 100–105 5.5 × 10–5 9.7 × 10–5 50 3.3 × 106

Ge* 65–70 4.7 × 10–5 9.0 × 10–5 30 2.0 × 106

In0.53Ga0.47As/InP 35–40 3.5 × 10–5 – – –

Note: W0 is the threshold energy density at the center of the incident beam, ϕ0 is the maximal shear elastic strain,  is the threshold strain

corresponding to the “quasi-one-dimensional” mode of the surface displacements [5, 18], ∆Tmax is the maximal (at W = W0) photo-
induced heating of the semiconductor at the initial stage of inelastic changes, and σ0 is the mean value of the threshold subsurface
stresses. The data on Ge and In0.53Ga0.47As/InP structures are reproduced from [3] for the sake of comparison.

ϕ0' U0' /ω=

ϕ0'
(N ≤ 103) inelastic (W > W0) deformation of the surface
layer without producing additional heavy damage (the
extended defects) in the crystal lattice. This is likely
due to an increase in the concentration of the point
defects produced and the development of instabilities
[21], so that the further growth of W or N may result in
the spatial redistribution of the point defects and their
transformation into extended structures in the surface
layer, which manifest themselves in the observed
enhancement of the diffuse reflectivity of the surface.
This gives evidence of the defect–deformation nature of
the low-threshold phenomena that take place at the ini-
tial stage of the inelastic changes.
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Abstract—Reactions of annealing of A centers (VO) and complex centers consisting of interstitial carbon
atoms and substitutional carbon atoms (CiCs) in n-Si irradiated with fast electrons or 60Co gamma quanta were
analyzed. The kinetics of isochronous annealing of the above centers was evaluated. By comparing the results
of calculations with published experimental data, which were obtained by measuring the concentration of cen-
ters with the level Ec – 0.17 eV in the course of isochronous heat treatment of irradiated n-Si, the dissociation
energy E for the CiCs complex was estimated at 1.10 ± 0.05 eV. The activation energy for annealing of this cen-
ter was found to be equal to  ≈ 2.0 eV. The dissociation energy for the A center was estimated at EA =

1.94 eV. © 2002 MAIK “Nauka/Interperiodica”.

EaCiCs
The fabrication of silicon-based semiconductor
devices is accompanied by a number of technological
treatments, including irradiation. It is of interest to
know the electrical parameters of defects introduced by
irradiation into the silicon bulk.

When silicon is irradiated with fast electrons or 60Co
gamma quanta, electrically active defects are intro-
duced into the crystal bulk. The most important of these
defects are the complexes consisting of a silicon
vacancy and either an oxygen atom VO (the A centers)
or a donor VD (the E centers), divacancies (VV), or car-
bon-containing centers: interstitial carbon atoms Ci and
the complexes composed of interstitial carbon and
either substitutional carbon (CiCs) or interstitial oxygen
(CiOi). The CiCs and VO complexes introduce acceptor
levels in the vicinity of Ec – 0.17 eV, and, thus, it is dif-
ficult to differentiate between these complexes using
electrical measurements. For example, the level at Ec –
0.17 eV that was observed by Vasil’ev et al. [1] was
assumed to belong to the A center. The Ci and CiCs cen-
ters introduce the acceptor levels at Ec – 0.12 eV and
Ec – 0.16 eV, respectively [2, 3].

According to Medvedeva et al. [4], radiation defects
with a level at Ec – 0.17 eV are annealed out in two
stages: at T = 200–240 and 300–380°C. The CiCs com-
plexes and the A centers are annealed out at the first and
second stages, respectively. The kinetics of annealing
of the A centers was studied in detail by Svensson and
Lindstrom [5]; the experimental data on the isothermal
heat treatment of silicon irradiated with 2-MeV elec-
trons were used to determine the activation energy for
annealing of the A centers: EaA = 2.27 eV.
1063-7826/02/3608- $22.00 © 0845
In this study, we compared the results of calculat-
ing the kinetics of annealing of defects in silicon with
experimental data that were obtained in the course of
the isochronous heat treatment of n-Si irradiated with
fast electrons or gamma quanta and we determined the
dissociation energies for the CiCs complexes and A
centers.

We first consider the annealing reaction for the CiCs
complexes. We assume that the reaction proceeds via
dissociation of the complex into its constituents with
subsequent migration of the released interstitial carbon
atom over the crystal; i.e.,

(1)

where  is the rate constant of this reaction. Thus,
we have

(2)

where  is the concentration of complexes and t is
time.

Boyarkina [6] suggested that it is possible to define
the rate constant for the dissociation reaction of the
CiCs complexes as

(3)

where k is the Boltzmann constant,  is the dissoci-

ation energy for the CiCs complex, and  is the

CiCs Ci Cs,+
νCiCs

νCiCs

dNCiCs

dt
--------------- νCiCs

NCiCs
,–=

NCiCs

νCiCs
ν0

ECiCs
– WCiCs

el–

kT
----------------------------------,exp=

ECiCs

WCiCs

el
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energy contribution of the electronic subsystem of the
crystal to the reaction rate,

(4)

Here,  = 0.16 eV and  = 0.12 eV are the ion-
ization energies for the CiCs and Ci centers in n-Si,

respectively; and  and  are the probabilities of
finding these centers in the negatively charged state.
The preexponential factor ν0 in expression (3) is
defined as (see formulas (1.30), (1.21), and (1.6) in [7])

(5)

WCiCs

el εCiCs
f CiCs

– εCi
f Ci

– .–=

εCiCs
εCi

f CiCs

– f Ci

–

ν0 θDCi
θD0CiCs

WCi
–

kT
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–
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Fig. 1. Dependences of concentration of defects with a level
at Ec – 0.17 eV on the temperature of a 30-min isochronous
heat treatment of irradiated n-Si. The lines represent the
results of calculations, and the dots correspond to experimen-
tal data [4]. (a) The phosphorus concentration is NP = 5 ×
1013 cm–3, the oxygen concentration is NO = (6–9) ×
1017 cm–3, and the carbon concentration is NC = (1–5) ×
1016 cm–3; the sample was irradiated with 60Co gamma
quanta at room temperature (see Fig. 1 in [4]). (b) NP = 5 ×
1014 cm–3, NO = (1–3) × 1016 cm–3, and NC ≈ NO; the sample
was irradiated with fast electrons at 0°C (see Fig. 3 in [4]).
Here, θ depends on the vibration frequency of the
components of the complex and on its size and mass;

 is the diffusion coefficient of the released carbon

interstitial atom; and  is the activation energy for

the migration of this atom. According to [8],  =

0.87 eV, whereas it was earlier stated that  = 0.77 ±
0.05 eV [1].

Thus, we obtain the following expression for the
rate constant of reaction (1):

(6)

The activation energy for annealing of CiCs com-
plexes can be calculated as

(7)

The kinetics of annealing for the A centers is defined
by the following equation:

(8)

The concentration of defects D0.17(N0.17), whose
level is in the vicinity of Ec – 0.17 eV, is equal to the
sum of concentrations of the CiCs ( ) complexes
and the A centers (NA). The kinetics of annealing of the
D0.17 defects is described by the equation

(9)

We determine the dissociation energy for the CiCs

complex by comparing the calculated data on the kinet-
ics of annealing of the D0.17 defects with the data
obtained in the experiments with isochronous heat
treatment of n-Si irradiated with electrons or gamma
quanta. As a result of this comparison, we determined
the dissociation energy for the CiCs complex:  =
1.10 ± 0.05 eV

In Fig. 1, we show the dependences of N0.17 on the
temperature of the isochronous heat treatment of irradi-
ated n-Si; these dependences were calculated by solv-
ing Eq. (9). It was assumed that the annealing of the
CiCs center occurs by the decomposition of this center
into the substitutional carbon Cs and interstitial carbon
atom Ci, which migrates through the crystal with an
energy of  = 0.87 eV. The dissociation energy for
the CiCs center was assumed to be equal to 1.05 eV
(Fig. 1a) and 1.13 eV (Fig. 1b). The annealing-activa-
tion energy for the A center was assumed to be equal to
2.27 eV. The dots represent the experimental data
obtained using the isochronous heat treatment of n-Si
irradiated with 60Co gamma quanta (see Fig. 1a) and
4-MeV electrons (see Fig. 1b). Agreement between cal-
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culated curves and experimental data supports the
assumption that the dissociation energy for the CiCs

complex is  = 1.10 ± 0.05 eV.

The activation energy  for annealing of the
CiCs center, on the assumption that this complex
decomposes into its constituents (7), is equal to 1.10 +
0.87 + 0.02 = 1.99 eV ≈ 2.0 eV.

Knowing the activation energy for annealing of the
A center EaA, we can estimate the dissociation energy
for this center EA in the following manner. We assume
that an A center is annealed out by decomposing into an
interstitial oxygen atom Oi and a vacancy V, which
migrates through the crystal; i.e.,

(10)

Then, similarly to (7), we have

(11)

Therefore,

(12)

where EA is the dissociation energy for the A center;

(13)

is the energy contribution of the electronic subsystem
of the crystal to the rate of reaction (10); and

(14)

is the migration energy of the released vacancy. After
simple algebraic transformations, we obtain

ECiCs

EaCiCs

A Oi V .+vA

EaA EA W A
el WV .+ +=

EA EaA W A
el WV ,––=

W A
el εV2 f V

–– εA f A
–+=

WV WV
–– f V

–– WV
0 f V

0+=

W A
el = 0.39 10 5–×– 0.17 3 10 3–××+

=  0.51 10 3–  eV,×
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Thus, the dissociation energy for the A center is
equal to EA = 1.94 eV.
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Abstract—The results of the investigation of the initial stages of growth of diamond island films, which were
formed by hot-filament chemical-vapor deposition on optically polished crystalline silicon, are reported.
Atomic force microscopy was used to study the evolution of islands, formed at the initial growth stages, during
annealing. It was found that at the initial growth stages the island density changes due to the coalescence of
closely spaced islands. Then, after the islands increase in size up to the critical value, Ostwald ripening of the
islands sets in. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In the last 20 years, considerable progress in the
technique of growing diamond polycrystalline films by
chemical-vapor deposition (CVD) has been attained
[1]. The use of different modifications of CVD made it
possible to form films with a high diamond-phase con-
tent on different substrates. Much attention is now
being paid to the formation of diamond and diamond-
like films on silicon substrates for field-emission cath-
odes [2]. As was noted in [3], diamond films grown on
silicon substrates consist of hemispherical diamond
islands of a few microns in size and have the highest
emissivity and most uniform distribution of emissive
centers. Since the field-emissive properties of films
depend on their phase composition, surface density, and
island size, the investigation of the growth mechanisms
of island films is a necessary stage in the development
of methods for manufacturing field-emission cathodes
based on diamond films [4, 5].

It is worth noting that, in most studies of the initial
stages of growth of diamond films on silicon, much
attention was commonly paid to the effect of substrate
pretreatment on the density of diamond nucleation cen-
ters [6] and to the phase composition of diamond nuclei
[7, 8]. The mechanisms of interaction between islands
have been virtually unexplored.

In order to determine the mechanisms of growth of
diamond island films at the initial stages, we investi-
gated the interaction between carbon islands on crystal-
line silicon using the technique suggested in [5]. We
studied the evolution of the size and surface density of
carbon islands, formed at the initial stages of diamond-
1063-7826/02/3608- $22.00 © 20848
film growth, during isothermal annealing in the absence
of an external source of carbon.

2. EXPERIMENTAL

Diamond island films were formed by hot-filament
chemical-vapor deposition (HFCVD) from a hydro-
gen–methane mixture [9] at 850°C. The content of
methane, the gas pressure in the reactor, and the gas
flow rate were 1%, 48 Torr, and 500 cm3/min, respec-
tively. The growth duration ranged from 15 to 30 min.
Optically polished Si(100) substrates were used. In
order to study the mass transport mechanism, films
were annealed in an Ar flow at 850°C, i.e., at the same
temperature at which HFCVD was carried out. In order
to suppress evaporation of material from the substrate,
the Ar pressure was chosen as 760 Torr. Annealing was
carried out in a quartz cell; the annealing time ranged
from 1 to 61 hours. Samples were temporarily extracted
from the cell in order to carry out measurements, and
then the annealing was continued.

The morphology of the film surface at the initial
growth stages was analyzed using a Burleigh ARIS-3500
atomic-force microscope (AFM) with an ARIS-3005
scan module. We used the constant-force mode (a force
of 5 pN was applied to the probe). In this mode, the ver-
tical and horizontal resolutions were about 0.1 and 1 nm,
respectively. The images of the diamond film surface
were computer-processed using a software package
that made it possible to determine the average island
size and surface density. Raman spectra were recorded
using a Ramanor U-1000 monochromator. An Ar laser
002 MAIK “Nauka/Interperiodica”
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with a wavelength of 488 nm was used as a source of
excitation light.

3. RESULTS AND DISCUSSION

The following stages of the heteroepitaxial growth
of diamond films are commonly considered as the ini-
tial ones: incubation period, formation of diamond
nuclei, final stage of nucleation, and incorporation of
nuclei into crystallites [6].

During the incubation period, a set of carbon islands
is formed on a substrate [4, 10]. It was shown in [11]
that both islands consisting of sp3 carbon (diamond
phase) and islands consisting of sp2 carbon (graphite
phase) are present. During the growth, a structural
phase transition from sp2 carbon to sp3 carbon is possi-
ble [12]. Since the size of the islands is less than the
critical value, they are not stable. At the nucleation
stage, diamond islands increase in size due to their coa-
lescence, the adsorption of carbon from the gas phase,
and the migration of carbon atoms over the substrate
surface. When a diamond island reaches a critical size
(i.e., the island becomes stable), it turns into a diamond
nucleus [13]. During the next growth stage (final nucle-
ation stage), the diamond nuclei increase in size and
crystallize [6]. The authors of publications on HFCVD
refer to the density of submicrometer islands at this
growth stage as the density of diamond nucleation cen-
ters, suggesting that in the course of time these islands
increase in size and form a continuous polycrystalline
diamond film [4].

Figure 1 shows AFM images of C islands after
15-min growth, unannealed (Fig. 1a) and subjected to
61-h annealing (Fig. 1b). As can be seen, due to the
annealing, the islands increase in size, their shape
becomes smoother, and the density of islands
decreases. Since AFM measurements do not make it
possible to distinguish diamond from graphite and
amorphous C, the phase composition of the observed
islands remains unknown. At the same time, the com-
plex use of different measurement methods (Raman
spectroscopy and X-ray diffractometry) is not very
effective during the initial growth stages because the
thickness of the objects under investigation is small.
Figure 2 shows the dependence of the average height
and density of islands on the annealing time. As can be
seen, the average island height ranges from 5 nm for an
unannealed sample to 22 nm for a sample annealed for
61 hours. The surface density of islands decreased in
the course of annealing from 3.5 × 109 to 1 × 109 cm–2.

The experimental data indicate that the morphology
of the film surface changes during the annealing as fol-
lows. At some initial moment (approximately after a
10-h annealing), the density of islands drastically
decreases. Then, the density of islands decreases at a
lower rate. Such behavior is typical of island films.
Thus, at the initial moment, when the density of islands
is high, they coalesce (merge), whereupon Ostwald rip-
SEMICONDUCTORS      Vol. 36      No. 8      2002
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(a)
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X : 4242.40 nm Y : 4287.70 nm

Fig. 1. AFM images of C islands formed after 15-min
growth on a silicon substrate (a) before and (b) after anneal-
ing at 850°C for 61 h.
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ening (OR) of islands sets in. This dependence of the
density of islands on the annealing time is in good
agreement with the data reported in [5]. The essence of
OR is that the islands, forming a set, interact with each
other via a generalized diffusion field. The islands
whose radii exceed some critical value increase in size
in the generalized field, while those with radii below

10 µm

Fig. 3. Optical microscopy image of diamond island film
after 8-h growth.
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Fig. 4. Raman spectrum of diamond island film after an 8-h
growth.
the critical value dissolve. Under the OR, a universal
distribution of islands over their sizes arises. If the sys-
tem in which OR occurs contains several phases or dif-
ferent chemical compounds with common components,
not only does relaxation of the excess surface energy
occur but there is also evolution of the phase composi-
tion of the islands. The islands of thermodynamically
stable phases increase in size, absorbing material from
less stable compounds.

The authors of [5] developed a theory that made it
possible to plot phase diagrams of island films formed
during OR. However, in order to carry out a quantitative
comparison between predictions based on theory and
experimental data, it is necessary to know the exact val-
ues for a number of constants, such as the coefficient of
diffusion of C atoms over the substrate surface and the
equilibrium concentration of C atoms on the substrate.
Consequently, we have omitted this issue in this publi-
cation.

In order to determine the morphology of the dia-
mond-film surface after the formation of micrometer-
size islands (Fig. 3), we also investigated diamond films
using optical microscopy. After an 8-h growth, sepa-
rately positioned diamond particles shaped as hemi-
spherical segments were observed on the silicon sub-
strate. The diameter of the particles was about 30 µm,
they were virtually monodisperse, and their surface
density was on the order of 105 cm–2. Thus, the concen-
tration of islands after the 8-h growth was 4 orders of
magnitude lower than that of C islands after the 15-min
growth. Such a difference indicates that not all islands
that formed after the 15-min growth serve as diamond
nucleation centers, in spite of the fact that, as was
shown in [4], the density of nanosized diamond islands
considerably exceeds that of micrometer-sized ones.
Since, after 8 hours of growth, islands are located at a
large distance from one another, they virtually do not
interact via the generalized diffusion field and grow
separately from each other.

The Raman spectrum of an island film after the 8-h
growth (Fig. 4) contains a 1332-cm–1 peak, which is
indicative of a rather high content of the diamond phase
in the film [14]. A broad peak located at about 1580 cm–1

is related to sp2 C. An analysis of the areas between the
micron-sized islands showed that these areas contain
nanosized islands. It seems likely that these nanosized
islands contain a considerable amount of sp2 C and that
their contribution to the 1580-cm–1 peak in the Raman
spectrum is the largest.

4. CONCLUSION

An explanation has been suggested for changes in
the size and surface density of C islands at the early
stages of growth of diamond films. It was shown that
changes in the size and surface density of islands during
the initial growth stages occur due to coalescence. After
SEMICONDUCTORS      Vol. 36      No. 8      2002
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islands attain a critical size, their growth is governed by
Ostwald ripening.
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Abstract—The positions of zinc impurity atoms formed in lead chalcogenide lattices (PbS, PbSe, and PbTe)
after the radioactive decay of 67Cu and 67Ga isotopes are defined by the positions of parent atoms. Therefore,
stabilization of the zinc centers is possible both at the cation and interstitial sites. In both positions, the zinc
centers are either electrically inactive or the impurity energy level has a low ionization energy and recharging
of the impurity does not affect the isomeric shift of the Mössbauer spectrum. In zero-gap Pb1 – xSnxTe solid solu-
tions, changes in local symmetry of the cation sites and in the electron density at these sites are not observed.
© 2002 MAIK “Nauka/Interperiodica”.
Superconductivity with a critical temperature
extraordinarily high for semiconductors has been dis-
covered in Pb1 – xSnxTe solid solutions with a high con-
centration of indium impurity [1]. At present, there is
no explanation of this phenomenon within the micro-
scopic theory of superconductivity. First of all, this is
connected with the fact that the traditional methods of
semiconductor physics cannot provide insight into vari-
ations in the electron structure of a material during the
semiconductor–superconductor transition. Hence, any
assumptions on the nature of the phase transition to the
superconducting state in the Pb1 – xSnxTe alloys are, to a
large extent, speculative.

Mössbauer spectroscopy is a promising method for
studying the electron structure of the solid-state. In par-
ticular, measurements of the temperature dependences
of the centroid of the Mössbauer spectrum S at temper-
atures higher and lower than the superconducting tran-
sition temperature give information about the forma-
tion of Cooper pairs and Bose condensation [2]. How-
ever, the choice of the objects for research should take
into account the necessity of introducing a Mössbauer
67Zn probe into the lattice sites. If we use the Möss-
bauer emission spectroscopy of 67Cu(67Zn) and
67Ga(67Zn) isotopes, this condition can basically be ful-
filled for the lead chalcogenides. It is possible to intro-
duce the parent isotopes both into the cation (67Ga) and
interstitial (67Cu) sites of the lead chalcogenide lattices.
As a result, the daughter 67Zn isotope will also occur
either at the Pb sites or in the interstitial position (it is
well known that Ga substitutes Pb in the lead chalco-
genides, and it acts as an acceptor with low ionization
energy, whereas Cu in the interstitial sites forms shal-
low donor levels [3]). In other words, there is an oppor-
tunity to study the spatial nonuniformity of the electron
density caused by the Bose condensate of the Cooper
pairs.
1063-7826/02/3608- $22.00 © 0852
This study is devoted to the identification of the
position of the Zn impurity atoms in lead chalcogenide
lattices (PbS, PbSe, and PbTe) using emission Möss-
bauer spectroscopy of 67Cu(67Zn) and 67Ga(67Zn) iso-
topes. The Pb1 – xSnxTe system is represented by a con-
tinuous series of solid solutions with an NaCl-type lat-
tice in which the band inversion and zero-gap state
occur for x = 0.62 and 0.40 at T = 295 and 80 K, respec-
tively [3]. We employed the Mössbauer spectroscopy of
the 67Ga(67Zn) isotope for the study of possible varia-
tions in the local symmetry of the cation sites in zero-
gap Pb1 – xSnxTe solid solutions (0 < x <1).

Initial PbS, PbSe, and PbTe samples and the
Pb1 – xSnxTe solid solutions were grown using powder
metallurgy. These compounds were synthesized
through the melting of the components, which had a
purity typical of semiconductor materials, in evacuated
quartz cells. First the ingots and then the pressed sam-
ples were annealed at T = 650°C for 120 h. The charge
was prepared taking into account that the homogeneity
region of the solid solutions, enriched with PbTe, cor-
responds to the tellurium excess in reference to the sto-
ichiometric composition (~50.1 at. % of Te [3]). An
X-ray diffraction analysis of the crystal structure showed
that all samples under study contained a single phase
(they had a structure of the NaCl-type). The samples of
PbS, PbSe, and PbTe were either of the n-type (with
excess of Pb; the electron concentration n ~ 1018 cm–3) or
of the p-type (with excess of chalcogen; the hole concen-
tration p ~ 1018 cm–3), while the Pb1 – xSnxTe solid solu-
tions were of the p-type (the hole concentration var-
ied from 1017 cm–3 in PbTe to 1021 cm–3 in SnTe at T =
80 K). We prepared the Mössbauer sources through dif-
fusion doping of the samples with radioactive 67Ga and
67Cu isotopes in evacuated quartz cells at T = 650°C for
2h; the concentration of the parent isotope did not
exceed 5 × 1015 cm–3.
2002 MAIK “Nauka/Interperiodica”
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For measurements of 67Zn Mössbauer spectra, we
used an MS-2201 commercial spectrometer with an
updated system of transport. A piezoelectric transducer
on the basis of PZT ceramics was used as a modulator.
The maximum sweep velocity V was ±150 µm/s. The
spectrometer was calibrated against the metallic 67Zn
spectrum with a 67Cu source. The semiconductor
Ge(Li) detector, having a maximum sensitivity at the
energy of 100 keV, was used for the detection of gamma
quanta. The Mössbauer spectra were recorded with the
67ZnS absorber (its temperature was equal to 4.2 K).
The centroids of the experimental spectra are shown in
reference to the absorber. Typical 67Ga(67Zn) and
67Cu(67Zn) Mössbauer spectra for PbS are shown in
Fig. 1. The results of the 67Ga(67Zn) spectra processing
for the Pb1 – xSnxTe solid solutions are shown in Fig. 2.

The spectra of 67Ga(67Zn) for the lead chalcogenide
consist of single lines with a width at half-height which is
close to the instrumental resolution (2.6 ± 0.3 µm/s). The
isomeric shift of these lines increases in the following
series of compounds: PbS (S = 2.2 ± 0.4 µm/s), 
PbSe (S = 10.3 ± 0.4 µm/s),  PbTe (S = 33.7 ±
0.3 µm/s). The spectra are related to isolated impurity
centers of Zn at the lead sites. The increase in the iso-
meric shift in the above-mentioned series is caused by
variation in the ionicity of the chemical bond between
the zinc atoms and the atoms in its first coordination
sphere. The isomeric shift of the spectra is almost inde-
pendent of the type of sample conductivity, and, there-
fore, the impurity center of Zn is either electrically
inactive or recharging the shallow center does not affect
the isomeric shift.

The spectra of 67Cu(67Zn) for lead chalcogenides
also consist of single lines with the width at half-height
close to the instrumental resolution. Their isomeric
shift is appreciably displaced to the metallic Zn spec-
trum: S = 31.1 ± 0.4 µm/s for PbS, S = 32.5 ± 0.4 µm/s
for PbSe, and S = 41.2 ± 0.4 µm/s for PbTe. The spectra
correspond to isolated Zn centers that formed as a result
of the radioactive decay of the interstitial parent Cu
atoms in the lead chalcogenide lattices. At the same
time, lead and chalcogen atoms occur as the nearest
neighbors of the interstitial impurity atoms of Zn. Since
the isomeric shift of the spectra is independent of the
type of sample conductivity, we may conclude that, in
this case, the Zn centers are also electrically inactive.

The Mössbauer spectra of 67Ga(67Zn) for the
Pb1 – xSnxTe solid solutions consist of single lines
which are related to the Zn atoms at the sites of the cat-
ion sublattice. The line width in all spectra is close to
the instrumental resolution. It slightly increases with x,
approaching the maximum value for SnTe (Fig. 2). This
fact is quite expected since the homogeneity region
expands as the Sn content increases in the alloy. This
causes an increase in the concentration of structural
point defects and, as a result, an increase in the width of
the Mössbauer spectrum. A similar effect was also
SEMICONDUCTORS      Vol. 36      No. 8      2002
observed for the Mössbauer spectrum of 119Sn and
129Te(129I) in the Pb1 – xSnxTe solid solutions [4].

The isomeric shift of the Mössbauer spectra is gov-
erned by the chemical nature of atoms in the local envi-
ronment of the Mössbauer probe. Since the variation in
composition of the Pb1 – xSnxTe solid solution does not
affect the symmetry of the local environment of zinc
atoms (tin atoms only substitute lead atoms in the sec-
ond coordination shell), a weak dependence of the iso-
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Fig. 1. Emission Mössbauer spectra of the impurity atoms:
(a, b) 67Ga(67Zn) and (c, d) 67Cu(67Zn) in (a, c) n-PbS and
(b, d) p-PbS at T = 4. 2 K.
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meric shift of the 67Ga(67Zn) Mössbauer spectra on the
composition (Fig. 2) is quite expected.

It is essential that anomalous changes in both the
isomeric shift and the spectrum width in the zero-gap
state do not occur. In other words, we did not observe
variation in the local symmetry of the cation sites and
in the corresponding electron density in zero-gap
Pb1 – xSnxTe solid solutions at T = 80 K.

Thus, we have demonstrated that the position of zinc
impurity atoms which formed in the lead chalcogenide
lattices after the radioactive decay of 67Cu and 67Ga iso-
topes is defined by the position of parent atoms. The
stabilization of zinc centers is possible at cation sites as
well as at interstitial ones. In both positions, the zinc
centers are either electrically inactive or the impurity
energy level has a low ionization energy. Due to this
fact, recharging of the impurity atom does not affect the
isomeric shift of the Mössbauer spectrum. Variations in
local symmetry of the cation sites and in the electron
density at these sites were not observed in zero-gap
Pb1 – xSnxTe solid solutions.
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Abstract—The influence of tellurium impurity on the electrical properties of Ga1 – XInXAsYSb1 – Y (X = 0.22 and X =
0.24) solid solutions grown by liquid-phase epitaxy from lead-containing solution–melts was studied. Defect healing

was shown to take place at low tellurium doping levels (  < 2 × 10–5 at. %) in inhomogeneous highly compensated
p-type solid solutions. Thus, it is possible to produce slightly compensated p-type materials with a low density of
impurities and structural defects. High doping levels allow production of n-type materials with the electron density
n = 1017–1019 cm–3. Electroluminescence spectra of n-GaInAsSb/p-GaSb heterostructures are promising for the
development of light-emitting diodes with a wavelength λ = 2.0–2.5 µm. © 2002 MAIK “Nauka/Interperiodica”.
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1. INTRODUCTION

Solid solutions of Ga1 – XInXAsYSb1 – Y (X > 0.22) with
a band gap Eg = 0.4–0.5 eV can be used to develop opto-
electronic devices in the wavelength range λ = 2.5–3 µm.
The fabrication of such devices requires both n- and
p-type materials with high electron and hole mobili-
ties. Previously [1], we have shown that epilayers of
Ga1 – XInXAsYSb1 – Y solid solutions with a high indium
content (X = 0.22–0.27) in the solid phase (Eg = 0.5–
0.49 eV at T = 77 K) can be produced only when
using lead in a solution–melt as a neutral solvent. As
in Ga1 – XInXAsYSb1 – Y solid solutions with a lower
indium concentration, undoped layers always had the
p-type conduction. To produce n-type layers, tellurium
is most commonly employed as a donor impurity.

We studied tellurium as a dopant in Ga1 – XInXAsYSb1 – Y
(X = 0.10) solid solutions in [2]. A high temperature
(650°C) of epitaxial growth made it possible to grow
solid solutions about 100 µm thick on a n-GaSb:Te sub-
strate; thus, the latter could be removed for the study
of galvanomagnetic effects. It was shown that tellu-
rium is readily dissolved in the solid solution (the seg-
regation coefficient is C = Csol/Cliq = 0.7) and gives
rise to two donor levels: a shallow hydrogen-like one
(ED1 = 0.005 eV), inherent to tellurium impurity, and a
deeper one (ED2 = 0.04–0.05 eV), whose origin remains
unclear.

In [3], it was shown that tellurium always diffused
into thin undoped epilayers of solid solutions 3–5 µm
thick grown on n-GaSb:Te substrates. In this case, on
the one hand, tellurium gave rise to shallow donor lev-
els. On the other hand, interacting with native defects
(with activation energies EA2 = 0.035 eV and EA3 =
1063-7826/02/3608- $22.00 © 20855
0.07 eV) inherent to gallium antimonide, tellurium pro-
duced new acceptor levels with the activation energy
EA4 = 0.1 eV, which is related to the formation of a
structural defect (VGa–Te).

Since tellurium can interact with vacancies and defects,
it is of interest to study its behavior in Ga1 – XInXAsYSb1 – Y

solid solutions with Eg = 0.4–0.5 eV, which may have a
wide application. In this study, we report the results of
studying the transport and photoelectric properties of
Ga1 – XInXAsYSb1 – Y solid solutions with X = 0.22 and
0.24, which were grown from lead-containing solu-
tion–melts at various tellurium doping levels. Studies
of the electrical conductivity σ, Hall coefficient R,
Hall mobility µ in solid solutions in the temperature
range 77–300 K, as well as electroluminescence in
Ga1 – XInXAsYSb1 – Y (X = 0.22 and 0.24) heterostruc-
tures with an active layer, allow us to analyze the impu-
rity energy spectrum, determine the carrier scattering
mechanism, and reveal the influence of tellurium on the
properties of the solid solution.

2. SAMPLE PREPARATION

Epilayers of Ga1 – XInXAsYSb1 – Y solid solutions with
an indium content X > 0.22 were grown by liquid-phase
epitaxy from lead-containing solutions–melts at the
temperature T = (560 ± 3)°C [1]. Single-crystal n- and
p-GaSb wafers with the (100) orientation were used as
substrates. As charge components, we used GaSb and
InAs binary compounds, as well as In, Sb, and Pb of
99.999%, 99.999%, and 99.9999% purity, respectively.
002 MAIK “Nauka/Interperiodica”
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Table 1.  Characteristics of the studied samples of Ga1 – XInXAsYSb1 – Y solid solutions with X = 0.22

Sample
no. , at. %

T = 300 K T = 77 K

Conduction 
type

σ,
Ω–1 cm–1

n, p,
1017 cm–3

µ,
cm2 V–1 s–1

Conduction 
type

σ,
Ω–1 cm–1

n, p,
1017 cm–3

µ,
cm2 V–1 s–1

1 Undoped n 13 0.3 3500 p 0.7 0.2 220

2 1.31 × 10–5 p 23 2.8 500 p 26 0.7 2200

3 1.75 × 10–5 p 50 6 520 p 27 0.46 3600

4 2.2 × 10–5 n 15 3 300 p 0.46 0.5 60

5 1.09 × 10–4 n 125 1.8 3500 n 60 20 180

6 2.2 × 10–4 n 130 3 3700 n 75 1.2 4000

7 1.9 × 10–2 n 2390 59 2526 n 1900 40 3050

8 6.9 × 10–2 n 4550 170 1650 n 6000 180 1900

Note:  is the Te impurity concentration in the melt.

XTe
L

XTe
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As a result, two types of samples were prepared,
with and without a GaSb buffer layer, to study the trans-
port and electroluminescence properties, respectively.

2.1. Samples with a Buffer Layer

To avoid tellurium diffusion from the n-GaSb:Te
substrate into the solid solution epilayer and the corre-
sponding influence of this process on the electrical
properties of the material, an additional buffer layer of
p-GaSb with a low carrier concentration and a high
resistivity (p = 6 × 1014 cm–3, ρ * 400 Ω cm) was pre-
liminarily grown on the substrate from lead-contain-
ing solution–melts [4]. The GaSb buffer layer thick-
ness was 4–5 µm. Then, 1- to 3-µm-thick epilayers of
Ga1 – XInXAsYSb1 – Y (X = 0.22 and 0.24) solid solutions
were grown on this buffer layer from lead-containing
solutions–melts. The solid solutions were doped with
tellurium (as the donor impurity), which was intro-
duced into the liquid phase in elemental form (with the

concentration  < 10–2 at. % in the melt) and as a

weighed n-GaSb:Te portion (  < 2.5 × 10–4 at. %).

2.2. Samples without a Buffer Layer

To study the electroluminescence properties,
Ga1 – XInXAsYSb1 – Y solid solutions (X = 0.22 and 0.24)
were grown from lead-containing solution–melts
directly on the p-GaSb substrate with (100) orienta-
tion and were doped with tellurium to produce a free
electron concentration n = 1.2 × 1017–1018 cm–3 at T =
77 K. Conventional photolithography was used to pro-
duce mesas 300 µm in diameter at the surface of the
n-Ga1 – XInXAsYSb1 – Y/p-GaSb heterostructures.

XTe
L

XTe
L

3. TRANSPORT PROPERTIES
OF Ga1 – XInXAsYSb1 – Y SOLID SOLUTIONS

The electrical conductivity σ, Hall coefficient R, and
mobility µ = Rσ were measured in rectangular samples
with six indium contacts in the temperature range of
77–300 K in a magnetic field of 0–20 kOe. We will con-
sider the influence of tellurium doping on galvanomag-
netic effects in samples with X = 0.22 and 0.24 sepa-
rately.

3.1. Tellurium-Doped Samples
with an Indium Content X = 0.22

The characteristics of the studied Ga1 – XInXAsYSb1 – Y
(X = 0.22) samples in relation to the tellurium doping
level are listed in Table 1. The temperature depen-
dences of the Hall coefficient R and the mobility µ are
shown in Figs. 1 and 2, respectively.

One can see from Table 1 that the undoped solid
solution (sample 1) at the liquid nitrogen temperature
has p-type conduction with low density and mobility of
holes. The temperature dependences of the Hall coeffi-
cient (Fig. 1a) and the mobility (Fig. 2) at T < 150 K in
sample 1 indicate conduction over shallow acceptor
levels. At T > 150 K, the Hall voltage changes sign and
the Hall mobility drastically increases, which can be
caused by the onset of the transition to intrinsic conduc-
tion. At T > 250 K, the Hall coefficient R decreases and
the high Hall mobility µ > 2000 cm2 V–1 s–1 is totally
controlled by electron conduction; i.e., intrinsic con-
duction sets in. However, the dependence of RT3/2 on
inverse temperature at T > 250 K is not exponential and
does not correspond to the band gap of the solid solu-
tion. Such a nonexponential dependence in the case of
intrinsic conduction, as well as the low temperature of
the transition to intrinsic conduction (T ≈ 150 K), may
indicate deep “tails” of impurity states, which distort
the valence and conduction bands. Such tails are char-
SEMICONDUCTORS      Vol. 36      No. 8      2002
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acteristic of highly compensated materials with a great
number of nonuniformly distributed impurities and
structural defects [5]. The properties of such solid solu-
tions are drastically changed as a result of doping with
tellurium and depend heavily on the doping level.

Light doping (  < 1.75 × 10–5 at. %) causes a cer-
tain inhomogeneity of the material. However, all the
grown samples had p-type conduction both at T = 77
and ≈300 K with low density and high mobility of holes
(see Table 1, samples 2, 3). The temperature depen-
dence of the Hall coefficient (Fig. 1a, samples 2, 3) was
controlled by three energy levels: the shallow impurity
level EA1 < 0.01 eV (T < 120 K), which is related to
uncontrollable impurities, as well as the deeper levels
EA2 = 0.03 eV and EA3 = 0.07 eV, which can be related
to the structural defect (VGaGaSb)++ inherent to GaSb
and solid solutions close to GaSb in composition. The
temperature dependence of the mobility in these sam-
ples (Fig. 2, samples 2, 3) is characteristic of the transi-
tion to scattering by impurity ions (µI) at T < 100 K and,
at higher temperatures, by lattice vibrations (µL). Set-
ting the experimental mobilities µ77 at 77 K equal to µI

and comparing them with the calculated values  [6],
we can estimate the concentration of ionized shallow
impurities; i.e.,

For shallow impurity levels, we have  = 2ND + p77,
from which the donor concentration ND can be found.
We set the hole concentration p77 at 77 K equal to
pdepl = NA1 – ND, where pdepl is the hole concentration at
depleted shallow levels, and estimate the quantity NA1.

In sample 2 with  = 1.31 × 10–5 at. %, we have
NA1 = 1.5 × 1017 cm–3, ND = 1016 cm–3, and the compen-
sation factor is K = ND/NA1 = 0.07. In sample 3 with

 = 1.75 × 10–5 at. %, we have NA1 = 8 × 1016 cm–3,
ND = 1016 cm–3, and K = 0.12. The above values of NA1

and ND indicate that we have grown a normal low-com-
pensated p-type material as a result of light doping with
tellurium. This may be attributed to “healing” of
defects, where tellurium interacts with charged clusters
of impurities and defects and neutralizes them. The
potential fluctuations at the valence band bottom dimin-
ish, and the concentration and mobility in the sample
are mainly controlled by holes at shallow impurity lev-
els with the activation energy EA1 = 0.01 eV and by dou-
bly charged structural defects with EA2 = 0.03 eV and
EA3 = 0.07 eV, whose concentration is lower than that of
shallow impurity levels (NA2 = 1016 cm–3) by an order of
magnitude.
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Fig. 1. Dependences of the Hall coefficient on the inverse
temperature in the (a) p-type samples at T ≈ 77 K (open
symbols) and (b) n-type samples (closed symbols) of
Ga1 – XInXAsYSb1 – Y (X = 0.22) solid solutions. Numbers
at curves correspond to sample numbers in Table 1.
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Fig. 2. Hall mobility versus temperature in the p-
(open symbols) and n-type (closed symbols) samples
of Ga1 – XInXAsYSb1 – Y solid solutions with X = 0.22. Num-
bers at curves correspond to sample numbers in Table 1.
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Table 2.  Characteristics of the studied samples of Ga1 – XInXAsYSb1 – Y solid solutions with X = 0.24

Sample
no. , at. %

T = 300 K T = 77 K

Conduction 
type

σ,
Ω–1 cm–1

n, p,
1017 cm–3

µ,
cm2 V–1 s–1

Conduction 
type

σ,
Ω–1 cm–1

n, p,
1017 cm–3

µ,
cm2 V–1 s–1

9 Undoped p 140 14 550 p 190 4 2800

10 9.9 × 10–5 p 200 23 540 p 205 4.8 2680

11 1.98 × 10–4 n 950 30 2000 p 420 1.8 1460

12 1.3 × 10–2 n 550 13 2660 n 327 7.4 2760

13 3.4 × 10–2 n 1400 43 2000 n 1430 26 3300

Note:  is the Te impurity content in the melt.

XTe
L

XTe
L

Thus, tellurium, as a dopant introduced in small
amounts, improves the properties of Ga1 – XInXAsYSb1 – Y
solid solutions with X = 0.22 and, while retaining the p-
type conduction, allows production of a material with
high hole mobility and low density of structural defects.

Heavy doping with tellurium (  > 2 × 10–5 at. %)
causes overcompensation of impurities in the solid
solution. One can see from Table 1 that the p-type con-
duction is still retained (but with very low mobility) at

the tellurium content  = 2.2 × 10–5 at. % in sample 4
at T = 77 K. At T = 300 K, the solid solution begins to

exhibit n-type conduction. At  = 1.09 × 10–4 at. %
(sample 5), the material becomes n-type both at T = 77
and 300 K. In this case, the electron mobility at T = 77 K
is very low, which may be caused by high compensa-
tion of the material and by impurity clusters. The tem-
perature dependences R(T) and µ(T) (Figs. 1b, 2,
curves 5) exhibit a steep increase of the Hall coefficient
and the mobility with temperature, as well as a peak at
T ≈ 200 K. This run of the dependences R(T) and µ(T)
is typical of a transition to conduction over the impurity
band at low temperatures. The anomalously small Hall
coefficient R and low mobility µ at the liquid nitrogen
temperature may be explained by high compensation of
the material, in which case the distribution of impurities
becomes significantly nonuniform; the latter gives rise
to a distortion of the conduction band bottom and a
“tail” of the density of states in the band gap [5]. Elec-
trons are localized in the deepest valleys of the potential
relief, which are surrounded with high potential humps.
The Hall coefficient is defined by the volume-average
concentration  [7]. The conductivity σ in an inhomo-
geneous sample is defined by the concentration at the
percolation level; at high compensation, this concentra-
tion depends on temperature as

XTe
L

XTe
L

XTe
L

n

nc

EP EF–
kT

------------------– 
  ,exp∝
where EP is the energy at the percolation level and EF is
the energy at the Fermi level [8]. The effective Hall
mobility µ = Rσ in an inhomogeneous material does not
represent the behavior of true (drift) mobility and dif-
fers from it by the factor nc/n < 1, which decreases dras-
tically as the temperature is lowered. It is evident that
the difference of the measured Hall mobility from the
drift one will increase with the magnitude of sample
inhomogeneities.

At a higher doping level (  > 2.2 × 10–4 at. %), the
electron concentration increases, the compensation fac-
tor decreases, and the potential relief is smoothed. The
Hall coefficient is related to the electron density in the
conduction band. One can see from Table 1 (samples 6,
7) that the solid solution both at T = 77 and 300 K
always has the n-type conduction and high mobility.
The temperature dependence of the Hall coefficient
(Fig. 1b, samples 6, 7) exhibits a decrease in R at T >
250 K, which indicates that there is a donor level with
an activation energy ED = 0.05 eV. This donor level was
previously observed in n-Ga1 – XInXAsYSb1 – Y solid
solutions (X = 0.10) at low electron densities [2]; the
origin of it remains obscure.

The temperature dependence of the mobility (Fig. 2,
sample 6) is characteristic of scattering by impurity
ions at T < 200 K and by lattice vibrations at higher
temperatures. By comparing the experimental mobility
at T = 77 K with the theory [6], the impurity compensa-
tion factor in samples 6 and 7 was estimated as K = 0.2.

At a very high doping level (  = 6.9 × 10–2 at. %,
sample 8), an electron density above 1019 cm–3 can be
attained. In this case (see Table 1), the Hall coefficient
remains virtually unchanged in the entire temperature
range from 77 to 300 K, which is typical of high
degeneracy. The Fermi level position is EF = 50 meV
at T  0.

We note that the Hall coefficient does not increase with
temperature at any concentration in n-Ga1 – XInXAsYSb1 – Y
solid solutions with X = 0.22, in contrast to n-GaSb and

XTe
L

XTe
L
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n-Ga1 – XInXAsYSb1 – Y with X = 0.10. This indicates that
there is no second (111)-type conduction subband

slightly above the (000) minimum [6] (  –  ≈
0.08 eV for GaSb).

Thus, the use of tellurium as a dopant in
Ga1 − XInXAsYSb1 – Y solid solutions with X = 0.22
makes it possible to “heal” existing defects with light

doping (  & 1.75 × 10–5 at. %) and to produce a p-type
material with a low concentration and high mobility of
holes (p77 ≈ 4 × 1016 cm–3, µ77 = 3600 cm2 V–1 s–1). At

heavy doping (  > 2 × 10−4 at. %), n-type material
with a high electron mobility may be produced in a
wide concentration range from 1017 to 1019 cm–3.

3.2. Tellurium-Doped Samples
with an Indium Content X = 0.24

The characteristics of the studied samples are listed
in Table 2. The temperature dependences of the Hall
coefficient and the mobility are shown in Figs. 3 and 4.

The initial undoped samples of Ga1 – XInXAsYSb1 – Y
solid solutions (X = 0.24) were p-type at T = 77 and
300 K and had higher hole densities and mobilities
(sample 9, Table 2) than in solid solutions with X = 0.22
(sample 1, Table 1). The high hole mobilities at T = 77
and 300 K indicate that the impurities are compensated
only slightly (K ≈ 0.1) and the impurity clusters are
absent. Overcompensation of this material occurs at a
higher tellurium content. In particular, at the tellurium

content  = 9.9 × 10–5 at. % in the liquid phase (sam-
ple 10), the material remained virtually unchanged and
retained p-type conduction at T = 77 and 300 K, in con-
trast to sample 5 with X = 0.22 at the same doping level.

It is evident from Fig. 3a that the temperature depen-
dence of the Hall coefficient for undoped sample 9 and
lightly doped sample 10 exhibits slopes typical of
p-type samples with an activation energy of 0.02 eV.
The mobility in these samples (Fig. 4) is lowered as
temperature increases and is controlled by scattering by
impurity ions and lattice vibrations. The high mobilities
at T = 77 K indicate a low impurity-compensation level
in these samples (K = ND/NA < 0.1).

With doping at the level XTe = 1.98 × 10–4 at. %
(sample 11), the temperature dependence of the Hall
coefficient (Fig. 3a) exhibits a conduction-type inver-
sion at T = 100 K, which is typical of a transition to
intrinsic conduction. The dependences of RT 3/2 on the
reciprocal temperature at T > 250 K is exponential
(Fig. 5). The activation energy calculated from the
exponential dependences corresponds to the band gap
Eg = 0.42 eV, which agrees closely with the values cal-
culated in [1]. This result confirms the absence of fluc-
tuations of the conduction band bottom and the valence
band top, in contrast to sample 1 with a lower indium
content in the solid solution.

Ec
111( ) Ec

000( )

XTe
L

XTe
L

XTe
L
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In samples 12 and 13 with  = 1.3 × 10–2 and
3.4 × 10–2 at. %, complete overcompensation is
observed. The temperature dependence of the Hall
coefficient (Fig. 3b) in these samples, as in the n-type
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Fig. 3. Dependences of the Hall coefficient on the inverse
temperature in the (a) p-type samples at T ≈ 77 K (open
symbols) and (b) n-type samples (closed symbols) of
Ga1 – XInXAsYSb1 – Y solid solutions with X = 0.24. Num-
bers at curves correspond to sample numbers in Table 2.

Fig. 4. Hall mobility versus the temperature in
Ga1 − XInXAsYSb1 – Y solid solutions with X = 0.24. Num-
bers at curves correspond to sample numbers in Table 2.
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samples with a lower indium content (samples 7 and 8)
at T > 200 K, exhibits slopes with the activation energy
ED = 0.05 eV. The temperature dependence of the elec-
tron mobility (Fig. 4, sample 13) is characteristic of a
degenerate material when there is scattering by impuri-
ties and lattice vibrations. The electron mobility at T =
77 K allows us to estimate the compensation factor for
shallow impurities as K = 0.1.

Thus, in Ga1 – XInXAsYSb1 – Y solid solutions with X =
0.24, in which there are no fluctuations of the valence-
and conduction-band edges, tellurium manifests itself
as an ordinary donor impurity, which compensates
holes and allows production of the n-type material in a
wide concentration range.

4. ELECTROLUMINESCENCE
OF n-Ga1 – XInXAsYSb1 – Y/p-GaSb 

HETEROSTRUCTURES (X = 0.22 AND 0.24)

Electroluminescence spectra of n-Ga1 – XInXAsYSb1 – Y/p-
GaSb heterostructures (X = 0.22 and 0.24) emitting in the
spectral region of 2–2.5 µm were studied at T = 77 and
300 K. Epilayers of n-GaInAsSb:Te were grown from a
lead-containing solution–melt at various levels of tellu-
rium doping. The possibility of developing LEDs based
on these was studied.

The samples were prepared on the basis of
n-Ga1 – XInXAsYSb1 – Y:Te solid solutions grown on a
p-GaSb (100) substrate with a hole concentration p =
1017 cm–3 without a buffer layer. The sample consti-
tuted a mesa with a continuous contact to p-GaSb and
a point contact to the n-GalnAsSb layer. The spectral
characteristics of LEDs were measured with an
MDR-2 monochromator using a synchronous detec-
tion scheme. The measurements were carried out in a
quasi-continuous mode by applying meander-type
pulses with a repetition rate of 400 Hz to the p–n junc-
tion.

The spectra of the most intense signals of radiative
recombination were measured for the samples grown at

1000/T, K–1
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RT3/2, 104 cm3 K3/2/C
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42

 eV

Fig. 5. Dependence of RT3/2 on the inverse temperature for
sample 11 at T > 250 K.
 ≈ (2 × 10–4–2 × 10–2) at. % (Figs. 6a–6c). Accord-
ing to the data obtained using the Hall effect, the free
electron density in the layer at T = 77 K was n = 1.2 ×
1017 cm–3 (sample 6, Table 1) and n = 4.0 × 1018 cm–3

(sample 7, Table 1). The spectra exhibit a number of
peaks corresponding to recombination mechanisms
that involve interband transitions and various levels.

First, we analyze the emission spectra of LEDs
based on the material with X = 0.22 (Figs. 6a, 6b). Fig-
ure 6a (T = 300 K) displays the spectra for two samples

with different doping levels:  = 2.2 × 10–4 at. %

(curve 1) and  = 1.9 × 10–2 at. % (curve 2). The
emission peaks at the wavelength λ = 2.35 µm (Eg =
0.525 eV, curve 1) and λ = 2.24 µm (Eg = 0.55 eV,
curve 2) may be related to the interband recombination
of free carriers. The shift of the peak in curve 2 is
caused by the higher position of the Fermi level in the
conduction band due to a higher doping level. The peak
related to the recombination level EA2 = 0.035 eV is
observed at λ = 2.5 µm in the case of a lighter doped
sample (curve 1). This is probably the first charge state
caused by the native structural defect VGaGaSb, which
distinctly manifests itself in the temperature depen-
dence of the Hall coefficient in the p-type material. The
run of curve 2 indicates that there is a center with an
ionization energy EA3 = 0.07 eV. This is the second
charge state of the same acceptor. The first charge state
EA2 = 0.035 eV does not manifest itself in curve 2. The

introduction of tellurium with  = 2 × 10–2 at. %
probably changes the charge state of the doubly
charged acceptor, and the first level disappears. This
effect was observed in [9] in the case of tellurium-
doped GaSb. According to the peak of radiative recom-
bination observed at λ = 1.99 µm for the same sample
(Fig. 6b) at the liquid nitrogen temperature, the band gap
is Eg = 0.62 eV. The signals at λ = 2.04 and 2.18 µm,
observed in the same spectrum, can be caused by the
donor levels ED1 = 0.01–0.012 eV (detected in [9]) and
ED2 = 0.05 eV. It may be assumed that hole injection
into the narrow-gap region increases at a rather high (at
T = 77 K) current of 200 mA through the p–n junction,
the acceptor levels EA1 and EA2 become saturated, and the
0.012- and 0.05-eV donor centers begin to participate in
recombination. The same level with ED2 = 0.05 eV
manifests itself in the temperature dependences of the
Hall coefficient (Figs. 1, 3). Shallow acceptor centers
can also be involved in this process.

Now, we consider the emission spectra of the mate-
rial with X = 0.24 (Fig. 6c). Its tellurium content was

 = 1.9 × 10–2 at. %, as in the solid solution with X =
0.22 considered above. The band gap at T = 77 K was
0.6 eV. Two peaks are also easily detected in the spec-
trum at wavelengths longer than 2.1 µm. In this case,
both charge states of the doubly charged impurity
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acceptor manifest themselves, in contrast to the sample
with X = 0.22 with the same concentration (curve 3 in
Fig. 6b). This indicates that the total concentration of
acceptors was higher in the initial undoped material
with X = 0.24; hence, complete compensation of accep-
tors requires a higher tellurium concentration, which
conforms to the Hall measurements.

Thus, the radiative recombination spectra, which
were measured when studying the electroluminescence
of n-Ga1 – XInXAsYSb1 – Y/p-GaSbb (X = 0.22 and 0.24)
heterostructures, have revealed levels identical to those
detected when studying the transport properties of tel-
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Fig. 6. Spectral dependences of the electroluminescence
yield of LEDs based on n-Ga1 – XInXAsYSb1 – Y/p-GaSb
with X = (a, b) 0.22 and (c) 0.24, measured at T = (a) 300 and

(b, c) 77 K;  = (1) 2.2 × 10–4 and (2–4) 1.9 × 10–2 at. %.XTe
L

SEMICONDUCTORS      Vol. 36      No. 8      2002
lurium-doped n-type solid solutions; moreover, they
have shown the prospect of developing LEDs based on
these structures.

5. CONCLUSION

The influence of a tellurium impurity on the electri-
cal properties of Ga1 – XInXAsYSb1 – Y/p-GaSb (X = 0.22
and 0.24) solid solutions grown from lead-containing
solution–melts were studied for the first time, as were
the electroluminescence spectra of heterostructures
based on these solid solutions. These studies allow the
following conclusions.

(i) The Te-undoped Ga1 – XInXAsYSb1 – Y solid solu-
tion with X = 0.22 (Eg = 0.5 eV) represents a compen-
sated p-type inhomogeneous material with a low con-
centration and mobility of holes at T = 77 K: p77 = 2 ×
1016 cm–3 and µ77 ≈ 200 cm2 V–1 s–1. At light doping

(  ≤ 1.75 × 10–5 at. %), defects are “healed”; thus, it
becomes possible to produce a low-compensated p-type
material with a low concentration and high mobility of
holes (p77 = 5 × 1016 cm–3 and µ77 ≈ 3500 cm2 V–1 s–1, as
well as with a low density of structural defects.

(ii) In contrast to solid solutions with X = 0.22,
undoped solid solutions with X = 0.24 are always charac-
terized by a higher concentration and mobility of holes at
T = 77 K (p77 = 4 × 1017 cm–3 and µ77 ≈ 3000 cm2 V–1 s–1,
are more homogeneous, and do not involve significant
fluctuations of impurities and defects. Therefore, light

doping (  < 10–4 at. %) of Ga1 – XInXAsYSb1 – Y (X =
0.24) solid solutions does not appreciably change the
properties of the material.

(iii) At high doping (  > 10–4 at. % and  >
2 × 10–4 at. % for compositions with X = 0.24 and
0.22, respectively), ordinary overcompensation of
acceptor levels occurs in Ga1 – XInXAsYSb1 – Y solid
solutions. Thus, it becomes possible to produce
n-type epilayers in a wide concentration range from
n = 1017 to 1019 cm–3 with a high electron mobility
µ77 ≈ 4000 cm2 V–1 s–1.

(iv) In contrast to n-GaSb, the second (111)-type
conduction subband does not manifest itself in n-type
Te-doped Ga1 – XInXAsYSb1 – Y solid solutions (X = 0.22
and 0.24) up to concentrations n ≈ 1019 cm–3; i.e., these
solid solutions can be used as direct-gap semiconduc-
tors in a wide concentration range.

(v) The studies of the electroluminescence of
n-Ga1 – XInXAsYSb1 – Y/p-GaSb (X = 0.22 and 0.24) het-
erostructures confirm the data obtained from the galva-
nomagnetic effects and show the prospect of develop-
ing LEDs with a wavelength λ = 2–2.5 µm.
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Abstract—The electron band structure of GaxIn1 – xP bulk solid solutions was calculated by the local model
pseudopotential method taking into account lattice mismatch. The resulting local strain of the lattice was taken
into account in calculations of effective mass and deformation potential. The main optical characteristics of
GaxIn1 – xP alloys can be explained by the presence of internal local strains and antisite defects. In comparison
with bulk samples, the concentration dependences of the spectral peaks E1 and E1 + ∆1 in pseudomorphic thin
films were found to be more sensitive than the fundamental absorption edge E0 to deformations caused by the
substrate. © 2002 MAIK “Nauka/Interperiodica”.
INTRODUCTION

In recent years, GaxIn1 – xP alloys have been attract-
ing particular interest in connection with their applica-
tion in various devices. In this context, it is important to
study the strain dependences of the optical properties of
both bulk and epitaxial samples. In particular, unique
heterostructural properties have made GaxIn1 – xP-based
systems attractive for the development of electronic and
optical devices such as bipolar and field-effect hetero-
junction transistors, solar cells, light-emitting diodes,
as well as semiconductor injection lasers of the visible
region of the spectrum [1, 2].

However, the basic parameters of GaxIn1 – xP have
not yet been studied in sufficient detail. This is due to
difficulties encountered in the production of high-qual-
ity crystals, since the mismatch of the GaP and InP lat-
tice constants (5.424 and 5.869 Å, respectively) is
7.6%, which is the highest value among III–V com-
pounds.

Ternary semiconductor III–V-based alloys with a
zinc blende structure are typically crystallized as unor-
dered alloys, where one of the two fcc sublattices
(anionic or cationic) is chemically unordered. The stud-
ies [3] of the crystal structure of III–V-based ternary
solid solutions using the extended X-ray absorption fine
structure (EXAFS) method allowed for the determina-
tion of distinctive features in these materials. On the
one hand, the sublattice, which contains atoms of two
types, is structurally close to a virtual crystal and obeys
the Vegard law. On the other hand, the other sublattice
is significantly deformed; therefore, the distances to the
nearest atoms depend only slightly on the solution com-
position. Local internal stresses arising in this case can
cause phase transformations: destruction on the one
1063-7826/02/3608- $22.00 © 20863
hand and superstructure formation on the other [4].
Furthermore, it is well known that deformations often
give rise to optical activity in semiconductors [5]. It is
common knowledge that biaxial deformation in epitax-
ial films from the substrate side also has an effect on the
optical characteristics of an alloy. Isotropic deforma-
tion causes shifts of the valence and conduction band
energies, whereas anisotropic deformation lowers the
crystal symmetry and, hence, splits degenerate bands of
heavy and light holes at the point Γ. Although the strain
dependence of the band gap E0 was studied in detail [6],
the experimental data on the strain dependences of the
spectral peaks E1and E2 [7] have not yet been ade-
quately explained. Therefore, in this study, we analyze
the effect of internal local and biaxial deformations on
E1 and E2 in GaxIn1 – xP bulk and epitaxial samples. The
electron band structure was calculated by the method of
the local model pseudopotential including a strain-
dependent correction [8]. This allowed us to calculate
the real and imaginary parts of the dielectric function,
as well as to study the dependence of the main peak
positions for the imaginary part of the dielectric func-
tion on the solution composition for both a bulk sample
and for thin pseudomorphic films on GaP and GaAs
substrates.

ELECTRON BAND STRUCTURE

The conventional empirical pseudopotentials v(q)
which are specified only for discrete wave-vector val-
ues cannot adequately represent experimentally mea-
sured effective masses, deformation potentials, and
other electronic characteristics of various semiconduc-
tor structures. Therefore, in this study we used the local
002 MAIK “Nauka/Interperiodica”
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model pseudopotential method, which, on the basis of
plane waves, leads to the secular problem [9]

(1)

where G and G' are the reciprocal lattice vectors. The
first and second terms correspond to the kinetic energy
and the local model pseudopotential Vps(|G – G' |); the
third term accounts for the spin–orbit coupling

(2)

where s and s' are the spin states, t = (a/8)[1,1,1], a is
the lattice constant, σ are the Pauli matrices, and λS and
λA are the adjustable parameters of the spin–orbit cou-
pling.

We take into account local strains in alloys by sup-
plementing the atomic pseudopotential vα(G) with the
factor [1 + δvα(e)] (see [8]); then we have

(3)

where e is local strain, Ω is the unit cell volume, and
Rα, n is the position of the nth atom of type α.

In the approximation that is linear with respect to
strain,

(4)

the conditions

(5)

det
"

2

2m
------- k G+( )2 E k( )– 

  δG G', δs s',

---+ V ps G G'–( )δs s', VSO
ss' G G',( )+ 0,=

VSO
ss' G G',( ) G G'×( )σs s',=

× iλS G G'–( )tcos λ A G G'–( )tsin+–{ } ,

V ps G e,( ) 1
Ω
---- v α G( ) 1 δv α e( )+[ ]{ }

α n,
∑=

× iGRα n,( ),exp

δv α e( ) aijeij,
ij

∑=

axx ayy azz,= =

aij 0 at i j≠=

Table 1.  Pseudopotential parameters used in the calcula-
tions for GaP and InP

Parameter
GaP InP

Ga P In P

a0, eV 1.485 0.0587 0.692 0.0406

a1, 4π2/a2 6.268 7.644 5.820 9.010

a2 62.023 1.217 14.049 1.204

a3, a2/4π2 0.0406 0.126 0.0798 0.114

a4 7.9 0 3.32 0

λS, eV 0.0001 0.00203

λA, eV 0.00034 0.0005

Note: a is the lattice constant.
are met for the zinc blende structure.
Then, (4) can be rewritten as

(6)

The choice of the functional form of the screened
pseudopotential is governed by the condition of its suf-
ficient versatility when describing the largest possible
number of physical characteristics. In this case, the
number of pseudopotential parameters should be within
reasonable limits and the parameters themselves should
not vary significantly when optimizing the electronic
structure. We chose the following pseudopotential form
(see [10]):

(7)

with

(8)

Table 1 lists the pseudopotential parameters a0, a1,
a2, a3, a4, as well as λS and λA. The pseudopotential
determination procedure amounted to fitting the equi-
librium band structure for InP and GaP binary semicon-
ductors. Thereafter, the coefficients a4 for cations were
selected in such a way so as to fit the calculated hydro-
static deformation potentials to the experimental ones.
Table 2 lists the calculated energy interband distances
of InP and GaP at several high-symmetry points of the
Brillouin zone in comparison with those found by the
nonlocal pseudopotential method [9] and experimental
values. One can see that the calculated effective masses
of the electrons (me) at the conduction band bottom and
those of heavy holes (mhh) adequately conform to the
experimental data.

The hydrostatic deformation potential of the band
gap (Eg) at the point Γ is given by

(9)

The deformation potential av of the valence band
maximum is determined in a similar way; then, the
deformation potential of the conduction band minimum
is written as ac = ag + av. Our calculations exhibit a
rather good fit of the deformation potentials to the
experimental ones [11] both in magnitude and sign.

The influence of the temperature on the band struc-
ture of GaxIn1 – xP solid solutions was taken into
account using the Brooks–Yu theory [9] and was
described in our preceding publication [20] in detail.
According to the Vegard rule and the virtual crystal
approximation (VCA), the lattice constant and pseudo-
potentials in a GaxIn1 – xP solid solution are defined as
linear combinations of the corresponding values for InP
(aInP, VInP) and GaP (aGaP, VGaP):

(10)

δv α e( ) Tr e( ).∝

v α G( ) a0α
G2 a1α–( )

a2α a3αG2( )exp 1–
----------------------------------------------=

δv α e( ) a4αTr e( ).=

ag Ω
∂Eg

∂Ω
---------.=

ass aGaPx aInP 1 x–( ),+=

Vss VGaPx V InP 1 x–( ),+=
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Table 2.  Interband-distance energies at some symmetry points of the Brillouin zone, effective masses of electrons (me) and
heavy holes (mhh), and deformation potentials at 0 K for GaP and InP

Parameter

GaP InP

Calculated data Experimental 
data

Calculated data Experimental 
dataour data [9] our data [9]

Γ6c–Γ8v 3.06 2.88 2.86 [12] 1.51 1.50 1.46 [16]

X6c–X7v 4.50 4.89 5.05 [13, 14] 4.42 4.50 4.62 [16]

L6c–L4, 5v 3.53 3.85 3.91 [13, 15] 3.06 3.13 3.22 [17]

X6c–Γ8v 2.52 2.16 2.35 [14] 2.84 2.44 2.38 [16]

∆0 0.211 – – 0.377 – –

me 0.17 – 0.127 [18] 0.068 – 0.077 [19]

mhh [100] 0.42 – 0.45 [18] 0.45 – 0.56 [19]

ag –9.3 – –9.3 [11] –6.4 – –6.4 [11]

av –10.4 – –10.6 [11] –11.6 – –11.6 [11]

ac –19.7 – –19.9 [11] –18.0 – –18.0 [11]

Note: The energies, deformation potentials, and effective masses, are given in electronvolts, electronvolts, and free-electron masses m0,
respectively.
where ass and Vss are the lattice constant and the
pseudopotential form factor of the substitutional solid
solution.

The slight difference between the anion pseudopo-
tentials (P) in InP and GaP compounds confirms the
experimental fact of the weak dependence of the anion
sublattice parameter on the ternary solid solution com-
position [3].

All of the aforesaid allows us to determine the
dielectric function and optical characteristics using the
calculated GaxIn1 – xP band structure and taking into
account internal local strains.

OPTICAL CHARACTERISTICS

The calculated electron band structure is closely
related to the complex dielectric function ε(E) = ε1(E) +
iε2(E) of a semiconductor, which describes the optical
response of a medium for any photon energy E = "ω.
The complex dielectric function allows the determina-
tion of other optical characteristics, in particular, the
refractive index of the medium (n), absorptivity (α),
reflectance (R), and other related values. The imaginary
part of the dielectric function is given by (see [9])

(11)

where

(12)

ε2 E( ) 4π2
"

2e2

m2E2
-------------------=

× 2 kd

2π( )3
------------- e Mv c k( )⋅ 2δ Ec k( ) Ev k( ) E––[ ] ,

ZB

∫
v c

∑

e Mv c k( )⋅ ψck ep ψv k〈 〉 ,=
SEMICONDUCTORS      Vol. 36      No. 8      2002
e is the polarization vector, and p is the momentum
operator. Summation is carried out over the initial indi-
ces of the valence bands (v) and the final states of the
conduction bands (c). Eight upper valence bands and
four lower conduction bands were also taken into
account. Integration was carried out over the first Bril-
louin zone using the method of tetrahedra [21]; the Bril-
louin zone was partitioned into 3000 equivoluminar tet-
rahedra. The matrix elements (12) were calculated for
the obtained pseudowave functions and controlled
using the selection rules [22]. In the calculation of
ε2(E), exciton effects were neglected. Since GaP is an
indirect-gap semiconductor compound, indirect inter-
band transitions were taken into account when calculat-
ing ε2(E). Then, in the case of phonon absorption "ωq

(see [22]), we have

(13)

where nq are the occupation numbers of the phonon
states involved in transitions.

The real part ε1(E) of the dielectric function was cal-
culated using the Kramers–Kronig relation. Figures 1
and 2 display the results of calculations of ε1(E) and
ε2(E) for InP and GaP in comparison with the experi-
mental dependences [23]. The interband transitions
were analyzed in detail, and the main peaks were iden-
tified in our previous publication [24].

ε2 E( ) 4π2h2e2

m2E2
-------------------

2 k1 k2dd

2π( )3 2π( )3
---------------------------

ZB

∫
ZB

∫=

× ψck2
V p q r,( ) ψβk1

〈 〉 nq
1/2 ψβk1

ep ψv k1
〈 〉

Eβ k1( ) Ev k1( ) E––
----------------------------------------------------------------------------------------------

2

× δ Ec k2( ) Ev k1( )– E– "ωq–[ ] ,
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As is known from the general theory of optical inter-
band transitions, the ε2(E) spectrum is quantitatively
defined by the correctness of the band dispersion calcu-
lations, the probability of electron transitions, and con-
sideration of all Brillouin zone points.

BULK CRYSTAL

Having obtained a good fit of the real and imaginary
parts of the GaP and InP dielectric function with the
experiment, we pass on to the consideration of the
behavior of the imaginary part ε2(E). First, we study
variations in the E1 peak position, which we accurately
determined by analyzing the second derivative
d2(ε2)/dω2 (the E0 behavior was studied in [20]). Using
the Vegard law, we found that the linear dependence
E1(x) (see Fig. 3) significantly differs from the experi-
mental one. The latter can be approximated as E1(x) =
3.18 + 0.58x + 0.86x(x – 1) [25]. To explain the curve
deflection, we initially took into account the fact that
the alloy lattice constant varies by the nonlinear law
[26], which is caused by local strains [8]. The latter, in
turn, can be taken into account by the modified pseudo-
potential (3) with the relative change of the unit cell
volume given by

(14)

One can see from Fig. 3 that this contribution to the
deviation of the dependence E1(x) from the linear one
is insignificant. The significant difference between the
InP and GaP lattice constants is also caused by antisite

Tr e( ) ∆Ω
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Fig. 1. Real (ε1) and imaginary (ε2) parts of the InP dielec-
tric function at 300 K: (1, 3) our calculations and (2, 4) the
experimental data of [23].
defects [27], whose effect on the alloy band structure
was taken into account in our previous paper [20]. Anti-
site defects give rise to the deflection of the depen-
dences E1(x) and E1(x) + ∆1, which conforms satisfac-
torily to the experimental data [24] (see Figs. 3, 4). The
results of calculations of E2(x) and E2(x) + ∆2(x) are
presented in Fig. 4. In this case, the deflection is less
pronounced than that of E1(x) and E1(x) + ∆1(x) and its
minimum is at the point x = 0.5. Furthermore, ∆2 < ∆1.
This is explained by the fact that the splitting of the
upper valence band at the point X is slighter than that at
the point L [20]. A detailed analysis of the interband
transitions showed that the transitions in the direction Λ
of the Brillouin zone (where the valence and conduc-
tion bands are almost parallel) mainly contribute to the
peaks E1 and E1 + ∆1. The transitions at the point X and
in the direction Σ contribute to E2.

EFFECT OF BIAXIAL DEFORMATION IN FILMS

The epitaxial growth of semiconductor alloys with
lattice parameters differing from those of the substrate
causes mismatch deformation in the epilayer. The mis-
match strain can elastically relax due to tetragonal dis-
tortion on condition that the epilayer is not too thick
(pseudomorphic film). As the mismatch between the
layer and substrate lattice constants increases, the layer
will relax in the direction of its bulk structure; as a
result, the misfit dislocations are generated.

The optical characteristics of thin pseudomorphic
InGaP films determined experimentally [7, 28, 29] dif-
fer from those of bulk samples, depend on the substrate
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E, eV
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–10
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Fig. 2. Real (ε1) and imaginary (ε2) parts of the GaP dielec-
tric function at 300 K: (1, 3) our calculations and (2, 4) the
experimental data of [23].
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material, and have singularities in the concentration
dependence E1(x). To explain these singularities, in
addition to the abovementioned factors taking place in
bulk samples, we considered the epilayer biaxial strain
caused by the substrate. The chosen pseudopotential
also allows for the consideration of film biaxial strain.
In this case, the strain tensor components can be written
as (see [1])

(15)

where δ = (aInGaP – asub)/asub; and aInGaP and asub are the
lattice constants of the bulk alloy and the substrate,
respectively.

As our calculations and the theoretical studies [1]
have shown, biaxial deformation changes the band
structure in the following way. Under compressive
deformation (the substrate lattice constant is smaller
than that of the film), the band gap increases due to a
rise of the conduction band, while the position of the
upper valence band is virtually unchanged. The case of
tensile deformation is opposite: the lower conduction
band goes down, while the position of the upper
valence band is also virtually unchanged, and the band
gap narrows.

We studied GaAs and GaP substrates. In the case of
the GaP substrate, compressive strains arise in the
InGaP alloy, since the lattice constant of the film
exceeds that of the substrate. As indicated above, the
compressive strain widens the band gap, which in turn
shifts the peaks E1 and E2 to higher energies. Hence, the
E1(x) and E2(x) deflection will be slighter for the case
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ezz
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C11
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Fig. 3. Concentration dependence of the E1 peak for the
bulk alloy taking into account (1) only the Vegard law,
(2) the lattice constant nonlinearity, (3) the lattice constant
nonlinearity and antisite defects, (4) the approximation of
the experimental data of [25] (triangles).
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of the GaP substrate than that for bulk samples. Figure 5
shows the results of our calculations in comparison
with the experimental data of [7] for GaxIn1 – xP/GaP.

The case of GaAs substrate is somewhat different.
The lattice constant of the alloy coincides with that of
the substrate at x = 0.4815. Hence, compressive and
tensile strains arise in the substrate at x < 0.4815 and
x > 0.4815, which shifts the E1 and E2 peaks to higher
and lower energies, respectively. This results in that the
deflection of the concentration dependences E1(x) and
E2(x) significantly decreases in the film relative to that
of the bulk sample, while the peak E2 and E2 + ∆2 posi-
tions remain virtually unchanged at x = 0.45–0.7. This
range is much wider for E1 and E1 + ∆1, x = 0.2–0.9,
which is also confirmed experimentally [7] (see Fig. 6).
Thus, the optical characteristics, as well as the band
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Fig. 4. Concentration dependences of the peaks E1(x),
E1(x) + ∆1(x), E2(x), and E2(x) + ∆2(x) for GaxIn1 – xP bulk
samples; dots are the experimental data of [25].
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Fig. 5. Concentration dependences of the peaks E1(x) and
E1(x) + ∆1(x) for GaxIn1 – xP/GaP; dots are the experimen-
tal data of [7].
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structure of thin films, significantly differ from those
inherent to bulk samples. Consideration of the biaxial
strain allows for a correct explanation of the special
features of the optical characteristics of thin films.

CONCLUSION

The electron band structure of bulk GaxIn1 – xP solid
solutions was studied using the local model pseudopo-
tential method taking into account the lattice mismatch.
The arising local strain of the lattice was taken into
account when calculating the effective masses and
deformation potentials. The consideration of internal
local strains and antisite defects in GaxIn1 – xP alloys
allows for an explanation of their basic optical charac-
teristics.

In comparison with bulk samples, the concentration
dependences of the peaks E1(x) and E1(x) + ∆1(x) in
pseudomorphic thin films are more sensitive than the
fundamental absorption edge E0 to deformations from
the substrate side.
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Abstract—Temperature dependences of the Hall coefficient R, electrical conductivity σ, and thermopower α0
are investigated in the range of 4–300 K. The specific features observed in temperature dependences R(T), σ(T),
and α0(T) are interpreted in the context of a model with two types of charge carriers. © 2002 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

Numerous studies have been devoted to the investi-
gation of the electrical and thermoelectric properties of
Ag2Te [1–8]. It was demonstrated that the electron dis-
persion law for n-Ag2Te is governed by the Kane model
[1, 2]. In the range of 4–300 K, the fundamental mech-
anisms of charge carrier scattering are scattering by
ionized impurities and optical phonons [1–4].

In contrast with n-Ag2Te, electrical and thermoelec-
tric properties of p-Ag2Te have specific features which
are not observed for n-Ag2Te. Their analysis requires
more precise knowledge of the properties of charge car-
riers in p-Ag2Te. Despite the series of studies which are
devoted to this issue for p-Ag2Te [4–8], the problem
can not be considered as resolved.

This study is devoted to the investigation of temper-
ature dependences of the Hall coefficient R(T), conduc-
tivity σ(T), and thermopower α0(T) with the purpose of
determining a number of properties of charge carriers
in p-Ag2Te.

EXPERIMENTAL

The p-Ag2Te samples were obtained according to
the single technique [9] with the Te excess as high as
~1 at. % [10]. The homogeneity in the solid state was
investigated by the dilatometry technique [9]. For mea-
surements, the samples were fabricated in the form of
parallelepipeds 2 × 3 × 10 mm in size. The experimental
data obtained on the temperature dependences of
kinetic coefficients R(T), σ(T), and α0(T) are shown in
Fig. 1.

The temperature dependence of the Hall coefficient
R(T) is shown by curve 1 in Fig. 1. It can be seen that
R(T) is independent of T up to T ≈ 45 K. After that, it
decreases with increasing temperature; and at T ≈ 65 K,
it changes its sign to a negative one and attains the peak
absolute value |R| at T ≈ 80 K. Further, |R|(T) decreases
gradually, and, in the temperature range of 200–300 K,
1063-7826/02/3608- $22.00 © 20869
the decrease in |R| diminishes. The temperature depen-
dence of conductivity σ is shown by curve 2 in Fig. 1.
From a comparison of σ(T) and R(T), it can be seen that
σ(T) at T & 45 K repeats the run of R(T). At the tem-
perature T ≈ 65 K, which corresponds to the tempera-
ture of reversal of the sign of R, this curve passes
through a minimum and further increases as the tem-
perature increases, and at T ≈ 200 K, it passes through
a maximum. Curve 3 in Fig. 1 demonstrates the temper-
ature dependence of thermopower α0(T), which
increases linearly up to T & 45 K and then changes its
sign. At T ≈ 80 and 270 K, the peaks of the dependence
|α0(T)| manifest themselves.
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100

0

–100

–200

100 200 300

R, cm3 C–1; σ, Ω–1 cm–1; α0, µV–1 K–1

T, K

1
2
3

Fig. 1. Temperature dependences of (1) the Hall coefficient
R for H = 12 kOe, (2) conductivity σ, and (3) thermopower
α0. Solid lines represent the results of calculations.
002 MAIK “Nauka/Interperiodica”
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DISCUSSION

The temperature dependences σ(T), R(T), and α0(T)
for p-Ag2Te were discussed previously [5–8]. The
authors of [5] tried to explain the plateaus observed in
the R(T) dependence in the region T . 230–300 K. The
slope of R(T) at T * 80 K was used [5] to estimate the
activation energy at 0.04 ± 0.01 eV, assuming that local
energy levels emerge in the band gap. The presence of
the plateau in the R(T) curve is caused by the depletion
of these energy levels [5]. It was concluded [6] that the
charge carrier density for the region of the intrinsic con-
ductivity of p-Ag2Te is governed by the power-law
dependence ni ∝  T3. This dependence corresponds to
the band-to-band activation of charge carriers with a
substantially nonparabolic energy spectrum of elec-
trons and holes. It is believed [6] that a sharp weakening
of the increase in the electron density, namely, the
emergence of the plateau in the R(T) curve in the tem-
perature range of ~250–300 K, can be explained by the
presence of an additional valence band with a higher
density of states.

It was assumed [7] that the presence of a conductiv-
ity peak and certain anomalies of thermopower in the
range T . 248–283 K could be associated with a possi-
ble phase transition. A decrease in the |α0| quantity at
T > 283 K is more characteristic of impurity conduc-
tion. In contrast with this, a decrease in |α0| with
decreasing temperature is related to variation in the
scattering mechanism and phonon drag of charge carri-
ers. It has been demonstrated [8] that, in the tempera-
ture range of 140–200 K, the α0(T) quantity varies
according to the law |α0| ∝  T3 and that the charge carri-
ers are dragged by phonons in this temperature range.

The authors of [5–8], with the absence of low-tem-
perature investigations of R, σ, and α0, and with no
allowance made for the temperature dependence of
band parameters, made, according to our opinion,
unjustified conclusions. In order to clarify this issue,
the complex analysis of temperature dependences σ(T),
R(T), and α0(T) should be carried out with allowance
made for the dispersion law of the electron spectrum
and scattering mechanisms.

Such an analysis was carried out as follows.

The experimental data (Fig. 1) indicate that the low-
temperatures hole gas is degenerate at T & 50 K. The
Hall coefficient R and conductivity σ are independent
of temperature, whereas the temperature dependence of
thermopower α0(T) is linear. Actually, it is known that
the thermopower α0 for each degree of degeneracy of
the charge-carrier gas in a conventional band is
expressed as follows:

(1)α0

k0

e
----

Fr 2+ µ*( )
Fr 1+ µ*( )
---------------------- µ*– .–=
Here, µ is the Fermi level; µ* = µ/k0T; Fr(µ*) is the
Fermi-Dirac integral, defined in [11] as

x = ε/k0T; and the subscript r is determined from the τ(ε)
dependence, which is the dependence of the relaxation
time of charge carrier momentum on energy ε:

(2)

where r = rac = 0 for scattering by acoustic phonons;
and r = ri = 2 for scattering by impurity ions. From for-
mula (1), for µ* * 10, we derive α0 ∝  T.

Let us use the value for the effective mass of holes
mp = 0.12m0 [3] and assume that the donor density Nd = 0.
In this case, from the Hall coefficient at T < 50 K, we
find the acceptor density Na = 6.25 × 1016 cm–3 and the
temperature of eliminating the degeneracy of the hole
gas Thd ≈ 56 K.

At T * 60 K, the degeneracy of holes is eliminated
and intrinsic conduction manifests itself, which is
shown by the experimental data shown in Fig. 1. Using
the temperature dependence of the band gap for Ag2Te
[12, 13],

and the equation of neutrality Na = p – n for the region
of intrinsic conduction, we can make an estimation and
demonstrate that the intrinsic electron density ni at
approximately T * 200 K increases to such a degree
that the degeneracy of the electron gas manifests itself,
which is characteristic of narrow-gap semiconductors.
Such an estimation is confirmed by the temperature
dependences R(T), σ(T), and α(T) at T * 200 K.

In the region of intrinsic conduction, for two types of
charge carriers, the quantities R(T), σ(T), and α0(T) in a
weak magnetic field H for (UpH)2 ! 1, (UnH)2 ! 1,
where Up and Un are the mobilities of electrons and
holes, are determined from the following formulas [14]:

(3)

(4)

(5)

Here, Na = p(1 – c) is the acceptor concentration; b =
Un/Up is the ratio of mobilities for electrons and holes;
c = n/p is the ratio of densities of electrons n and holes
p; and σp, σn, α0p, and α0n are the conductivities and
thermopowers for holes and electrons, respectively.

Fr

∂ f 0

∂x
--------– 

  xr x;d

0

∞

∫=

τ ε( ) τ0r T( ) ε
k0T
-------- 

  r 1/2–

,=

Eg T( ) 0.035 7 10 5– T×–( ) eV,=

R
1

Nae
--------- 1 c–( ) 1 b2c–( )

1 bc+( )2
--------------------------------------,=

σ NaeUn
1 bc+

b 1 c–( )
-------------------,=

α0
α0 pσp α0nσn–

σp σn+
----------------------------------= .
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We now turn our attention to the determination of
the ratio of mobilities b(T). With the reversal of the sign
of the Hall coefficient R, the ratio of mobilities is equal
to b = 1/c2, whereas for the minimum |R(T )| = |Rmin|
(T ≈ 80 K), b = 1/c [14], so that

Above T ≈ 80 K, the value of b was selected so that the
calculated R values coincided with the experimental
data (see Fig. 1, curve 1, and Fig. 2). The dependence
c(T) was calculated according to the relationship

If b(T) and c(T) are known, we can use relations (3)–
(5) and the data on σ(T) (Fig. 1, curve 2) to determine the
dependences Un(T) and Up(T) = Un(T)/b(T) (Fig. 3).

The calculated temperature dependences of electron
mobility at T > 50 K, when the electron contribution to
kinetic coefficients begins to become noticeable against
the background of the hole conduction (Fig. 1), were
determined for two cases. These are the cases of nonde-
generate electron gas (at T < 200 K) and degenerate elec-
tron gas, both for the conventional (parabolic) conduc-
tion band and for the nonparabolic one (at T > 200 K).
The temperature dependence of mobility has the form

(6)

Here, τeff is the momentum-relaxation time and m* is
the effective mass of charge carriers. Averaging the
electrons by energy is denoted by broken brackets.

When two scattering mechanisms with the parame-
ters ri and rac exist, the effective transport time for
relaxations is calculated using a representation of τ(ε)
in the form of (2) [11]; i.e.,

(7)

When determining τ0i(T) for scattering by ionized
impurity atoms, we can use the formula

(8)

Here, mn = 0.025m0 [1], χ = 16 is the dielectric constant
of the crystal, and Ni is the concentration of impurity
ions;

Rmin
1 b–( )2

4beNa

------------------.=

c
ni

Na pi+
-----------------.=

U T( )
e τeff T ε,( )〈 〉

m*
------------------------------.=

τeff T ε,( )
τ0i T( )τ0ac T( ) ε

k0T
-------- 

  rac 1/2–

τ0i T( ) τ0ac T( ) ε
k0T
-------- 

  rac ri–

+
---------------------------------------------------------------.=

τ0i T( )
χ2 2mn( )1/2 k0T( )3/2

πe4N iF
--------------------------------------------.=

F 1 ξ+( )ln
ξ

1 ξ+
------------; ξ– 4k2rS

2,= =
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where rS is the screening length defined for nondegen-
erate semiconductors as

n is the electron density; and k is the momentum of the
electron with the energy ε = "2k2/2mn.

The formula for τ0ac(T), which is the temperature
coefficient in formula (2) for electron scattering by the
deformation potential of lattice acoustic vibrations with
a conventional band, has the form

(9)

where ρ is the density of the crystal, C is a constant, and
U0 is the velocity of sound in the crystal. It was found
[15] that the C quantity is related to the constant of the
deformation potential of the lattice Ed as follows: Ed =

C. Taking into account the values ρ = 8.32 kg/cm3 [9],

U0 = 5 × 105 cm/s [16], and assuming that Ed = 10 eV,
it is possible to calculate τ0ac(T).

Substituting expressions (8) and (9) into formula
(7), we determine τeff(T) = 〈τ eff(T, ε)〉  for simultaneous
electron scattering by ionized impurities and acoustic
lattice vibrations, and, using relationship (6), we deter-
mine the temperature dependence of mobility  for a
nondegenerate electron gas (Fig. 3).

Using

we can similarly calculate the mobility  for a
degenerate electron gas (Fig. 3).

rS

χk0T

4πe2n
--------------- 

  1/2

;=

τ0ac T( ) 9π
2

------
ρU0

2
"

4

C2 2mnk0T( )3/2
-----------------------------------,=

2
3
---

U'
0n

rS
χ"

2

4mne2
-------------- π

3n
------ 

 
1/2

1/2

,=

U"
0n

T, K

c

b

10

5

0
100 200 300

1.0

0.5

0

cb

Fig. 2. Temperature dependences of the ratio of electron and
hole mobilities b = Un/Up and the ratio of electron and hole
densities c = ni/(Na + pi).
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When high degeneracy and the Kane dispersion law
for scattering by acoustic phonons (rac = 0) and impu-
rity ions (ri = 2) are present, the charge-carrier mobility
is given by [17]

(10)

(11)

Here, fi are the factors which account for the influence
of nonparabolicity on scattering probability. These fac-
tors are calculated using the following formulas [18]:

Here,
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Fig. 3. Temperature dependences of mobilities of electrons
Un and holes Up determined from the experimental data
using formulas (3)–(5). The calculated dependences for the

electron mobility:  for a nondegenerate electron gas,

 for a degenerate electron gas and parabolic band, and

 for a degenerate electron gas and a nonparabolic band

(expressions (10)–(12)).
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where m* and mn are the effective electron masses at the
Fermi level and at the conduction band bottom [1, 2],
and kF is the quasi-momentum at the Fermi level. The
calculated temperature dependences of mobility for a
degenerate electron gas with allowance made for (10)
and (11),

(12)

are shown in Fig. 3.
It can be seen from Fig. 3 that the calculated depen-

dences (T) at T & 200 K and (T), (T) at
T * 200 K are in qualitative agreement with the depen-
dence Un(T), which was determined from formulas (3)–
(5) and experimental data. The similarly determined
hole mobility Up(T) at T & 50 K is independent of tem-
perature, as it should be for a highly degenerate hole
gas when there is scattering by impurity ions. With
increasing temperature, hole scattering by phonons pre-
vails.

The comparison of the data on Un(T) with theoreti-
cal calculations demonstrates that the calculated elec-
tron mobilities are lower than the experimental ones.
This can be associated with the fact that the screening
length for Ag2Te is close to the lattice constant.

Taking into account the results of calculations of
c(T), b(T), and Un(T), and using formulas (3)–(5), we
calculated the dependences R(T), σ(T), and α0(T),
which are shown in Fig. 1 by solid lines.

Thus, at T & 50 K, the Ag2Te sample investigated
has p-type conductivity with a high degeneracy of the
hole gas. The temperature range 50 K & T & 200 K cor-
responds to the region of intrinsic conductivity, and the
temperature dependences of the kinetic coefficients
R(T), σ(T), and α0(T)) are determined by two types of
carriers.

At T > 200 K, the electrons start to make the main
contribution to the conduction and a progressively
higher degeneracy of the electron gas manifests itself
with increasing temperature. Correspondingly, the
signs of the Hall effect and thermopower correspond to
the n-type conduction (Fig. 1). In this case, the Hall
coefficient R = 1/en; it depends only slightly on temper-
ature. The dependence σ(T) is governed by the temper-
ature dependence of electron mobility Un(T) ∝  T–1.2

when there is scattering by acoustic phonons. In the
range of 200 K < T < 270 K, the dependence of ther-
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mopower on temperature is determined by expression (1)
if the nonparabolicity of the conduction band is disre-
garded. In this temperature range, the reduced chemical
potential µ* = µ/kT is determined by a rapid increase in
the value of µ > 0, which is measured from the conduc-
tion-band bottom. In these conditions, formula (1) pre-
dicts a decrease in the magnitude of |α0|. On reaching
T = 270 K and with a sufficiently high degeneracy
(magnitude µ* > 5), the chemical potential µ varies
only slightly with increasing temperature. As a result,
|α0(T)| ∝  1/µ* = kT/µ [11]; i.e., the absolute value of the
thermopower increases linearly with temperature, sim-
ilarly to the region of low-temperature hole conduction.

CONCLUSION
Thus, the causes for decreasing σ, the dependence

R(T), and the emergence of the |α0| peak in the temper-
ature range of ~200–300 K are clarified.

From the aforesaid it can be concluded that the sug-
gested model with two types of charge carriers ade-
quately describes the electrical and thermoelectric
properties of p-Ag2Te.
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Abstract—The photoconductivity spectra of textured coarse-grained CdTe polycrystals grown by low-temper-
ature synthesis from deeply purified components are investigated. It is shown that photoconductivity is con-
trolled by complexes of extended defects with segregated impurities. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

For years, widespread use of polycrystalline semi-
conductors in microelectronics was hindered by the
presence of large amounts of extended defects (such as
grain boundaries and dislocations) in these materials. It
is known that not only are such defects responsible for
a significant reduction in the majority-carrier mobility
and in the minority-carrier lifetime, but, during growth,
may act as centers for secondary-phase formation and
impurity segregation as well. At one time, these sys-
tems became so well-studied that their polycrystalline
structure presented promise rather than problems [1].

Currently, it is understood that the properties of
these semiconductors can be altered considerably by
varying the grain size or the orientation of the grain
boundaries and by controlled doping, which, during the
growth, can lead to deviations from stoichiometry or to
changes in the impurity-segregation mechanism [2].
However, correct characterization of the local disorder
in elemental, as well as compound polycrystalline,
semiconductors is a problem that remains to be solved,
since it is difficult to distinguish between random clus-
ters of impurity atoms and extended defects. Fortu-
nately, extended defects, as a rule, represent a source of
electric and elastic-stress fields in their vicinity; this
makes a considerable difference between the electronic
states of extended defects and those of local impurity
clusters. The problem is also simplified significantly
when crystals with a low impurity content are studied.

The electronic states of extended defects (mainly
those in silicon) were experimentally investigated by
the techniques of photoluminescence, optical absorp-
tion, double-spin resonance, high-frequency conductiv-
ity, and photoconductivity [3, 4]. In this paper, we
report the results of studying the steady-state photocon-
ductivity and its kinetics in coarse-grain textured CdTe
polycrystals grown by a new technology [5].

It should be noted that the photoconductivity tech-
nique holds an important place among different meth-
ods for studying the physical properties of semiconduc-
tors, because, in addition to data on the energy levels of
1063-7826/02/3608- $22.00 © 20874
local defects, it enables one to obtain information on
lifetimes and mobilities of nonequilibrium charge car-
riers in semiconductors with moderate concentrations
of impurities (about ~1015–1016 cm–3) [6].

Unfortunately, the interpretation of the photocon-
ductivity spectra becomes rather complicated in crys-
tals with various kinds of extended defects (disloca-
tions and grain boundaries); as a rule, the cutoff of the
intrinsic photoconductivity signal is shifted to longer
wavelengths in such crystals [7]. This indicates the
presence of local compressive and tensile strain fields
that may significantly alter the spectrum of deep elec-
tronic states in the band gap, the local distribution of
these strain fields over the crystal being inhomoge-
neous. Under such conditions, important parameters
characterizing the quality of the material are the life-
times and mobilities of the charge carriers, which can
be determined quite reliably from measurements of
steady-state photoconductivity and its kinetics.

2. EXPERIMENTAL

Measurements were carried out for high-purity sto-
ichiometric polycrystalline p-CdTe samples (resistivity
105–106 Ω cm) having a textured structure with the
[111] growth direction of single-crystal grains. The
mean size of the grains was no smaller than 1.5–2 mm.
The samples were cut from polycrystalline ingots
grown at temperatures of 600–620°C in the course of
the final purification of CdTe. Samples with a size of
5 × 5 × 1.5 mm3 were prepared by the mechanical
grinding and polishing of the {111} surface crosswise
to the growth direction.

After etching the samples in bromomethanol solu-
tion, contacts on the {111} surfaces were formed by
gold deposition from an auric chloride solution.

The photoconductivity was measured at 65 K in the
region of the fundamental absorption edge (in the pho-
ton energy range hν = 1.3–1.6 eV); the layout made it
possible to illuminate the sample from its two opposite
sides (A and B, see Fig. 1). It should be noted that the
photoconductivity of CdTe polycrystals is determined
002 MAIK “Nauka/Interperiodica”
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by free nonequilibrium electrons, since the mobility–
lifetime product µpτp for holes is small [8].

3. RESULTS AND DISCUSSION

Figure 2 represents the photoconductivity spectrum
of one of the samples measured in the ac mode (the
incident light flux was modulated at 12.5 Hz). This
spectrum is typical of high-purity CdTe crystals. It
demonstrates, first, the high quality of the crystal sur-
face treatment as indicated by the low surface recombi-
nation rate (revealed by the fact that the signal drop
beyond the intrinsic absorption edge is small); second,
the absence of any significant amount of impurity cen-
ters forming energy levels in the vicinity of the conduc-
tion and valence band edges (whose presence we
observed studying similar samples with a somewhat
higher content of impurities [9]); and, third, the absence
of the spectral structure in the signal beyond the funda-
mental edge.

It should be stressed that the spectra recorded under
the illumination of the sample from side A and side B
are identical. Also note that the estimation of the elec-
tron lifetime–mobility product from the ac photocon-
ductivity data yields 3 × 10–3 cm2 V–1, which is charac-
teristic of high-resistivity detector-quality CdTe crys-
tals [10].

However, this spectrum does not provide complete
information about the electronic states of the defects
present in the material, since ac photoconductivity
measurements carried out at a frequency f cannot reveal
slow traps characterized by the time of carrier exchange
with the allowed bands τ > 1/f. As a rule, it is this type
of traps which is formed by extended defects.

The photoconductivity spectra of the same sample
measured in the dc mode (without modulation of the
incident light flux) under the illumination of the sample
from side A and side B are shown in Figs. 3a and 3b,
respectively. These curves differ considerably from the
spectrum in Fig. 1: the maximum of the signal is shifted
to longer wavelengths and a spectral structure appears
in a photon energy range larger than the material band
gap Eg. In addition, the spectra in Figs. 3a and 3b differ
from each other.

Interpretation of the results obtained presents cer-
tain difficulties; this is related first of all to the absence
of similar data in the literature. Moreover, there are no
wholly convincing concepts on the processes of charge
accumulation at extended defects even for the case of
dislocations, let alone grain boundaries. Nevertheless,
we think that our results can be explained on the
assumption that the photoconductivity is controlled by
extended defects, which accumulate substantial charge
during illumination.

The following facts corroborate our assumption.
First, it is difficult to believe that residual substitu-

tional impurities or intrinsic point defects have such a
considerable effect on the band structure as to form
SEMICONDUCTORS      Vol. 36      No. 8      2002
local electron states in the conduction band, which
could explain the presence of the spectral structure in
the photoconductivity signal beyond the fundamental
absorption edge.

Second, the method that we used to grow and pre-
pare the polycrystals could not have resulted in such a
considerable gradient in the distribution of impurities
or intrinsic point defects, by which the differences in
the photoconductivity spectra obtained under illumina-
tion of the samples from the opposite sides might be
explained. These differences are, evidently, related to
the spatial variations in the structure of extended
defects [11], e.g., with the arrangement of the grain

A

B

Fig. 1. Typical configuration of the samples for the photo-
conductivity measurements.
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boundaries in the bulk of the sample or their different
orientation along the texture direction.

Using all data found in the literature to explain the
results obtained, we suggest the following model. It
was shown long ago [12] that charged dislocation tubes
cause local modification of the semiconductor energy
bands, which leads to the formation of potential barri-
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Fig. 3. The photoconductivity spectra measured in the dc
mode (light flux is not modulated); light is incident on the
sample (a) from side A and (b) from side B.
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Fig. 4. Suggested diagram of electronic transitions (see
text).
ers for the capture or emission of nonequilibrium
charge carriers.

Apparently, dips in the photoconductivity spectra
beyond the fundamental absorption edge originate from
the capture of electrons excited to the conduction band
by the extended-defect traps, this process being possi-
ble when the electrons overcome certain barriers of
height Eb (see Fig. 4). We note that a similar model was
proposed to explain the appearance of a Z band in the
photoluminescence spectra of CdTe [13].

In Fig. 5, we present the photoconductivity spec-
trum of the same sample after a 72-h annealing in a sat-
urated Cd vapor at 650°C. In this case, the structure of
the signal obtained under the illumination of the sample
from opposite sides is the same. However, annealing
leads to a significant change in the electronic states of
traps present in the sample.

First, one can see that, in the energy range above Eg,
excited electrons can be captured only by one type of
traps, with the spread in their energy being insignificant
(note that the narrow dip in the signal cannot be
explained by excitonic absorption, since it is absent in
the spectra measured in the ac mode).

Second, the appearance of a clearly resolved shoul-
der in the photoconductivity signal indicates that the
second trap evolved into an electron capture center with
a level at Eν + (0.035 ± 0.02) eV, which is already
known for CdTe.

These results provide evidence that long-term
annealing leads either to the reconstruction of dangling
bonds in the region of extended defects or to the consid-
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Fig. 5. The photoconductivity spectrum of the sample
annealed in Cd vapor.
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erable redistribution of background impurities in the
vicinity of extended defects. It remains to be seen
which of the two hypotheses is more realistic.

4. CONCLUSION
Until relatively recently, the use of polycrystalline

materials was limited to selenium rectifiers and powder
luminophors. However, the situation changed radically
during the last ten years. More and more applications of
polycrystals and polycrystalline films of III–V and II–VI
compounds have been found in micro- and optoelec-
tronics and solar-power engineering. Unfortunately,
reproducible manufacturing of polycrystalline semi-
conductors with desirable properties is severely ham-
pered by the structural features inherent to these mate-
rials, specifically, by the presence of extended defects
(grain boundaries and dislocations). Depending, for
example, on the type of the boundaries and the nature
of their interaction with background and dopant impu-
rities, the electronic properties of polycrystals may vary
dramatically. The cause of these variations has yet to be
established. There are two more or less clearly formu-
lated points of view. In [12], where germanium bicrys-
tals were investigated, it was suggested that the elec-
tronic states of extended defects, which induce electric
and stress fields in their vicinity, are determined by the
atomic structure of a defect, in particular, by the pres-
ence of dangling bonds; a similar conclusion was made
in [2], where dislocations in silicon were studied. On
the other hand, the authors of [1], who also studied dis-
locations in silicon, argue that the spectrum of elec-
tronic states is governed by the nature of interaction of
grain boundaries with background impurities.

Most likely, our results give evidence in favor of the
former suggestion. For its final verification, more
sophisticated techniques (first of all, local structural
methods) should be used in future investigations.
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Abstract—The low-temperature time-resolved photoluminescence of polycrystalline GaN layers grown by
molecular beam epitaxy on metal substrates (Mo and Ta) was investigated. The photoluminescence spectra
observed include two emission bands in the ultraviolet spectral region. We assign one of these bands to recom-
bination processes inside cubic nanocrystallites, which are formed in the hexagonal polycrystalline GaN host.
The recombination radiation of cubic nanocrystallites is enhanced due to predominant trapping of the nonequi-
librium electron–hole pairs in these crystallites. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

At present, Group III nitrides are being investigated
intensively in many research centers in connection with
prospects for their application in optoelectronic devices
operating in the blue and ultraviolet spectral regions, as
well as in high-temperature electronic devices. Despite
certain advances in the development of a number of
devices, for example, lasers for the blue and violet
regions of the spectrum [1] and high-power microwave
field transistors [2], the technology of obtaining Group
III nitrides remains complex and very expensive. This
is associated partially with the problem of substrates [3]
and partially with the specifics of the epitaxial growth
of Group III nitrides [4]. For this reason, the search for
ways of reducing the cost of obtaining Group III
nitrides and devices based on them is a very important
problem in the context of both applied and basic
research. Recent advances in the technique of growing
layers of Group III nitrides using molecular-beam epit-
axy (MBE) made it possible to obtain GaN polycrystal-
line layers with an efficient photoluminescence (PL) [5,
6]. Moreover, the preparation of n- and p-type conduc-
tion layers was demonstrated [7]. High-quality poly-
crystalline GaN layers were also obtained on metal sub-
strates (Mo, Ta, W, Nb) [8]. These results open up the
prospect of developing relatively inexpensive polycrys-
talline layers of nitrides. On the other hand, further
investigations of the mechanism for high-efficiency
luminescence of polycrystalline GaN are required.
1063-7826/02/3608- $22.00 © 20878
In this study, the spectra and kinetics of the PL
decay for polycrystalline GaN layers grown by MBE
on Mo and Ta substrates are investigated.

2. EXPERIMENTAL

The GaN layers 0.4–0.5 µm thick were grown on
metal substrates (Mo, Ta) according to the MBE proce-
dure described elsewhere [8]. The layers obtained were
investigated by X-ray diffraction and atomic-force
microscopy. The results indicate that the layers contain
mainly hexagonal crystallites 400–800 and 100–300 nm
in size for GaN/Mo and GaN/Ta, respectively. The
details associated with these measurements can be
found in publication [8].

The PL was investigated on a spectrometry installa-
tion which included a DFS-24 double-grating mono-
chromator, an FEU-100 photomultiplier, a BCI-280
box-car integrator, as well as a controlling and record-
ing computer system. The spectral resolution of mea-
surements was 3 meV. The time resolution of the sys-
tem was about 10 ns. The PL was excited by the radia-
tion of a pulsed N laser (λ = 337 nm, τp = 6 ns). The
excitation intensity was ~103 W/cm2. The measure-
ments were carried out at 78 and 4.2 K.

3. RESULTS AND DISCUSSION

Typical PL spectra measured at the peak of the laser
pulse at T = 78 K for the two types of investigated lay-
ers, namely, GaN/Mo and GaN/Ta, are shown in Fig. 1.
002 MAIK “Nauka/Interperiodica”
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The samples investigated produced PL mainly in the
violet and near-ultraviolet spectral regions. The PL
intensity for the yellow-green region was very low for
all samples investigated. For this reason, we consider
here only the high-energy part of the emission spec-
trum.

The spectra are characterized by two fundamental
emission bands with peaks at 3.465 and 3.259 eV in the
case of GaN/Mo, and at 3.470 and 3.260 eV in the case
of GaN/Ta. The emission in both PL bands is character-
ized by rapid decay (Fig. 2), which repeats the shape of
the laser pulse. This indicates that the PL decay time for
both bands is shorter than several nanoseconds. The PL
bands with peaks at 3.465 and 3.470 eV can be attrib-
uted to the edge emission of hexagonal GaN crystal-
lites.

Rapid decay of the second PL band (3.26 eV) does
not permit one to assign it to donor–acceptor recombi-
nation, as was done in study [8] based on measurements
of steady-state PL. It is known [9] that the donor–
acceptor recombination in GaN is characterized by a
nonexponential and relatively slow PL decay. In addi-
tion, the time-resolved PL spectra demonstrate no vari-
ation in the position and shape of this band with the pro-
longation of the delay time between the instant of
detecting the spectrum and the peak of the laser pulse
(Fig. 3). The fact that the difference in the peak energies
of PL bands for 3.46–3.47 and 3.26 eV is close to 200–
210 meV has engaged our attention. This value corre-
sponds to the difference in band gaps of hexagonal
(h-GaN) and cubic (c-GaN) GaN [10]. Based on these
data, we assume that the band with the peak at 3.26 eV
is related to the edge emission from cubic GaN crystal-
lites. This emission is caused mainly by exciton recom-
bination.

X-ray measurements [8] have not revealed a cubic
phase in the GaN/Mo and GaN/Ta samples, which were
investigated in this study. This can be explained by the
small volume fraction of c-GaN in epilayers. However,
the PL from the cubic phase can be detected even if this
phase occupies much less volume when compared with
the hexagonal phase (see, for example, [11]). If c-GaN
consists of small nanocrystallites, which are sur-
rounded by considerably larger hexagonal crystallites,
preferential trapping of the nonequilibrium charge car-
riers, which are generated by external excitation, is pos-
sible in nanocrystallites of the cubic phase. Due to a
substantially narrower band gap for c-GaN, the carriers
will move from crystallites of the h phase to crystallites
of the c phase. This situation is similar to the preferen-
tial trapping of the charge carriers by quantum dots,
which are incorporated into the wide-gap host (see, for
example, [12, 13]). Due to such trapping, the PL of the
cubic phase can be considerably enhanced.

Let us consider a simple phenomenological model
which describes this effect of PL enhancement.
SEMICONDUCTORS      Vol. 36      No. 8      2002
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Fig. 1. Time-resolved photoluminescence spectra of GaN
epilayers on metal substrates at T = 77 K with the zero delay
relative to the laser pulse. (1) GaN/Mo and (2) GaN/Ta.

Fig. 2. Kinetics of photoluminescence pulses for structures
(a) GaN/Mo and (b) GaN/Ta at 77 K. The wavelengths of
PL detected: (1) 3578, (2) 3800, (4) 3610, and (5) 3802 Å;
(3) laser pulse. The curves are shifted relative to each other
along the ordinate axis.
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Let us write the balance equations for electrons and
excitons in the crystallites of the hexagonal phase while
making allowance for carrier escape to neighboring
crystallites of the cubic phase. We assume that the inter-
faces between crystallites are ideal, i.e., with no carrier
trapping, and the temperature is so low that it is possi-
ble to neglect the thermal decomposition of excitons:

(1)

(2)

Here, neh and nxh are the electron and exciton densities
in the h phase, respectively; αJ is the rate of electron
generation from the light; β is the coefficient of com-
bining the carriers into the exciton; γe is the frequency
of electron trapping by cubic crystallites; γx is the fre-
quency of exciton trapping by cubic crystallites; τx is
the exciton lifetime, including radiative and nonradia-
tive recombination processes; and τe is the electron life-
time, which accounts for the recombination processes
other than those combining into the exciton. In Eqs. (1)
and (2), it is also implied that the excitation level is high
and the electron density is equal to the hole density. In
addition, relative to trapping into the c phase, electrons
and holes are assumed to behave similarly. The solu-
tions to Eqs. (1) and (2) for the steady-state case, with
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Fig. 3. Time-resolved photoluminescence spectra of the
GaN/Mo structure at T = 77 K. (1) The spectrum for the zero
delay between the instant of spectrum detection and a peak
of the laser pulse; (2) the delay is equal to 100 ns.
the proviso that the excitation levels are high (αJ @

1/4β2 ), have the form

(3)

(4)

If we write similar balance equations for the cubic
phase,

(5)

(6)

and assume that the light generates electrons and holes
with the same efficiency as in the h phase, the electron
and exciton lifetimes become independent of the phase
of their location. With the assumption of high excitation
levels, we have for the steady-state case

(7)

and, using expression (4),

(8)

Using expressions (4) and (8), we derive the ratio
between exciton densities in the cubic and hexagonal
phases:

(9)

Assuming that the radiative lifetime of excitons is
the same for the c and h phases and taking into account
different volumes (Vc and Vh) of the luminescent mate-
rial, we can derive the following ratio of intensities of
the exciton PL Ipl in the c and h phases:

(10)

The product γxτx in expression (10) is the number of
exciton captures which were generated in hexagonal
crystallites by the cubic phase during the exciton life-
time. This quantity can be substituted by the ratio of the
exciton diffusion length Ld to the size of the hexagonal
crystallite L. For this reason, expression (10) can be
written as follows:
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It can be seen from expression (11) that, for small
crystallite sizes and large enough exciton diffusion
lengths, the PL of the cubic phase can be comparable
with the PL of the hexagonal phase even in the case of
a small volume fraction of cubic crystallites. As was
noted above, the size of the hexagonal crystallites for
the GaN/metal layers, which were investigated in this
study, is several hundreds of nanometers. The exciton
diffusion length for GaN should be on the order of the
free-carrier diffusion length, which is as large as several
micrometers for high-quality GaN samples [14]. For
this reason, the factor of enhancement of PL from cubic
crystallites (1 + 2(Ld/L)2)2 in expression (11) can be as
large as several tens.

The PL spectra of the GaN/metal samples at T =
4.2 K (Fig. 4) make it possible to identify radiative tran-
sitions more exactly.

In the case of the GaN/Mo samples, the narrow PL
line with a peak at 3.468 eV and a half-width of ~13 meV
is dominant in the emission spectrum of hexagonal
crystallites. The spectral position and rapid PL decay
allowed us to attribute this line to the recombination of
excitons bound at neutral donors (D0–X transition).
A certain low-energy shift of the peak of this line (of
about 4–8 meV) from the value 3.472–3.476 eV, which
is known from the literature for the D0–X transition in
hexagonal GaN [15, 16], is most likely associated with
strain effects in the polycrystalline structure.

In the emission region of cubic crystallites, two
emission lines with peaks at 3.264 and 3.187 eV and
half-widths of 30 and 60 meV, respectively, can be
observed. The line with a peak at 3.264 eV, which is
characterized by a PL decay time shorter than several
nanoseconds, can be attributed to the recombination of
excitons bound at neutral donors (D0–X) in the c-GaN
phase [16, 17]. In contrast with this, the emission of the
line at 3.187 eV is characterized by a substantially non-
exponential and slow PL decay. More specifically, the
PL signal decays from the level of 0.9 to the level of 0.1
in about 400 ns. In addition, time-resolved PL spectra
demonstrate the low-energy shift of the peak of this line
with increasing delay time between the moment of
detecting the spectrum and the peak of the laser pulse.
These facts indicate that this line is related to the
donor–acceptor recombination in cubic crystallites.

In the case of GaN/Ta samples, two emission lines
from hexagonal crystallites, namely at 3.472 and 3.430 eV
with a half-width of 18 and 30 meV, respectively, are
observed in the low-temperature PL spectrum (Fig. 4,
curve 2). Both lines are also characterized by rapid PL
decay. We attribute the line at 3.472 eV to the recombi-
nation of excitons bound by neutral donors (D0–X). In
contrast with this, the line at 3.430 eV can be caused by
the recombination of a hole with an electron bound by
a deep donor (h–D0 transition) with a bonding energy of
about 70 meV. This energy Ei can be estimated from the
relation hν = Eg – Ei + kT/2 taking into account that
SEMICONDUCTORS      Vol. 36      No. 8      2002
Eg ~ 3.50 eV for h-GaN [10]. The h–D0 transition with
the participation of a donor with an energy of about
80 meV was observed in many studies, and many
authors assign this donor to the O impurity in GaN (see,
for example, [18, 19]). It is possible that the donor cen-
ter in our samples has the same nature, and a decrease
in its bonding energy is explained by specific features
of behavior of the O impurity in polycrystalline GaN.

The emission of cubic crystallites in the GaN/Ta
samples at 4.2 K comprises an asymmetric line with a
peak at 3.261 eV and a half-width of ~27 meV. The
spectral position of this line allows one to assign it to
D0–X transitions in cubic crystallites. The asymmetry
of this line can be caused by the contribution of an addi-
tional weaker emission line with a peak at 3.24 eV.

Variation in the epitaxial growth conditions for
polycrystalline GaN layers on metal substrates strongly
affects the structure of GaN crystallites. The PL spectra
at 78 K for two GaN/Mo samples, N1 and N2, are
shown in Fig. 5. The N1 sample was prepared accord-
ing to the procedure described in study [8] and was con-
sidered above. For the N2 sample, growth conditions
were varied; namely, we changed the source of acti-
vated N (N2 for N1 and NH3 for N2), and the tempera-
ture of growth and thickness of the buffer layer (3-nm-
thick layer grown at 400°C for N1 and 40 nm at 550°C
for N2). It can be seen that a change in the growth con-
ditions of the N2 sample led to the almost complete dis-
appearance of the band at 3.26 eV and the emergence of
a shoulder at 3.43 eV for the line at 3.465 eV. The emis-
sion both at 3.43 eV and at 3.465 eV is characterized by
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Fig. 4. Photoluminescence spectra of GaN epilayers on
metal substrates at T = 4.2 K. (1) GaN/Mo and (2) GaN/Ta.
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rapid decay. These variations in the emission spectra
can be explained by the fact that change in the growth
conditions led to the almost complete disappearance of
the cubic crystallites. However, the concentration of
impurity centers in hexagonal crystallites increased sub-
stantially in this case. Specifically, the line at 3.43 eV is
related to the h–D0 transition in which the O impurity is
involved, as was discussed above.

4. CONCLUSION

Thus, the PL kinetics for polycrystalline GaN layers
grown by the MBE technique on metal substrates was
investigated. These investigations allowed us to iden-
tify the recombination processes in GaN. The PL spec-
tra observed include two emission bands in the ultravi-
olet spectral region. We relate one of these bands to
recombination processes inside cubic nanocrystallites,
which are formed in the hexagonal polycrystalline GaN
host, and the other one to the recombination inside hex-
agonal crystallites. The emission from cubic GaN crys-
tallites is found to be enhanced, which makes it possi-
ble to observe the PL signal from the cubic phase
despite its small volume fraction in the GaN layers
investigated. The enhancement of the recombination
emission for cubic nanocrystallites is caused by the
preferential trapping of the nonequilibrium electron–
hole pairs in these crystallites.

1
2

Photon energy, eV
2.9 3.0 3.1 3.2 3.3 3.4 3.5 3.6
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Fig. 5. Photoluminescence spectra of two GaN/Mo samples
at T = 77 K. (1) Sample N1 and (2) sample N2.
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Abstract—Changes in the spectra of fluorescence of dye (rhodamine B) molecules adsorbed on a Ge surface and
modification of the parameters of Raman and diffuse scattering of light by a semiconductor surface subjected to
elastic and elastoplastic effects of pulsed laser radiation are studied. Using contactless photoacoustic measure-
ments based on the laser beam deflection technique, the amplitude of the threshold surface strain is estimated at
~5 × 10–5. An appreciable quenching of the fluorescence of the adsorbed probe molecules, an abrupt broadening
of the molecular spectra, and an above-threshold increase in the intensity of the diffusively scattered light are
observed upon the transition to the range of energy densities corresponding to the inelastic strain formation. The
larger the laser-induced strain, the smaller the frequency and the width of the Raman lines, and the higher their
intensities. The physical nature of these effects is discussed. © 2002 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Previously, the final stages of the controllable dam-
age of semiconductors and metals exposed to multiple
laser pulses were observed at relatively low threshold
energy densities W0 & 0.1 J/cm2 [1–4], which, in the con-
ditions of local (Gaussian beam radius ω ≈ 10–100 µm)
short-term heat release, are characterized by the so-
called size effect: W0 ∝  ω [2, 5–8]. Most of the experi-
ments were based on the techniques that are sensitive
only to the macrodamage of semiconductors (see, e. g.,
[2, 3] and the references therein). It was not until
recently that the initial stages of microscopic changes,
whose accumulation within small regions (10–100 µm)
may cause macrodamage, have received the attention
they deserve [9–11].

It has been shown already that, under the local effect
of a relatively small number of laser pulses (N & 103),
the thermal stress produced in the surface layer of a
semiconductor results in plastic microstrains, which
cause (at the energy density W ≈ W0) a significant
threshold change in the parameters of the insulator slow
states (ISS) localized in the oxide layer on the germa-
nium surface [10]. However, in the conditions speci-
fied, the microscopic defect formation in the oxide film
is not the only result of the photoinduced deformation;
a considerable change in the microstructure of the
semiconductor surface layer, a radical restructuring of
the deeper layers [7, 8, 10], and the formation of super-
structures on the surface [3, 12] are also possible.
1063-7826/02/3608- $22.00 © 20883
For a complex investigation of the early stages of
microplastic changes produced near the actual (i.e.,
covered with a thin oxide film) germanium surface, we
combined several optical nondestructive techniques;
namely, molecular luminescence probing, diffuse and
Raman scattering, and photothermal deformation of the
surface were used.

EXPERIMENTAL
Similar to [10], we studied the (111) surfaces of

high-resistivity (resistivity ρ = 25–30 Ω cm) n-Ge sin-
gle crystals doped with Sb and etched in H2O2 at room
temperature. After the etching, the germanium samples
were kept in air for more than a day, during which a 20-
to 30-Å-thick GeO2 layer of hexagonal structure was
formed on the Ge surface. Then, the “real” surfaces
thus obtained were subjected to pulsed laser radiation
in air. A laser beam of micrometer size, similar to that
described in [10], was used in the scanning mode; for
the experimental techniques implying nonlocal action,
five-to-six regions of ~3 × 5 mm2 area were formed by
scanning the sample surface (we used the samples of
size 20 × 5 × 0.3 mm3). Each of the regions was charac-
terized by its specific energy density W of the laser radi-
ation with λ = 0.53 µm, the Gaussian spot of the size
2ω ≈ 70 µm, the pulse duration τ0 * 350 ns, and the
number of pulses N & 103. The range of W variation
was chosen between 10 and 250 mJ/cm2, which is much
002 MAIK “Nauka/Interperiodica”
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lower than the melting threshold Wm * 1.2 J/cm2 [13]
calculated at τ0 * 350 ns [13].

The fluorescence spectra were measured using a
hyperspectrometer, which is a system with a position-
sensitive sensor and ensures a wavelength resolution of
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Fig. 1. Kinetics of the spatial profiles of (a) quasi-static
strains dUz/dr = f (r) and (b) the effective normal displace-
ments Uz (r) of the actual Ge surfaces at the elastic stage

of the focused laser-beam effect W ≈ 8–10 mJ/cm2 ! W0.
The profiles were measured at the time t counted from the
beginning of the laser pulses, which recurred within inter-
vals ∆t ≈ 100 µs and featured the following coordinate r
and time t dependence of the intensity [15]: I(r, t ) =

Wexp(–r2/ω2)(t/ )exp(–t/τ0) with the characteristic time

constant τ0 ≥ 350 ns. t = (1) 1, (2) 2, (3) 6, (4) 10, and (5) 18 µs.

τ0
2

~0.8 nm and a spatial resolution along a sample of
~10 µm. As the position-sensitive device, we used a
microchannel plate and a CCD array for detecting the
fluorescence spectra and for studying the Rayleigh
scattering, respectively. A halogen lamp (1000 W) with
an interference filter adjusted to 530 nm excited the flu-
orescence of the probe molecules.

Probe molecules were those of rhodamine B depos-
ited on the semiconductor surface from an alcoholic
solution. The surface concentration of the dye mole-
cules amounted to 2 × 1013 cm–2, which corresponds to
a ~0.2 monolayer according to the data obtained using
a piezo-resonance balance. Special experiments indi-
cated that neither the adsorption of the dye at the sur-
face nor the radiation with intensities used in the exper-
iments changed the degree of homogeneity of the sur-
face or the spectrum of surface electron states (SES).

Additional study of Raman and diffuse scattering
spectra of the probing light was carried out using a
DFS-52 spectrograph for the germanium samples
excited by an argon laser with λ = 0.488 µm. The reso-
lution of the Raman scattering (RS) spectral measure-
ments was improved by using p polarization of the laser
beam incident upon the sample surface at the Brewster
angle with an intensity of ~0.5 W/cm2.

Instantaneous spatial profiles of the quasi-static
strains on the germanium surface dUz/dr = f(r) and the
effective normal elastic displacements Uz(r) were
detected using an advanced method of photothermal
surface strain (PTSS) in accordance with the technique
employed in [14, 15].

RESULTS AND DISCUSSION

The results will be outlined by proceeding mainly
from the lower to higher densities of laser pulse energy W.

The profiles of dUz/dr = f(r) and Uz(r) obtained in
germanium in situ under the nondestructive (elastic)
pulsed laser effect at W ≈ 8–10 mJ/cm2 ! W0 are plotted
in Fig. 1. The profiles have the shape of a hump appear-
ing at the semiconductor surface and turned out to be
similar to those previously obtained for metals [14, 15].
The kinetics of the displacement profiles makes it clear
that the intervals between laser pulses (∆t ≈ 100 µs) is
sufficient for the sample surface to cool entirely and
return to its unperturbed (unstrained) “horizontal”
state. When W increased to W0 * 70 mJ/cm2, the dis-
placement profiles retained their smooth shape and no
small-size (on the order of micrometers) spatial fluctu-
ations Uz appeared. As in [2], the profiles at W0 corre-
sponded to the largest (along the beam radius r and for
the time t) shear strain ϕ0 ≡ (dUz/dr)max ≈ 5 × 10–5

(Fig. 2, curve 1). Note that the drop in the photostrain
signal at the thresholds W0 is mostly caused by the
development of the final stages of damage in germa-
nium (at N ≥ 106) accompanied by an abrupt decrease
in the fraction of mirror-reflected light [2].
SEMICONDUCTORS      Vol. 36      No. 8      2002
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The results of studying the fluorescence of the dye
on the germanium surface are shown in Fig. 3. It is
clearly seen that, at small W (W < W0), both the inten-
sity (IPL) and the half-width of the rhodamine B spectral
line (λ1/2) are nearly constant. This corresponds with
the data previously obtained from electrical measure-
ments of the slow states in an insulator [10], which sug-
gest that no dramatic changes are produced under the
thermoelastic local laser effect either in the germanium
layer (Ge) or in the oxide film (GeO2). We observed only
a slight quenching of the fluorescence from the adsorbed
rhodamine B molecules (at W ≈ 50–70 mJ/cm2), which
was attributed to the prethreshold laser-induced gener-
ation of a small number of deep slow states in the oxide
layer [10]. Such states may apparently arise from the
elastic bending flexure of the thin insulator films during
the multiple photostimulated expansion of the surface-
layer bulk with the vertical displacement amplitude
Uz ≈ 1–10 nm [2, 8]. As is known [16], the deep traps
in an insulator can act as acceptors of the electron exci-
tation energy transferred from the probe molecules,
thus, promoting moderate quenching of the molecular
fluorescence observed at W < W0.

The most abrupt changes in the rhodamine B
molecular spectra of fluorescence are observed at W ≈
70–85 mJ/cm2, i. e., at the thresholds W0 [10]. These
changes comprise an appreciable (from five to ten
times) quenching of the fluorescence intensity (Fig. 3,
curve 1) and a simultaneous broadening of the fluores-
cence spectra of the probe molecules (Fig. 3, curve 2).
Let us emphasize that, at W ≈ W0, no shift of the fluo-
rescence peak (λmax) was noticed at the threshold. In
our opinion, this may be explained by the fact that the
irreversible plastic strain induced at the energy densi-
ties in the vicinity of W0 (Fig. 2) results in the additional
electronic states in the damaged oxide layer on the ger-
manium surface. Along with an increase in the concen-
tration of the deep electron traps (the ISS), we observed
a pronounced increase in the concentration of shallow
fluctuation states in GeO2 in the vicinity of the allowed
band edges. The latter circumstance is indicated by an
abrupt drop in the ISS charging threshold upon the pho-
toinjection of charge carriers from Ge [10].

Similar to the deep traps in insulators [16], the fluc-
tuation states in GeO2 are likely to be effective accep-
tors of the probe-molecule photoexcitation energy that
is nonradiatively transferred into the solid medium. In
fact, the critical radius of the energy transfer by the For-
ster–Dexter mechanism in such structures equals ~5 nm,
and the most intense generation of the fluctuation states
is in the oxide region (with a thickness &3–5 nm) that
is directly adjacent to the germanium interface; this
region is the most disordered [17]. It should be noted
that the local electric fields that appear upon the
recharging of such defects could produce only a slight
effect on the position of the fluorescence peak λmax of
the probe molecules, because the Coulomb charged
centers affect only the molecules which are located in
their vicinity, i.e., within 1 nm [18].
SEMICONDUCTORS      Vol. 36      No. 8      2002
The considerable (from 1.5 to 2 times) broadening
exhibited by the fluorescence spectra of probe mole-
cules at the thresholds W0, i. e., upon the transition from
the elastic to the elastoplastic straining of the semicon-
ductor, may be attributed to the pronounced growth of
the geometric heterogeneity of the surface, which pre-
sents direct evidence of the initiated irreversible (resid-
ual) displacements ∆Uz of the real germanium surface.
The amplitude of these displacements is apparently
close (within an order of magnitude) to the amplitude of
the maximal reversible elastic displacements of the ger-
manium surfaces Uz max ~ 1–10 nm, which were previ-
ously studied by the PTSS method [2, 8]. Note that, at
the thresholds W0, the value Uz max is comparable to the
mean radius of the induction-resonant Forster–Dexter
transfer of the electron excitation energy r0 ≈ 5–6 nm
[16] and the inhomogeneous broadening of spectra is
maximal; therefore, the molecular probe technique
turned out to be especially effective in this case.

A distinct increase in the intensity of the diffuse
scattering was observed at W * 85–100 mJ/cm2 and
tended to level off at higher energy densities (Fig. 2,
curve 2). In contrast to the short-range testing of the
surface by the luminescent molecular probes, the scat-
tered light allows one to probe the germanium surface
to a depth that is essentially larger than r0 and can be as
large as R0 ~ 100 nm for the excitation wavelength λ
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used in the experiment. In these conditions, the
enhancement of the diffuse scattering observed at W *
(1.2–1.5)W0 most likely reflects the kinetics of the
gradual accumulation of the microplastic changes,
when the scattering inhomogeneities induced in the
surface layer grow with W and become comparable in
size with R0 or λ.

We believe that, at the initial stages of the micro-
plastic changes (i. e., in the vicinity of W0), the inhomo-
geneities grow mainly due to pulse-to-pulse accumula-
tion and the subsequent diffusion of point rather than
extended defects [3]. This is because the local laser irra-
diation with an energy density near the threshold W0
induces the thermal stresses σ0 ≈ 2–3 MN/m2 [2, 8],
which are far below the minimal stresses that give rise
to the heterogeneous nucleation and motion of disloca-
tions at room temperature and the related dislocation-
related plasticity of germanium σ > 20–200 MN/m2, as
determined from the experiments with contact loading
of germanium [19]. In fact, in our experimental condi-
tions, the local laser-induced heating does not exceed
∆T & 100°C [2, 8] at the thresholds W0, while the brittle
point in germanium is T ≈ 500°C. In accordance with
the well-known classification of the microplasticity
phenomena ([19], p. 243), in the range of a relatively
low photoinduced stress, which is the case, the hetero-
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Fig. 3. (1) Threshold quenching of rhodamine B molecular
fluorescence and (2) threshold broadening of the fluores-
cence spectra of the probe molecules on the actual germa-
nium surface that was preliminarily subjected to elastic
(W < W0) or elastoplastic (W > W0) strains as a result of

pulsed laser irradiation.  is the fluorescence intensity of

an unirradiated sample.
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geneous–dislocation mechanism of microplastic strain
gives way to a defect–diffusion mechanism: both the
initial nucleation of the plastic microstrains (disloca-
tion loops) and their further growth are entirely gov-
erned by the diffusion processes in the field of the point
defects.

The significant role of the kinetics of defects in the
observed microplastic processes is also indicated by the
somewhat unexpected behavior of the Raman spectra.
As W grows, the RS line (~301 cm–1) shifts to lower
frequencies by δv, which is usually observed during
amorphization, when the degree of crystallinity
decreases and microcrystals appear in the material [20]
(Fig. 4, curve 1). Along with this, the full width of the
RS line at half maximum decreases with W by δν1/2
(Fig. 4, curve 2), which is typical of a growing degree
of order. It should be emphasized that the aforemen-
tioned changes in the RS spectra of the germanium
samples were observed in both the elastic (W < W0) and
the elastoplastic (W > W0) modes of the multiple (N &
103) laser-induced straining and did not feature a pro-
nounced threshold character (Fig. 4).

The RS spectrum narrowing observed in the entire
W range may be caused by the existence of an initial (at
W = 0) inhomogeneous broadening of the RS spectra in
the studied samples due to the overlapping of local
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Fig. 4. Changes in the parameter of Raman scattering from
actual germanium surfaces subjected to preliminary pulsed
laser irradiation versus the energy density at the center of
the laser spot W: (1) Raman line frequency shift δv, (2) nar-
rowing of the linewidth δv1/2, and (3) an increase in the
intensity of Raman scattering.
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stress fields that exist in the vicinity of various growth-
related microinclusions and extended defects, e. g., dis-
locations. Is it well known that such local fields of com-
pression and tension of the crystal lattice in the vicinity
of defects give rise to a considerable broadening of the
RS spectra [21]. In fact, the initial RS linewidth for
unirradiated samples was v 1/2 ≈ 7.5 cm–1, whereas the
RS line of the reference germanium single crystal with
a low concentration of growth dislocations had a width
of ~ 5.5 cm–1. In the conditions of multiple laser irradi-
ation realized in our experiment (in both the elastic and
elastoplastic modes), an increase in W resulted in the
increase of the concentration of “frozen” vacancies
(“vacancy pump” model [19, 22]), whose migration to
dislocations or other sinks may effectively reduce the
fluctuations of microstresses existing before exposure
in the vicinity of defects. To illustrate such a positive
influence of defects, we may recall the well-known
relaxation of microstresses in the elastic model of inter-
stitial precipitate, where the discrepancy in the size of
an inclusion and semiconductor void (for example, the
inclusion is larger than the void) is significantly
reduced because the “excess” material of the host is
removed in the course of the diffusive absorption (emis-
sion) of point defects: vacancies, interstitial atoms, etc.
([19], p. 203).

Another argument in favor of the noticeable contri-
bution of vacancies (and other point defects) to the
observed defect–diffusion microplasticity [19] is pre-
sented by an increase in the intensity of RS (Fig. 4,
curve 3). According to the theory of RS for an anhar-
monic crystal containing vacancies [23], the presence
of vacancies should produce an additional polarization
of the lattice around the point defect, thus making addi-
tional contributions to the dipole moment and renor-
malizing the spectral width and position of both the
fundamental and combination absorption lines. Usu-
ally, the defects make only a moderate contribution to
these parameters; however, the laser-induced cyclic
thermal strains may cause a considerable accumulation
of defects (vacancies) [3], which can contribute signif-
icantly to both the frequency shifts and the increase in
the intensities of the Raman scattering and the funda-
mental absorption [23].

It should also be noted that, when the concentration
of the point defects is high, various types of instabilities
might develop and give rise to the formation of a micro-
crystalline superstructure, which is possibly the case in
our experimental conditions [3, 12]. In order to verify
the latter statement, one has to perform a direct study of
the changes induced in the micromorphology of the
surface by the elastoplastic laser effect. This may be
done using scanning atomic-force microscopy, which
we are planning to perform.

CONCLUSION

(1) We studied the changes in the fluorescence spec-
tra of dye (rhodamine B) molecules adsorbed on a ger-
SEMICONDUCTORS      Vol. 36      No. 8      2002
manium surface and in the parameters of the Raman
and diffuse scattering of light, which were the result of
elastic (W < W0) and elastoplastic (W > W0) pulsed laser
effects with a threshold strain amplitude of ~5 × 10–5 [2].

(2) Along with the deep traps in the insulator
(GeO2), the slow fluctuation states appearing in the
oxide layer at the thresholds W0 ≈ 70 mJ/cm2 [10] effec-
tively absorb the electron photoexcitation energy from
the adsorbed probe molecules and cause a pronounced
quenching of their fluorescence at W ≥ W0. The energy
transfer to the fluctuation states near the insulator/semi-
conductor interface is accompanied by a threshold
(with respect to W) broadening of the fluorescence
spectra of the dye, which suggests a steep rise in the
geometric heterogeneity of the germanium surface due
to irreversible (residual) surface displacements ∆Uz ~
1–10 nm that arise at the thresholds W0.

(3) The observed behavior of the Raman and the dif-
fuse scattering parameters indicates that a gradual
accumulation of microplastic changes occurs in the sur-
face layer of the semiconductor (Ge). The initial stage
of modifications includes primarily the generation, the
accumulation (from pulse to pulse), and the diffusion to
sinks of the point defects (presumably, vacancies),
which, at W ≥ (1.2–1.5)W0, (i) lead to the growth of
scattering irregularities thus enhancing the intensity of
the diffuse scattering and (ii) effectively reduce the
inhomogeneous broadening of the RS spectra caused
by local microstress fields.

(4) High concentrations of point defects in germa-
nium are attainable in the elastoplastic mode of multi-
ple local laser effects; therefore, irradiation in this
mode may cause an instability in the point defect field
with the subsequent formation of periodic surface
superstructures.
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Abstract—A number of effects in metal/(tunnel-thin SiO2)/p+-Si structures associated with electron tunneling
from the valence band of bulk Si into a metal have been studied. The tunneling occurs through two successively
arranged tunnel-transparent barriers: that of the depleted space charge region in Si and the SiO2 barrier, with
the possible intermediate involvement of a quantum well formed by the Si conduction band. The current–volt-
age characteristics of the structures are calculated in terms of a simple model that considers these mechanisms
for the purely depletion mode, i.e., with the inversion layer charge neglected. The relationship between the
structure parameters (p-Si doping level and oxide thickness) and the relative contributions of nonresonant and
resonant (via quantum-well levels in the Si conduction band) tunneling to the overall current through an MOS
structure is discussed. The conditions most favorable for the observation of resonance effects are formulated.
© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In [1], we reported on the experimental observation
of steps and peaks in current–voltage (I–V) characteris-
tics of metal/SiO2/p+-Si structures (NA ≈ 1019 cm–3, dox ≈
3 nm). These features were attributed to the resonant
tunneling transport of electrons along the path of the
(valence band of Si)–(discrete levels in the quantum
well (QW) in the conduction band of Si)–metal.

Interest in these kinds of features of the electrical
characteristics of metal/oxide/silicon (MOS) tunnel
structures based on relatively heavily doped silicon is
stimulated by two different factors. First, the thickness
of the gate insulator in modern FETs may already be
less than 3 nm [2], and the channel doping level may
exceed 1018 cm–3, so that the integrated study of the var-
ious operation features of tunnel MOS structures with
the corresponding parameters is of high practical
importance. Second, the above features allow us to
regard, under certain conditions, a MOS structure as a
resonant-tunneling nanostructure, which makes the
variety of its properties much wider and improves the
prospects for its application.

A necessary stage in studying electron tunneling
through a double barrier (first, in the depleted layer in
Si and then through SiO2, possibly via a QW in the Si
conduction band) consists in systematizing the effects
associated with this type of transport and the require-
ments for the structural parameters, which, when satis-
fied, allow observation of these effects. This is the aim
of the present study. We restrict our analysis to a con-
1063-7826/02/3608- $22.00 © 20889
sideration of the depletion mode and ignore the build-
up of electrons in the QW.

2. POSSIBLE EFFECTS AND FORMAL 
CONDITIONS FOR THEIR OBSERVATION

In a MOS structure based on p+-Si, the following
effects associated with tunneling transport of electrons
in the band gap of Si may occur (Fig. 1):

(i) nonresonance tunneling of electrons from the Si
bulk through the tunnel-transparent barriers in the space
charge region (SCR) of Si and the insulator (Fig. 1a);

(ii) resonance tunneling of electrons from the Si bulk
through the double barrier via the discrete quantum-well
levels in the SCR of Si and in the QW lying between
these two barriers. In previous experiments, resonant
tunneling manifested itself as a sharp rise in current,
which was observed when each new quantum level
became involved in the charge transport (Fig. 1b) [1];

(iii) resonance tunneling of electrons from the
metal, which is responsible for a current peak appear-
ing when one of the QW levels lying below the Fermi
level of the metal coincides with the valence band edge
of the bulk Si [1];

(iv) ingress of tunneling electrons into the Si con-
duction band and their build-up in the QW, which may
presumably make the voltages corresponding to the
occurrence of resonances somewhat higher but does not
significantly change the general situation.

The first two tunneling processes, nonresonance and
resonance transfer of electrons from the Si bulk to the
002 MAIK “Nauka/Interperiodica”
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metal, are responsible for the high reverse currents,
making them close to the forward currents. In what fol-
lows, we discuss these two processes in more detail.

Apparently, the double barrier described above
exists in any MOS structure in any mode, with the
exception of the flat band case. In other words, if, for
example, the electron exchange between the Si valence
band and the metal is discussed with quantitative details
neglected, then it is Ev inf, and not Ev 0 (Fig. 1a), that
must be the upper limit of the energies considered.

A necessary condition for resonance tunneling from
Si is that at least one of the QW levels should coincide
with or lie below the valence band edge in the Si bulk,
Ev inf. This condition can be satisfied for any NA and dox
at a sufficiently high reverse bias V. Apparently, this is
impeded in thick structures by the small band bending
qϕs, because virtually the entire applied voltage V falls
on the insulator [3]. However, the current flow into the
metal grows with increasing V, and, as soon as this rise
can no longer be compensated for by thermal genera-
tion, qϕs becomes high enough.

For resonance tunneling from the metal to occur, at
least the ground level E1 in the QW must be equal to or
lower than EFm at the instant of its coincidence with
Ev inf . Analysis shows that this condition cannot be sat-
isfied in the Al/SiO2/Si system in the absence of charge
at the Si/SiO2 interface: the E1 level always lies above
EFm. However, we can imagine a structure with a very
low work function of the metal, or with a strongly pos-
itively charged interface, in which the necessary condi-
tions could be fulfilled.

The above-mentioned build-up of electrons in the
QW invariably occurs even in the case when thermal
generation cannot maintain the inversion layer (dox <
3.5 nm) and the structure is defect-free (tunneling is not
upset). The fact is that each tunneling electron makes a
contribution q|ψ(z)|2 to the two-dimensional density of
a charge (ψ is the wave function, and z is the direction
of tunneling). There arises a kind of analogue with the
SEMICONDUCTORS      Vol. 36      No. 8      2002
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case of space-charge-limited current. This also occurs
in conventional resonant-tunneling diodes [4, 5].

3. SEMIQUANTITATIVE MODEL

The presented qualitative analysis does not suggest
any definite limitations, so that resonant and nonreso-
nant tunneling may occur in any structure. The model
presented below was developed and applied to the cal-
culation of the I–V characteristics and to the evaluation
of MOS structure parameters at which effective tunnel-
ing occurs.

In the framework of the model, we assume that the
device operates in the depletion mode and disregard the
build-up of electrons in the QW. A tunnel MOS struc-
ture itself is a rather complex object, and we decided to
ignore charge build-up for the time being, the more so
as the self-consistent consideration of it (as in [5]) may
prove irrelevant because of the use of simplified formu-
las for tunneling.

The energy levels Ei in the QW and the correspond-
ing lifetimes τi can be found using a quasi-classical

approach (from the relation 2 dz ≈ (i – 1/4)h, τ =

2 dz, where pz is momentum and v z is velocity).

This leads, in the case of depletion, to the following
analytical expressions:

(1)

where w is the width of the depletion region, mn, z is the
electron mass in the tunneling direction, and

(2)

The additional index n (n = he, le) is introduced to
distinguish the subsystems of levels for heavy and light
electrons. The degeneracy factors are as follows: vhe = 2,
v le = 4 for (100)Si; and v he = 6, v le = 0 for (111)Si. The
ground level E1 always corresponds to the “heavy” sub-

system (E1 = ). Examples of band diagrams with
levels for (111)Si are presented in Fig. 1.

The energy levels are the levels of the quantity E –
E⊥ , which, as applied to a QW, is usually designated as
Ez. Here E, Ez, and E⊥  are, respectively, the total energy
of a particle and its components in the tunneling direc-
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or Ei (instead of ) is used for brevity. The current
through the structure comprises four components:

(3)

where jv 0 and jc0 are the currents of electron tunneling
from the valence and conduction bands of Si only
through SiO2, and jvdt and jvrez are the currents of non-
resonant and resonant tunneling through the SCR and
oxide. The expression for jc0 is well known and has
been given, e.g., in [6]; actually, jc0 is limited by the
current of thermal generation.

In practice, jv 0 and jvdt can be calculated together:

(4)

In this case, the product of tunneling probabilities
Tox · Ts through, separately, SiO2 and Si is used as the
probability of “double” tunneling. Ts depends on E and
E⊥  [3], and Tox, only on the difference E – E⊥ . In calcu-
lating Tox, we assume that electrons always interact with
the conduction band of the oxide. As the limits of inte-
gration with respect to energy, we take –∞ and Ev inf for
E (see Fig. 1a), and zero and Ev inf – E for E⊥ . The Fermi
functions for the semiconductor bulk and the metal are
denoted by fP(E) and fM(E). The summation includes
light and heavy electrons and holes (the distinction is

necessary, because Ts depends on the mass 2(  +

)1/2 [3]). The principal contribution to the current is
made by tunneling from the light hole subband.

If jv 0 is to be found separately, Ev 0 should be substi-
tuted for Ev inf in relation (4) (naturally, Ts ≡ 1 in this
case). It is in this form that the current between the
metal and the Si valence band is written with the “dou-
ble” tunneling disregarded. The resonant component is
the sum of currents via levels (for each level, the peak
value Tmax is multiplied by the peak width ∆Ei):

(5)

The upper limit in the integral (5) takes into account the
conservation of E⊥ . Nevertheless, its significance
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should not be overestimated, because, in view of the

smallness of λ = 2π (q"F(E))–1(  + )–1/2 (F

is the average field for an electron with energy E =  +
E⊥  in its tunneling in Si), only particles with low E⊥  can
overcome the barrier. Therefore, even replacing the
upper limit of integration by +∞ leads to only minor
changes.

As follows from the above analysis, the probability
of tunneling in the maximum is

(6)

and the level broadening

(7)

For all the cases of interest, ∆  is much smaller than
the energy spacing between the two neighboring levels

(  – ). The I–V characteristics of MOS struc-
tures, calculated in terms of this model, are discussed in
the next section.

4. PRACTICAL CONDITIONS
FOR THE OBSERVATION OF EFFECTS

Apparently, the experimental study of tunneling
through a double barrier may be complicated if
(a) the probability of tunneling through the oxide is too

small;
(b) the probability of tunneling in the semiconductor is

too small;
(c) the necessary mode cannot be achieved owing to

structure degradation;
(d) the current jv dt is not small, but is much smaller than

the currents jv 0 + jc0;
(e) the current jv rez is much smaller than jv 0 + jc0 + jv dt

(in the theory of resonance tunneling, this sum is
called the excess current).
The calculation we performed answers the question

as to how these problems can be eliminated by the
proper selection of structure parameters (Fig. 2). Thick
structures with small Tox are not considered here,
because an inversion layer, ignored in our model, would
be formed in such structures. Thus, dox < 3.5 nm in all
cases and, therefore, the problem of the excessively low
probability of tunneling through the oxide is formally
resolved.

The probability of tunneling through the valence
band in the SCR of Si is governed by the doping level
NA. At NA < 5 × 1017 cm–3 and under reasonable condi-
tions (V of several volts), the fields in the SCR and the
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probability Ts are so small that the tunneling currents
( jv dt, jv rez) are virtually zero. However, at higher NA (up
to about 5 × 1018 cm–3), tunneling of electrons with
energies close to Ev inf from the valence band is also
nearly impossible: the barrier at the SCR boundary far-
thest from the interface is too high. Consequently, the
instants when the conditions for the occurrence of res-
onances, Ei = Ev inf, are satisfied may be indiscernible in
the I–V characteristics (see below).

The breakdown of SiO2 under an internal field of
≈2 × 107 V cm–1 places the upper limit for NA at 3 ×
1019 cm–3 for the case of resonant tunneling; at heavier
doping, the oxide degrades even at a bias V correspond-
ing to the mode E1 = Ev inf. The lower “degradation
limit” NA = 2 × 1017 cm–3 is associated with the ava-
lanche in Si. The background on which the current jv dt

may or may not be discernible is mainly created by jv 0

(jc0 is small). As long as Ev 0 < EFm, i.e., qU < Eg + χe –

, the current jv 0 is also close to zero, because the
quantum states with energies below Ev 0 are filled on
both sides of the oxide. With increasing V, the voltage
U grows, but qϕs grows too, which hampers the forma-
tion of the component jv 0. For a given bias V, an
increase in NA and/or dox results in higher U and smaller
qϕs, thus creating more favorable conditions for jv 0

flow. In this context, mention should be made of a
seemingly paradoxical result: for the same doping level
(NA = 1019 cm–3), the reverse current in the semiconduc-
tor (found with tunneling disregarded) increases, rather
than decreases, with dox growing in a certain thickness
range (compare Figs. 2b and 2a).

A relatively large contribution of jv dt to the total cur-
rent would be expected for the minimal thickness dox.
As for doping, raising its level favors an increase in jv dt
owing to a rise in Ts (at any dox), but jv 0 grows simulta-
neously. As a result, the component jv dt is exceedingly
important at NA ≈ 1019 cm–3 and dox  0 (Fig. 2b), and
taking it into account in calculations yields high reverse
currents that are in agreement with the experiment,
whereas at higher NA, its role decreases somewhat.

Figures 2a–2c give an answer to the question of the
relative contribution of the resonant component com-
pared to that of the excess current. Figure 2d shows an
approximate ratio of the current jv rez to jc0 + jv 0 +jv dt at
the instant when the first resonance (E1 = Ev inf) appears.
The current jv rez was evaluated as a term in relation (5)
and corresponded to p = lh, n = he, i = 1, with +∞ as the
upper limit of integration. The contribution of jv rez to
the total current grows with increasing dox. Moreover,
as seen in Fig. 2c, the resonances are not always mani-
fested as clear steps. At NA < 5 × 1018 cm–3, they simply
provide an additional contribution, more or less mono-
tonic, to the total current j. In this case, they manifest
themselves at a voltage V higher than that correspond-

χm
+
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Ev inf for the given NA. (d) Calculated ratio of the resonance current jv rez to the excess current jexc = jv 0 + jc0 + jv dt at the instant
when the condition E1 = Ev inf is satisfied.
ing to E1 = Ev inf. Therefore, the range of Si doping in
which resonance effects should be observed in the way
presented in Fig. 1b is rather narrow; for example, at
dox = 3 nm, it does not exceed 5 × 1018–3 × 1019 cm–3.
In this range, problems with the voltage resolution do
not arise, since the difference V2 – V1 between the volt-
ages corresponding to E2 = Ev inf and E1 = Ev inf is several
fractions of a volt.

5. CONCLUSION

The conditions for the observation of resonant and
nonresonant tunneling of electrons from the valence
band of the Si bulk to a metal have been studied. The
tunneling occurs through a double barrier formed suc-
cessively by the tunnel-transparent barriers of the space
SEMICONDUCTORS      Vol. 36      No. 8      2002
charge region in a semiconductor and the insulator. The
process also involves quantum-well levels in a QW
formed by the conduction band of the semiconductor in
Me/SiO2/p+-Si structures. A simple model that takes
this transport mechanism into account was developed,
and the I–V characteristics of MOS structures (dox <
3.5 nm) in the purely depletion mode were calculated
in terms of this model. Nonresonant tunneling is shown
to be significant at NA > 5 × 1017 cm–3. It plays an impor-
tant part in ensuring transport when NA ≈ 1019 cm–3 and
when the oxide thickness is minimal (dox  0). It is
demonstrated that the occurrence of resonant transport
does not necessarily lead to the appearance of steps in
the current. For example, at dox = 3 nm, the resonances
emerge in the range of 5 × 1017–3 × 1019 cm–3, with
clear steps expected only at NA > 5 × 1018 cm–3. At lower
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NA or dox, the resonances are not distinct and merely
result in a smooth increase of current with voltage V.
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Abstract—The photoluminescence properties of type II GaAs/AlAs superlattices grown on the (311) surface
are determined by their polarity. Previous HRTEM investigations demonstrated a corrugation (with height of
1 nm and period of 3.2 nm) of both GaAs/AlAs and AlAs/GaAs interfaces in samples grown on the (311)A sur-
face. In the present study, a lateral periodicity of 3.2 nm is also revealed in HRTEM images of a superlattice
grown on the (311)B surface and in their Fourier transforms. However, this periodicity is poorly pronounced,
which is due to fuzzy corrugation and the presence of a long-wavelength (>10 nm) disorder. Photoluminescence
spectra of the GaAs/AlAs superlattice on the (311)A surface are strongly polarized relative to the direction of
interface corrugation, in contrast to the (311)B superlattice, in which the corrugation is weakly pronounced. It
was found that the strong mixing between the Γ and X minima of the conduction band, occurring only in sub-
lattices with strongly corrugated interfaces, allows generation of bright red luminescence at 650 nm up to room
temperature. The distinctions revealed between the superlattices grown on the (311)A and (311)B surfaces con-
firm that it is precisely the interface corrugation, and not crystallographic orientation, that governs the optical
properties of (311) superlattices. © 2002 MAIK “Nauka/Interperiodica”.
Recently, much attention has been given to studying
the effect of periodic faceting of the (311)A GaAs sur-
face, which was discovered in 1991 [1]. Under typical
conditions of molecular beam epitaxy (MBE), the
(311)A GaAs surface is reconstructed into a periodic
array of microfacets (microgrooves) directed along the

crystallographic direction [ ] with a period of 32 Å

along the direction [ ] [1]. The microgroove depth
is 10.2 Å [1]. Heteroepitaxial growth of alternating
GaAs and AlAs layers on such a faceted surface yields
superlattices (SLs) with layers having a periodically
modulated thickness. Such superlattices are commonly
named lateral superlattices (LSLs), and the modulation
of the layer thickness is termed “corrugation” of layers
or heterointerfaces. LSLs are quasi-one-dimensional
systems with strong quantum confinement of carriers.
This is important for studying quantum phenomena at
room temperature and creating devices that operate on
intersubband transitions at high temperature. Recently,
the polarization anisotropy of photoluminescence (PL)
[2–4] has been observed in structures of this kind and it
was found that dissimilar kinds of polarization anisot-
ropy are observed at different GaAs layer thicknesses
[3, 4]. At thicknesses exceeding ~35 Å, the nature of
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polarization is mainly accounted for by the orientation
anisotropy of the (311) surface, and at thicknesses less
than ~35 Å, predominantly by heterointerface corruga-
tion [3, 4]. The observed polarization anisotropy of PL
is in good agreement with data of high-resolution trans-
mission electron microscopy (HRTEM) [5], according
to which both GaAs/AlAs and AlAs/GaAs interfaces
are corrugated with a lateral period of 3.2 nm and a cor-
rugation height of 1 nm in samples grown on the (311)A
surface. The present study is concerned with a compar-
ative analysis of the PL and structure of GaAs/AlAs
SLs grown on (311)A- and (311)B-oriented surfaces.

The GaAs/AlAs SLs under study were grown by
MBE on GaAs substrates with (311)A, (311)B, and
(100) orientations. The directions A and B were deter-
mined from anisotropy of chemical etching. The period
of the SLs under study was 4 nm, with the mean thick-
ness of GaAs and AlAs layers being the same and equal
to 2 nm. The samples were studied using PL spectros-
copy in the temperature range 77–300 K. An Ar+ laser
(488 nm) with a typical pumping power of 10–20 mW
(incident power density 5–10 W/cm2) served as the PL
excitation source. The PL spectra were recorded using
an SDL-1 double monochromator with a resolution of
0.4 nm and a photomultiplier with an S-20 cathode.
002 MAIK “Nauka/Interperiodica”
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A Glan prism was used as the analyzer of light emitted
by the samples. A depolarizing wedge was placed at the
monochromator input. The SL structure was studied by
HRTEM, with the images processed to enhance the
contrast associated with different coefficients of elec-
tron extinction for AlAs and GaAs.

Figure 1 shows PL spectra of GaAs/AlAs SLs
grown on (311)A and (311)B surfaces in the same run
and, consequently, under identical conditions. The
measurements were done at room temperature. Effec-
tive room-temperature PL was observed from a
GaAs/AlAs SL grown on a faceted (311)A surface. The
red luminescence from this SL could be seen with the
naked eye, and its intensity was 50 times that in the case
of an SL grown on a (311)B surface (the spectra of the
latter in Fig. 1 are multiplied by a factor of 50). The dif-
ference is accounted for by the formation in the (311)A
SL of well-structured corrugated layers of gallium ars-
enide, whose presence in the given sample was con-
firmed by direct electron-microscopic studies. Lateral
localization of electrons in LSLs (for the most part,
electron motion is only possible along corrugation
grooves) reduces the nonradiative surface recombina-
tion, and it is this fact that results in high PL intensity
at room temperature. The light exciting this PL was
incident at some angle with respect to the plane of the
SL layers. The direction of the electric field vector E
(polarization of the exciting light) in the plane of the SL
layers made an angle of 45° with the direction of the

corrugation grooves ([ ] direction). The PL was
recorded in the direction normal to the plane of layers.
The polarization of light emitted by the samples was
analyzed in the plane of the SL layers for two cases:
along (solid line—S component) and across (dashed
line—P component) the grooves. As expected, strong
polarization anisotropy is observed in the PL spectra of
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Fig. 1. PL spectra of GaAs/AlAs SLs grown on (311)A and
(311)B surfaces in a single run. The spectra of the (311)B
SL are enlarged by a factor of 50. T = 300 K. Polarization
of light emitted by the samples was analyzed in the SL layer
plane for two cases: along (1—S component) and across
(2—P component) the corrugation grooves.
(311)A LSLs. The degree of polarization (S – P)/(S + P)
is more than 60% for the peak at 1.69 eV and approxi-
mately 22% for the peak at 1.84 eV (Fig. 1). As seen
from the same figure, the PL anisotropy is much weaker
(~10%) in the case of a (311)B SL (peak at 1.71 eV).
The decrease in the polarization anisotropy for the
(311)B SL is quite understandable, being due to the fact
that the corrugation in this SL is not so clearly pro-
nounced as that in the (311)A SL. Thus, in the case of a
(311)B SL, the effect of heterointerface corrugation is
slight and the nature of polarization is mainly deter-
mined by the valence band anisotropy. It is noteworthy
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Fig. 2. PL spectra of GaAs/AlAs SLs grown on (a) (311)A,
(b) (311)B, and (c) (100) surfaces in the same run. Tempera-
ture: (1) 77, (2) 295, (3) 117, and (4) 150 K. The spectra were
recorded without an analyzer. The room temperature spectra
of (311)B and (100) SLs are enlarged by a factor of 5.
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Fig. 3. Fourier transforms of HRTEM images obtained for (a) (311)A and (b) (311)B SLs with subtraction of the long-wavelength
component. (c and d) Fourier transforms of, respectively, the same SLs but without subtraction. A lateral period of 3.2 nm is
observed for both SLs but is much more obscure in the (311)B case, compared with (311)A, because of the strong overlapping by
the long-wavelength component.
that the polarization anisotropy does not vary signifi-
cantly with temperature.

Let us consider the PL spectra of SLs with orienta-
tions (311)A, (311)B, and (100), which are presented in
Fig. 2 for different temperatures. The SLs were grown
in a single run. A comparison of the spectra of (311)B
and (100) SLs (Figs. 2b and 2c, respectively) shows that
they are closely similar to one another and, at the same
time, fundamentally different from the spectra of
(311)A SLs (Fig. 2a). In contrast to the latter, the spec-
tra of (311)B and (100) SLs contain one peak each, and
the intensity of this peak grows with decreasing tem-
perature. The similarity of PL from (311)B and (100)
SLs means that, in contrast to the (311)A case, there is
no pronounced modification of the electronic and opti-
cal properties of the (311)B SL as a result of heteroint-
erface corrugation. This is due to the weaker corruga-
tion and the presence of a long-wavelength disorder in
(311)B. At the same time, the additional quantum con-
finement of carriers, which appears due to the layer
thickness modulation in the (311)A LSL, leads to the
strong modification of its electronic, optical, and quan-
tum properties. Mixing1 occurs between the Γ and X
minima of the conduction band. As a result, two peaks
are observed in the PL spectrum of the (311)A LSL;
these are associated both with transitions involving the
X minimum of the conduction band and with those
from the mixed Γ–X states. It is noteworthy that such a
strong mixing, which was observed here for the first

1 The phenomenon of mixing was first observed in [2].
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time, is due to clearly pronounced heterointerface cor-
rugation with a period of 3.2 nm and a height of 1 nm
in the (311)A LSL under study.

The strong difference between the PL spectra of
(311)A and (311)B SLs, revealed in the present study, is
in agreement with the results of direct HRTEM investi-
gations. Figure 3 shows the Fourier transforms of
HRTEM images obtained for (311)A (Fig. 3a) and
(311)B SLs (Fig. 3b) with the subtraction of the long-
wavelength component in order to reveal the lateral
periodicity. Figures 3c and 3d present the Fourier trans-
forms of images for the same (311)A and (311)B SLs
but without subtraction. It can be seen that there is a lat-
eral period of 3.2 nm in both the (311)A and (311)B
cases. In (311)B SLs, this periodicity is much less pro-
nounced, being strongly overlapped by the long-wave-
length component, but an intensity peak still exists. The
existence of such a lateral period for the (311)B SL is in
agreement with recent investigations using scanning
tunnel microscopy [6]. It is noteworthy that the 3.2-nm
lateral periodicity is not so clearly pronounced in the
(311)B SL, compared with (311)A, and is adequately
discerned only after the removal of the long-wave-
length component. Moreover, as follows from the
HRTEM image in Fig. 4, there is virtually no vertical
correlation of GaAs- and AlAs-rich regions in the SL
grown on the (311)B surface.

Thus, Fourier analysis of the HRTEM images of
(311)A and (311)B SLs shows that a 3.2-nm lateral
period is present in both SLs, but is less noticeable in
the latter case because of weaker corrugation and a
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Fig. 4. HRTEM image of the structure of (311)B SL heterointerfaces. Vertical direction—[311], horizontal direction—[ ]. Light
layers—AlAs. Image height 16 nm. Weak corrugation with a lateral period of 3.2 nm and long-wavelength disorder with a charac-
teristic lateral size of more than 10 nm are visible in the figure.
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3.2 nm
large amount of long-wavelength disorder. The (311)A
SL shows a very distinct corrugation with a height of
1 nm and a clearly pronounced periodicity of 3.2 nm.
Strong mixing between the Γ and X minima of the con-
duction band occurs only for SLs with strongly corru-
gated interfaces and makes it possible to obtain bright
red luminescence at around 650 nm even at room tem-
perature. The PL spectra of the (311)A SL show strong
polarization anisotropy (the intensity of light polarized
along the interface corrugation grooves greatly exceeds
that for the transverse case). The anisotropy in the spec-
tra of (311)B SLs is much less pronounced. This con-
firms the conclusion [3] that for the (311)A LSL the
nature of polarization cannot be accounted for by only
the orientation anisotropy of the (311) surface, rather, it
is mainly determined by the corrugation of heterointer-
faces. In contrast to the (311)A case, corrugation does
not noticeably modify the electronic and optical prop-
erties of the (311)B SL, which is more similar to the
conventional (100) SL in its electronic properties. The
results presented above are important both for funda-
mental science and for the development of devices that
may be used, e.g., in designing planar IR detectors with
polarization-sensitive detection and normal incidence
of light (operating on intersubband transitions), IR
emitters, and planar Esaki–Tsu SLs for microwave
applications (including three-terminal devices with a
gate, e.g., microwave amplifiers).
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Abstract—The spectral position of the peak of photoluminescence from an InGaAsN quantum well has been
studied as a function of the chemical composition of the quaternary compound. An empirical equation is pro-
posed which describes with good precision the experimentally observed dependences and allows prediction of
the composition necessary to obtain a required wavelength. © 2002 MAIK “Nauka/Interperiodica”.
The interest in light emitting devices on GaAs sub-
strates, which can operate at room temperature in the
1.3 µm wavelength range, is due to their potentially bet-
ter device characteristics as compared with conven-
tional InP structures, and also to the simpler technology
of fabrication of a vertical-cavity surface-emitting
structure [1]. In the last two years, vertical-cavity sur-
face-emitting lasers (VCSELs) for the 1.3-µm range
have been fabricated using different approaches to the
creation of the active region: forming an array of
InAs/InGaAs quantum dots [2] or InGaAsN [3, 4] and
GaAsSb [5, 6] quantum wells (QW).

For InGaAs QWs, the wavelength range of interest
(1.3 µm) can be reached by adding a relatively small
amount of nitrogen (several percent). As shown in [7],
the strong narrowing of the band gap in the quaternary
InxGa1 – xAs1 – yNy compound results from the interac-
tion between the conduction band states of the InGaAs
matrix and nitrogen states localized in a narrow reso-
nance band. The parameters controlling the emission
wavelength are the indium and nitrogen content, x and
y, in the quaternary compound, and also the QW width.
Raising any of these parameters must result in a long-
wavelength shift of the emission peak. However, as
seen from the table, the presently available published
data show significant scatter. In this connection, inves-
tigation of the emission wavelength of InGaAsN QWs
as a function of the chemical composition of this qua-
ternary compound has not lost its topicality. It is worth
noting that the energy of an optical transition can be
calculated on the basis of certain models of the band
structure of a quaternary compound (see, e.g., [8]).
However, the lack of generalizing formulas hinders
practical calculations.
1063-7826/02/3608- $22.00 © 20899
In this communication, we report the results of a
systematic study of how the wavelength of emission
from MBE-grown InGaAsN QWs on GaAs substrates
depends on the In and N content; we also present
empirical relations allowing us to describe the depen-
dences we observed in a simple analytical form.

The structures under study comprised a single
6.2-nm-thick InGaAsN QW, or a 0.2-µm-thick GaAsN
layer in a GaAs matrix, confined by thin (50 nm)
Al0.3Ga0.7As layers. The structures were grown in a
Riber Epineat MBE machine equipped with an
Applied-EPI UNI-Bulb high-frequency plasma source
of active nitrogen. In all the structures, the active region
was deposited at a temperature of 450°C at a growth
rate of 0.35 nm s–1. The photoluminescence (PL) spec-
tra were recorded at room temperature (20°C). The PL
was excited with an Ar+-ion laser (100 mW) and
detected with a cooled InGaAs diode. The structural
properties were studied using double-crystal X-ray dif-
fractometry on a Bede D1 instrument.

We believe that the strong scatter of data on the
dependence of the wavelength on the InGaAsN compo-
sition is largely due to inaccurate evaluation of the N
and In content in the QW. Direct determination of the
chemical composition of the InGaAsN QW by X-ray

Interrelation between the indium and nitrogen content x and
y, QW width L in quaternary InxGa1 – xAs1 – yNy compound,
and emission wavelength λ of a VCSE

x, % y, % L, nm λ, µm Reference

30 2 7 1.2 Larson [11]

35 1.8 6.5 1.28 Steinle [4]

34 1 6 1.295 Choguette [3]
002 MAIK “Nauka/Interperiodica”
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Fig. 1. Double-crystal X-ray rocking curves near GaAs
(004) reflection for (a) 0.2-µm-thick GaAs0.988N0.012 epi-
taxial layer and (b) five-period In0.35Ga0.65As (6 nm)/GaAs
(48 nm) superlattice. Solid lines, experiment; dashed lines,
simulation.
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Fig. 2. Optical transition energy vs. nitrogen content in
GaAs1 – yNy layers. Points, experiment; approximation:
(1) with relation (2); (2) with relation (1), with the forbid-
den band parameter and the GaN band gap varied; and
(3) with relation (1), with only the forbidden band bending
parameter varied.
diffraction is impossible, since addition of both N and
In changes the strain in GaAs. Moreover, there remains
an open question of how indium in the InGaAsN layer
affects the efficiency of atomic nitrogen incorporation
from the plasma source, compared with the case of
GaAsN. It is commonly believed, when considering
quaternary QWs, that, at a constant total growth rate,
the molar fraction of nitrogen in InGaAsN corresponds
to the nitrogen content in GaAsN (see, e.g., [9]). How-
ever, some experimental facts cast doubt on the validity
of this assumption. For example, it has been shown that
the efficiency of nitrogen incorporation into InAs is
much less than that into GaAs [10]. This fact indicates
that the efficiency of nitrogen incorporation into
InGaAs layers may depend on the molar fraction of
indium in this compound. On the other hand, the model
proposed below allows us to circumvent the problem of
determining precisely the molar fraction of nitrogen in
a QW and to relate the emission wavelength of an
InGaAsN QW directly to parameters that can be deter-
mined by preliminary calibrations. In what follows, by
the nitrogen content of a QW is meant the molar frac-
tion of nitrogen, which is determined by the X-ray dif-
fraction method for a ternary GaAsN compound grown
under identical growth conditions at the same overall
growth rate.

In the growth of InGaAs(N) QWs, the atomic flows
of In and Ga were chosen so as to maintain constant the
overall growth rate. The chemical composition of
GaAs1 – yNy layers was determined from the distance
between GaAsN and GaAs(004) diffraction peaks, with
a lattice constant of 0.452 nm assumed for cubic GaN.
The indium content and the thickness of the InxGa1 – xAs
QW were found by modeling the X-ray diffraction
spectra of structures containing a periodic sequence of
five QWs separated by 45-nm-thick GaAs barriers. Fig-
ure 1 presents examples of experimental spectra and the
results of modeling.

Figure 2 shows an experimental dependence of the
PL peak position on the nitrogen content y measured in
GaAs1 – yNy layers. The band gap in a ternary compound
of this type is commonly described by a quadratic
dependence,

(1)

where EGaN and EGaAs are the band gaps of binary com-
pounds forming the solid solution, and CGaN–GaAs is the
parameter of the forbidden band bending, which
describes the interaction of components in the solid
solution. Figure 2 exemplifies an approximation of the
experimental dependence with an expression of type
(1). As seen, the above relation describes the composi-
tional dependence of the PL peak position for ternary
compound GaAsN only at a very small nitrogen content
(<1%), which is insufficient for achieving the 1.3-µm
wavelength in InGaAsN QWs. At a higher nitrogen
content, the dependence of the PL peak position on

EGaAsN EGaNy EGaAs 1 y–( )+=

– CGaN–GaAsy 1 y–( ),
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composition is weaker and tends to level off. This
means that, being dependent on the nitrogen content in
the ternary compound, the parameter of the forbidden
band bending is not constant over the entire range of
compositions.

As shown in Fig. 2, the experimental data can be for-
mally described in the range y = 0–2% by a quadratic
dependence (1) if EGaN is considered a second fitting
parameter. In this case, however, the physical meaning
of both EGaN and CGaN–GaAs is lost. Moreover, the pre-
dicted increase in the optical transition energy at y >
2.5% is not observed experimentally.

To describe the experimental dependence of the PL
peak position on the nitrogen content of GaAs1 – yNy
layers, we propose the expression

(2)

where ∆ and y0 are the fitting parameters jointly
describing the band gap variation at low nitrogen con-
tent (EGaAsN ≈ EGaAs – (∆/y0)y) and the decrease in the
influence exerted by nitrogen at high nitrogen content
(EGaAsN  EGaAs – ∆). The best fit in the entire com-
position range studied is ensured by the following
parameters: ∆ = 321 meV and y0 = 1.21% (Fig. 2).

The dependence of the PL peak position on the
nitrogen content y in the range 0–2.8% is shown in Fig.
3a by points for InxGa1 – xAs1 – yNy QWs with an In
molar fraction x of 21, 27, and 35%. In all cases, the
QW width was 6.2 nm. A similar dependence from [8]
is shown by the squares. We found that, similarly to the
case of bulk GaAsN layers, the experimental data can
be satisfactorily described by relation (2) if the width of
the GaAs forbidden band is replaced with the energy of
optical transition in a nitrogen-free InGaAs QW and if
the parameters ∆ and y0 are assumed to depend on the
In content:

(3)

The results of approximation are shown by solid lines
in Fig. 3a, and the dependences of fitting parameters on
x, by points in Fig. 3b.

As follows from Fig. 3b, the extrapolation of ∆ and
y0 to a low In content in a QW yields values coinciding
with those obtained for thick GaAsN layers. This
means that the parameters ∆ and y0 depend weakly on
the quantum confinement effects related to the QW
width and reflect the dependence of the forbidden band
width on the composition of the nitrogen-containing
compound. It is necessary to note that the parameter ∆
remains virtually the same, 310–320 meV, over the
entire In range studied. At the same time, y0 strongly
grows with increasing In content, up to 2.8% at x =
35%, which reflects the decreasing effect of nitrogen on
the position of the PL line in indium-containing struc-
tures. This effect was described in [7, 8] in terms of a
decrease in the band-bending parameter with increas-
ing In content. On the other hand, the decrease in y0 can
also be accounted for by a decrease in the actual nitro-

EGaAsN EGaAs ∆ 1 y/y0–( )exp–[ ] ,–=

EInGaAsN EInGaAs ∆ x( ) 1 y/y0 x( )–( )exp–[ ] .–=
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gen content because of a decline in the efficiency of
incorporation of atomic nitrogen with an increasing
molar fraction of In. Therefore, the proposed empirical
dependence reflects the resultant influence of both
effects.

To verify the proposed approach to the description
of the PL peak position for InGaAsN QWs as a function
of composition, we analyzed the experimental data for
In0.3Ga0.7As1 – yNy QWs [8], which are represented by
squares in Fig. 3a. Based on the dependences of ∆ and
y0 on the molar fraction of In (Fig. 3b), we found the
values of these parameters, corresponding to 30%
indium content, to be, respectively, 312 meV and
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Fig. 3. (a) Experimental dependences of the optical tran-
sition energy on nitrogen content for 6.2-nm-wide
InxGa1 – xAs1 – yNy QWs with indium content x: (1) 0.35,
(2) 0.30 [8], (3) 0.27, and (4) 0.21. Lines, approximation by
relation (3). (b) Points, parameters ∆ and y0 vs. indium con-
tent for the compositions studied experimentally; lines, lin-
ear interpolation.
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2.56%. The dashed line in Fig. 3a was obtained by sub-
stituting these values in formula (3). As seen, the
obtained dependence is in good agreement with inde-
pendent experimental data, thus confirming the validity
of the empirical approach we proposed.

The three-dimensional plot in Figure 4a demon-
strates the dependence of the PL line position on the
composition of an InxGa1 – xAs1 – yNy QW, which was
calculated using (3). The values of ∆ and y0 were
extrapolated to a lower and higher In content (x = 20–
40%) with respect to the range of experimental values
(27–35%). As seen, a wide spectral range from 1.1 to
1.37 µm can be covered by varying the chemical com-
position of the InxGa1 – xAs1 – yNy QW.

Figure 4b shows the relationship between the nitro-
gen and indium content necessary for obtaining a pre-
scribed wavelength. To obtain emission in the 1.28–
1.33 µm range, which is important for fiber-optics com-
munication, both the indium and nitrogen content in a
QW should be rather high. It is noteworthy that it is still
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Fig. 4. (a) Wavelength of emission from InxGa1 – xAs1 – yNy
QWs vs. chemical composition; (b) relationship between
the nitrogen and indium content in the QW necessary for
obtaining the prescribed emission wavelength λ: (1) 1.25,
(2) 1.27, (3) 1.29, (4) 1.31, and (5) 1.33 µm.
unclear which composition is preferable from the
standpoint of the device characteristics of 1.3-µm
lasers: raising the indium content allows reduction of
the required nitrogen content, thus precluding possible
damage to the surface from nitrogen ions, but is limited,
however, by the formation of misfit dislocations and the
transition to island-growth mode. On the other hand,
the use of too strongly strained QWs may impair the
service life of devices based on these.

To conclude, we studied experimentally the PL from
epitaxial GaAsN layers and InGaAsN QWs as a func-
tion of the nitrogen and indium content. The empirical
relation we proposed can describe the emission wave-
length in a wide range of compositions (0–40% In,
0−3% N) with due account of the nonparabolic depen-
dence of the energy of optical transitions in these com-
pounds on the N content and the decrease in the effect
of nitrogen on the forbidden band width with increasing
In content.
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Abstract—For the first time, the idea of a two-dimensional p–n junction formed as a contact between two
regions of a quantum-dimensional film with different types of conductivity is proposed. Under equilibrium con-
ditions, the potential distribution and the potential-barrier height were determined. An expression was derived
for the width of the surface-charge layer, which depends linearly on the contact potential (external bias) in con-
trast to the three-dimensional case. The specific capacitance of a two-dimensional p–n junction is virtually inde-
pendent of the applied potential and depends only on the ambient permittivity. It was shown that, in spite of the
fact that the junction electric field is screened only slightly, the Schottky approximation can be used for a
description of the properties of such p–n junctions. © 2002 MAIK “Nauka/Interperiodica”.
INTRODUCTION

In connection with recent developments in the phys-
ics of low-dimensional systems, the investigation of the
physical properties of various junctions formed near an
interface between two electronic systems with a different
dimensionality (the so-called heterodimensional junc-
tions) [1–3] is of a great interest. A particular example of
such a low-dimensional junction is the two-dimensional
(2D) p–n junction formed, for example, by the molecu-
lar-beam epitaxy of thin quantum-dimensional GaAs or
GaxAl1 – xAs films on nonplanar substrates; the films are
doped with an amphoteric impurity (for example, Si),
whose type (donor or acceptor) depends on the crystallo-
graphic orientation of the substrate [4].

In contrast to conventional p–n junctions, such 2D
junctions have a number of specific properties induced
both by the nature of a 2D gas and by features of the
junction-field screening by low-dimensional electrons.
Due to the fact that ionized donors and acceptors, as
well as free charge carriers, are in the plane of the 2D
gas, whereas the junction electric field is concentrated
in the environment, this field is weakly screened, while
the formed depleted domains of the “spatial” (more
precisely, surface) charge are relatively extended. Cor-
respondingly, the 2D p–n junction must also be charac-
terized by a higher breakdown voltage than conven-
tional p–n junctions. Due to the smallness of the effec-
tive cross section of the quantum-dimensional film, the
2D p–n junction must have a very low capacitance. Fur-
thermore, taking into account that the 2D electron gas
is, as a rule, very mobile, we may hope that the 2D
p−n junctions will open a new field of research in the
physics of 2D systems and lead to prospects for design-
ing a new family of high-frequency diodes, varicaps,
mixers, etc. [3].
1063-7826/02/3608- $22.00 © 20903
The contact phenomena in a two-dimensional elec-
tron gas (2DEG) have already found a number of inter-
esting applications. For example, the metal–2DEG
junction was used as the basis of such devices as high-
electron-mobility field-effect transistors [5], photode-
tectors at a wavelength of 1.3 µm with a record-wide
operating band [6], and varactor diodes with a very high
capacitance ratio Cmax/Cmin and a high breakdown volt-
age [7, 8].

In this study, we suggest a 2D p–n junction and
investigate the voltage and electric-field distribution in
such a junction without applying an external voltage.

POTENTIAL DISTRIBUTION
AND ENERGY-BAND DIAGRAM

OF A TWO-DIMENSIONAL p–n JUNCTION
In Fig. 1a, we display the schematic diagram of a

2D p–n junction, which constitutes a thin quantum-
dimensional film with a thickness d. One half-plane
(y = 0, x > 0) of the film is doped with acceptors with a
surface concentration NAS (for example, by the δ-dop-
ing). The other half-plane (y = 0, x < 0) is doped with
donors with a surface concentration NDS. The y axis is
directed along the normal to the film, and its origin is in
the film-symmetry plane. For the sake of simplicity, we
further assume that NAS = NDS = NS. Also, we consider
the temperatures at which all the impurities are ionized,
while away from the interface (i.e., in the quasi-neutral
regions) equilibrium concentrations nS0 and pS0 of elec-
trons and holes are equal to NS.

When a junction is formed, a fraction of the elec-
trons passes from the n region into the p region, while
the holes, on the contrary, pass from the p region to the
n region. Owing to this fact, surface-charge depleted
layers are formed near the interface.
002 MAIK “Nauka/Interperiodica”
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Due to the electric field that arises, energy bands and
levels of dimensional quantification are bent until an
equilibrium state is established. This state is character-
ized by a constant Fermi level throughout the entire
semiconductor film (Fig. 1b). Correspondingly, the
potential barriers Vc are formed along the x axis for
electrons and holes. Their height Vc is equal to the con-
tact potential

(1)

where e is the electron charge, Eg is the semiconductor
band gap, and mn and mp are the effective electron and
hole masses. It follows from (1) that the potential-bar-
rier height always exceeds the band gap in contrast to
the case of the three-dimensional (3D) p–n junction.
From the band diagram of the p–n junction in Fig. 1b,
it can be seen that, due to the band bending, there is
always a certain region –l ≤ x ≤ l where the dimen-
sional-quantization levels are arranged relative to the
Fermi level in the conduction valence bands so that

V c
1
e
--- Eg π"

2 NS
π

2d2
--------+ 

  mn mp+
mnmp

-------------------+ ,=

n-2D p-2D

–l l

z

y

eV

EF

Eg

E1n
E1p

Eν

–l l0

(‡)

(b)

x

b

Ec

Fig. 1. (a) Schematic representation and (b) energy-band
diagram of a two-dimensional p–n junction under equilib-
rium conditions. E1n and E1p are the levels of dimensional
quantization for electrons and holes, and EF is the Fermi
level.
there are no free electrons and holes in this region at
low temperatures.

First, we determine the potential distribution in the
complete-depletion approximation, in which case it is
possible to assume that the region of negative surface
charge is formed only by ionized acceptors located in
the layer 0 < x ≤ l, while the region of positive surface
charge is formed by ionized donors in the layer –l ≤ x < 0.
These surface charges generate the built-in contact
electric field, which is primarily located in the environ-
ment. In order to determine the potential distribution
ϕ(x, y, z) for this field, we should solve the Laplace
equation

(2)

It is clear from the symmetry of the problem that the
potential is independent of the coordinate z (we assume
that the film size along the z axis far exceeds the sur-
face-layer width 2l and the edge effects can be
neglected).

It is necessary to solve Eq. (2) in the complete-
depletion approximation with the following boundary
conditions:

(3)

where ε is the permittivity of ambient regions.
The formulated problem can be solved by the

method of conformal mapping using the function

(4)

which transforms the first quadrant of the plane ξ = x +
iy into a semiband of the plane w = u + iv  (0 ≤ v  ≤ π,
u > 0). It is more convenient to find the solution ϕ(x, y)
in the plane w(u, v ) because we arrive at an identical
type of boundary conditions at the region boundaries.
In such a way, it is possible to find the function ϕ(x, y),
which has the following form in the first quadrant (x > 0
and y > 0):

(5)
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where we introduce the designations

(6)

Similar expressions for ϕ(x, y) can also be written for
other quadrants.

On the basis of the above formulas, it is easy to also
determine the width of the surface-charge region. Since
the region y = 0 and x ≥ l is equipotential, it is necessary
that the solution obtained satisfies the condition

(7)

The last requirement is fulfilled if the parameter l in for-
mula (5) is given by the expression

(8)

It can be seen that the thickness of the spatial-
charge-layer L2D = 2l in the 2D p–n junction also
depends linearly on the contact potential as in the case
of a metal–2DEG junction [1]. With an external voltage V,
a similar formula is valid for the quantity l; however, it
is necessary to write (Vc – V) instead of Vc.

We obtained potential distribution (5) in the com-
plete-depletion approximation (the Schottky approxi-
mation). However, the screening of the built-in field is
known to be weaker in the 2DEG case than in the 3D
case [2], due to which the falloff of the potential is less
steep outside the surface-charge region. For this reason,
on closer inspection, it is necessary to take into account
that there are potential-distribution “tails” beyond the
points x = ±l.

In the general case, we can write the following
expression for the surface-charge density in the 2D p–n
junction:

(9)

Here,

As the energy origin, we take Ec = (–∞) = 0, θ(x < 0) =
0, and θ(x > 0) = 1.
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In this case, it is no longer possible to exactly solve
the Laplace equation analytically. However, we can use
(9) to write the following expression, which is valid to
a high accuracy, for the surface-charge density at low
temperatures in the region x > 0:

(10)

The unknown length l is now determined from the con-
dition eϕ(l, 0) – Vc = –EFp (see Fig. 1b).

Correspondingly, it is now necessary to solve the
Laplace equation in the first quadrant with the follow-
ing boundary conditions:

(11)

Here,

is the Bohr radius for holes, and

The problem can be solved again with the conformal-
mapping method using function (4). In the approxima-
tion l @ aBp, it is possible to represent ϕ(x, y) as follows:

(12)

where ϕ0(x, y) and F(x, y) are given by expressions (5)
and (6).

Again, using the requirement of continuity for the x
component of the electric-field strength at the point x = l,

(13)

and taking into account that eVc @ EFp, we obtain the
following expression for l:

(14)

Substituting the values for γp and aBp, we again arrive at
expression (8) for the length l.

It should be noted that the potential distribution for
x < 0 can be given by an expression similar to (12) only
if we replace aBp and γp by the corresponding electron-
gas quantities aBn and γn.
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2. CAPACITANCE OF A TWO-DIMENSIONAL 
p−n JUNCTION

Knowing the potential distribution and the surface-
charge value per unit junction length

(15)

we can also calculate the specific capacitance of the 2D
p–n junction:

(16)

Taking into account (10), it is easy to obtain

(17)

As can be seen, the distribution of charge QS diverges
logarithmically at large distances. The cause of such a
divergence is the slow falloff of potential outside the
surface-charge region. It is easy to show from (12) that
the drop of potential away from the surface-charge
region (x @ l, y @ l) follows the hyperbolic law:

(18)

However, it is clear that, in a real situation, there are
always physical causes leading to the “cutoff” of the
potential at a certain length L @ l @ aB. For this reason,
we can write the following expression for QS:

(19)
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Fig. 2. Potential distribution ϕ(x, y = const) at fixed dis-
tances y from the plane of the p–n junction: y = (1) 0, (2) l,
and (3) 2l.
Here, β = L/l.
Consequently, for the specific capacitance of the

junction, we have

(20)

where

(21)

is a numerical factor that weakly depends on the param-
eter β.

As can be expected, the specific capacitance of the
2D p–n junction is virtually independent of the voltage
across the junction and is determined only by the ambi-
ent permittivity.

3. DISCUSSION OF RESULTS
In Fig. 2, we show the behavior of the potential

along the x axis both in the plane (y = 0) of the 2D gas
and at certain distances from it (y = l and y = 2l). Con-
trary to the conventional 3D p–n junction, the built-in
electric field of the 2D p–n junction also exists outside
the space-charge region (|x | > l, y, z), which is a result
of a weak screening in the 2D case.

From relationship (8), it can be seen that, in contrast
to the conventional p–n junction, the width of the
space-charge region depends on the potential-barrier
height not by the square-root law, but by a stronger lin-
ear law. It is for this reason that the capacitance (20) of
the 2D p–n junction is independent of the external bias.
In its turn, the average electric-field strength  in the
p–n junction plane also depends weakly on the exter-
nal bias. It is easy to show that, in the Schottky
approximation,

(22)

and the average value of the electric-field strength is
given by the surface density of ionized impurities

(23)

As was mentioned above, the depletion-region
width in the 2D p–n junction is always larger (due to the
weakness of the screening) than in the conventional 3D
case for comparable levels of bulk doping ND = NS/d.
From (8), it follows that

(24)

For example, according to (1) and (8), Vc = 1.53 V,
L2D ≈ 2.2 µm, and L3D ≈ 0.1 µm in the quantum-dimen-
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sional film of gallium arsenide (Eg = 1.43 eV, ε = 12.85,
mn = 0.067m0, and mp = 0.48m0) for NS = 1011 cm–2 and
d = 80 Å. Since EFp ! EFn ≈ 3.6 meV in this case and
aBn ≈ 100 Å, the conditions eVc @ EFn and L2D @ aB ≈ d
used in deriving all of the above formulas are certainly
satisfied. In addition, we may conclude that the condi-
tion L2D @ aB makes it possible to apply the Schottky-
layer approximation for describing various properties
of 2D p–n junctions, in particular, for calculating their
current–voltage characteristics.
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Abstract—The thermoelectric figure of merit of structures with multiple quantum wells (MQWs) was calcu-
lated taking into account the variations in the relaxation time of charge carriers compared to that in a bulk sam-
ple. The mechanisms of scattering by acoustic phonons, at the short-range impurity potential, and the polar scat-
tering in the approximation of the isotropic parabolic dispersion law of the charge carriers were taken into
account. The model used is based on the assumption that the phonon spectrum in the MQW structures is no
different from the spectrum of the bulk crystal. In addition, the scattering is assumed to be elastic and the relax-
ation-time approximation was used for all three mechanisms of scattering. A comparison with the results of cal-
culations for a bulk sample shows that the expression for thermoelectric figure of merit is exactly the same for
a MQW structure as for a bulk sample if the decrease in the charge-carrier relaxation time in MQW structures
is taken into account. The magnitude of the figure of merit for a MQW structure is found to be equal to that for
a bulk sample if the chemical potential in each of the cases is chosen from the condition for the highest figure
of merit. © 2002 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Intensive theoretical and experimental studies con-
cerned with quantum-well (QW) structures, which have
been performed in recent decades, have attracted atten-
tion to the possibility of using these structures to
increase the thermoelectric figure of merit Z. The stud-
ies in this field started with the publication by Hicks
and Dresselhaus [1], in which it was shown by calcula-
tion that the value of Z can be increased by two–three
times or more by preparing a thermoelectric material in
the form of structures with multiple quantum wells
(MQWs). The main gain in the thermoelectric figure of
merit was attained owing to an increase in the density
of states of the charge carriers in the vicinity of the band
edges in two-dimensional (2D) systems compared to
three-dimensional (3D) systems. It was assumed [1]
that the dimensional quantization does not result in
changes in the charge-carrier mobility in the layer
planes. Layered structures consisting of PbTe-based
QWs separated by Pb1 – xEuxTe barriers were studied by
Hicks et al. [2]. The mobility of charge carriers in QWs
was assumed to be the same as in a bulk sample (as was
done in [1]). The results of measuring the thermoelec-
tric power α and the electron concentration n showed
that the α2n factor increases with increasing width a of
the QWs. Based on these data, it was concluded that it
is possible to increase Z in such structures.
1063-7826/02/3608- $22.00 © 20908
However, as was noted in [3, 4], the same effect of
an increase in the density of states, which ensures an
increase in concentration for the given chemical poten-
tial, results in an inevitable decrease in mobility; this is
supported by numerical calculation for a specific semi-
conductor (PbTe). The figure of merit and the α2n quan-
tity were calculated numerically in [4]. The dependence
of α2n on a is consistent with experimental data [2]. At
the same time, numerical calculation of the figure of
merit [4] shows that a corresponding increase in Z with
decreasing QW width is not observed. This indicates
that one should be careful while inferring about an
increase in the figure of merit based on the data on the
α2n quantity due to variation in the charge-carrier
mobility in such structures.

Therefore, it seems worthwhile to consider again the
problem of the thermoelectric figure of merit for multi-
layered structures taking into account a decrease in
mobility using the simplest but realistic model, which
makes it possible to perform the calculation in an ana-
lytical form for arbitrary parameters of the semicon-
ductor. This model is based on the assumption that the
phonon spectrum is not changed much when we per-
form the transition to a multilayered structure; i.e., it is
assumed that phonons remain the same as in the bulk.
In addition, the temperature is assumed to be suffi-
ciently higher than the Debye temperature, so that scat-
tering by the acoustic and optical phonons, as well as by
002 MAIK “Nauka/Interperiodica”
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the impurity centers, is elastic; this means that the
relaxation-time approximation can be used in all cases
under consideration. We will analyze the charge-carrier
scattering by acoustic phonons, polar scattering by
optical phonons, and scattering by the short-range
potential of impurity atoms in the approximation of the
conventional (isotropic parabolic) dispersion law for
charge carriers.

The main objective of the calculation was to clarify
whether a variation in the electron-state density under
the conditions of dimensional quantization can basi-
cally bring about an increase in the thermoelectric fig-
ure of merit.

2. RELAXATION TIME IN THE CASE
OF SCATTERING BY ACOUSTIC PHONONS

If a layer is sufficiently thin and constitutes a QW
for electrons, all electrons are located near the bottom
of the lower dimensional-quantization band. If the
potential barriers are fairly high, the electron wave
function can be represented as

(1)

where k|| is the wave vector of an electron in the QW
plane; the coordinate r has the components r (in the
QW plane) and z (in the direction which is perpendicu-
lar to the QW plane); and a and S are the layer thickness
and area, respectively. According to the deformation-
potential method, the potential energy of interaction
between electron and acoustic phonons can be
expressed as [5]

(2)

where ε1 is the deformation-potential constant; u(r) is
the displacement of the point r in the crystal (this dis-
placement accounts for acoustic lattice vibrations in the
continual approximation); N is the number of unit cells
in the crystal volume; M0 is the unit-cell mass; q is the
wave vector of a phonon; and aq are the complex nor-
mal coordinates. It is assumed that phonons are not sus-
ceptible to the effect of inhomogeneities, which give
rise to QWs for electrons; i.e., these are conventional
phonons in a 3D crystal with the volume V = Sa. Then,
using formulas (1) and (2), we can derive the following
expression for the matrix element of the electron tran-
sition between the states with the wave vectors k|| and

 in the lower subband of dimensional quantization

Ψk||
r( ) 2

a
---

πa
z

------ 
  1

S
-------e

ik||r,sin=

U r( ) ε1divu r( )=

=  
iε1

NM0

---------------- q aqeiqr aq*e iqr–+[ ] ,
q

∑

k||'
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with the participation of an acoustic phonon with the
wave vector q:

(3)

After integration, the matrix element is represented as

(4)

where the indices (+) and (–) correspond to the transi-
tions of an electron to the state  = k|| + q|| with the

absorption of a phonon and to the state  = k|| – q|| with
the emission of a phonon, respectively. The factor M is
equal to the conventional matrix element, which
appears in the deformation-potential theory in the 3D
case, and the function Y±(qz) is the result of integration
with respect to the variable z; i.e.,

(5)

where the following designation was introduced:

(6)

The matrix element M is independent of the phonon
wave vector q and is given by

(7)

where k0 is the Boltzmann constant, T is absolute tem-
perature, and v 0 is the velocity of sound. The reciprocal
relaxation time in the 2D case is expressed as

(8)

where ε(k||) is the energy of an electron with the wave
vector k||; and qχ and kχ are the components of the wave
vectors of a phonon and an electron along the vector c,
which determines the direction of the generalized force
(the electric-field vector or the temperature gradient).

Replacing summation by integration in (8) and per-
forming the latter, we obtain

(9)

where g2D = m*/(2π"2) is the 2D density of electronic
states, m* is the effective electron mass, and X is the
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quantity that is obtained from (5) by integrating with
respect to qz; i.e.,

(10)

The derived expression for τ2D coincides with that
reported previously [6–8] and should be compared with
the corresponding relaxation time for a 3D crystal,

(11)

(12)

The comparison shows that, in a dimensional-quan-
tized layer, the relaxation time for scattering by acous-
tic phonons is proportional to the small thickness a and
is much shorter than in a 3D crystal; i.e.,

(13)

In what follows, after obtaining similar results for
two other mechanisms for scattering, we will show that
factor (13) completely compensates variations in both
the kinetic coefficients and the thermoelectric figure of
merit; these variations are caused by modifications in
the form of the function of density of states under the
conditions of dimensional quantization.

3. RELAXATION TIME
UNDER THE CONDITIONS OF SCATTERING

BY THE SHORT-RANGE POTENTIAL
OF IMPURITIES AND DEFECTS

A variation in the density of states due to dimen-
sional quantization brings about an increase in the
charge-carrier concentration for a given chemical
potential, which necessitates an increase in the concen-
tration of the electrically active impurity. We assume
that the impurity atoms reside in conducting layers and
effectively scatter the charge carriers. Although there is
a method for reducing the scattering at impurities by
doping the barriers between QWs [9] (so that the charge
carriers and impurities become spatially separated), the
specific realization of one or another scattering mecha-
nism is of secondary importance to us, since the main
objective of this study was to clarify the issue concern-
ing the effect of a modification in the density of states
on the transport phenomena for various scattering
mechanisms.

In many thermoelectric materials (e.g., PbTe [10]),
the Coulomb potential of ionized impurities and point
defects has a low efficiency from the standpoint of scat-

X Y± qz( ) 2dqz
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1
a
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------------------------- 

  2

xd
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∫ 3
2
---a 1– .=
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"
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g3D
m*k

2π2
"

3
--------------.=

τ2D

τ3D

-------
2ka
3π
---------.=
tering; thus, scattering predominantly occurs at the
inner portion of the impurity-atom potential. We may
assume that the short-range potential U(r) has an effec-
tive radius r0, which is on the order of the interatomic
distance.

In order to calculate the matrix element of interac-
tion between an electron and an impurity atom in a 3D
sample with volume V, we use the Bloch function

(14)

The matrix element of an electron transition from a
state with the wave vector k to a state with the wave
vector k' as a result of scattering by the short-range
potential of an impurity atom, the center of which is at
the point ri, has the following form:

(15)

Changing the variable r to r = r' + ri and using the
periodicity property of the Bloch amplitude uk(r) =
uk(r'), we obtain

(16)

Since the short-range potential differs from zero

only in a small region, Ω0 ~ , in the vicinity of an
impurity atom, the domain of integration in (16) can be
replaced by Ω0. Then, we have kr' ! 1 for the scattering
of charge carriers with small k and for all r' ≤ r0,
because r0 is on the order of the lattice constant. In this
case, all exponential functions under the integral in (16)
are close to unity. In addition, for small values of k, the
dispersion law for electrons is almost parabolic; there-
fore, in the same approximation, it may be assumed that
the Bloch amplitudes uk(k) depend only slightly on k
and are equal to u0(r). Taking this into account, we
obtain

(17)

where the quantity C is independent of the wave vectors
k and k' and is given by

(18)
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Thus, the squared matrix element (as in the case of
scattering by acoustic phonons) is independent of the
electron wave vector and is expressed as

(19)

The reciprocal relaxation time for scattering by a
single impurity atom in a bulk sample is given by (11),
in which |M |2 should be replaced by |C |2/V2. If electrons
are scattered independently by impurity atoms, which
are distributed uniformly over the sample volume V, the
reciprocal relaxation time for scattering by a single
impurity atom should be multiplied additionally by the
number of impurity atoms NI; i.e.,

(20)

where nI = NI/V is the impurity concentration and g3D is
defined, as before, by formula (12).

Taking into account the Bloch factor, we can repre-
sent the wave function of an electron in a QW as

(21)

The matrix element of transition for scattering by an
impurity atom residing at the lattice site ri within the
QW is given by

(22)

Performing the calculations similarly to the above-
considered case of a 3D sample in the same approxima-
tion of small wave vectors of electrons, we obtain the
following expression for the squared modulus of the
matrix:

(23)

Here, zi is the component of the impurity-atom coordi-
nate ri along the z-axis.

The reciprocal relaxation time of charge carriers in
the QW can be determined using expression (23) and
the formula

(24)
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where the vector χ and ε(k||) have the same meaning as
in (8) and nI is the volume concentration of impurity
atoms.

Since the dependence of τ2D on the impurity-atom
coordinate appears in (24) only in terms of matrix ele-
ment (23), then, for the uniform distribution of inde-
pendent scattering centers throughout the QW volume,
the integration over the coordinates of the impurity
atoms contributes to the reciprocal relaxation time in
the form of a factor which is equal to

(25)

As a result, by performing summation over  in (24),
we obtain

(26)

A comparison of relaxation times for scattering by a
short-range potential in a bulk sample (20) and in a lay-
ered sample with QWs (26) again yields formula (13);
i.e., the ratio between the relaxation times τ2D and τ3D
for scattering by acoustic phonons and by the short-
range impurity potential has the same form.

4. RELAXATION TIME IN THE CASE OF POLAR 
SCATTERING BY OPTICAL PHONONS

In both above-considered cases, the matrix element
in a bulk sample was independent of the electron and
phonon wave vectors; therefore, it is of interest to clar-
ify the issue of whether the derived equality (13) for the
ratio τ2D/τ3D is a consequence of the specific form of the
matrix element and to consider the case of polar scatter-
ing, for which the matrix element is inversely propor-
tional to the wave vector of the optical phonon.

Polar optical phonons are more sensitive to inhomo-
geneities, which arise in a layered structure with QWs.
Calculations of optical-phonon spectra with allowance
made for the spatial quantization of phonons were per-
formed in a number of studies (see, for example, review
[11] and the references therein). A comparison of vari-
ous models of charge-carrier scattering by optical
phonons in structures with QWs showed [12–15] that
discrepancies between the results obtained using the
optical-phonon spectra of the bulk type and those
obtained using the spectra calculated in accordance
with more sophisticated models are not large. Taking
this into account, we will consider the scattering of
electrons by the bulk optical phonons in a layered struc-
ture with QWs using the continual approximation.
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In this approximation, the potential of interaction
between electrons and polar optical phonons is given
by [5]

(27)

Here, ωl is the highest frequency of longitudinal optical
phonons and

where ε∞ and ε0 are the high-frequency and static
dielectric constants, respectively.

The matrix element corresponding to scattering by
optical phonons and accounting for the variation (from
Nq to ) in the number of phonons with the wave vec-
tor q can be expressed as

(28)

Using the electron wave function given by (1), we
obtain

(29)

where the functions Y±(qz) are defined, as before, by
formula (5); integration over the coordinate r yields the
delta functions, which express the law of conservation
of the quasi-momentum in the plane of the layers; and
the matrix elements of aq and , which are related to
the absorption and emission of a phonon, are different
from zero and are given, respectively, by

and

As a result, we obtain the following expression for
the matrix element:

(30)

Here, M±(q) is the well-known matrix element for polar
scattering in the 3D case and is defined as

(31)
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±=
where the sign + (–) and the upper (lower) line on the
right correspond to the absorption (emission) of a
phonon. At temperatures such that k0T @ "ωl, the num-
ber of phonons is equal to Nq = k0T/"ωl@ 1; therefore,
the squared modulus of the bulk-related matrix element
can be represented as

(32)

The expression for the reciprocal relaxation time
can be written similarly to (8), with |M |2 being replaced

by |M(q)|2 from (32). The calculation of  presents
more difficulties than in the case of scattering by acous-
tic phonons because integration over the components q||
and qz of the wave vector in (8) cannot be separated

owing to the fact that q2 =  +  appears in the
expression for the squared matrix element (32). How-
ever, by integrating first with respect to the direction
and magnitude of the vector q|| in the plane of the layers
and then with respect to qz, we can perform the calcula-
tions analytically. As a result, we obtained the follow-
ing formula:

(33)

Here, the expression for |M(k)|2 is given by formula (32).
The relaxation time for polar scattering in a 3D sam-

ple is given by [5]

(34)

A comparison of (33) and (34) again yields for-
mula (13). Thus, within the limits of the approxima-
tions employed, the calculations show that, for the
mechanisms of scattering by acoustic phonons, by the
short-range impurity potential, and by polar optical
phonons, the ratio between the relaxation times in the
2D and 3D cases is the same [see (13)], and τ2D
decreases in proportion to the (small) thickness a of the
quantum-dimensional layer.

5. THE THERMOELECTRIC FIGURE OF MERIT

Using the above expressions for the relaxation times
τ2D (9), (26), and (33), we can calculate the electrical
conductivity σ2D of a multilayered system, which con-
sists of QWs and the separating barriers. In the expres-
sion derived by ignoring the variation in the relaxation
time as a result of dimensional quantization [1], the
electrical conductivity σ2D is, in particular, inversely
proportional to a, which represents the main cause of an
increase in the thermoelectric figure of merit. The pres-
ence of the parameter a in the formulas we derived for
τ2D compensates this effect. Moreover, the expressions
for σ2D coincide with those for the electrical conductiv-

M± q( ) 2
M q( ) 2 2πe2k0T

Vε*
-------------------- 1

q2
-----.= =

τ2D
1–

q||
2 qz

2

τ2D
1– 2π

"
------ M k( ) 2Vg2D

3
2
---a 1– .=

τ3D
1– 2π

"
------ M k( ) 2Vg3D.=
SEMICONDUCTORS      Vol. 36      No. 8      2002



CALCULATIONS OF THE CHARGE-CARRIER MOBILITY 913
ity of a bulk sample σ3D for each of the above-consid-
ered mechanisms of scattering.

Indeed, the expression for the electrical conductivity
of a bulk sample can be written as

(35)

where f0 is the equilibrium Fermi–Dirac distribution
function. The expressions for the reciprocal relaxation
time for all three scattering mechanisms are similar
[see (11), (20), (34)]; specifically, these reciprocal
relaxation times are proportional to the squared matrix
element and the density of states g3D. Therefore, substi-
tuting in (35) the relaxation time given, e.g., by (11), we
obtain

(36)

In the 2D case, the following expression can be
derived for the electrical conductivity of a multilayered
system:

(37)

Then, after substituting the expression for the relax-
ation time τ2D (9) into (37), we obtain a formula for σ2D,
which coincides with (36).

Expressions for the thermoelectric power and elec-
tronic thermal conductivity (the Lorentz number) of a
multilayered system also coincide with the correspond-
ing expressions for a bulk sample.

For further presentation, it is convenient to rewrite
the expressions for the relaxation times in a bulk sam-
ple and in a MQW structure in the following form:

(38)

(39)

Here, r is the scattering parameter for a bulk sample;
and τ0 is a constant, which is independent of the elec-
tron energy. Distinctions between the scattering param-
eters in the 3D (r) and 2D (r + 1/2) cases are due to the
different energy dependence of the density of states.
The parameters r and τ0 are expressed as

(40)
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for scattering by acoustic phonons;

(41)

for scattering at the short-range potential; and

(42)

for polar scattering by optical phonons.

If the energy dependences of the relaxation times
obey the power law given by (38) and (39), we can use
expressions (40)–(42) for τ0 and r to derive the expres-
sions

(43)

for electrical conductivity;

(44)

for thermoelectric power; and

(45)

for electronic thermal conductivity.

Here, ξ* = ξ/k0T, where ξ is the chemical potential;
and Fv(ξ*) is the Fermi integral of the v th order.

Expressions (43)–(45) are found to be valid both for
a MQW system and for a bulk (3D) crystal if the corre-
sponding chemical potentials are used for the quantity
ξ* with the origin of energies in a 2D system being cho-
sen at the bottom of the first subband of dimensional
quantization.

Thus, if we assume that the phonon-related thermal
conductivity κph is the same in a 2D system as in a bulk
sample, the expressions for the thermoelectric figure of
merit Z = α2σ/(κ + κph), which can be derived using
(44)–(45), will have the following identical form for
both the 2D and 3D cases:

(46)
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Here, the terms A and B in the denominator are given by

If, in both cases, we now choose the chemical poten-
tial from the condition for the largest figure of merit, we
find that the optimal chemical potential ξ* and the larg-
est value of Z for a bulk sample and for a structure with
QWs are the same; however, the largest values of Z are
attained in a 2D structure at higher concentrations of
charge carriers and lower mobilities compared to what
is typical of a bulk sample.

6. CONCLUSION

Thus, as the calculation of the figure of merit with
allowance made for the distinction between the relax-
ation times in the 2D and 3D systems showed, the
notion that it is possible to increase the thermoelectric
figure of merit in the form suggested by Hicks and
Dresselhaus [1] is unrealistic. Alternative consider-
ations are required in order to render this possibility
feasible.

In particular, such considerations were advanced by
Ivanov et al. [16]. It turns out that, due to the dimen-
sional quantization, inelasticity of scattering manifests
itself in 2D structures at higher temperatures than in 3D
crystals. In addition, the effects related to drag can also
become more important in multilayered structures.

Spatial quantization of phonons can also be
assigned to the factors that positively influence the
value of Z in 2D systems. Notwithstanding the fact that
a distinction between the phonon and bulk modes does
not appreciably affect the charge-carrier scattering in
QW structures, it can reduce the phonon-related ther-
mal conductivity, which, in turn, causes the value of Z
to increase [17].

However, there are a number of factors that
adversely affect the thermoelectric figure of merit in 2D
structures. Thus, for example, it is well known that tun-
neling of electrons through barriers, which separate the
QWs, reduces the thermoelectric figure of merit; the
same is true for thermal conductivity over the layers,
which act as barriers. In addition, certain mechanisms
of the charge-carrier scattering, which are not possible
in the bulk samples, can give rise to more intense scat-
tering in a 2D system. One of the scattering mecha-
nisms, which is characteristic of thin layers, consists

A

3π2
"
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5
2
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  Fr 3/2+
2 ξ*( ).
in the Coulomb scattering of charge carriers in QWs
by charged impurity centers located in the barrier lay-
ers [18].

We would like to draw attention to another specific
mechanism of scattering; this mechanism is operative
in the layers with a thickness which only slightly
exceeds the lattice constant. If the layer thickness is
small, fluctuations of the thickness ∆a are inevitable;
these fluctuations affect the charge-carrier energy at
k|| = 0. The energy corresponding to the bottom of the
first (lowest) subband is equal to ε1 = π2"2/(2m*a2). As
the layer thickness increases by ∆a, a decrease in this
energy amounts to

(47)

A variation in the energy ∆ε acts as the scattering
potential for charge carriers. The effect of the scattering
mechanism under consideration on mobility depends
on the spatial scale of fluctuations and on the number of
regions in which changes in the thickness occur. If this
effect is pronounced, it results in the intensification of
scattering and a decrease in the thermoelectric figure of
merit.
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Abstract—Nonlinear response and coherent generation in a resonant-tunneling diode within a broad range of
frequencies and field amplitudes are theoretically studied for real structures under dc bias voltage. The results
are shown to be in a good qualitative agreement with the idealized model if the widths of the resonance level Γ
are identical for both quantum wells. Thus, the generation of high-power terahertz-frequency fields within the
quantum mode is possible under real conditions. It is explicitly shown that the transient time of current in res-
onant-tunneling diodes is equal to the reciprocal of Γ. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Resonant-tunneling diodes (RTD) are believed to be
promising for numerous applications and for high-fre-
quency electromagnetic generation in particular. For
example, generation at the frequency of 712 GHz was
obtained in [1], but the power was rather low. The prob-
lem of power enhancement is related, in particular, to
the lack of theory on RTD generation.

An exact analytic expression for the polarization
currents in the linear approximation in a high-fre-
quency field was derived in [2] within a consistent
model. It was shown in [2] that there is no limit on the
generation frequency, and a new “quantum” mode of
generation at the frequency ω, which significantly
exceeds the resonance level width Γ, can be achieved
under certain conditions. It should be recalled that
some authors assert (see, for example, [3–5]) that there
exists a limiting generation frequency, which is approx-
imately equal to Γ (here and below " = 1).

A nonlinear analytic theory of RTD generation at
frequencies ω ! Γ was developed in [6]. A hysteretic
mode of generation was shown to exist. Polarization
currents were calculated, and the generation in a broad
range of frequencies and field amplitudes was
described by numerically solving the Schrödinger
equation in [7]. With good accuracy, the numerical
results comply with the analytic ones from [2, 6] in the
linear and low-frequency nonlinear cases. High-power
generation at the frequency ω @ Γ was shown to be pos-
sible in [7].

However, in [7], a simplified model of the structure
(delta-barriers) was considered, and the role of the dc
bias voltage was played by the energy of electrons
arriving from the emitter.

The aim of this work is to generalize the results of
[7] to the case of a real structure and to take into
account the external bias electric field. We calculated
1063-7826/02/3608- $22.00 © 20916
the response and generation so that the results will be
easy to compare with [7].

2. STATEMENT OF THE PROBLEM.
BASIC EQUATIONS

Let us consider a one-dimensional quantum well
(QW) with two rectangular barriers. A time-indepen-
dent flux of electrons with energy E, with an intensity
proportional to q2, is fed to the QW from the emitter on
the left (q is the value characterizing the electron flow
density). The ac electric field is present in the QW
region; the interaction energy of an electron with the
field reads

(1)

where Θ(x) is the unit step function, L is the structure
length, and v  is the dc voltage amplitude. The one-par-
ticle electron wave function Ψ(x, t) satisfies the time-
dependent Schrödinger equation

(2)

where

(3)
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Here Vs(x) is the potential distribution across the
quantum structure, e is the electron charge, and V0 is the
dc voltage.

The calculation of the dynamic characteristics of
RTD is carried out similarly to [7]. The ac field induces
the polarization current

(4)

The spatially averaged current is calculated [8] as

(5)

Boundary conditions for the Schrödinger equation
can be written similarly to [2]

(6)

where k1 =  and k2 =  are,
respectively, electron wave vectors to the left and to the
right of the structure, and m* is the effective electron
mass in the structure. The boundary conditions (6)
describe the incident from the left electron flow, as well
as their reflection and transfer into the region x > L.
They are valid if ω ! E + eV0 and ev  ! E + eV0.

For calculations we chose a structure which has
shown record-breaking experimental results for gener-
ation [9] (a well width of 45.2 Å, a barrier thickness of
22.6 Å, and a barrier height of 1.2 eV). The energy E of
the monoenergetic incident electron beam is assumed
to equal 82 meV, the effective mass m* = 0.042me (me
is the free electron mass), and the voltage V0 = VR +
δV/e, where VR = 280 mV is the resonance voltage at
which the transmission coefficient dependence on the
voltage V0 has a maximum at the chosen energy E and
for the given structure parameters. The half-width of
the resonance level Γ equals 1.66 meV at the given volt-
age V0 ≈ VR.

3. LINEAR AND NONLINEAR RESPONSE
OF THE RESONANT-TUNNELING DIODE

The linear response was shown in [2] to have a peak
at ω = 0 (“classical” mode) if δ < Γ (δ = E – ER). If δ >

Γ, a new peak at the frequency ωm(  = δ2 – Γ2)
appears, which corresponds to the “quantum” mode
[2]. This is caused by quasi-resonance transitions

Jc x t,( ) = ie Ψ* x t,( )∂Ψ x t,( )
∂x

-------------------- Ψ x t,( )∂Ψ* x t,( )
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between the states with energies E and ER. If we fix the
energy of electrons arriving from the emitter and
change the dc electric field, then the role of δ = E – ER

in [7] is played here by δV = e(V0 – VR). The resonance
level is known to be shifted approximately by half of
the voltage; i.e., we can assume that δV = 2δ. This is
why the “classical” mode is observed for δV < 2Γ.

The dependence of the amplification coefficient Jc/v
on the frequency ω for δV = 1.8Γ and δV = 8Γ at ev  =
0.01Γ (the weak field case) is presented in Fig. 1. The
choice of the parameter δV is similar to that in [7],
where δ is equal, respectively, to 0.9Γ and 4Γ. It is seen
from Fig. 1 that there are peaks at the frequency ω = 0

for δV = 1.8Γ and at ωm, which correspond to  =

(δV /2)2 – Γ2, for δV = 8Γ. Comparison of the plots in
Fig. 1 and [7] (Fig. 3) indicates that their behavior is
qualitatively the same.

Mention should, however, be made of one essential
distinction in the behavior of amplification in the clas-
sical mode for a frequency exceeding Γ. Indeed, the
current Jc changes its sign at ω ≈ 2Γ (i.e., amplification
gives way to absorption), while in the model [2, 7] the
sign of the current does not change over the entire fre-
quency range. The sign changes because the bias field

ωm
2

δV/É = 8

δV/É = 1.8

0

–20

–40

–60

–80

–100

Jc/v

0 2 4 6 8 10
ω/É

Fig. 1. Frequency dependence of the amplification coeffi-
cient Jc/v  in the “quantum” and “classical” generation
modes.
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not only reduces the resonance level energy, but also
lowers the collector-barrier height.

Nonlinear response was studied within a broad fre-
quency range. The dependence of Jc/v  on the dimen-
sionless field ev /Γ in the low-frequency limit ω =
0.17Γ is presented in Fig. 2 (δV/Γ = 1.8 and δV/Γ = 8).
One can see an essential distinction in the dependence
of Jc/v  in these cases, similarly to [6, 7]. In the first case
(δV/Γ > 2), a rise of the amplification is observed in the
beginning and, when the peak is reached, its descent is
observed. The dependence in Fig. 2 agrees qualitatively
with Figs. 4 and 5 in [6, 7]. The nonmonotonic behavior
of the amplification leads to the hysteretic generation
mode (see below).

A typical dependence of the amplification Jc/v  on
the field amplitude ev /Γ for high frequencies (ω > Γ) at
the satisfied quasi-resonance condition δV = 2ω, i.e., in
the quantum mode, is presented in Fig. 3. Noteworthy
are the features of these plots, which are qualitatively
similar to [7]: first, there is a steady amplification drop
Jc/v  with the field; and second, there is a decrease in the
rate of this drop with increasing frequency. This means
that high fields can be reached at high frequencies in the
“quantum” mode.

ev /É

Jc/v

–20

–40

–60

–80

–100

δV/É = 8

δV/É = 1.8

0 4 8 12 2016

Fig. 2. Dependence of the amplification coefficient Jc/v  on
the dc voltage amplitude v  in the low-frequency range.
ω/Γ = 0.17.
4. GENERATION
IN THE RESONANT-TUNNELING DIODE

IN A BROAD FREQUENCY RANGE

Following [2, 7], we find the field generated by RTD
from the equation

(17)

where τ0 is the time characterizing resonator losses, and
κ is the dielectric constant.

The dependences of the low-frequency (ω = 0.17Γ)
generated field on the reduced pumping current Q is
presented in Fig. 4. It is seen that the field steadily rises
with Q at δV = 1.8Γ (δV/Γ < 2). If δV/Γ > 2 (δV/Γ = 8),
the hysteretic mode is observed. The results are again in
good qualitatively agreement with [6, 7].

The Q dependence of the generated field for a large
collection of parameters is presented in Fig. 5. A com-
parison of the results for the “classical” and “quantum”
modes is given in Fig. 6. It is seen that the field in the
“quantum” mode (ω = 4Γ) significantly exceeds the one
in the “classical” mode (ω = 0.17Γ) at Q > 0.07. Again,
the results obtained are in good agreement with [6, 7].

The steady state generation is considered in [2, 6]. It
exists due to the finite lifetime of an electron in the QW:

Ẽ
τ0
----

4π
κ

------Jc,=

ev /É

Jc/v

–20
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1

–10

0

–30

–40

–50

–60

–70

Fig. 3. Dependence of the amplification coefficient Jc/v  on
the dc voltage amplitude in the “quantum” generation mode.
(1) δV/Γ = 2, ω/Γ = 1; (2) δV/Γ = 5, ω/Γ = 2; (3) δV/Γ = 8.2,
ω/Γ = 4; and (4) δV/Γ = 12, ω/Γ = 6.
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2
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0 0.1 0.2 0.3 0.4 Q

ev /É

Fig. 4. Dependence of the generated field on the reduced
pumping current Q in the “classical” (1) and “quantum”
(2) generation modes in the low-frequency range. (1) δV/Γ =
1.8, ω/Γ = 0.17; (2) δV/Γ = 8.2, ω/Γ = 4.
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Fig. 6. Dependence of the generated field on the reduced
pumping current Q: comparison of the “quantum” and
“classical” modes. ω/Γ = 0.17.
SEMICONDUCTORS      Vol. 36      No. 8      2002
ev /É

Q

2 1

0

10

8

6

4

2

3

0.04 0.08 0.12 0.16

Fig. 5. Dependence of the generated field on the reduced
pumping current Q in the “quantum” mode at high fre-
quency ω and large parameter δV. (1) δV/Γ = 12, ω/Γ = 6;
(2) δV/Γ = 8.2, ω/Γ = 4; and (3) δV/Γ = 5, ω/Γ = 2.
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Fig. 7. Dependence of the electron current J through RTD
(solid line) on time t for ω/Γ = 4 and δV/Γ = 8.2 at ev /Γ =
20. Dashed line: see text.
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τ ~ 1/Γ. It is of interest to study the transient process
and to determine the transient time for current in RTD.
The dependence of the electron current J through the
RTD (solid line) on time t for ω/Γ = 4 and δV/Γ = 8.2 at
ev /Γ = 20 is presented in Fig. 7. The frequency ω and
parameter δV correspond to the “quantum” generation
mode. An external dc electric field was assumed to be
switched on at the instant of time t = 0. The steady-state
current through RTD is depicted with the dashed line
under the assumption that there is no transient process
and that the steady-state current is attained instanta-
neously. It is seen that the real transient process occu-
pies almost three periods of the external harmonic field,
i.e., the transient time T = 3(2π/ω) = 3(2π/4Γ) ≈ 1/Γ.
Thus, the transient time of the current in RTD does not
depend on external field parameters, rather, it is deter-
mined by the halfwidth of the resonance level Γ and is
approximately equal to the electron lifetime τ in a QW,
as was assumed in [2, 6].

5. CONCLUSION

In this communication, coherent generation in RTD
within a broad range of frequencies and fields for a real
structure with rectangular barriers and with nonzero volt-
age is described by solving a time-dependent Schrödinger
equation with approximate boundary conditions.

It is shown that, in this case too, “classical” and
“quantum” generation modes occur in which high fre-
quency and power are achieved. We have ascertained
that the generation features are determined by the half-
width of the resonance level Γ and not by the barrier
configuration.

It is found that the transient process in RTD termi-
nates during the time T ≈ 1/Γ; i.e., again, it depends
only on Γ.
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Abstract—Magnetotransport in a ballistic wire under the conditions of integer and fractional quantization was
studied experimentally. A nonlinear magnetic-field dependence of filling factor (ν) of the Landau level was
observed; this dependence arises if the self-consistent electrostatic potential of the wire has a specific form. It
is assumed that the observed effect results from the influence of interaction between electrons at the partially
occupied Landau level on this potential, which brings about a decrease in the electron concentration in the wire
as the magnetic field increases in the case of ν < 1. © 2002 MAIK “Nauka/Interperiodica”.
After the first relevant publication [1] and subse-
quent experiments, there is no doubt that, in a number
of cases, the charge transport under the conditions of
the integer and fractional Hall effect is controlled by the
edge current states. These are represented by both the
broad bands (their width far exceeds the corresponding
magnetic length) of compressible electron liquid and
the much narrower incompressible bands located at the
sample edges. The effect of wide compressible bands
was first demonstrated by Hwang et al. [2]. However,
only the two-terminal resistance of the wire was studied
[2], whereas an important and interesting issue con-
cerning the behavior of the Hall (RH) and longitudinally
dissipative (RL) components of wire resistance for mag-
netotransport effected by the edge current states whose
width is comparable with the wire width has remained
open. The quantities RH and RL were measured simulta-
neously for the first time in a thick ballistic wire (LH !
W ! l, where LH is the magnetic length and l is the free-
path length) by Kvon et al. [3]; a number of anomalies
in the behavior of RH and RL were observed [3] and
attributed to the existence of compressible electron-liq-
uid bands, the width of which was comparable to the
wire thickness.

In this paper, we report on another anomaly which
arises in a wide ballistic wire under the conditions of
fractional Hall quantization; we refer to the nonlinear
dependence of the filling factor ν of the Landau level on
the magnetic field for ν < 1. It is assumed that this non-
linearity is related to the effect of a magnetic field on
the self-consistent electrostatic potential of the wire,
which brings about a decrease in the electron concen-
1063-7826/02/3608- $22.00 © 20921
tration in the wire with increasing magnetic field under
the conditions of the ultraquantum limit (ν < 1).

The samples used in this study were wires with
potentiometric contacts. The wire structures were fabri-
cated using electron lithography with subsequent
plasma-chemical etching (schematic representation of
a wire and its lithographic dimensions are illustrated in
the inset in Fig. 1). As the starting material, we used a
AlGaAs/GaAs heterojunction with two-dimensional

1.2 µm

1 µm

W
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RL, h/e2 RH, h/e2

B, T

Fig. 1. Dependences of the Hall RH(B) and longitudinal
RL(B) components of the wire resistance on the magnetic
field for Vg = –0.35 V and T = 50 mK (the dashed line rep-
resents the dependence RH = B/eNs). Schematic representa-
tion of the wire is shown in the inset.
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(2D) electron gas, which had an electron mobility µ =
106 cm2/(V s), an electron density Ns = 2 × 1011 cm–2 (the
corresponding free path length was le = 8 µm), and was
located at a distance of 150 nm from the structure sur-
face. It is noteworthy that the etching depth was no
larger than 50 nm; as a result, the surface subjected to
the plasma treatment was separated from the 2D elec-
tron gas by a distance larger than the spacer thickness
(dsp = 60 nm). Consequently, an appreciable effect of
the fluctuation potential at the wire boundaries was
eliminated. After fabrication of the wire, a metallic gate
contact was formed by spraying TiAu on the wire sur-
face; the electron concentration in the wire was varied
by applying a voltage to the gate. Measurements were
conducted using the conventional four-point probe
method at temperatures of 0.04–1 K in magnetic fields
as high as 16 T. The current during measurements was
no higher than 1 nA, in order to eliminate the effects of
heating.

In Fig. 1, we show the results of measuring the dis-
sipative RL and the Hall RH components of the wire’s
magnetoresistance for the gate voltage Vg = –0.35 V. At
first glance, Fig. 1 demonstrates a conventional pattern
of behavior of RL and RH under the conditions of the
quantum Hall effect. In the magnetic-field range corre-
sponding to the integer filling factor ν, the minima in RL
and the corresponding plateaus in the Hall quantization
are observed, whereas, for filling factor ν < 1, minima
in the dependence RL(B) and the plateaus in the depen-
dence RH(B), which correspond to ν = 1/3, are
observed. However, closer inspection reveals a devia-
tion from this pattern. The dashed straight line in Fig. 1
corresponds to the dependence RH = B/eNs (Ns = 1.2 ×
1011 cm–2). It can be clearly seen that, in the range of
weak fields, the experimental data precisely fit this

RL, RH, h/e2

B, T

i = 1

i = 1/3

RL

RH

0 1 2 3 4 5 6 7 8

5

4

3

2

1

Fig. 2. The magnetic-field dependences of the Hall RH(B)
and longitudinal RL(B) components of the wire resistance at
Vg = –0.5 V and T = 60 mK (the dashed line represents the
dependence RH = B/eNs).
dependence, whereas, in the region where the plateaus
of the integer quantization are observed, the depen-
dence runs approximately through the middle of these
plateaus. It is this pattern that is observed for a macro-
scopic 2D electron gas under the conditions of both the
quantum Hall effect and the fractional quantum Hall
effect. However, it can be seen from Fig. 1 that, in the
magnetic fields corresponding to the ultraquantum
limit, i.e., for ν < 1 (for the magnetic fields exceeding
5 T), experimental dependence RH(B) starts to deviate
from the straight line and runs above this line. This fact
gives us cause to assume that, under these conditions,
the linear dependence of the occupancy of the Landau
level on the magnetic field, which is observed in all
macroscopic 2D systems, is upset. However, the very
fact that the dependence RH(B) is nonlinear cannot be
used to unambiguously advance the above assumption.
A valid conclusion can be made on the basis of the posi-
tion of the plateau of the fractional Hall quantization,
which makes it possible to determine the occupancy of
the Landau level unambiguously. In Fig. 1, a well-pro-
nounced plateau of the Hall quantization corresponding
to the filling factor ν = 1/3 can be clearly seen. The mid-
dle of this plateau corresponds to the magnetic-field
strength of B = 11.7 T; the latter value is much smaller
than that following from the conventional linear depen-
dence, which yields B = 15 T. We note that a minimum
in the RL(B) dependence is also located at B = 11.7 T,
rather than at B = 15 T. Thus, the above experimental
data on the fractional Hall quantization unambiguously
indicate that a nonlinear dependence of the occupancy
of the Landau level on the magnetic field comes into
existence in the wire. This nonlinearity gives rise to the
fact that a specific value of ν in the ultraquantum limit
is attained at a smaller value of the magnetic field than
in the case of conventional linear dependence. This
behavior can be explained only if we assume that the
electron concentration in the wire begins to decrease
with increasing magnetic field as soon as the filling fac-
tor becomes smaller than unity. This means that, under
certain conditions fulfilled in our experiment (including
partial occupation of the Landau level), a magnetic field
can affect the self-consistent electrostatic potential of
the wire. This inference is also supported by experi-
mental data that were obtained at a lower electron con-
centration. In Fig. 2, we show the dependences RH(B)
and RL(B) measured at the gate voltage Vg = –0.5 V. The
dependence RH = B/eNs for a much lower electron den-
sity (Ns = 7 × 1010 cm–2) is also shown in Fig. 2 by the
dashed straight line. It can be seen that the dependence
RH(B) starts to deviate from this straight line as soon as
the magnetic field becomes higher than 3 T, i.e., when
the occupancy of the Landau level becomes smaller
than unity. This is also supported by the positions of
both a plateau of the fractional Hall quantization (also
corresponding to ν = 1/3) and a minimum in the depen-
dence RL(B). In fact, the plateau is already distorted by
mesoscopic fluctuations, and the minimum is shifted to
higher fields in reference to the plateau. Nevertheless,
SEMICONDUCTORS      Vol. 36      No. 8      2002
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this does not prevent one from determining the filling
factor with satisfactory accuracy and from recognizing
the same nonlinearity in the ν(B) dependence. Thus,
irrespective of the electron concentration in the zero
magnetic field, a nonlinear dependence ν(B) arises as
soon as the partially occupied Landau level appears in
the wire, with the degree of nonlinearity remaining vir-
tually the same for both values of Ns. It is noteworthy
that the aforementioned nonlinearity is not observed in
all wires. In the wires with lower threshold voltages,
this effect was not observed and the behavior of the fill-
ing factor was the same as in the macroscopic case.
Hence, it follows that the existence of nonlinearity
largely depends on the form of the electrostatic poten-
tial well which is present in the wire under consider-
ation.

We now discuss the above results. They indicate
that, under certain conditions, the occupancy of the par-
tially occupied Landau level in a wide ballistic wire
increases with the magnetic field superlinearly (the lin-
ear dependence is typical of macroscopic samples). The
most probable explanation for the observed effect is
based on the assumption that the 2D electron concen-
tration at the partially occupied Landau level in a wide
ballistic wire starts to decrease with increasing mag-
netic field. Basically, it is hardly surprising that a mag-
netic field can affect Ns. Qualitatively, the mechanism
of this phenomenon may be conceived in the following
way. Evidently, the self-consistent electrostatic poten-
SEMICONDUCTORS      Vol. 36      No. 8      2002
tial formed in the wire is the result of the summation of
electrostatic fields related to the charges of the spacer,
the metallic gate, the surface states, and, of most impor-
tance, the screening charge of electrons at the partially
occupied Landau level. It is these factors that give rise
to the compressible and incompressible electron-liquid
bands in the wire. The formation of the aforementioned
self-consistent potential depends to a great extent on
the characteristics of the electron–electron interaction
at this level, which, in turn, depends on the occupancy
of this level and on Ns. It is this effect that can give rise
to the effect of a magnetic field on electron concentra-
tion. However, an unambiguous solution of the formu-
lated problem can only be obtained by deriving a con-
sistent theory of the partially occupied Landau level in
a ballistic wire; this theory should account for all the
above factors.
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Abstract—The Kubo formula was used to derive a general expression for static electrical conductivity in a
magnetic field directed parallel to the surface of a parabolic quantum well. Conditions for the applicability of
the relaxation-time approximation for the calculation of the correlation functions were formulated using the
cumulant-averaging method. The tensors of longitudinal and transverse conductivities in the dimensionally
confined system under consideration, with allowance made for the interaction of electrons with acoustic and
optical vibrations, were calculated. It is shown that the transverse conductivity in quantum-well systems is
much higher (by several orders of magnitude) than in the bulk samples. The dependence of longitudinal con-
ductivity on the magnetic field was studied for a highly degenerate electron gas. © 2002 MAIK “Nauka/Inter-
periodica”.
1. Studies of transport phenomena in systems with
quantum wells (QWs) are important because, due to the
dispersion relation for the band charge carriers, such
quantum-mechanical systems are promising for the
development of devices with unique characteristics. For
a degenerate two-dimensional (2D) electron gas, the
kinetic coefficients and optical characteristics vary non-
monotonically with decreasing thickness of a spatially
confined system [1, 2]. The description of the electron-
transport phenomena in various dimensionally quan-
tized systems (QWs, quantum wires, and superlattices)
has been mainly based on the solution of the Boltzmann
equation with allowance made for scattering of charge
carriers by point defects [3–6].

In this study, general relations for the conductivity
tensor were used to gain insight into special features of
electrical conductivity in parabolic QWs in a transverse
magnetic field. We consider the cases of a degenerate
and a nondegenerate electron gas which interacts with
acoustic and optical vibrations. Some of the results are
compared with experimental data.

2. Using the secondary-quantization representation
and the Kubo formula [7], we can express the static
electrical conductivity as

(1)

Here, (aα) are the operators of creation (annihila-
tion) of the charge carriers with the charge e and the
effective mass m in the state α; β0 = 1/k0T (T is the tem-

σij

β0e2

2Vm2
-------------- pαβ

i( ) pα1β1

j( ) t aα
+ t( )aβ t( )aα1

+ aβ1
〈 〉 .d

∞–

∞

∫
αβα 1β1

∑=

aα
+

1063-7826/02/3608- $22.00 © 20924
perature expressed in absolute degrees); V is the vol-
ume of the quantum-mechanical system,

(2)

and 〈…〉  in (1) denotes averaging with the equilibrium
density matrix of the system under investigation, which

is described by the Hamiltonian .
The matrix elements of the momentum operator

 acting on the wave functions of an electron in a
parabolic QW in a magnetic field directed parallel to
the surface of the QW system [8, 9] are calculated
directly; i.e.,

(3)

(4)

where ω is the dimensional-quantization frequency, ωc

is the cyclotron frequency, λ = mω0/", kx and ky are the

components of the electron quasi-momentum, and  =

ω2 + .

It follows from (3) that, for the electric field direc-
tion parallel to the magnetic field, the matrix element of
the momentum operator differs from zero if α = β. For
transverse electrical conductivity, the matrix element of
the generalized-momentum operator has both diagonal
components [the first term in (4)] and nondiagonal
components with reference to the quantum number n.
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It is noteworthy that the diagonal matrix element
appears only in quantum-mechanically confined sys-
tems (for ω  0, the corresponding term in (4) is
absent). It is this circumstance that gives rise to special
features in the dimensionally quantized systems, i.e., to
a significant increase in transverse electrical conductiv-
ity compared to that in the bulk materials.

We now consider the interaction of charge carriers
with phonons, i.e.,

(5)

Here, (bq) are the operators of creation (annihilation)
of phonons with energy "ωq and the wave vector q, Cq
is the coefficient function of the electron–phonon cou-
pling, and Vαβ(q) = 〈α|eiqr|β〉 is the matrix element of
eiqr in the wave functions of the band electrons in a par-
abolic QW in a magnetic field,

(6)

According to (2), (t) satisfy the following equation
of motion:

(7)

When writing Eq. (7), we ignored the effect of electrons
on the phonon spectrum [10]; i.e.,

In this natural approximation, the solution to Eq. (7) has
the following form [11]:

(8)

Here,
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ȧα
+ t( ) i

"
--- Eαaα

+ t( )∑




=

+ CqVβα q( )aβ
+ t( ) bqe

iωqt–
b q–

+ e
iωqt

+[ ]
βq

∑




.

bq t( ) b q–
+ t( ) bqe

iωqt–
b q–

+ e
iωqt

.+≈+

aα
+ t( ) i

Eα

"
------t 

  aβ
+

β
∑exp=

× β i
t
"
--- H̃0 Ṽ+( ) 
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where  is the Hamiltonian for free charge carriers in

the coordinate representation ( Ψα = EαΨα).

Similarly, we can derive an expression for aβ(t).
After substitution of (t) and aβ(t) into (1), the elec-
trical-conductivity tensor can be expressed as

(9)

When deriving (9), we ignored the polaronic effect.
This means that the operations of averaging over the
electron subsystem 〈…〉0 and the phonon subsystem
{…}0 are performed independently.

In the lowest approximations with respect to the
electron concentration ne, which is valid for a nonde-
generate electron gas, we have

(10)

where  is the equilibrium distribution function for
the band charge carriers in a parabolic QW with width
a0 in a transverse magnetic field; i.e.,

(11)

We perform averaging over a system of a free
phonon field using the cumulant averaging procedure
[12] and restricting ourselves to the lowest approxima-
tion. If, for simplicity, we consider only the diagonal
matrix elements of the momentum operator (4), the
sought-for expression for the conductivity tensor (1) for
a nondegenerate electron gas can be rewritten as

(12)

Here,

(13)

where Nq = [  – 1]–1 is the distribution function for
nonequilibrium phonons.
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Integration with respect to t1 and t2 in (13) is per-
formed easily. If we take into account that

we obtain

(14)

where τα corresponds to the relaxation time related to
scattering by the lattice vibrations.

In view of (14), expression (12) can be rewritten as

(15)

3. We now calculate the electrical conductivity in a
parabolic QW for the situation where acoustic (long-
wavelength) vibrations are involved in the process of
scattering; we have

(16)

Here, E1 is the deformation-potential constant, ρ is the
quantum-system density, and v  is the velocity of sound
in the material. If electrons are scattered elastically
[i.e., if we ignore the electron energy "ωq = "vq in the
delta functions in (14)] and if we are concerned with
high temperatures, we obtain

(the charge carriers are at the bottom of the lowest
dimensionally quantized band; i.e., we have n = 0). It is
then easy to obtain

(17)

Correspondingly, according to (15),
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In the absence of a magnetic field (ωc = 0), we use
formulas (17) and (15) to derive the following expres-
sion for electrical conductivity in a parabolic QW:

(19)

Consequently,

(20)

Since (ω/ω0)3/2 < 1, the electrical conductivity
decreases in the presence of a magnetic field. This is
caused by the fact that the charge carriers are localized
in the QW to a larger extent in a magnetic field; as a
result, the scattering of charge carriers by phonons is
predominant. An effective intensification of electron
scattering with increasing magnetic field in the
ultraquantum limit was reported by Peters et al. [13]. A
decrease in electrical conductivity with increasing tem-
perature [as follows from (19)] was experimentally
observed in GaAs–GaAlAs heterostructures [14].

We can similarly calculate the transverse electrical
conductivity (the electric field is perpendicular to the
magnetic field); this conductivity is given by the first
term in (4); i.e.,

(21)

Since (ω/ω0)7/2 < 1, the transverse electrical conduc-
tivity is always lower than the longitudinal one. This is
related to the fact that, according to the dispersion law
(6), the effective electron mass m along the kx direction
is smaller than the effective mass m* along the ky axis
[m* = m(ω0/ω)2].

It is easy to show that the contribution of the second
term in (4) to the transverse electrical conductivity (21)
is insignificant if τωC @ 1.

Using realistic parameters of a GaAs/Ga1 – xAlxAs
parabolic QW, i.e., m = 0.06m0, ρ = 5.4 g/cm3, v  = 3 ×
105 cm/s, and E1 = 7 eV for a0 = 103 Å, T = 100 K, and
ω = ωc, we obtain τωc ≈ 102. Consequently, the trans-
verse electrical conductivity is always much higher in
quasi-2D systems than in bulk semiconductor materials.

We now study the behavior of the conductivity ten-
sor in relation to temperature and magnetic field in the
situation where an electron interacts with optical
phonons. We have

where ε0 and ε∞ are the low- and high-frequency dielec-
tric constants, respectively; and "  is the highest fre-
quency of the optical phonon. At low temperatures
("  @ k0T), in which case electrons are located at the
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bottom of the quantum-dimensional band (n = 0), we

obtain the following expression if δ0 =  ! 1

(in the resonance approximation):

(22)

Consequently, the conductivity tensor does not feature
any singularities in the resonance approximation if the
interaction of electrons with optical phonons is taken
into account; these singularities do arise in a three-
dimensional semiconductor material [15]. We now cal-
culate the longitudinal electrical conductivity in a para-
bolic QW for a degenerate electron gas. According to
the Wick theorem, the correlation function given by
(10) can be represented as

(23)

where  is the equilibrium distribution function for
electrons,

For a degenerate electron gas (the chemical potential
ξ > 0), in which case the charge carriers reside in the
lowest quantum-dimensional band (the ultraquantum
limit), we can easily find that

(24)

Here, ξ0 = ξ – "ω0/2 is the chemical potential measured
from the bottom of the lowest band; and

where  is the surface density of the electron gas. For
n0 @ 1, we have

(25)

Let us calculate the electrical conductivity σxx taking
into account the first term in (23). It is easy to verify
that the second term does not contribute to the longitu-
dinal electrical conductivity; thus,
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which is certainly valid for a degenerate electron gas at
low temperatures. As a result, we obtain

(27)

If there is no magnetic field (ωc = 0, ω0 = ω), we can use
formula (27) to derive the following expression for
electrical conductivity in a parabolic QW in the case of
a degenerate electron gas:

(28)

Consequently, for an equal concentration of charge car-
riers, we have

(29)

Since ω0 > ω, the electrical conductivity in a mag-
netic field is always lower than in the absence of this
field.

As directly follows from formula (27), we have

 ∝  ω/ω0 in the quantum limit; i.e., the specific
magnetoresistance increases with increasing magnetic
field. Such behavior of the resistivity in a magnetic field
for quantum-confined GaAs/AlxGa1 – xAs systems was
observed experimentally [16] at a low temperature (T =
1.3 K).

Using formula (15), one can easily derive an expres-

sion for the longitudinal electrical conductivity (H)
in a bulk material in a magnetic field [15]. In the quan-
tum limit (β"ωc > 1), we have

(30)

where (0) is the conductivity tensor for a bulk
semiconductor material in the absence of a magnetic
field [17].

It directly follows from expressions (30), (18), and
(19) that

(31)

Consequently, a decrease in the “dimensionality” of a
quantum system, i.e., an increase in the degree of local-
ization of charge carriers in the bands, brings about a
decrease in the longitudinal electrical conductivity.
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Abstract—Photoluminescence of GaAs/AlGaAs multiple-quantum-well structures incorporating positively
charged beryllium-impurity shallow-level acceptors (the so-called A(+) centers) was investigated. A novel lumi-
nescence line, which originated from radiative recombination of free electrons with A(+) centers, was observed.
It was shown that its spectral position is determined uniquely by the binding energy of A(+) centers. It was also
ascertained that the binding energy of A(+) centers increases with a decrease in the quantum-well width when
the latter is comparable to the radius of A(+) centers. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is well known by now that, at low temperatures,
neutral donor and acceptor impurities can capture,
respectively, an electron or a hole to form charged cen-
ters referred to as D(–) and A(+) centers. In a bulk mate-
rial like GaAs, their binding energy amounts to a frac-
tion of a millielectronvolt; however, in two-dimen-
sional (2D) structures it increases considerably as
compared to the three-dimensional case, which makes
these centers easier to study. In addition, a stationary
population of D(–) and A(+) centers can readily be
obtained in 2D structures using so-called dual selective
doping (simultaneous doping of the quantum wells
(QWs) and the barriers) [1]. Investigation of negatively
charged shallow-level donors (D(–) centers) was the
subject of quite a number of publications (see, e.g.,
[2, 3]). At the same time, studies of similar states of
shallow-level acceptors (A(+) centers) are limited to
just several theoretical papers [4]. Recently, we experi-
mentally observed A(+) centers in 15-nm-wide
GaAs/AlGaAs QWs and carried out preliminary inves-
tigations of their properties. The energy and the Bohr
radius of A(+) centers were determined from measure-
ments of the Hall effect [5] and low-temperature hop-
ping transport via A(+) bands [6].

Significant additional information about the nature
of A(+) centers can be provided by the analysis of their
luminescence properties. In this paper, we report on the
studies of photoluminescence (PL) spectra of p-type
GaAs/AlGaAs QWs incorporating A(+) centers, which
were obtained by dual selective doping with a Be shal-
low-level acceptor impurity.

2. EXPERIMENT

The GaAs/Al0.3Ga0.7As multiple-QW structures
under study were grown by molecular-beam epitaxy.
1063-7826/02/3608- $22.00 © 20929
The luminescence spectra of the structures with a well
width of 15 nm and those with a well width of 9 nm
were compared. In both cases, two types of selectively
doped structures were investigated: doping was intro-
duced either in the QWs only (then, the wells incorpo-
rate A(0) centers) or both in the QWs and in the barriers
(then, the wells incorporate A(+) centers). All structures
contained ten QWs separated from each other by
20-nm-wide Al0.3Ga0.7As barriers; the QWs were spaced
from the substrate by a 100-nm-wide Al0.3Ga0.7As layer
and from the surface by a 200-nm-wide Al0.3Ga0.7As
layer (to prevent the effect of the surface field on the
energy band structure of the wells). A 5-nm-wide layer
at the center of each QW (or at each QW and each bar-
rier) was doped with shallow-level Be impurity to a
density of (3–5) × 1017 cm–3. The impurity density was
chosen to be, on the one hand, lower than the critical
density for the insulator–metal transition but, on the
other hand, sufficiently high to observe the impurity
luminescence. The PL was excited by an LGN-215
He−Ne laser; the sample was exposed to the laser beam
and the luminescence was collected through a glass
optical fiber. The maximum power density on the sam-
ple at the output of the fiber was 10 mW/mm2. The PL
was detected by a cooled FEU-62 photomultiplier oper-
ating in the photon-counting mode. Measurements
were performed with the sample under study immersed
in liquid helium.

A typical PL spectrum of a structure with a well
width of 15 nm is shown in Fig. 1. Curve 1 represents
the spectrum of a structure with A(0) centers. Four lines
can be seen. The one at 1.5352 eV corresponds to the
free exciton; it is observed only under the highest pump
level attainable in these experiments, which is due to
the quadratic dependence of its intensity on the pump.
Taking into account the QW width, the position of this
line agrees with the published data [7] and the binding
energy is 7.6 meV. The line at 1.5287 eV corresponds
002 MAIK “Nauka/Interperiodica”
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to an impurity-bound exciton with a binding energy of
9 meV. Its intensity depends linearly on the pump,
which is expected for the bound state. The line at
1.5136 eV originates from radiative recombination via
impurities. It is shifted to lower energies by ~ 14 meV
from the bound-exciton line and by ~ 21 meV from the
free-exciton line. Its intensity depends sublinearly on
the pump. Its energy position is determined by the bind-
ing energy of the A(0) center; the latter amounts to
~ 30 meV, which is in agreement with the published
data [8]. The line at 1.4919 eV, which is present in all
spectra, corresponds to the PL of the bulk GaAs sub-
strate material. Curve 2 in Fig. 1 represents the spec-
trum of a structure with A(+) centers. A characteristic
feature of this spectrum is the absence of the conven-
tional impurity line. The free- and bound-exciton lines
are hardly observed; the main peak at 1.5278 eV is
~ 1 meV lower in energy than the bound-exciton peak.

A typical PL spectrum of a structure with a well
width of 9 nm is shown in Fig. 2. Here, curve 1 also rep-
resents the spectrum of a structure with A(0) centers,
and the spectrum of a structure with A(+) centers is
given by curve 2. In spectrum 1, the free-exciton peak
is fairly weakly exhibited; actually, one observes only
the bound-exciton line and, nearly 16 meV lower in
energy, the line of impurity-mediated radiative recom-
bination. Just as in Fig. 1, the impurity line seen in
spectrum 1 is not observed in spectrum 2. Also, simi-
larly to Fig. 1, spectrum 2 has only one peak; however,
in contrast to the case of 15-nm QWs, the spacing
between this peak and the bound-exciton peak is
11 meV; i.e., it becomes 10 meV greater.

3. DISCUSSION

The absence of the usual impurity PL peak in the
spectra of the structures with A(+) centers is explained
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Fig. 1. Photoluminescence of the structures with 15-nm-
wide quantum wells.
by the absence of impurities in the neutral state. In other
words, the A(+) center represents a common multi-
charge center, similar to compensated Cu in germanium
[9]. Under nearly equilibrium conditions, only the
upper level of this center is important for its optical
properties. In the case of A(+) centers in 15-nm QWs,
this level is spaced by 7–8 meV from the valence-band
edge, which we established previously from the Hall-
effect measurements [5]. Thus, the ground impurity
level, spaced from the valence-band edge by 30 meV,
cannot be seen; more exactly, it arises only under suffi-
ciently high excitation levels, when A(+) centers cap-
ture nonequilibrium electrons. However, there is uncer-
tainty in the nature of the peak related to A(+) centers:
it can originate from radiative recombination through
A(+) centers or be related to excitons bound to A(+)
centers.

As was mentioned above (and demonstrated in [5]),
due to the confinement, the binding energy of A(+) cen-
ters in the QWs is higher than that in the bulk and is
anticipated to increase with a decrease in the well width
in a certain range. One can expect that the binding
energy in 9-nm-wide QWs will be higher than that in
15-nm-wide QWs. In fact, we do find that the peak
related to A(+) centers is spaced from the bound-exci-
ton peak by 1 meV in the structures with 15-nm QWs
and by 11 meV in the structures with 9-nm QWs, the
shift in the peak position in the two structures thus
being equal to 10 meV. It is reasonable to assume that
the PL peak in the structures with A(+) centers origi-
nates from the radiative recombination via this center.
Then, the optical binding energy of A(+) centers can be
determined from the peak position. This assumption is
corroborated by the data presented in the table, where
the positions of all peaks in the structures with 15-nm
and 9-nm QWs are listed. For each peak, the shift in its
position resulting from an increase in the band gap with
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Photoluminescence intensity, arb. units

1.5327
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Fig. 2. Photoluminescence of the structures with 9-nm-wide
quantum wells.
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Table

Well width, nm; peak energy shift, eV 9 15 ∆ε

Energy of the free-exciton peak ε, eV 1.5564 1.5355 0.0209

Energy of the bound-exciton peak ε, eV 1.5489 1.5289 0.0200

Energy of the impurity-mediated radiative recombination peak ε, eV 1.5327 1.5136 0.0191

Energy of the A(+)-center-mediated radiative recombination peak ε, eV 1.5380 1.5273 0.0107
decreasing well width is given in the fourth column.
The energy difference for the free-exciton peak is the
largest, while that for the bound-exciton and impurity-
transition peaks is somewhat smaller. This can be
attributed to the more pronounced increase in the bind-
ing energy of impurity states in comparison to the exci-
ton states. Indeed, according to the published data, the
free-exciton binding energy increases by 0.8 meV with
a decrease in the QW width from 15 to 9 nm [10],
whereas the Be-impurity binding energy increases by
about 2 meV [8]. At the same time, the shift of the
free- and bound-exciton peaks and the impurity peak
is, on the average, two times larger than the shift of the
A(+)-center peak. If the above assumption, which
assigns this peak to radiative recombination of elec-
trons at A(+) centers, is correct, this means that the
A(+)-center level becomes deeper in 9-nm QWs. The
Hall-effect measurements carried out previously did
indicate that the A(+)-center binding energy increases
to 14 meV in 9-nm-wide QWs in comparison to 7 meV
in 15-nm-wide QWs. It should be noted that the binding
energies obtained from the Hall-effect measurements
may differ from their true values by 1/2W (where W is
the impurity-band width) [5]. Taking this into account,
we conclude that there is rather good agreement
between the values of the shift in the A(+)-center energy
position determined from luminescence and thermal
measurements.

These experimental results indicate that the PL peak
related to A(+) centers does originate from the radiative
recombination of electrons with these centers.

4. CONCLUSION
Thus, in this study we observed a new lumines-

cence line originating from the radiative transitions of
electrons to A(+) centers. Its energy position is deter-
mined uniquely by the energy position of the A(+)
center and depends heavily on the QW width when the
SEMICONDUCTORS      Vol. 36      No. 8      2002
latter is comparable to the hole localization radius at
A(+) centers.
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Abstract—The potentialities of vertical anisotropic etching of (110) silicon for the fabrication of one-dimen-
sional photonic crystal with a high refractive index contrast have been studied. It is shown that advances toward
the near-IR spectral range are limited by the mechanical strength of thin silicon walls. The device structures
obtained consist of 50 trenches, 114 µm deep, with 1.8-µm-thick Si walls (structure period 8 µm). Their reflec-
tance spectra in the wavelength range 2.5–16.5 µm show good agreement with calculation results, although the
main photonic band gap at λ ≈ 28 ± 10 µm remained outside the spectral region of measurements. © 2002 MAIK
“Nauka/Interperiodica”.
Multilayer dielectric mirrors and Fabry–Perot reso-
nators are well-known optical elements. Recently, these
devices have aroused much interest in connection with
studies in the field of photonic crystals [1]. One-dimen-
sional (1D) photonic crystals can be obtained in the
form of a structure containing alternating layers with
high and low refractive indices, NH and NL, with the
optimal optical thickness of each layer equal to λ/4,
where λ is a prescribed wavelength. However, neither
the conventional methods of thin layer deposition, nor
the new technique, which creates layers of microporous
Si with varied porosity by electrochemical etching [2,
3], can ensure high contrast in refractive indices, NH/NL,
which is an essential characteristic of photonic crystals.
High contrast enables reduction of the number of layers
necessary for a wide band gap with sharp edges to be
formed, and it is also advantageous in the production of
composite materials, since introduction of a filler with
N > 1 necessarily reduces the contrast.

The technology of etching vertical-wall trenches in
single-crystal (110) Si has been developed quite some
time ago [4], but it is not widely used in the production
of optical elements, despite the possibility of fabricat-
ing periodic structures with high index ratio (NH/NL =
3.42) and mirror-smooth wall surfaces in the silicon
transparency range (λ > 1.1 µm). The main problems
are associated with the formation of short-period struc-
tures and the input of light into the lateral face of the
structure. The goal of this study was to investigate the
applicability of deep anisotropic etching of Si to the
fabrication of 1D photonic crystals.
1063-7826/02/3608- $22.00 © 20932
Anisotropic etching of (110) silicon wafers with
100-Ω-cm resistivity was performed in a 44% aqueous
solution of KOH at 70°C for 1–4 h, depending on the
needed depth. A 0.8- to 0.9-µm-thick layer of thermal
oxide, in which the device pattern was formed by stan-
dard photolithography with positive photoresist, served
as the etching mask. The photomask included three
types of device structures consisting of 2-mm-long
alternating bright and dark stripes of equal width. The
periods of stripe alternation were different (see table),

Parameters of device structures

Device 
type

Period
of structure,

a, µm

Width of dark 
stripe on

photomask,
D0, µm

Trench 
depth L, 

µm

Thickness 
of Si wall
in device

fabricated,
DH, µm

1 16 8 43 5.6

114 5.3

232 4.8

2 8 4 43 2.5

114 1.8

232 0

3 4 2 43 0.25

114 0

232 0
002 MAIK “Nauka/Interperiodica”
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300 µm00000N S20n (1–4) (a)

100 µm00000N J22–4a (b)

300 µm (d)10 µm00000N S26–4 (c)

Fig. 1. SEM images of 1D photonic crystal structures: (a) plan view of a type-1 device structure with a period of 16 µm, (b) cross-
sectional view of type-2 structure with a period of 8 µm and a trench depth of 114 µm, (c) cross-sectional view of the same kind of
type-2 structure with a period of 8 µm and a trench depth of 28 µm, (d) type 3 structure with a period of 4 µm.
but the number of periods was 50 in each type of
device. To ensure precise alignment of the stripes with
the 〈111〉  direction in the wafer plane, we used prelim-
inary deep etching of special alignment marks arranged
at different angles to form a fan [5]. The width of dark
stripes, D0, varied between the different types of device
structures, being equal to 8, 4, and 2 µm. Figure 1a
shows a plan view of a type-1 device. The depth of
trench etching and the thickness of silicon walls were
measured by optical and scanning electron microscopy
(SEM). Figures 1b and 1c present cross-sectional SEM
SEMICONDUCTORS      Vol. 36      No. 8      2002
images of type-2 structures of different depths. It is nec-
essary to note that the fabrication of small-period struc-
tures is hindered by lateral etching (“undercutting”)
and by the mechanical strength of silicon walls. The
walls are thinned both through undercutting of the pho-
toresist in the buffer etchant at the window-opening
stage in the oxide and because of a certain deviation
from verticality during the deep etching of silicon. As a
result, walls were retained only upon etching to a depth
of <50 µm in type-3 devices, and to <150 µm in type-2
devices. This is seen in Fig. 2, which demonstrates how
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the silicon wall thickness varies between devices with
different initial widths D0 of the dark stripe in the pho-
tomask. The silicon wall thicknesses DH presented in
the table and in Fig. 2, and used in calculations of the
reflectance spectra, correspond to the thickness mea-
sured in the structure at a medium depth. In type-3
devices, which have the thinnest walls, we observed
partial wall destruction and sag, which leads to the
adhesion of adjacent planes (Fig. 1d).
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1
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Trench depth L, µm

DH, µm

Fig. 2. Thickness of silicon walls, DH, vs. depth L of aniso-
tropic etching for device structures of different types. D0:
(1) 8, (2) 4, and (3) 2 µm.

hν

Fig. 3. Optical configuration used in studying a 1D photonic
crystal.
The parameters ∆ and ψ were measured on one of
the side walls of the structure using multiple-angle-of-
incidence ellipsometry on an LEF-3m ellipsometer (λ =
0.63 µm). The null method used in the recording
allowed us to evaluate the degree of depolarization of
the reflected beam. No depolarization was observed at
any of the used angles of incidence (ϕ = 60–78°), which
indicates high perfection of the surface of the vertical
walls produced by anisotropic etching. The measured ∆
and ψ values corresponded to the optical constants of Si.

The optical characteristics of 1D photonic crystals
were studied with a Bruker Fourier spectrometer. The
light beam was focused with a microscope onto a spot
60 µm in diameter and directed onto the lateral face of
the device structure, as shown in Fig. 3. The reflectance
spectra were recorded in the range λ = 2.5–16.5 µm. Of
those fabricated, structures with L > 100 µm were suit-
able for these studies. Reproducible results with nearly
optimal wall thicknesses were obtained for the structure
with a period a = 8 µm and a trench depth of 114 µm
(Fig. 1b).

The reflectance spectra of such a 1D photonic crys-
tal were calculated using the method of characteristic
matrices [6] for NH = 3.42, NL = 1, and the absorption
coefficient k = 0 for both layers. The layer thicknesses
used in the calculation, DH = 1.8 µm and DL = 6.2 µm,
corresponded to the fabricated structure. Figure 4a pre-
sents a calculated reflectance spectrum with a clearly
seen wide band of high reflectance at λ = 18–39 µm
(main photonic band gap) and several narrower second-
ary bands near λ = 8 and 5 µm. Figure 4b shows a nor-
malized experimental reflectance spectrum and a frag-
ment of the calculated spectrum. Good coincidence
between the calculated and experimental dependences
is seen in the accessible spectral range, which suggests
that the formulated problem has been resolved success-
fully.

In order to shift the main photonic band gap to the
near-IR range, it is necessary to reduce the structure
period. Among the untapped resources in this context
are the reduction of the length of trenches, which
would enhance their mechanical strength, and also the
diminishing of the undercutting by using dry etching
of the oxide mask. The micro-optical devices under
development are well compatible with standard sili-
con technology, and they can be fabricated in the same
chip with the electronic components of an integrated
circuit. Moreover, p–n junctions can be formed
directly in their single-crystal walls. In contrast to
microporous silicon devices, they are not subject to
aging. Therefore, the above-listed properties indicate
that wet anisotropic etching is promising for the fabri-
SEMICONDUCTORS      Vol. 36      No. 8      2002
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Fig. 4. Reflectance spectra of 1D photonic crystal with a period a = 8 µm and a Si wall thickness DH = 1.8 µm: (a) overall calculated
spectrum and (b) (1) experimental and (2) part of the calculated dependence.
cation of such micro-optical devices as filters, dielec-
tric mirrors, waveguides, anti-reflection elements, res-
onators, etc.
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Abstract—The conductivity of intrinsic amorphous hydrogenated silicon (a-Si:H) becomes higher upon
gamma irradiation. This effect is due to an increase in the number of metastable D+ states in the mobility gap.
At the same time, the conductivity of extrinsic (undoped) irradiated a-Si:H decreases. Most likely, gamma irra-
diation creates hydrogen-containing complexes in this material. The results obtained are discussed in compar-
ison with the known data for B- or P-doped a-Si:H. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

To date, a great number of studies concerned with
metastable defects in amorphous hydrogenated silicon
(a-Si:H) have been published. This is associated with
the important part played by defects of this kind in the
material used to fabricate solar cells and other devices.
It is for this reason that studies of the physical mecha-
nism of defect formation in a-Si:H are still of much sci-
entific interest. Among the external actions used to cre-
ate metastable states in a-Si:H in scientific investiga-
tions are, mainly, exposure to visible light, which
causes fatigue (Staebler–Wronski effect), as well as UV
irradiation, bombardment with electrons and ions, and
irradiation with X-rays and gamma rays. A relatively
small number of studies have been concerned with
gamma-ray-induced states in a-Si:H. This study
attempts, to a certain extent, to fill this gap. In contrast
to our preceding publication [1], which was devoted to
the study of the influence exerted by gamma irradiation
on the properties of doped a-Si:H [a-Si:(B,H) and
a-Si:(P,H)], the present communication reports the
results of similar investigations on undoped a-Si:H.
1063-7826/02/3608- $22.00 © 20936
2. EXPERIMENTAL

The films to be studied were prepared by the decom-
position of monosilane in high-frequency glow dis-
charge and the deposition of a-Si:H onto a quartz sub-
strate at 290–330°C. The content of hydrogen in the
films was, according to IR spectral data, 10–12%. The
film thickness was 0.2–0.5 µm. In accordance with cur-
rently accepted concepts (see, e.g., [2–4]), films of
undoped hydrogenated amorphous silicon can be
divided into two groups: those of intrinsic and undoped
(extrinsic) a-Si:H. There is no clear distinction between
their properties, and the existing difference is deter-
mined by the number N of defects formed in film dep-
osition: N ~ 1015–1016 cm–3 for the intrinsic, and
~1017 cm–3 for the extrinsic (undoped) material.
Selected basic properties of the samples studied in
these two groups are presented in Table 1.

The temperature dependence of the dark conductiv-
ity of the samples, σd = f(1/T), was studied in the tem-
perature range 20–230°C. Measurements of each sam-
ple were taken before and after its exposure to gamma
radiation. The type of conduction (n or p) was judged
Table 1.  Basic parameters of films of intrinsic and undoped (extrinsic) amorphous hydrogenated silicon a-Si:H

Parameters

State of a sample

Intrinsic a-Si:H Undoped (extrinsic) a-Si:H

before gamma
irradiation

after gamma
irradiation

before gamma
irradiation

after gamma
irradiation

, S/cm 1.0 × 10–11 1.0 × 10–8 5.0 × 10–7 7.0 × 10–9

EA, eV 1.04 0.54 0.68 0.77; 1.5

TE , °C* 208 208 162 156

Sign of charge carriers weak n-type p-type n-type

* Temperature of transition to thermodynamically equilibrium state [5, 6].

σd
300
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from the room-temperature thermoelectric power. Irra-
diation with gamma quanta was performed in a reac-
tor in air at room temperature under a flux W = 7.7 ×
1011 photon cm–2 s–1 from a 60Co source. It was found
that heating a sample above 150°C compensates
(totally or in part) for the changes caused by gamma
irradiation; i.e., defects generated by gamma irradiation
and those induced thermally are mutually exclusive.
Therefore, for experimental results to be reliable, it was
necessary to ensure continuous irradiation without
intermediate heating. For this purpose, samples were
prepared as follows: a 15 × 15-mm2 a-Si:H film was cut
in two and contacts were deposited onto each half. The
dependences σd = f(1/T) for such half-samples usually
coincided. Then, both halves of a sample were placed in
a reactor for irradiation. The irradiation doses were
determined from the time of sample residence in the
reactor. The first batch of film halves was removed from
the reactor after exposure to a dose of 5.1 × 1017 pho-
ton cm–2. The second batch of half-samples was left in
the reactor until a dose of 1.43 × 1018 or 2.1 × 1018 pho-
ton cm–2 was given. Thus, both halves of each sample
were subjected to different doses of continuous irradia-
tion.

It was important to know the type of conduction of
the material. However, determining the thermoelectric
power by the standard procedure (temperature gradient
~20°, distance between probes ~0.5 mm) failed to
ensure reliable quantitative measurements of this
parameter. This is due to the low conductivity of the
undoped material, which results from the low carrier
mobility µ < 1 cm2 V–1 s–1. We could only determine the
type of conduction from the sign of the thermoelectric
power.

3. RESULTS

Figure 1a presents σd = f(1/T) curves obtained for
intrinsic a-Si:H. It can be seen that curve 1 for an unir-
radiated sample at 20–208°C is characterized by a sin-
gle activation energy EA = 1.04 eV (the bend in the
curve at TE = 208°C corresponds to a transition to a
thermodynamically equilibrium state [5, 6] with acti-

vation energy  = 0.43 eV). Thermoelectric power
measurements at room temperature revealed a weakly
pronounced n-type conduction in such samples. The
conductivity of the films grows with increasing irradia-
tion dose. Upon irradiation, the activation energy
decreases from 1.04 to 0.54 eV. According to thermo-
electric power measurements, the type of conduction of
the samples changes to p-type after irradiation.

The change in the type of conduction of the intrin-
sic a-Si:H as a result of gamma irradiation is also
accompanied by a decrease in the coefficient σ0 (Fig. 2)
in the expression for the electrical conductivity σ =
σ0exp(–EA/kT ). A similar decrease in σ0 upon a change

EA
σ
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Fig. 1. Effect of gamma irradiation on temperature depen-
dences of dark electrical conductivity σd = f(1/T) of
undoped samples of amorphous hydrogenated silicon: (a)
intrinsic a-Si:H and (b) undoped (extrinsic) a-Si:H. (1, 1')
Before irradiation; after irradiation with a dose: (2, 2') 5.1 ×
1017, (3) 1.43 × 1018, and (3') 2.1 × 1018 photon cm–2. The
activation energies EA are indicated in the figure.
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irradiated a-Si:H samples. (1) Before irradiation; after irra-
diation with a dose: (2) 5.1 × 1017 and (3) 1.43 × 1018 pho-
ton cm–2.
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Table 2.  Defect state density distribution in the mobility gap of a-Si:H [3, 4]

Type of defect Parameter

State of a sample

Intrinsic a-Si:H Undoped a-Si:H*

annealed irradiated with
visible light annealed irradiated with

visible light

D+ E–Ev , eV 1.28 1.28 ~1.36 ~1.22

, cm–3 3.0 × 1015 6.0 × 1016 6.0 × 1016 1.1 × 1017

D0 E–Ev , eV 0.78 0.78 0.78 0.78

, cm–3 4.5 × 1015 1.0 × 1017 8.0 × 1015 1.4 × 1017

D– E–Ev , eV 0.5 0.5 ~0.56 ~0.48

, cm–3 3.0 × 1015 6.0 × 1016 6.0 × 1016 1 × 1017

* Substrate temperature TS = 280°C.

N
D

+

N
D

0

N
D

–

of the conduction from n- to p-type was observed by
Spear [7].

The effect of gamma irradiation on the conductivity
of undoped (extrinsic) a-Si:H has a different nature
(Fig. 1b). The dependence σd = f(1/T) obtained prior to
irradiation (curve 1') is characterized by two activation
energies of 0.68 and 0.91 eV in the temperature range
20–162°C (the bend at TE = 162°C corresponds to a
transition to an equilibrium state with activation energy

 = 0.3 eV). Measurements on irradiated samples of
this material (Fig. 1b, curves 2' and 3') revealed a
decrease in conductivity by approximately 2 orders of
magnitude, compared with its original value, and an
increase in the activation energy to 0.77 eV in the range
of 20–97°C and to 1.5 eV in the range of 97–156°C. In
this case, a transition to the equilibrium state occurred
in irradiated samples at a lower temperature (TE =
156°C) than in unirradiated samples, which may be due
to an increase in the number of defects as a result of
gamma irradiation. Noteworthy is the appearance upon
irradiation of the high activation energy of 1.5 eV,
which is untypical of a-Si:H. The type of conduction
remained electronic upon irradiation of extrinsic mate-
rial samples.

4. DISCUSSION

The change in the conductivity of a-Si:H films
under gamma irradiation can be attributed to defect
states in the mobility gap of both intrinsic and undoped
(extrinsic) materials.

Let us evaluate the results obtained in terms of mod-
ern concepts concerning the distribution of the defect
state density g(E) in the mobility gap of undoped
a-Si:H. Despite intensive long-term studies (which
began in the 1970s), for quite some time ambiguity
remained over the question of energy states near the
midgap of a-Si:H, and data obtained by different

EA
σ

authors were contradictory. The situation changed in
the 1990s. It was revealed that charged defect states,
originally attributed to only doped a-Si:H, are always
present in the mobility gap of the undoped material as
well. Three density-of-states peaks were found in the
gap [3, 4]: D+, D0, and D–. The corresponding defect
concentrations and peak positions are presented in
Table 2, which was compiled using the results of Wron-
ski et al. [3, 4]. It can be seen that, in the undoped mate-
rial, the defect concentration varies over a narrow range
(8 × 1015–1017 cm–3); however, as shown in [3, 4], even
minor variations of charged defects markedly affect the
properties of a-Si:H, especially its electrical and optical
properties. The reason is that silicon dangling bonds,
D0, which appear in a-Si:H in the course of film growth
or under external effects on the film, are easily con-
verted through interaction with free carriers into other
states by the reactions

(1)

(2)

(3)

(4)

Thus, all three types of defects, D+, D0, and D––,
may become traps both for electrons and for holes.

For intrinsic a-Si:H, we observed on irradiated sam-
ples an increase in the dark conductivity and a decrease
in the activation energy, as well as a change of the con-
duction from n- to p-type (Fig. 1a). Taking into account
the last circumstance, we believe that gamma photons
create holes in the material being irradiated and the
number of these holes grows as the irradiation dose
increases. This is in agreement with the results obtained
by Imagawa et al. [8], who established that gamma irra-
diation creates silicon dangling bonds with a predomi-
nance of D+ defects [see reactions (1) and (4)].

D0 h D+,+

D0 e D–,+

D+ 2e D–,+

D– 2h D+.+
SEMICONDUCTORS      Vol. 36      No. 8      2002



GAMMA IRRADIATION–INDUCED METASTABLE STATES 939
If we now pass to a consideration of the band dia-
gram and take into account the data of [3, 4], it may be
assumed that the density of states at a deep acceptor
level increases in gamma-irradiated samples (Fig. 3).
The energy difference Ec –  approximately corre-

sponds to the activation energies observed in our exper-
iments (~0.6 eV).

In the quasi-equilibrium state, the equality  =

 is valid. Since D+ defects predominate in the case

of gamma irradiation, it should be assumed that this
equality is broken down, so that  >  and the

Fermi level is shifted upwards. Figure 3 shows the band
diagram of a-Si:H according to [3, 4]. The dashed line
in the diagram shows the assumed changes in the den-
sity of D+ states as a result of gamma irradiation. Thus,
the whole set of data for intrinsic a-Si:H suggests that
gamma irradiation introduces asymmetry into the den-
sities of states of charged defects D+ and D– in the
mobility gap and leads to a more significant departure
of the sample from equilibrium (compared, e.g., with
the case of exposure to light).

The results of gamma irradiation of extrinsic a-Si:H
(Fig. 1b) markedly differ from the above data for the
intrinsic material (Fig. 1a). Upon gamma irradiation,
the conductivity of the extrinsic sample decreases and
the activation energy exceeds 1 eV, with the conduction
remaining n-type. It may be assumed that the interac-
tion of gamma photons with the amorphous matrix of
a-Si:H gives rise to electrically active centers that cap-
ture free carriers.

E
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N
D

+

N
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–

N
D

+ N
D

–
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Density of states, cm–3 eV–1
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Fig. 3. Energy distribution of the density of D+, D0, and D–

defect states in the mobility gap established for undoped a-
Si:H in [3, 4]. Dashed lines show the assumed changes in
the concentration of D+ and D– defects upon gamma irradi-
ation of our samples with account of the data of [8].
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Along with studying the effect of gamma irradiation
on the electrical conductivity of undoped (extrinsic) a-
Si:H, we previously investigated, on samples of the
same batch, the influence exerted by white light on the
dependence σd = f(1/T) (Staebler–Wronski effect)
under conditions which are standard for the observation
of this effect (the light of a KGM-300 tungsten lamp
was filtered so as to pass photons in the wavelength
range 600–900 nm; the incident power ~50 mW cm–2).
The results obtained are presented in Fig. 4. Notewor-
thy is the similarity of the curves in Figs. 4 and 1b,
which describe the temperature dependence of electri-
cal conductivity. This suggests that the mechanisms of
defect formation are similar for these two kinds of irra-
diation. The nature of the Staebler–Wronski effect is
sufficiently well understood [3, 4, 8, 9]. It has been
established that a-Si:H exposure to visible light leads to
the rupture of Si=Si bonds and, especially, weak Si~Si
bonds to give D0 defects (Table 2) which favor the for-
mation of electrically active hydrogen-containing com-
plexes. Upon heating the samples for electrical conduc-
tivity measurements, such complexes completely disin-
tegrate and liberate hydrogen, since the σd = f(1/T)
curve returns to its initial state both for samples irradi-
ated with gamma quanta and for those exposed to light.

5. CONCLUSION

To conclude, we note the similarity of the results
presented in this communication with the data of our
previous study on gamma irradiation of doped a-Si:H
samples [1]. The effect of gamma irradiation on the
electrical conductivity of an intrinsic material is quali-
tatively similar to its action on a boron-doped material:
in both cases, gamma quanta make the conductivity of
films higher (true, in different temperature ranges),

EA, eV
1 – 0.71
2 – 0.79
3 – 0.86

3

10 3/T, K–1

log(σd, S/cm)
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Fig. 4. Staebler–Wronski effect in undoped samples of
extrinsic a-Si:H: (1) before exposure to white light and
(2–4) after exposure. Time of exposure: (2) 3, (3) 8, and
(4) 60 min. The activation energies are indicated in the
figure.
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leaving the conduction p-type. The qualitative similar-
ity of the results obtained for the intrinsic and doped
p-type materials gives reason to believe that gamma
irradiation leads to the recharging of dangling bonds,
with the predominance of D+ states.

Another pair of materials being compared com-
prises undoped (extrinsic) and phosphorus-doped
a-Si:H. The effects of gamma irradiation on the electri-
cal conductivity of these materials exhibit even more
pronounced similarities: (i) a substantial decrease in
conductivity, (ii) invariable type of conduction, and (iii)
appearance of a high activation energy (> 1 eV). It may
be assumed that the similarities of the effects produced
by gamma irradiation on this pair of materials is due to
the formation of hydrogen-containing complexes and
their disintegration upon being heated above 150°C.

The aforesaid suggests that a more important factor
in gamma irradiation of doped samples is, presumably,
the presence of D+, D0, and D– defects, as well as hydro-
gen, rather than the presence of the impurity itself.
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Abstract—Boron carbide films were grown using glow discharge decomposition of C2B10H12 powder subli-
mation products. The film composition found as a-B0.52C0.48:H using nuclear reaction and infrared spectros-
copy techniques was shown to depend weakly on the discharge gas (Ar or He) and the substrate temperature
(20–100°C). The optical band gap was found to be about 3.8 eV; the resistivity varied from 106 to 105 Ω cm as
the substrate temperature increased. Weak photoluminescence with a peak at 475 nm indicates that there is an
acceptor level in the band gap which correlates with the conduction activation energy. © 2002 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

The crystal structure of boron-enriched solids con-
tains icosahedral fragments that are tightly bonded to
each other and form a rhombohedral lattice skeleton. In
crystalline boron carbide (B12C3), carbon plays an
important role in the lattice skeleton formation, since it
eliminates three-center bonds between neighboring
icosahedral fragments and forms a rhombohedral skel-
eton with ordinary covalent bonds. In this case, carbon
atoms are considered as a component of the lattice
structure; as a result, the introduced carbon fraction is
limited to about 20% [1]. However, this limitation is
removed in amorphous boron carbide. Almost any car-
bon composition can be obtained by plasmochemical
deposition. In specific cases, the carbon fraction can
exceed the limiting one for the crystal [2]. In this case,
the role of carbon is significantly changed and its incor-
poration into the amorphous boron network has differ-
ent effects on the optical and electrical properties of the
material. In the case of the production of hydrogenated
amorphous films of boron carbide, their structure con-
tains a great number of hydrogen atoms bonded to both
boron and carbon, which also has an effect on the phys-
ical properties of films.

In the synthesis of a-BxCy:H films, the method of
high-frequency (HF) glow discharge [3] is rather
widely used; a mixture of methane (CH4) and diborane
(B2H6) is, as a rule, employed as the working gas. How-
ever, operation with highly toxic diborane is a disad-
vantage of this synthesis and imposes specific require-
ments on the vacuum system. Boron carbide films may
also be produced by the decomposition of the sublima-
1063-7826/02/3608- $22.00 © 20941
tion products of C2B10H12 powder in dc glow discharge
plasma [4–6].

FABRICATION TECHNOLOGY

In this study, amorphous hydrogenated boron car-
bide films were produced from the decomposition of
the sublimation products of C2B10H12 powder (heated
to 45°C) in HF glow discharge plasma. Fragments of
the primary decomposition (sublimation) of the powder
were bombarded with HF plasma electrons; then, the
chemically active products of this reaction were depos-
ited onto a substrate. Argon or helium was used as the
carrier gas. The films were deposited in a conventional
capacitive system with a bottom HF electrode and a
heated grounded top electrode. The substrates were
placed on the grounded electrode with the temperature
being varied from ~20 to 100°C. The discharge fre-
quency and power were 40 MHz and 20 W, respec-
tively. The interelectrode spacing was 35 mm. Active
C2B10H12 material was introduced into the reactor cen-
ter through the bottom HF electrode. The deposition
rate (2–4 µm h–1) decreased as the substrate tempera-
ture was elevated. Single-crystal silicon wafers, fused
quartz, and glass were used as substrates. The typical
thickness of the studied samples was 1–3 µm.

RESULTS AND DISCUSSION

Figure 1 displays a typical infrared (IR) transmis-
sion spectrum of an amorphous hydrogenated boron
carbide sample produced by the described method.
Variations in fabrication conditions, i.e., carrier gas (Ar
or He) and the substrate temperature, had an insignifi-
002 MAIK “Nauka/Interperiodica”
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cant effect on the spectrum. An analysis of the IR spec-
tra shows that a great amount of hydrogen is bonded to
both boron (the band at 2560 cm–1) and carbon, which
is indicated by the broad absorption band in the region
of 2800–3500 cm–1 with a peak at 3270 cm–1; this
band is related to the C–Hn bond stretching mode [4].
The absorption band with a peak in the region of
1350–1450 cm–1 is also related to C–Hn bonds and is
interpreted as the bending mode. This is confirmed by
the data of [1], where a broad absorption band with a
peak near 1510 cm–1 was observed in carbon-reach
samples; this band was related to either free carbon or
graphite-like inclusions. The pronounced absorption
band with a peak near 1200 cm–1 is related to the B–C
bond. This band is usually observed in polycrystalline

500 1000 1500 2000 2500 3000 3500 4000

0

1

Wavenumber, cm–1

Transmission, arb. units

Fig. 1. Typical IR transmission spectrum of amorphous
boron carbide film produced by decomposition of the subli-
mation products of C2B10H12 powder in high-frequency
glow discharge plasma.
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Fig. 2. Spectrum of protons and α-particles produced from the
nuclear reactions 12C(d, p)13C, 10B(d, p)11B, 11B(d, p)12B,
10B(d, α)8Be, and 11B(d, α)9Be in the amorphous boron car-
bide film irradiated with deuterons of energy Ed = 1 MeV.
The proton detector is positioned at an angle θ = 135° to the
beam and is covered by an aluminum absorber 11 µm thick.
boron carbide samples [7, 8] and is explained by the
motion of boron and carbon atoms either in an isolated
B–C bond [1] or in the unit cell of the boride–carbide
icosahedron [9]. It is also worth mentioning that this
line is shifted to longer wavelengths in similar films
produced by glow discharge in a methane and diborane
mixture, which is explained by an increase in the car-
bon concentration in the material [9]. The “pure” B–B
bond (an absorption band near 800 cm–1) is also
observed in the IR spectra of the studied films. In our
opinion, this indicates the presence of boride icosahedra.
The hydrogen concentration in the films, which was
roughly estimated according to [10], is 40–50 at. %.

The elemental composition of the films was deter-
mined by deuteron nuclear reactions [11] at the energy
Ed = 1 MeV. The detector of the reaction products was
positioned at an angle of 135° to the deuteron beam
direction. The detector was protected against scattered
deuterons by an aluminum filter 11 µm thick. The mea-
sured spectrum of protons and α-particles is shown in
Fig. 2. One can see a number of peaks corresponding to
deuteron nuclear reactions with carbon and boron iso-
topes. The carbon and boron concentrations were
determined from the 12C(d, p)13C and 10B(d, α0)8Be
reactions with cross sections σC = 29 × 10–27 and σB =
3 × 10–27 cm2 sr–1 and peaks at 2.8 and 10 MeV, respec-
tively [11]. The ratio of the carbon and boron concen-
trations in the film CC/CB was determined from the ratio
SC/SB of the corresponding areas under the peaks taking
into account the 10B and 12C abundances, which were
equal to 19.61 and 98.892%, respectively; i.e.,

Thus, in the absence of accurate data on the hydro-
gen concentration, the film composition can be written
as a-B0.52C0.48:H.

The optical absorption edge α("ω) (α is the absorp-
tivity) was studied with a two-beam spectrometer in the
wavelength range of 200–1200 nm. Figure 3 displays
the corresponding absorption spectrum as well as the
result of its processing by the Tauc law

The optical band gap determined with the absorptivity
α = 103 cm–1, as well as by linear extrapolation of the

dependence  on "ω, is  ≈ 3.8 eV.

The photoluminescence (PL) spectrum was mea-
sured at room temperature using excitation with the
ultraviolet radiation of a pulsed nitrogen laser at a
wavelength of 337 nm and a pulse duration of 10 ns.
The spectra were measured using an MDR-3 grating
monochromator, a FEU-79 photomultiplier, and a pulse
synchronous detector. The spectrum has a pronounced
peak at a wavelength of 470 nm (2.64 eV) and is similar
to that with a peak near 490 nm, which we previously
observed in films of tetrahedral amorphous carbon [12].
The energy position of the peak does not correlate with

CC/CB 0.1961 SC/SB( ).=

α"ω( )1/2 B "ω Eg
opt–( ).=

α"ω Eg
opt
SEMICONDUCTORS      Vol. 36      No. 8      2002



FABRICATION AND PROPERTIES OF AMORPHOUS HYDROGENATED 943
the probable band-to-band transition and suggests the
presence of an impurity level in the band gap. This
assumption is confirmed by the low resistivity of the
films, which varied from 106 to 105 Ω cm as the sub-
strate was heated from room temperature to 100°C. In
this case, the conductivity activation energy is 0.79 eV,
which also correlates with the impurity level position.

Based on the above experimental data, we attempt to
answer the following question: which subsystem—car-
bon or boron—controls the physical properties of the
produced films? Our studies of amorphous hydroge-
nated carbon films [12] show that samples with a simi-
lar band gap can be produced within this system by
glow discharge. However, all samples had high resistiv-
ity, and the problem of their doping has not yet been
solved. At the same time, different stoichiometric boron
carbide films are characterized by a band gap no wider
than 3.8 eV [3]; therefore, it is difficult to explain the
observed properties only by the pure boron or pure car-
bon subsystems. The observed properties are probably
controlled by the composite structure of the produced
films, which may be conceived as a host of the carbon–
boron skeleton of icosahedra bonded by C–Hn groups
(n = 2, 3) and BH2 groups. These factors are responsible
for the formation of a material whose properties differ
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Fig. 3. (a) Optical absorption edge of the amorphous boron
carbide film and (b) the spectral region approximation
according to the Tauc law.
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from those of the crystalline phases possible in this sys-
tem. Thus, many problems, such as the band gap forma-
tion and the conduction mechanism, call for further
investigations.

CONCLUSION

The properties of amorphous hydrogenated boron
carbide films produced in neutral glow HF discharge
plasma using C2B10H12 powder as the boron and carbon
source were studied. The composition of the films pro-
duced depended only slightly on the neutral gas (argon
or helium) and the substrate temperature (in the range
from 20 to 100°C). The film composition, which was
determined using nuclear reaction and IR spectroscopy
methods, was described by the formula a-B0.52C0.48:H.
The films were characterized by a complex microstruc-
ture, which included icosahedra of both boron carbide
and boron, as well as a high hydrogen concentration in
the form of CHn and BH2 groups.
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Abstract—It is reported that a Ga0.92In0.08P0.05As0.08Sb0.87 quinary solid solution, which is lattice-matched to
InAs, with a band gap of 695 meV (77 K) and 640 meV (300 K) is obtained. It is demonstrated that a hetero-
junction of type II is realized in the InAs/Ga0.92In0.08P0.05As0.08Sb0.87 structure. The solid solution obtained was
used for the development of prototypes of light-emitting diodes and photodiodes with the highest intensity of
emission and photosensitivity in the vicinity of 1.9 µm. © 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Multicomponent ternary (InAsSb, InGaAs) and
quaternary (InGaAsSb, InAsSbP) solid solutions are
widely used for the production of optoelectronic
devices for the spectral range of 2–5 µm. Quinary solid
solutions (for example, GaInPAsSb [1–9]) have been
investigated in substantially less detail, although their
obvious advantage is the possibility of the independent
variation of three parameters. The control of the band
gap, the lattice constant, and the coefficient of thermal
expansion permits one to develop heterostructures
without lattice mismatch under the growth temperature
and under the temperature of device operation. This
leads to a decrease in the probability of defect forma-
tion and, correspondingly, to the improvement of lumi-
nescence characteristics and extension of the service
life of the device. The control of the band gap, the lat-
tice constant, and the refractive index, apparently, will
be a fundamental prerequisite for the development of
lasers operating at elevated temperatures.

The purpose of this study was to obtain a
GaxIn1 – xPyAszSb1 – y – z quinary solid solution with a
band gap of 600–700 meV on an InAs substrate and to
develop prototypes of a light-emitting diode (LED) and
a photodiode with the highest intensity of emission and
photoresponse in the vicinity of 1.9 µm at 300 K.

2. METHODS FOR FORECAST, GROWTH,
AND INVESTIGATION

The effective design of modern semiconductor het-
erostructures based on multicomponent solid solutions
1063-7826/02/3608- $22.00 © 20944
is a methodologically complex process. The reliability
of calculations is determined by the correctness of the
models applied and the adequacy of the parameters
used. In this study, in order to forecast the technology
process, the following methodology was used. The
composition of the required quinary GaxInPyAsSbz
solid solution was determined through the linear inter-
polation of the lattice constants of binary components
using the published data [2].

The band gap of the GaInPAsSb quinary solid solu-
tion was interpolated over the band gap of two
GaPAsSb and InPAsSb quaternary systems with the
substitution of components over the sites of the metal
sublattice while making allowance for the nonlinear
contribution of mixing effects [2].

The determination of the parameters of the liquid-
phase heteroepitaxial process for obtaining the GaIn-
PAsSb solid solution in the range of compositions lat-
tice-matched to InAs was carried out based on an anal-
ysis of the liquid–solid phase equilibria in the context
of the model of simple solutions. The method for this
analysis and basic data for the calculations are given in
[2–6]. The choice of uncertain excess molar energies of
mixing (interaction parameters) was justified as fol-
lows. The parameters of interaction between the metal
and metalloid components are obtained from the analy-
sis of phase diagrams for corresponding binary systems
in the relevant temperature range. These parameters are
justifiably considered as self-consistent based on the
generality of the applied thermodynamic model [3].
However, the parameters of interaction between ele-
ments in the liquid phase have not been reliably deter-
002 MAIK “Nauka/Interperiodica”



        

LATTICE-MATCHED GaInPAsSb/InAs STRUCTURES FOR DEVICES 945

                                                                 
Table

Composition of the liquid phase Composition of the layer deposited
(1, calculation; 2, experiment)

 × 103, 
atomic

fractions

 × 103, 
atomic

fractions

 × 102, 
atomic

fractions

 × 10, 
atomic

fractions

x, molar
fractions

y, molar
fractions

z, molar
fractions

3.03 1.63 3.24 3.77 1 0.06 0.12 0.77

2 0.08 0.08 0.81

2 0.072 0.09 0.78

273 0.122 0.245 1.28 1 0.89 0.021 0.153

2 0.92 0.012 0.165

2 0.91 0.011 0.160

xGa
l xP

l xAs
l xSb

l

mined separately for Group III and Group V elements,
such as P–As, P–Sb, As–Sb, and, partially, between the
components of the solid phase, namely, GaP–GaSb and
InP–InSb. In addition, for P-containing and Sb-contain-
ing systems, a considerable positive deviation from the
Raoult law is observed. This primarily affects the mag-
nitudes of the corresponding excess molar energies of
mixing and, consequently, the results of calculations [3,
6]. The situation is additionally complicated by the fact
that a very strong association of components in the liq-
uid phase is observed for the III–Sb systems, which
restricts the applicability of the model.

In order to adapt the model used, the above-men-
tioned parameters were corrected using test experi-
ments for the Ga0.06In0.94P0.12As0.8Sb0.08 solid-phase
composition (see table). We used reasonable values of
excess molar energies of mixing. This permitted us to
calculate the temperatures and compositions of the liq-
uidus and solidus in the temperature range of epitaxy
along the isoperiod of InAs on both sides of the binodal
space. The results of calculations, in comparison with
subsequent experiments, are given in the table.

The epitaxy was carried out according to the follow-
ing procedure. The InAs substrates, which had a 〈111〉
orientation and were 400 µm thick, were chemically
etched in HCl for 1–2 s before the process. After that,
the substrates were rinsed in distilled water and dried in
a thermostat at 60°C.

For the formation of the liquid phase, the following
substances were used: Sb (SU-000); In (IN-000); Ga
(GL-000); InAs (IME-1); and undoped InP. In order to
remove the oxide film, In was etched in a mixture of
HNO3 : HF at a ratio of 8 : 1 at room temperature for
1−2 min. After rinsing in distilled water, all the materi-
als, except for Ga, were dried in the thermostat at 60–
70°C.

Components of the charge and substrates were
placed into a translatory graphite cartridge. After blow-
ing with H2, the cartridge was heated to 993 K and kept
SEMICONDUCTORS      Vol. 36      No. 8      2002
for 90 min at this temperature in order to homogenize
the melt. After that, the temperature was lowered to
925–920 K and the liquid phase was brought into con-
tact with the substrate for 1–3 min. The thickness of the
layers obtained varied from 2 to 10 µm.

The compositions of the initial charge were selected
so that the liquid phase was supercooled relative to the
liquidus temperature by 5–9 K at the temperature of
epitaxy.

In order to obtain a p–n heterojunction, the solid
solution was doped with Zn (acceptor) or Te (donor). In
the Te–In charge, Te was introduced directly into the
solution before carrying out the epitaxy. Doping with
Zn was performed from the gas phase by introducing
the In–Zn alloy into the reactor zone at a prescribed
temperature. The Zn content in the melt was governed
by the partial pressure of Zn vapors, which were con-
trolled by the temperature of the source zone. The
charge-carrier density in the layers obtained was 5 ×
1017 cm–3.

The composition of solid solutions, which were
measured using a CAMEBAX X-ray microanalyzer, as
well as the compositions of the solutions–melts, from
which they were obtained, are given in the table
(entries 2, experiment). The content of the components
in the liquid phase in equilibrium with the given solid
solutions, which was calculated from the equations of
the phase diagram, are also given there (entries 1, cal-
culation).

The methods for the investigation of epitaxial struc-
tures included photoluminescence (PL), electrolumi-
nescence (EL), and spectral measurements of photo-
sensitivity. The measurements were carried out at tem-
peratures of 77 (PL and EL) and 296 K (EL,
photosensitivity). The EL and photosensitivity were
measured on chips 0.5 × 0.5 mm2 in size with a point
contact to the epitaxial layer and with a massive contact
to the InAs substrate.
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3. RESULTS AND DISCUSSION

3.1. Photoluminescence
of the Ga0.92In0.08P0.05As0.08Sb0.87 Solid Solution

The PL spectra of the InAs/GaInPAsSb structure
with a nominally undoped solid solution (curve 1),
doped with Zn (curve 2), and doped with Te (curve 3)
are shown in Fig. 1. The spectrum involves a PL line
from the solid solution with a peak energy hν = 580–
690 meV and a PL line from the n-InAs substrate with
a peak at hν = 400 meV (curve 4).

The Ga0.92In0.08P0.05As0.08Sb0.87 solid solution is
close to binary GaSb and Ga0.8In0.2As0.22Sb0.78 quater-
nary solid solutions in its composition and band gap
[11, 12]. These latter are of p-type conduction due to
native structural defects of the VGa or VGaGaSb types,
which induce doubly charged acceptor levels with an
ionization energy of 30 and 90 meV in the band gap.
For undoped GaSb and Ga0.8In0.2As0.22Sb0.78, it is these
acceptor levels that are involved in recombination,
since all shallow levels, both donor and acceptor, are
ionized even at 77 K [13]. We believe that the PL in the
quinary solid solution without intentional doping (hν =
690 meV) is also determined by transitions between the
conduction band and a doubly charged acceptor. This is
confirmed by the large half-width of the spectrum
(∆hν = 100 meV).

Doping of the solid solution with the Zn acceptor
impurity leads to recombination at a deeper acceptor
level and to a shift of the spectral band to lower energies
by ~20 meV at the same spectrum half-width.

Doping of the solid solution with the Te donor impu-
rity leads to the compensation of p-type conduction and
the emergence of weakly pronounced electron conduc-
tion. The electrons from the donor levels occupy the
shallow acceptor levels, which leads to the recombina-
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Fig. 1. Photoluminescence spectra (77 K) of solid solutions
(1) with no intentional doping, (2) Zn-doped, and (3) Te-
doped; (4) the photoluminescence spectrum of n-InAs sub-
strate.
tion via deeper acceptor states. For example, the radia-
tive transition between the conduction band and a deep
acceptor level with an activation energy of ~122 meV,
which is associated with VGaTe complexes, was
observed for the Ga0.8In0.2As0.2Sb0.8 quaternary solid
solution [12]. With respect to the band gap, this solid
solution is close to the material investigated. In our
case, the PL peak for the Te-doped solid solution is
shifted to energies (hν = 580 meV) that are lower by
110 meV relative to the nominally undoped solid solu-
tions. This is very close to the ionization energy of the
VGaTe complex in Ga0.8In0.2As0.22Sb0.78. The band gap
of the Ga0.92In0.08P0.05As0.08Sb0.87 solid solution can be
estimated as 695 meV (77 K).

3.2. Electroluminescence of InAs/GaInPAsSb 
Heterostructures

In order to interpret the experimental data, we
accepted, as a basis, the luminescence mechanism in a
broken-gap heterojunction of type II. The solid solution
investigated is close to the GaSb binary compound in its
composition and band gap. The latter compound forms
a broken-gap heterojunction of type II with InAs. In
this case, the valence band top for the wide-gap semi-
conductor is above the conduction band bottom for the
narrow-gap semiconductor. On both sides of the hetero-
interface, deep quantum wells (QWs) are formed for
electrons and holes and their wave functions overlap
appreciably [13]. Applying an external electric field to
the heterointerface, we can vary the relative position of
energy bands close to the heterointerface and the carrier
population of QWs. Under certain conditions, this can
lead to a high probability of indirect radiative recombi-
nation, which is caused by tunnel transitions through
the heterointerface. Due to the low effective mass of
charge carriers in the system under investigation com-
pared with, for example, GaAs/GaAlAs, the require-
ments for the abruptness of the heterointerface are less
stringent for the formation of QWs. In this case, inter-
face radiative recombination is observed in the struc-
tures with the lattice mismatch ∆a/a ≤ 10–3.

In order to investigate the EL, we used both sub-
strate–epilayer heterojunctions and structures with
p−n homojunctions in the bulk of the solid solution
itself: n-InAs/P-GaInPAsSb/N-GaInPAsSb. The cur-
rent–voltage characteristics of the structures p–P, n–N,
and n−P varied only slightly in the temperature range
of 77–300 K, which is indicative of tunnel current flow.
Isotypic p–P and n–N structures had rectifying charac-
teristics and showed EL in the range of 77–300 K,
whereas the n–P structure was characterized by the
absence of both rectification and an EL signal. This
indicates that a broken-gap heterojunction of type II is
formed in the InAs/GaInPAsSb structure [10].
SEMICONDUCTORS      Vol. 36      No. 8      2002
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Fig. 2. Electroluminescence spectra of an isotype p–P junction for forward bias (FB: “plus” is at p-InAs, curve 1) and reverse bias
(RB: “minus” is on p-InAs, curve 2) at 77 and 300 K (RB, curve 3). On the right: energy diagrams of the heterojunction for the
forward and reverse biases.
3.2.1. The EL of the isotypic P–p heterojunction

The EL spectra with forward (“+” on p-InAs) and
reverse (“–” on p-InAs) biases at 77 and 300 K are
shown in Fig. 2. The shape of the spectra for both polar-
ities of the bias applied is similar, and the band posi-
tions actually coincide. For the forward bias, a band
with a peak at 395 meV (77 K) is observed (curve 1),
and for the reverse bias, two close bands at 405 and
395 meV are observed (curve 2). A broad (∆hν =
48 meV) line with a peak at 352 meV is observed at
300 K (curve 3). The coincidence of the spectra for dif-
ferent polarities indicates that carrier recombination
occurs in the same region of the heterostructure. The
emergence of nonequilibrium electrons in the p–P junc-
tion can be explained by the following model [14]. With
zero bias, the two-dimensional electron gas exists in the
QW on the InAs side close to the heterointerface due to
the electron transition from the valence band of the
wide-gap material to the conduction band of InAs. If
negative bias is applied, the energy bands at the hetero-
interface shift so that the energy bands of InAs ascend,
whereas the energy bands of the solid solution descend.
Space charge is mainly localized in the region of the
narrow-gap material. This leads to pronounced band
bending close to the heterointerface and the absence of
free holes close to the interface, which could recombine
with localized electrons in the QW. The application of
negative bias leads to effective electron tunneling from
the valence band of the solid solution to the valence
band of InAs. A tunneled hole loses energy due to the
Auger process, which is accompanied by the excitation
of a nonequilibrium electron from the valence band of
SEMICONDUCTORS      Vol. 36      No. 8      2002
InAs to the conduction band and a hole transition to the
valence band top. The electron in the conduction band
undergoes radiative recombination in the region of flat
bands of InAs with holes at the acceptor level (395 meV)
or in the valence band (405 meV). A broad peak is
observed close to 352 meV at 300 K, which corre-
sponds to the band-to-band transition. The temperature
variation of the peak energy agrees well with the coef-
ficient of temperature variation of the band gap for InAs
(3 × 10–4 eV/K).

Upon applying a forward bias which exceeds the
contact potential difference, electrons can tunnel from
the valence band of the solid solution to the conduction
band of InAs and recombine at the acceptor level in the
bulk (395 meV). The energy diagrams of such transi-
tions are shown to the right of Fig. 2.

3.2.2. The EL of the isotypic N–n heterojunction

Let us consider the isotypic N–n structure, which
also demonstrates rectifying properties for the case of a
misaligned junction. The EL spectra of such a structure,
which is biased in the forward direction at 77 and
300 K, are shown in Fig. 3. A single narrow band (∆hν =
20 meV) with a spectral peak at 402 meV (77 K) and
344 meV (300 K), which corresponds to band-to-band
transitions in n-InAs, is observed.

The P–p structure exhibits metallic behavior in a
wide range of temperatures and currents. Thus, the I–V
characteristics and EL properties of the InAs/GaIn-
PAsSb structure indicate that this is a broken-gap junc-
tion of type II.
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Fig. 3. On the left: electroluminescence spectra of the N–n structure shifted in the forward direction (FB: “plus” is on n-InAs) at 77
and 300 K. On the right: the energy diagram of the heterojunction.
3.2.3. The EL of the P–N homojunction in the bulk
of the solid solution.

Let us consider the EL of the P–N homojunction
in the bulk of the epilayer of the solid solution. The
P–N junction was formed by introducing a Te impurity
into the p-type layer of the solid solution with no inten-
tional doping. The EL spectra of the n–N–P (77 K) and
n–P–N structures (77, 300 K) are shown in Figs. 4 and
5, respectively. In both cases, the spectra consist of two
bands. These are a short-wavelength band (685–695 meV,
∆hν = 40 meV, 77 K) and a long-wavelength band
(400 meV, ∆hν = 35 meV, 77 K). The former band is
caused by radiative recombination in the solid solution,
and the latter band is caused by radiative recombination
in the substrate. At 300 K, the EL peaks are at 640 and
360 meV. The temperature shift of the peaks corre-
sponds to the temperature variation of the band gap for
InAs, namely, 3 × 10–4 eV/K. This is indicative of the
high crystalline quality of the epilayer. It is assumed
that the emitting region of the p–n homojunction of the
solid solution, similarly to InAs, is the p region, since
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Fig. 4. Electroluminescence spectra of the n–N–P structure
(77 K).
the diffusion length of electrons is much larger than the
diffusion length of holes. This is also confirmed by the
coincidence of the PL spectra of the p-type material of
the solid solution with the EL spectra of the P–N junc-
tion.

Based on the p–n homojunction in the solid solu-
tions, LEDs with an emission peak wavelength of
1.9 µm and a half-width of 0.3 µm were fabricated.

3.2.4. Photoresponse of the P–N homojunction
in the bulk of the solid solution.

The photosensitivity spectra of the P–N homojunc-
tion in the bulk of the solid solution at 300 K are shown
in Fig. 6. The photosensitivity peak coincides with the
EL peak (300 K) and corresponds to λ = 1.94 µm. The
shape of the spectral curve depends on the P–N junction
depth relative to the illuminated surface and becomes
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Fig. 5. Electroluminescence spectra of the n–P–N structure
(1—77 K, 2—300 K).
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less steep in the short-wavelength region as the P–N
junction approaches the surface [structure s536(2)].

4. CONCLUSION

A Ga0.92In0.08P0.05As0.08Sb0.87 quinary solid solution
with a band gap of 695 meV (77 K) and 640 meV (300 K),
which is lattice-matched to InAs, was obtained for the
first time. It is demonstrated that a heterojunction of type
II is realized in the InAs/Ga0.92In0.08P0.05As0.08Sb0.87
structure. The solid solution obtained was used for the
development of prototypes of a LED and a photodiode
with the highest emission intensity and photosensitivity
in the vicinity of 1.9 µm.
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PERSONALIA
Viktor Il’ich Fistul’
(on his 75th birthday)
Viktor Il’ich Fistul’ celebrated his 75th birthday on
May 1, 2002. He is a full member of the Russian Acad-
emy of Natural Sciences, Doctor of Physics and Math-
ematics, and professor at the Lomonosov State Acad-
emy of Fine Chemical Technology (Moscow).

After graduating in 1949 from the Physics and
Mechanics Department of the Leningrad Polytechnical
Institute, V.I. Fistul’ worked as a technical-control
inspector, an engineer, and a chief engineer at the labo-
ratory of the Uraléektroapparat plant in Sverdlovsk
(now, Yekaterinburg). From 1952 to 1964, he worked at
the Research Institute of the Electronics Industry, and,
from 1964 to 1977, he was with the State Research
Institute for the Rare-Metals Industry (Giredmet), first
as a senior researcher and finally as the head of the
physics department.

Starting in the late 1950s, we observed a rapid
progress of semiconductor electronics in this country.
From 1959, the scientific interests of Fistul’ became
indissolubly and permanently centered around semi-
conductors. The latter represent a class of materials in
the studies of which the linkage between the two most
important natural sciences—physics and chemistry—
6/02/3608- $22.00 © 0950
manifests itself most clearly. The characteristics of
semiconductors depend on the type and amount of
impurities. This dependence attracted the attention of
Fistul’; as a result, his scientific activity became pre-
dominantly devoted to the studies of the state and
behavior of impurities in semiconductor crystals.

His studies of heavily doped semiconductors are
internationally known. These studies led Fistul’ to the
discovery and explanation of the polytropy of impuri-
ties in semiconductors. The results of the relevant stud-
ies were generalized by Fistul’in two monographs:
“Heavily Doped Semiconductors” (1967) and “Decom-
position of Supersaturated Semiconducting Solid Solu-
tions” (1977). Fistul’ supervised the studies of impurity
atoms with partially filled electronic shells in diamond-
like semiconductors and in III–V compounds. These
studies made it possible to ascertain the basic trends in
the behavior of the above impurities; the results were
embodied in the monograph “The Transition-Metal
Impurities in Semiconductors” (1983) written jointly
by Fistul’ and É.M. Omel’yanovskiœ, his student and
follower.

Studies of gaseous impurities in the diamond-like
semiconductor crystals resulted in the discovery of a
deep level of hydrogen in the band gaps of germanium
and silicon (USSR Inventor’s Certificate no. 259,
1983). A large contribution was made by Fistul’ and his
followers to the understanding of the behavior of ampho-
teric and isovalent impurities in the III–V crystals. In
1992, Fistul’ published the monograph “Amphoteric
Impurities in Semiconductors.”

Starting in 1962, Fistul’ combined scientific activity
at Giredmet with teaching at the Moscow Institute of
Fine Chemical Technology, where, in 1977, he was
appointed head of the department “Technology of
Semiconducting Materials”. In 1985, Fistul’ initiated
the foundation of the department of “Physics and
Chemistry of Solids” in the above institute; he was the
head of this department until 1991, and now continues
his activity at this department as a professor.

Fistul' showed himself as an outstanding teacher. In
fact, he became a founder of a scientific–pedagogical
school in the field of semiconductor-materials science
at the Moscow Institute of Fine Chemical Technology;
this school served as an excellent source of qualified
scientists and teachers.

Six doctoral and 47 candidate dissertations were
completed and defended under Fistul’s supervision.
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Fistul’ is the author of 225 papers, 8 monographs,
4 textbooks for higher education, and a scientific text-
book for high-school seniors. His two-volume textbook
“Physics and Chemistry of the Solid State” (1995)
received wide recognition by specialists in this field.

For his scientific achievements, Fistul’ was granted
the title of “Renowned person involved in science and
technology in the Russian Federation.” He was also
awarded state prizes of the USSR in the field of science
and technology (1975, 1987); the medals named after
Academicians Kurnakov (1985) and Kapitsa (1995)
and Peter the Great (1996); and a diploma “For Scien-
tific Achievements” (2000) from the International Bio-
graphic Center. In 1998, the International Biographic
Center granted Fistul’ the honorary title of “Man of the
Year.” He is a professor emeritus of Hanoi Technical
University.
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From the first volumes of “Fizika i Tekhnika Polu-
provodnikov,” Fistul’ has been a member of the edito-
rial board of this journal.

At present, he is still active in science, the training
of specialists in science and engineering, and in pub-
lishing.

Fistul' is a highly educated and charming person and
is respected by all who work with him.

We wish Fistul’ health, optimism, and long years of
creative activity.

Colleagues from the Moscow Institute
of Fine Chemical Technology and the Editorial

Board of the journal “Fizika i Tekhnika
Poluprovodnikov.”

Translated by A. Spitsyn
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