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It has been established as a result of successful direct experimental studies of the symmetry of
the superconducting order parameter that the pairing symmetry in the compounds YBCO,
GdBCO, TI2201, and Bi2212 is of the=wave type. In this paper, experimental and theoretical
results concerning thé-wave superconducting state and the peculiarities of magnetic

properties of thel-type superconductor such as pseudogap, charge ordering, and unusual structure
of vortex excitations differing from that fog-states are analyzed. Several mechanisms of

d-pairing and related microscopic theories are discussed and possible experiments for their
verification are proposed. @998 American Institute of Physid&§1063-777X98)00111-X]

1. INTRODUCTION by Miyake et al'® who, like Privorotsk? proved that ex-
change by fluctuational antiferromagnetfFM) excitations
In spite of the fact that the experimental results obtainedsyppresses-type HTSC.
for Iow—temperature.supercondu.ctors with thevave pairing The discovery of HTS(Q1986 with a phase diagram
(stype HTSQ are in accord with the BCS theory, some yith 4 large number of different states led to various hypoth-
facts such as the Knight shift in NMR for Hg, Sn, and Va ggeg on pairing mechanisms and SOP symmetry. It became

(see Ref. 1 and the literature cited thejeaontradict this clear by 1990 following the observation of the Shapiro
theory and are of considerable interest. Starting from 1960

hese o ted I o of gl steps® and magnetic flux quantun®, in the study of the
these IaCttSh stimu ateb asgr?de nt:md ?r 0 |nve|§t|g:tah| S vortex lattice of Y-based superconductr¢hat supercon-
(see also the review by Suhidevoted to a pecu lagother ductivity is associated with pairing of electrons. The results
than s-wave symmetry of the superconducting@r super-

fluid®) order parameters and nonphonon pairing mechanism%f measurements of the temperature dependence of the
. i . ; night shift®1% indicate a singlet state of paired electrons
It was predicted thap-pairing of electrons with the orbital 9 g P

: . ..~ with even orbital angular momenta, i.s:, or d-wave sym-
angular momenturh=1 may be associated with peculiarities metrv of the SOP. The knowledae of the svmmetry is essen-
such as vanishing of the gay(k) for certain values of the y : g y y

. tial for the development of the microscopic theory of HTSC
wave vectok and a nonexponential temperature dependence

of heat capacity:® Balian and Werthamémnoted that, in the as well as for applications of these materials in electronics
case ofd- (I=2) and p-pairing, magnetic impuriti;—:-s sup- and technology. This is due to the fact that the presence of

press the superconducting transition temperaiyrapproxi- excitations with zero energy in a system wattpairing leads

mately to the same extent as in the case-tfpe HTSC, but to a power temperature dependence of various physical quan-

the same concentration of nonmagnetic impurities must relities and to a considerable effect of impurities on the behav-

duce the value of . much more strongly. These results are !0 Of the superconductor. For example, the surface imped-
in contradiction both with the BCS theory and with the avail- 2NC€ acquires a finite value which sets a limit ongrctor
able experimental data. of microwave loops with HTSC.

The interest in the existence of a state with a peculiar ~Such “anomalous” properties of HTS(.g., tempera-
symmetry of the superconducting order paramés@®p in-  ture dependences of the longitudinal and transverse nuclear
creased after the discovery of superconductivity in comJelaxation time’-**heat capacity; and magnetic field pen-
pounds with heavy fermiorfsA number of important publi- etration deptff) were first indirect experimental evidences
cations®~*? were devoted to an analysis of possible typesof a peculiar SOP symmetry. The following two circum-
of SOP symmetry depending on the symmetry of the crysstances played a decisive role in determining the SOP sym-
tal lattice. This made it possible to obtain generalizedmetry. The first is associated with a number of theoretical
Ginzburg—Landau equations in the mean-field approximatiomublication$>2®in which the possibility of existence of high-
nearT., irrespective of the microscopic mechanism of su-temperature superconductivity ~withd-pairing (d-type
perconductivity. Numerical calculations of the HubbardHTSC) was proved and with the methods of direct determi-
model® based on the Monte Carlo method revealed the posnation of the SOP symmetry, which were proposed in
sibility of pairing of electrons with an even orbital angular 19922’ The second circumstance is that such measurements
momentum without a suppression of pairing by repulsion awere made successfully in 1993-1986% This led to a
short distance¥’ The conclusion concerning the possibility consensus on thd-wave symmetry of SOP for the com-
of d-pairing in compounds with heavy fermions was drawnpounds T}Ba,CuG;, ,(TI2201), GdBaCu;0,_,(GdBCO),
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Bi,SKLCaCuOg, (Bi2212), YBaCus0;_,(YBCO). which ~ SOP and must remain scalar under transformations with a
was reached on the 5th International Conference on HTSComplete symmetry group. If the spin—orbit coupling is
Mechanisms and Materials in 198%. taken into account in the case dftype HTSC, one-particle
This problem was discussed in a number of brilliantstates are no longer eigenstates of spinor operators. The in-
reviews®’~#2put the present review has at least one advanclusion of spin—orbit coupling in the adiabatic approximation
tage: we do not have to convince the reader that superco@/lows us to go over to a pseudospin representation with
ductivity with d-pairing does exist. Our aim is to show how formally identical transformations, whose application is jus-
this was done and to consider the most crucial question dified when separate transformations of the spin and orbital
present concerning the consequences of this phenomendiRace are not required.
since the properties af-type HTSC differ considerably from The complete symmetry group for an idealized tetrago-
those ofs-type HTSC. The structure of the review is as fol- nal lattice consists of the crystallographic groDp;,, the
lows. Without aiming at a complete discussion and citatiorfime inversion group K, and the gradient-invariant group
of the results of theoretical and experimental publications ifJ(1). In subsequent analysis, in this section we shall use the
the field of pairing symmetry in HTSC, we consider in Secs.tables from the review by Sigrist and UetfaThe Dy,
2 and 3 of this review only those results which are essentig@roup has ten irreducible representations five of which
for understandingd-pairing (in our opinion. Section 4 is I'i . I'; .I'3.I';.I's correspond to even basis functions. In
devoted to a brief analysis of peculiarities in magnetic propthe general case, the gayk,r) (whose symmetry coincides
erties of d-type HTSC, such as strong AFM fluctuations, with the symmetry of the paired wave functjofor nonde-
phase separation, and unusual properties of the vortex stagenerate singles- andd-wave states with corresponding ir-
Some mechanisms of pairing and related microscopic thededucible representatiors;” and I'; is a function of the
ries are discussed in Conclusion. wave vectork and the coordinate of the center of mass of
the paired electron state:

2. PHENOMENOLOGICAL THEORY OF D-TYPE A(K,1) =75 i(r T A (T K+ 7s_en(r,T7)
SUPERCONDUCTORS
XAsfex(FI— K)+ Ud(raF;)A(F; K), (1)

The possibility of existence of superconductivity with h | .
- . i _ P of th -
d-pairing was demonstrated in Refs. 13—-15 and 25: the e WNETE 775 i and 7; e, are complex SOP of the-wave iso

change of fluctuational AFM excitations in the Hubbard droplc andtetxtendtz(: Statl?i’ Lespzctlveji;ijf tl?e SAOEPfl;[he

model leads to pairing of electrons with even orbital angular, “wave state, and. s=i(l'1 ,K), Asedl'y ! ), A 3 )
e . are the basis functions of the representatibjisandT’; :

momentuml =2 in the d-channel with thed,2_,> compo-

nent. However, this mechanism did not attract special atten- As_i(FI K)=1;

tion of the researchers at that time since it did not explain the N P o

high values ofT.. A more comprehensive approach devel- As—exd 'y K =Ag(K k), As=As—ex(I'1,0);

oped later in the phenomenological and self-consistent + oy 2_ 12y, _ +

modelg® using parameters from NMR measureménts AT =gk Ag=AT'5.0).

proved that this pairing mechanism leads to the 2 sym- The simultaneous inclusion & andd-wave states is nec-

metry of the SOP with the coupling constant sufficient foressary if their superconducting transition temperatures are

high values ofT.. Van Harlingen, who was one of the au- close®” while for heterogeneous superconductors with struc-

thors of the first direct experimental evidence of the._ 2 tural or topological defects this is associated with the depen-

symmetry?® wrote: “From an experimental viewpoint, the dence of the SOP on*° The general form of the expression

prediction of thed,2_y2 symmetry was a significant step, for free energy in a magnetic field taking into account the

since it put on the table a testable hypothesis that has motfoupling betweenny and 75 (which is equal tozns_; or

vated a tremendous wave of experiments designed to detets—ex) IS

mine the pairing symmetry.*° These experiments are based 1

on the dependence of the tunnel current sensitivity in a JoF (5, 7q) = Fs(7s) + Fq(17q) + Fso( 75, 79) + ar [h|2, (2

sephson junction on the phase of the wave function for a

Cooper pair, which depends on the direction of the vektor where all the terms must satisfy the conditions of invariance

in the case ofd-wave SOP. The generalized Ginzburg— under transformations with the complete symmetry group

Landau theory that makes the classification of symmetries of _ 2 4 P

superconducting states possible, has played a decisive role in Fe(s) = ar 76l + Bel 75"+ Kaa(| Dy

determining the SOP symmetry. +|Dy7¢?) + K| D774l ©)
2.1. Generalized Ginzburg—Landau equations Fa(m4) = ad 74|+ Bdl 74l* + Kg1(| Dy 74l
The generalized Ginzburg—Landau theory in the mean- +|Dy 7|2 + Kga| D, 74l )
y z%dl

field approximation for a superconductor né@aris based on

general symmetry properti¥s2and does not depend on the Fso( 75, 70) = Bsd 75| 7412+ Ba( 75203+ 5275 %) + Keg
microscopic superconductivity mechanidigee reviews in . _ .

Refs. 37, 43 and 44The Ginzburg—Landau functional near X[(Dxns)* (Dx74) = (Dy7s)* (Dy7q) +C.CJ.
T. is an expansion of the free energyin even powers of the 5)
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HereD;=d/dx;—2ieA;/c; h=V XA, A is the vector poten-

tial. The necessity for taking into account the last terr(bin 1 2

viz., mixed gradient terms, was noted by J&Yrand was q '
confirmed by the microscopic derivation of generalized

Ginzburg—Landau equations with the effective two-particle

interaction potential’ It will be proved below(see Sec. 4)2 ‘

that the effect of induction of the-wave state in a heteroge-
neousd-type HTSC is associated with these terms which are
linear in 7. - g
It should be noted that E@2) for d-type HTSC must be L Nz
supplemented with the term taking into account the interac-
tion of uniform strains withyy, which leads to spontaneous
anisotropic deformation of the crystal lattice with|7g4|? FIG. 1. Josephsotr junction between twal-type HTSC(the orientation of

~|T—TC|37 which is equal to zero in the case s#airing. the crystal lattice and the sign dfy(k) on both sides of the junction are
shown in the circles(from Ref. 41.

2.2. Josephson effect in  d-type HTSC 49

substantiated theoretically by Bulaevslgt al.™ The as-
Electrons moving at right angles to the surface of a Josumption concerning the relation of the fldx,/2-vortices
sephson junction make the main contribution to the currentwith zeros of the superfluid order parameter was put forth for
and the tunneling is sensitive to the orientation relative to thehe first time by Volovik and Mineet’ Later, attempts were
surface of the junction and to the direction of crystallo- made to study the Josephson effect in compounds with heavy
graphic axes on both sides of the junction. In the Ginzburg-fermions both experimentaftyand theoretically? Geshken-
Landau theory, the free energy of the surface of a junctiorbeinet al® were the first to note that tunnel current vanishes
with SOP 7, and 7, on both sides of the junction is given when the normal to the surface is oriented along the direction

by’ 4 in which the gap in the excitation spectrum vanishes. Sigrist
and Ricé’ suggested in 1992 that the sensitivity of the Jo-
Flzztof dSx1(nq) x2(N)[ 75 72+ 11715 1, (6) sephson effect to the phase jump in the SOP be used for

testing thed,2_,2-symmetry in HTSC.
where t,y is the magnitude of coupling and; the vector
perpendicular to the surface on thih side of the junction 3 ExpERIMENTAL EVIDENCE OF THE Dye_ y2-PAIRING
whose symmetry function;(n;) coincides with the symme-
try of the SOP#;. The variation of the total free energy Even in first publications on peculiar supercon-

F=F4+Fy,in 7, and 5, leads to the boundary conditions ductivity"®*®it was proved that, in the presence of zeros

at the surface: in the gap, the excitation spectrum starts with zero energy,
and various physical quantities must have power temperature
[Ka1(N1xDy+ N1,y Dy) +KaN1zD] 7y dependences. The zero line in the gamldafpe HTSC leads
= —tox1(Ny) x2(Ny) 7. ) to power t_emperature dgpendences of heat capawitych
ox1tTh Xz. 22 _ were predicted by Volovik and Gorkd¥ and measured by
The second equation can be obtained by the transposjyarqy et al24) and of magnetic field penetration depit>

tion of the indices “1” and “2.” The current density per-  Figure 2 shows the results of calculations and measurements
pendicular to the surface can be determined from the condis¢ temperature dependences of “transveré&® and “lon-

tion gitudinal” nuclear relaxation rate$:>® These and other “in-
JF direct” measurementgtunneling of quasiparticles and pho-
nxJ=cnx—r (8)  toemission spectroscopy in 1993 established reliably the
gap anisotropy which could be interpreted from the view-
and has the form point of thed- ands-symmetry of SOP: the measurements of
4arcty the modulugA(k)|, its anisotropy, and even the presence of
J= oy X1(N) x2(n2) | 71| 72| SIN( @1 — 075). (9)  zeros do not allow to distinguish thig2_,2-symmetry from

the s-symmetry of SOP, which takes into account anisotropy
Here, is the phase of thith SOP. The Josephson current is and orthorhombic crystal lattice distortions of HT8CThe
a function of the phase of the paired wave function and camlependence&y(k), A,nd k) andA (k) presented in Fig. 3
have any sign depending on the directiomdf at least one  show that only the measurements of phase anisotropy of the
of the superconductors has thg _,2-symmetry of the SOP  gap make it possible to determine the symmetry of pairing.
(Fig. 1. A negative critical current is equivalent to a phase  Direct observations of thd-wave SOP were carried out
shift by = in the junction and leads to spontaneous currenin three modifications of experiments with Josephson junc-
generating the magnetic fluky/2 in zero magnetic field. tions. In experiments of the first type, the phase shiftrby
Silver and Zimmermaf who observed for the first time was determined by using interference effé€ while in
the flux ®4/2 in a Josephson junction in 1967 proposed aexperiments of the second type the modulation of critical
hypothesis on scattering on a magnetic impurity, which wasurrent by magnetic field was us&t? A significant disad-
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30 modulation of critical current by a magnetic field for
SQUIDs with single crystals of-type low-temperature and
d-type high-temperature superconductors. It can be seen that
in contrast tod-type HTSC, the angular configuration for
s-type LTSC forH=0 displays a single unsplit peak. A
comparison of the dependengg ®/®d) for circulation cur-

rent (Fig. 5b shows thatl.=0 for integral values ofb/®,

for s-type LTSC and for half-integral values of this ratio for
d-type HTSC. Figure 6 shows the results of measurements of
critical current as a function of magnetic field for a YBCO
single crystaf! a split peak typical ofi-type HTSC is ob-
served in the angular configuration. Similar measurements
for a planar configuration of junctions reveal the absence of a

25

20

1/Tg. radms™!
o

SF phase shift, and a single unsplit peak is observed in zero
field. The important remark made by Klem#that the an-

l L 1 1 1 gular configuration can lead to a current singularity or to

0 100 T K 200 300 trapped magnetic moment was analyzed by Wollmann

et al?® The measurements with Nb-SQUID proved that “an-
gular” effects are insignificarft’

The method of three-crystal magnetometry of rings
made of superconducting epitaxial films was used as a sys-
tematic test of the SOP symmetry. The geometry of measure-
ments of spontaneous magnetization of rings made of YBCO
epitaxial film deposited on a three-crystal SrfiQ00 sub-
strate using a scanning SQUID microscope is shown in
Fig. 72° The angles of orientation af,b axes in the super-
conducting rings and of the boundaries of three crystals of
the substrate were chosen so that three rings have an even
number of junctions with a phase shift by and an odd
number of junctions in one ring at the cenkft part of Fig.

7). The even number of junction does not lead to a phase
jump by 7, while the odd number leads to such a shift. The
measurements of magnetic flux quantum by a SQUID micro-

L (T T}/ Ty (T

-4 ‘ | | \ | scope at 4.2 K givesy/2 only for the ring with the odd
{ -08 -06 —04 -02 0 number of junction. If the angles in a reference sample with
’ l.g(T/1.' ) ' the same number of junction are changed, measurements do
[+

not lead to the observation of thie,/2 quanta(right part of
FIG. 2. Temperature dependence of the reciprocal igef transverséa) Fig. 7), which means that the assumption on another mecha-
and T, of longitudinal (b) relaxation for the®®Cu nucleus for YBCO. The  nism of the phase shift by (say a magnetic impurity in the
solid curves are the results of calculatiofs for d- andS for s-symmetries junction), which does not depend on the SOP symmetry, is
gZSSOSP. Circles correspond to the results of measuren{éots Refs. 18, incorrect. The same group of authBr<arried out three-
T crystal magnetometric experiments in a special geometry that
rules out mixing ofs andd-symmetries. Thus, direct obser-
vantage of these two methods was the high quality of singl&ations of ®,/2 quantum in yttrium samples of various
crystals required for measurements. The third techniquéhape® *°and in GdBCO, TI2201, and Bi2212 filifs*®
based on three-crystal magnetometry of rings made of supetdicaté® the d-symmetry of SOP. It should be noted that
conducting epitaxial films makes it possible to observe thedttempts to explain the same experiments from the position
effect of quantization of magnetic flux witthy/2 in mea- Of thes-wave symmetry are still being continued. However,
surements with YBCO, GdBCO, TI2201, and Bi2212 the number of direct and indirect evidences in favor of the
films 29:30.36 d-wave symmetry of SOP increases, the most convincing of
First observations of the phase shift ywere made at these being the coexistence of superconductivity and antifer-
temperatures 2—4 K on superconducting quantum interfeomagnetisnisee Sec. 4)1
ence devicesSQUID) consisting of two Josephson junctions
(YBCO single crystal—gold_ barr!er—t_hln Pb fi)rff Figure 4 4 MAGNETIC PROPERTIES OF D-TYPE HTSC
shows the arrangement of junctions in the angular and planar
configurations. The phase shift and the magnetic flux quan- The conclusion about the decisive role of fluctuational
tum ®,/2 were observed in the angular configuration inspin excitations in the formation of the Fermi surface in
which Josephson junctions lie in two orthogonal planes HTSC has been substantiated reliably by risee reviews in
andbc and form a bimetallic ring. Figure 5a illustrates the Refs. 42 and 60 and the literature cited thereirhis should
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FIG. 3. Dependences df(k), the modulugA(k)|, and phaseb on the direction of the Cugplane ford- ands-pairing (A._;| is independent ok) (from
Ref. 40.

apparently explain peculiarities in the magnetic properties off * >T.) and optimally dopedat T* =T.) compounds.
d-type HTSC, such as the observed pseudogap, a dynamic At the present time, several different hypothesis con-
analog of phase separatiéctharge ordering and a peculiar cerning the origin of the pseudogap have been prop (s
structure of vortex excitations. for example, the article by Abrikos6% and the literature
The existence of fluctuational AFM excitations in cited thereif. OvchinnikoW° proposed in his review that the
La,_,SrCuQ,,®* YBCO2%2 and Bi2212 compouné$®  formation of the pseudogap is associated with charge order-
in the entire interval of doping is well known. Photoemissioning (dynamic analog of phase separajio@sulting from seg-
spectroscopfARPES of Bi2212 prove§® that AFM exci-  regation of holes doped into conducting regi®ng@.g., in
tations double the period of the Fermi surface and are reNagaev conducting drof§ and from the formation of insu-
sponsible for the emergence of a low-intensity photoelectromating local domains with a short-range AFM ordé&f’ A
line associated with this doubling. Such *“shadow” statessimilar model formed the basis of the microscopic theory of
were predicted earlier in the phenomenological mtidemd  high-temperature superconductivity, which was formulated
were attributed to U-processes wittf —k—Q|<1/{, where by Emeryet al.”* (see below. These hypothes&S; " as well
¢ is the length of strong AFM correlations a= (7, 7) is  as the assumptions about the role of the SOP phase fluctua-
the AFM vector(the dimensionless quantityis normalized tions in strongly anisotropic HTSC in the formation of the
to the reciprocal lattice constamal). The density of states pseudogap, which were put forth in the review by Loktev
near the Fermi levekr, which was calculated under the and Sharapo{? do not clarify completely the origin of the
assumption on the spin susceptibility peak in the vicinity ofpseudogap.
the vectorQ, indicates the presence of a spin pseudo@ap
valley ate: and peaks on the right and on the Jefisper-
sion relations obtained for Bi2212 by the ARPES meffiod Starting from the first assumptions on possible segrega-
directly indicate the opening of a gap on the Fermi surfacdion of holes doped in an AFM insulator and on the forma-
along the line(7r,0)—(7r,7r) upon a decrease in the hole con- tion of regions free of excess holes and “enriched” by
centration. At the same time, an analysis of the pseudogap imem/® as well as experimental observations of phase sepa-
Bi2212 with the help of tunneling spectrosc8pgonfirmed  ration in La-based cupratédthis problem remains an object
the independence of the origin and symmetry of the superef intense studies. The relation between superconductivity
conducting state of the degree of doping. The results ohnd phase separation associated with charge ordering was
NMR measurements and observations of infrared spg&ctraconfirmed by Zakharoet al:’* no phase separation was ob-
indicate the formation of a pseudogap for weakly dogetd  served in a high-quality L&uQ, . , crystal forx=0.03, for

4.1. Charge ordering
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FIG. 4. Arrangement of contacts in superconducting quantum interference

devices(SQUID): angular configuratiorfa) and planar configuration used H, mG

for reference(b) (from Ref. 40. . " o
FIG. 6. Modulation of critical current by a magnetic field in measurements
using SQUID devices with two Josephson juncti¢iBCO single crystal—
gold barrier—thin Pb filt* in the angula(a) and planarb) configurations.

which T,=12 K, while in a sample with a larger number of

defects phase separation is observed evenxf00.04, and
T.=40 K. La,CuQ, ., system doped with copper at room tempera-
The analysis of the effect of doping on charge orderingture.® The relation between stripe phases and superconduc-
is of considerable interest: metallic strip@gaet-stripey and tivity was studied in the same system doped with Nd and Sr:
insulating stripes with a periog 11 A were observed in the it was found that the value 6f. increases from 4 to 15 K
upon an increase in the Sr concentration from 0.12 to 0.20,

0 .
2 -1 0 1 2
/P,

NN R
VIRV,

. -1r :
21 0 1 2 2 -1 0 1t 2
o/, o/ B,

FIG. 7. Geometry and images obtained by using a scanning SQUID micro-
FIG. 5. Modulation of criticala) and circulation(b) currents by a magnetic ~ scope on two three-crystal YBCO samples: with areontact(left) and
field in SQUID devices withd-type HTSC ands-type LTSC in the angular  without 7-contacts(right). The samples are cooled in a figt<5 mG and
configuration (g is the normalization factgr(from Ref. 40. scanned at 4.2 Kfrom Ref. 30.
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i.e., upon a decrease in the width of insulating striffeehe

results of recent measuremértsonvincingly prove that

the temperature of charge ordering in La-based systems

(Ten=217 K) is much higher than the temperature of spin « 100

ordering (Ts;~110,K), and fluctuations of stripe phases are -

observed al >Ty,. 3
The observation of long-range fine structure of x-ray ab- ‘z'

sorption and electron diffractiéfin Bi2212 in theab plane -

reveals met-stripes with an orthorhombic structure alternat-

ing with the stripes of the insulating tetragonal phase, the

widths of the stripes being 53and 9.&, respectively(see

Fig. 25 in the review by Ovchinniko). An analysis of the 1i 1 1 L ]

results of ARPES measurements in Bi2212 leads to the same 0 002 0.04 0.06 0.08 0.10 0.12

conclusion’® The existence of stripes of the tetragonal phase Psh

can be associated with the peak of low-frequency acoustigg. g. mMagnetic phase diagram as a function of hole concentratipon

energy absorption observed & T, in Bi-base samples the CuQ plane for compounds La,Sr,CuQ, (light symbol$ and

containing the 2212 phas@ee Ref. 80 and the literature Yi-xCaBaCus0s0,(dark symbols Spin ordering modémode ): squares

: : : : : denote dependences of théeélléemperaturel \(pgy) for spins of C4" in
cited therein, resulting from the contribution to free energy the 3 AFM state, while circles denote the temperatigpy) of spin

from the interaction of uniform strain withyy (see Sec. 2)1  freezing for doped holes. Charge ordering méaede I): triangles denote
An analysis of neutron scattering in YBEDpoints to  the transition to the cluster spin glass staigpsy, which coexists with

the existence of similatbut disorderefi structures. The re- superconductivity in mode Iifrom Ref. 85.
sults of spectral analysis of nuclear Raman scatt&ig

TmBa,Cu,0g on the basis of the"spin ladder” mod&lalso

lead to the conclusion about charge ordering. The origin of 2. vortices

charge ordering and its obvious relation with the supercon-

ductivity of copper oxides has not been established and re- The properties O.f the vortex state with ttewave sym-
mains an object of heated discussidh& In Ref. 84, two metry of the SOP differ significantly from the properties of

. . . . s-type LTSC. The effect of charge ordering on the vortex
different approaches to the interesting hypothesis about thl%tgge is a question of prime gi]mportancg. Niedermayer

existence of wo spatially separated componefase of et al® noted that the vortex lattice depends on phase sepa-

which contains localized and the other collectivized elec- . . . . . .
. ration: the vortex lattice exists in the entire volume of the
trong in the electron subsystems are proposed.

. . . . . sample in the case of microscopic sizes of stripe phases
Some important regularities of spin ordering in

and only in met-stripes for stripes of macroscopic size
La,_,Sr,CuQ, (La Sr-214 with a single CuPplane and (~3000yA) P P P
Y,_CaBa,Cu05, (Y Ca-123 with two CuQ@ planes '

btained v f h vsis of . The main contribution to the density of statid$0) in
were obtained recently from the analysis of muon Sp'ns-type LTSC comes from the states localized by the flux

rotation™ The measurements of muon spin polanzatlon“ne:se N(0)=Nq£2 (whereN¢ is the density of states in a

made it possible to estimate the size of nonmagnetic regiong,;.mal metal andt the coherence lengthSuch states also
it was found that these regions are smaller than 20 A. Figurgyist for SOP with a zero line. but according to Volotfk

8 shows magnetic phase diagrams for different concentrapeir contribution is smaller than that from delocalized states,
tions pg, of holes in the Cu@ plane, exhibiting three differ- ; o

ent modes of magnetic behavior. In the region of lpwy
(mode ), the spins of C&" ions and holes are ordered inde- ~ N(0)~NgVH/H¢o,

pendently: the former spins are ordered in tli2 8FM state  \yhereH,, is the upper critical field. The magnetic field de-
at the Nel temperaturdy, while the latter “freeze” aff¢.  pendence of the density of states gives a contribution to heat
As the value ofpg, increases, a phase transition to a statecapacity proportional t¢42 which was observed in Refs.
with strong magnetic correlationgnode 1) similar to the  24. Such delocalized states lead to a singularity in the vortex
spin glass state occurs d(psy) =T(Ps =Ty (Nieder-  density of states and to peculiar laws of similitude of ther-

mayer et al® used the term “cluster spin glass” for this modynamic and kinetic properties oftype HTSC at low
statg. The absence of a long-range AFM order can be extemperatures in weak field®<H_,.%’

plained by the limited sizd (pg)~pg,"’* of the AFM re- The states localized by a flux line for ultrapuetype
gions formed during charge ordering. A state of “clusterHTSC at low temperaturesT(T,) strongly affect vortex
spin glass” coexists with the superconducting state in modelynamics forB/H ,<T/T,: finite dissipation of flux ap-

lll (the authors noted only a slight difference of theps) pears due to an analog of Landau damping on modes in the
dependence from the similar dependence for nonsuperconertex core®® The formation of such modes can be explained
ducting samples The identical magnetic behavior of La Sr- by the presence of a minigap in the spectrum of localized
214 and Y Ca-123 compounds suggests that the coexistenseates(which is equal to zero in the case sfpairing. The

of the AFM and superconducting states is a property inherergxistence of this gap in Bi2212 is confirmed by measure-

in CuQ, planes. ments®®
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a TABLE |. Basic characteristics of-wave state of an isotropic low-
temperature superconductor and-#ype HTSC.

s-Symmetry of SOP d-symmetry of SOP
Electron state
singlet singlet
Pairing mechanism
Phonon exchange not established
Gap functionA(k,r)
has no zeros has a zero line for=k,
Excitation spectrum
no excitations withE<A, excitations withE=0
Temperature dependence of physical quantities
~exp(—A/T) ~T“
Magnetic flux quantum®,=hc/2e)
D, D2, D
Nonmagnetic defects
weakly affect the value of T Strongly suppress T
FIG. 9. (a) Structure of a block of vortices:dvortex (at the centerand Magnetic defects
four s-vortices along the axea andb. The arrows show the direction of suppress Jand lead influence depends on their
circulations of superfluid velocity in vorticedrom Ref. 93. (b) Mutual to depairing solubility

orientation ofs- andd-vortices, crystallographic axes, and currgpis the
angle between the direction of current and thexis (left). Experimental
block diagram for measurements of the Hall effect as a function of the angl
¢ (from Ref. 93.

Coexistence with the AFM state
(iempossible established experimentally

ized Ginzburg—Landau equations revealed a considerable
. , . o - nonlinear dependence of the Hall effect on the magnitude
is associated with topological instability of the SOP zerogny girection of currerf Figure 9b shows the orientations

. .89 . . . .

line:™ the vortex core contains a region in which the total ¢ \orices and current as well as the schematic diagram for
function A(k) has no zeros, and the vortex core must Conta"}neasuring the angular dependence of the Hall effect.

all possible symmetry elemenis andrl'; , i.e., boths- and

d-wave states with opposite signs of the order parameter
phas€’® Renet al*® proved that if mixed gradient terf&y ¢ ~oNCLUSIONS
are taken into account in the generalized Ginzburg—Landau
equations(2) and (5), the superconducting state in a mag- Thus, we can state that tllesymmetry of SOP has been
netic field can be regarded as a putevave state only in established for YBCO, GdBCO, TI2201, and Bi2212 com-
homogeneous samples, while in heterogeneous samples thieunds’®=3’ The experimental studies convincingly indicate
is true only on scales larger than the penetration depth charge ordering in YBCO and Bi2212 compounds as well as
Mixed gradient terms in a heterogeneous superconductor ina some other HTSQsuch as lanthanum cuprates and nick-
duces-wave states both in the vortex cdmeith the phase of elates and TmB&£u,0g) and a close relation between charge
the s-wave SOP equal te- 8, which is opposite to the phase ordering and superconductivify-33The existence of collec-
0 of the d-wave SOP and outside the core at distancestive excitations with a spectral function peak near AFM vec-
£<r<\ (with the phase of the-wave SOP equal te-36) tor has been established in YBCO and Bi2212 compounds
with the order parameter decreasing with increasing distancever a wide range of energies %%
from the d-vortex in proportion tor ~2.47991Thjs leads to The characteristics of the-wave state of an isotropic
the emergence of fows-vortices near al-vortex, which lie  low-temperature superconductor are compared with those for
along the axes andb (Fig. 9a, anisotropy in the vortex ad-type superconductor in Table I.
shape, and the stability of the skew vortex lattice. Such a The knowledge of the SOP symmetry is the first impor-
lattice was observed in YBC&. tant step in determining the pairing mechanism and in sub-
In a magnetic field perpendicular to the interface be-sequent development of the microscopic theory of HTSC. It
tween regions withs- and d-wave states, the symmetry of is quite possible that the next step towards the understanding
rotations about the-axis is lowered to a four-fold degener- of the mechanism has already been taken, and it remains for
ate symmetry, but neither structural nor topological heterous only to verify this. Almost all pairing mechanisms can be
geneity of the sample leads to a local symmetry breaking irtlassified into the following two group&ee the review by
time inversion since the phase difference $erandd-wave  Loktev®®): the mechanisms described by the generalized
SOP is equal to zero or.*’ BCS theory, in which electron pairing results from the ex-
Breaking of symmetry of rotations about theaxis and change by elementary excitations belong to the first group,
anisotropy in the shape sf andd-vortices change the trans- while the second group includes all mechanisms that do not
port properties also: an analysis of time-dependent generadlit into the BCS theory. By way of an example, let us con-

An important peculiarity of the flux line id-type HTSC
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has a peak in the vicinity of the vect@. Figure 10 shows

that a hole on the Fermi surface near the pdbvir) [(B)

regions with a strong couplijgan emit a collective excita-
tion with a wave vector- Q and remain on the Fermi surface
near the poin{,0). For holes at other points on the Fermi
surface[(a) regions with a weak coupliigthe emission of
excitations withk’ ~Q indicates a transition to a state with
the wave vectok — Q far away from the Fermi surface. Neu-
tron scattering data for other copper oxitfesuggest that the
collective mode has a fairly wide energy distribution, but
final conclusions can be drawn only on the basis of similar
measurements for Bi2212 in a wide energy range. Compar-
ing the results obtained in Ref. 94 with the rapid decrease in
the superconducting gap width upon an increase in the den-
sity of charge carrier§i.e., an increase in doping@bserved

in Ref. 102, the authors came to the conclusion that these

collective excitations are responsible for pairing. However,

FIG. 10. lllustration of the process of photoemission and spectral densitfn€ origin of such excitations and their spectral function are

in regions of Fermi surface with a strorfg) and weak{«) coupling (from yet to be determined.

Ref. 94. Pairing mechanisms that cannot be explained by the
BCS theory and the reason behind the interest in such
mechanisms were discussed by many autlgee the review

sider the mechanisms that can lead to superconductivity witin Ref. 9. Emery, Kivelson, and Zachar proposed recently

the d-wave SOP. a new pairing(EKZ) mechanism which is a spin analog of

One of the well-known models in the generalized BCSthe superconducting proximity effe€tThe EKZ mechanism
theory (see the review in Ref. 97 and the literature citedis closely related with the results of recent investigations of
therein is the model of a nearly AFM Fermi liquid HTSC and can be formulated as follows.

(NAFMFL) with a magnetic mechanism of pairing, which

was proposed in 1998.In this model, the pairingsimilar to

Cooper pairingis due to the interaction between the electron

subsystem and fluctuational spin excitations whose proper;

ties can be determined from NMR measureméhtalcula- @
tions according to Eliashberg’s scheme proved that electron
pairing in thed,2 ,2-channel leads to superconductivity with
high values ofT,. The consistency of this model, a rapid
increase in SOP with decreasing temperaturésafl., and

a quite substantiated®s model for describing the magnetic

staté® attracted attention of experimenters and led to the

o
surface ()

o
Y

hmc h(\)c

(1) The process of expulsion of doped holes by an antifer-
romagnet leads to charge ordering, i.e., to the formation
of metallic and nonconducting stripe pha$és’?

In metallic quasi-one-dimensional stripes, the charge and
spin of holes are separated into “spinons” and “ho-
lons” predicted in 1968%%and observed recently in

1D SrCuQ,.1%®

The pseudogap appears as a consequence of local pairing
of “spinons,” i.e., neutral excitations with spin 1/2,
leading to strong fluctuations of SOP in individual

©)

development of a special technique for direct measuremena)
of the SOP phasésee Sec. B The achievements of the
NAFMFL model include a qualitative agreement between its
results and the results of measurements of inelastic neutron
scattering, experimental dependence of longitudinal and Hall
conductivity as well as optical investigatiorisee Ref. 99

stripes.

The superconducting transition occurs after the estab-
lishment of global phase coherence as a result of Joseph-
son coupling between the stripe phases and Ghi@hes.

This mechanism is a realization of several ideas put forth

earlier, such as Anderson’s idea concerning spin liquid and

and the literature cited ther@inRecent calculations taking its versiond®® and the idea proposed by Kivelsehal 1’ on

into account higher approximations in the Eliashberg apBCS-like pairing of spinons, leading to superconductiviy.
proach proved the enhancement of interactions between eleEmery and Kivelsot® predicted earlier a close connection
trons and spin fluctuations with the momentum equal to thef the average separation between stripes with the value of
AFM vector Q= (r,7).1% The most serious critical remarks T, whose observation was reported earffeThe authors of

concerning this model were made by Ander€omnd were

Ref. 71 proposed an extensive list of existing experimental

associated with the application of the Fermi liquid descrip-evidences of the EKZ mechanism and a new qualitative test

tion to the normal state of a superconductor.

involving the artificial construction of such a system of spin

The results of measurements and analysis of ARPE®&dder§® and a sample with copper—oxygen chains. The
spectra in weakly doped Bi2212 in the superconducting andompound D—SrCuQ can be proposed as a reservoir of
normal states obtained by Shen and Schriéffean serve as holons and spinon®® In our opinion, the experimental ob-

an indirect confirmation of the NAFMFL modéFig. 10.

servation of ‘“spinons” and “holons” in met-stripes of

These authors consider the peak observed in the photoemidTSC compounds af>T, with the help of ARPES mea-
sion spectrum in the superconducting state as evidence of tlsirements similar to those made in Ref. 105 is very impor-
existence of collective excitations whose spectral functiortant for testing the EKZ mechanism.
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In conclusion of this review, we must also mention the
hypothesis proposed by zZhaijand combining the theory
of superconductivity and antiferromagnetism: In the frame-
work of the SO-5 symmetry, there exists a ‘“superspin,”
viz., a vector with five components two of which are SOP
while the remaining three form the AFM order parameter.
The instantaneous critical response to this hypotfhEssan
indication of its novelty.
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A phenomenological model is proposed for the transformation of interband conductivity caused
by electron transitions through the optidaielectrio gap# wg into the intraband

conductivity of hole carriers in high-temperature superconductors under chemical doping. The
interrelation between the interband and intraband conductivity components is analyzed

in terms of the spectral functioN(w)~ [ o(w)dw for integral conductivity of the normal phase.
Two groups of coexisting charge carries of fhreandd-types with different relations with
interband transitions are singled out. The integral conductivity of narrow-lthodrriers is
determined by interband excitations with the gap attenudfiem,. The integral

conductivity of wide-bang-carriers is not connected with interband excitations and is determined
by the standard Drude spectrum. The obtained spectral functions are compared with the
available data for La ,Sr,CuQ, and YBgCu;Og.  in the doping range from the beginning of
metallization up to loss of superconductivity. The good agreement with the experimental

data leads to the following conclusior() the integral interband conductivity at the doping stage
with increasing temperature of superconducting transition is mainly determined by the
d-component to which interband excitations are “pumpe(i} as soon as one of the planes

CuO, or CuQ, goes over to a predominantymetal state, a noncorrelated metal with

loss of superconductivity is formed. @998 American Institute of Physics.
[S1063-777X98)00211-4

INTRODUCTION component extending up tbw=0 increases in the fre-
quency rangeho<Ey. In classical materials, the suppres-
The electron spectrum of high-temperature superconsjon of interband transition under hole doping is observed
ductors has an interesting peculiarity manifested in correpear the threshold enerdyw, due to electron depletion of
lated redistribution of optical conductivity spectra. The ?pti'states near the Fermi level. The intensity of interband transi-
cal correlation effect observed in HTSC by Uchiéal:"  ions originating deep under the Fermi level in traditional
remains an object of experimental and theoretical investiy,ierials changes insignificantly. The result according to
gations” Apart.from the ops'erved pec“'gar freque.n_cy de'Which the integral interband conductivity in HTSC decreases
pendence of optical conductivity(w) ~1/w," the sensitivity in the entire spectral rangew=E,, i.e., even for transitions
of optical spectra to the superconducting transififrand from deen levels in the alenceg band apneared as quite un-
photoinduced superconductivity optical correlation effect P 1eVEIs | v » app as qurte u
reflects peculiarities of the electron structure of HTSC and” Xpected. A stro-ngby. tens of percenjsdecrease in the in-
I].|erband conductivity is observed for a very low hole occu-
p

has no analogs in traditional BCS materials. The effect ca X
be described as follows ancy of the valence band, amounting only to a few percent

In the dielectric phase of the HTSC, the entire spectrunih® occupancy can be estimated from the rafidw, where
i i i i e=10"1 eV is the width of the hole band ane=3 eV the

o(w) of conductivity and optical absorption proportional to €F o X .
o(w) is concentrated in the interband transition region forWidth of the valence bandThe main idea in the explanation
hw=Eg, whereE;~1.5-2 eV is the optical gap separating of the effect is that the emergence of holes in the valence
the valence(filled) band and the uppdempty band. These band leads to a decrease in the number of free states in the
interband transitions cause electron transfer from oxygen topper band. As a result, the intensity of all interband tran-
copper in the Cu@plane. In the case of chemical doping as sitions (including those from deep levels of the valence
a result of which mobile holes appear in the valence band dvand must decrease. A more detailed analysis shows that
the Fermi level and a hole band is formed, the interbandree states of the upper bands are transferred to the optical
conductivity decreases, while the intraband conductivitygap(mainly, to the peripheral regigpwhere a high-intensity

1063-777X/98/24(11)/11/$15.00 782 © 1998 American Institute of Physics
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correlation peak appears in the density of stdteSuch a PHENOMENOLOGICAL MODEL
situation when intraband conductivity increases upon a de-
crease in the interband conductivity is possible in strongly ~ Optical conductivityo(w) characterizes the relation be-
correlated systems in which oscillator forces of electron extween the average current in a crystal and the electric field of
citations of the interband and intraband origin are interre2 light wavej(w) = o(w)E(w). Optical conductivity spectra
lated. can be obtained from an analysis of the frequency depen-
The optical correlation effect is observed not only underdences of the reflection coefficieR{(w) by the Kramers—
chemical doping. Experimental and theoretical proofs havéronig method. The most extensive data on the behavior of
been obtained for the existence of this effect undero(w)in HTSC can be obtained from the results of polariza-
cooling™*2and photoirradiation of YB& U0 , . *2 For ex- tion measurements &(w) in perfect single crystals. For the
ample, the absorption of YB&WOs.  films cooled to low polarization qf light perpendicul_ar to theaxis of th.e.crystal
temperatures decreases in the entire visible spectral regidf ), the light wave determines the conductivity of the
during transitions with charge transfer, while the absorptiorP-Plane containing Cugplanes of HTSC cuprates and the
in the IR region increasés? Taking into account what has Mpurity-doped structure, viz., CyQchains, in the case of

been said above, we can say that such a temperature behavior Ba—Cu—0. In the case of ba,Sr,Cu0, and similar
of the spectra indicates the formation of a temperatureSOMPOUNds, the unit cell contains only one Gglane. For

induced doping channel. At the present time, we can speallS [€ason, measurements for the polarizaiarc give the
cal conductivity of this single copper—oxygen structure,

of the correlated redistribution of optical spectra of HTSC_Optl mea )
due to chemical, low-temperature, and photoinduced dopind:®* 22 {0)=0(CuGy). The unit cell of YBaCus0Os .«
Considerable interest in the problem of interrelation of inter-cont""'ns_tWO Cu@ planes _and a CuDchain which is
band and intraband oscillators is based on possible participéi—OL'ble‘j in the region of existence of the ortho—| Ph‘?‘se for
tion of electron excitations with charge transfer in thex>o'65' The results for YB&£u,0. crystals are obtained

mechanism of high-temperature superconductivitge, for gﬁ?ﬂ??gfmu;zmggtsa'?etshﬁ 2?‘1:;2(';?5'8:%;2‘3 Cel;r? are
example, the reviews in Refs. 13 and)14 : u ! uctl xyg

In the present paper, the interrelation between the interf-illgned along the b-axis. A light wave with ‘the

. o . a-polarization Ella) does not excite the chains, and hence
and intraband components of conductivity is studied for th he conductivity of only one Cup plane [S™¥w)

case of chemical dopmg of the metal phase of HTSC using_ o(CuQ,)] is measured for this polarizatidthe light wave
the integral characteristid(w) ~ [ o(w)dw. Two groups of . . o

bile ch : fth ddat ith diff i excites current in twoa-directions, one from each CyO
mobiie charge carriers of the- and d-lypes with aiterent o b For the polarizatiorEllb, the values of2 1 w)

couplings with interband transitions are singled out. The in-_ #(CuOy) + o(CuQ,) are measured, and the conductivity

fce%ratl mtrgba(\jng spectr:Jr:i(g)_) f{or m;)_re Iogter\]ll_zetcd-bcargirs .of the chain structure can be determined from the difference
is determined by correlated interaction with interban rans"spectrum:Eg’ea*“(w)—Eg‘eafw)=a(CuQ(). Obviously, the

tions. A model conductivity spectrum(w) is proposed for . ; ;
determining this integradl-component with the gap attenua- Egtglmcég;j; itglr%ag ;hr’r?eal;:ng ;Fguoéz;{ ﬁuéga)x I:T-ﬁeq l::_l
tion of interband excitations ~ wgy. The integral conductiv- lati ab é b '

) X g . " lation betweenr(CuQ,) and o (CuQ,) depends on the dop-
ity of more delocalizedb-carriers is not associated with in- ing level and the degree of perfection of the crystal.
terband transitions with charge transfer and is determined by ™ 1o most comprehensive analysis of optical conductivity
th_e conventional Drude conductivity mechanism. _The 0b4f [ a-based single crystals at 300 K as a function of the
tained frequency dependencbigw) are compared in the qqning level was carried out in Refs. 1 and 3. The results of
second part of this paper with the available data foryhese publications will be used here in our analysis. Reliable
La, ,SrCuQ, and YBaCuOg in the doping range from  gata for YBaCu,0g. , can be obtained only from polariza-
the beginning of metallization up to the loss of superconducyjgn experiments involving crystals without twins. Among
tivity. A good agreement with experimental results obtainedne few publications in this field, mention must be made of
in a wide frequency range from0.1 to ~1.5 eV leads t0  two communicatiorfs® from well-known groups of scien-
the following basic conclusions. tists engaged in HTSC spectroscopy.

At the doping stage during which the superconducting  The optical conductivity spectrum of the dielectric phase
transition temperature increases, the integral intraband comf HTSC is isotropic and characterizes the excitation spec-
ductivity is mainly determined by thd-component emerg- trum of interband current emerging as a result of charge
ing due to integral pumping of “over-the-gap” excitations transport from oxygen to copper fOCW?*—O Cu") in
with charge transfer to the hole band; the enhancement afuQ, plane (plane$. The excitation of current requires the
integral conductivity of thgp-component under doping slows threshold energyiwy=E, equal to the opticaldielectrig
down the increase in the superconducting transition temperayap between the lower and upper bands. Interband absorp-
ture and ultimately leads to the formation of a noncorrelatedion of a light quantum generates a hole in the valence band
metal and the loss of superconducting properties. (photodoping effegt Starting from the threshold energy, the

The main result of this research is the establishment ofnterband  conductivity — spectrum 3 neaf ®) =0 T(w)
the decisive role of electron excitations with charge transfefcharge-transfer conductivitextends to the high-frequency
in the formation of the metallic phase of HTSC with high range, filling the visible region in oxygen—copper HTSC.
values of the superconducting transition temperature. The values of the optical gap vary frol,=1.35 eV for
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PrL,CuQ, to 1.8 eV for LaCuQ,.'® For the dielectrics conductivity. For example, the integration of the measured
YBa,Cw0s and Lag_,SKCuO, (x<0.01), E, assumes in- spectrum between 0 and: determines almost completely
termediate valueg1.5 and 1.65 eV, respectivel}f The the integral intraband conductivity of a metallized crystal at a
value 1.5 eV was confirmed by measurements of the spectrgiven doping level:

threshold for photocurrent in YB&u,Og ;." Typical values

of conductivity in the frequency range froky, to =3.5 eV, fwczmeafw)dw: sPM. )
in which oxygen—copper interband transitions are concen- 0
trated, areo®"=500-10000"* cm*. while the integration fromwc and higher gives the integral

The introduction of a doping impurity into a dielectric interband conductivity due to charge transfer between ions:
crystal and the emergence of metallization reduce the inte-

gral interband conductivityo®"(w), while the intraband fwozmeafw)dw=8” )
conductivity component increases in the spectral range '

fiw<Eq. Intraband conductivity characterizes the excitation i - i

of current due to electron transfer over the hole states formeff€r€@o iS the upper limiting frequency of interband tran-

; i iationsSPM
near the top of the valence band. The intraband conductivit?'t'orT‘S' The interrelation _bgtween variatio and
spectrum fora- and b-directions in a metallized crystal ex- ASCT of integral characteristics reflects most accurately the

tends from the infraredR) region tow=0, where the Drude re.dis'Fribution qf optical condu.ctivity spectra. The tqtal con-
conductivity peak is formed as a result of doping, with thetrﬂ:uunon from interband z_:lnd mtraban_d transitions is de_ter-
characteristic valueEM®=30000 1 cm™! for optimally mined b_y _the vyell-known integral relation connecting opycal
doped YBaCuOg:, (x=0.9) and La ,SrCuO, (x conductivity with the plasma frequenayy of charge carri-

=0.15). Such a form of conductivity spectra indicates thatS's:

the intraband component is determined by the emergence of o

mobile holes in the crystal. It should be noted in this con- f o(w)dow=

nection that no metallization is observed in,LaSr,NiO, 0

crystals doped t&=0.5° no peak is observed at=0, buta  wheree is the electron chargey* the effective mass, amd

broad conductivity band having a peak near 1 eV is formedhe volume concentration of charge carriers. In order to sepa-

in the middle infrared regioMIR). Such a spectrum of the rate these contributions, we can use the spectral function

intraband component should be attributed to electron trans'N(w) (the results of experiments are often presented in terms

tions to the mainlyd-type local hole states formed upon of this quantity:

doping, Consequently, the redistribution of the conductivity

spectrum(from the high-frequency MIR region to the low- N(w)= 2MoVce fwzmeafw)dw. (4)

frequency Drude region fap=0) within the intraband com- 7e’F  Jo

ponent itself can serve an optical evidence of sample meta

lization. We shall denote the intraband component subjecte

to such a spectral evolution as the dynamic component i

contrast to the static interband component at local levels.
High-temperature superconductors with mobile holes, i

@c

2
wp  we’n

8 2m 3

Here mg is the mass of a free electro,, the unit cell
olume, F the number of structural units of the compound

per unit cell, andN(w) is equal to the number of electrons
articipating in optical transitions at frequencies. Let the
ole band contaim holes per unit cell. As we approach the

which metallization is accompanied with an increase in th ¢ the elect tina the intraband
dynamic intraband component and a simultaneous Suppreggossover“requenc”y, € electrons creating e Intraband cur-
rent must “actuate” all the holes by virtue ¢1), and hence

sion of the interband component, exhibit an interesting spec-
tral peculiarity. The conductivity spectra clearly manifest aN(w)_)h' Consequently, at the crossover frequency we
narrow frequency range near a certain frequengy(cross- have
over poiny, in which the conductivity remains virtually un- 1 o
changed during doping. Optical conductivity increases as a N(wc)= Q°F f 22 tw)do=h. )

. 0
result of doping foro<wc and decreases fab>wc. The
frequency wc is also called the isobestic point by some The quantity me%/(2mgV.e) =QP (or 2QP) can be re-
authors: The crossover point clearly demarcates two regiongjarded as a measure of integral intraband conductivity of
with opposite directions of evolution in conductivity spectra.charge carriers. According to the results of experiméns,
The crossover point itself is displaced slightly on the fre-the position of the crossover point Bwc=1.5 eV for
quency scale on thE)**{w) and2;**{w) curves, remain- La, ,Sr,CuQ, andfwc=1.25 eV for YBgCu;Og, . The
ing nearwgy, but differing from the threshold frequency for values of the volumé/., are 176 and 185 Afor Y-Ba—
interband transitions. We can state that virtually the entireCu—O and La—Sr—Cu-0O, respectively. The volumes of the
weight of the intraband dynamic component is concentrategrimitive and unit cells for Y-Ba—Cu—O coincide, and
in the frequency rangeQw= wc, while the interband con- henceF=1, while the volume of the primitive cell for La—
ductivity component lies higher on the frequency scale. Thesr—Cu—-0O is half the volume of the unit cell, and hence
existence of the crossover point is confirmed by theoreticaF =2 for this compound.
analysis of the evolution of optical conductivity of the planar In the general casé,(x) for HTSC is determined by the
structure with hole filling The crossover point is important number of doping impurity atoms. The number of holeh
for an analysis of integral characteristics of opticalfor YBa,CuOg, 4 and Lg_,Sr,CuQ, is equal tox, which
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determines the expected behavior of the spectral functiod-orbitals of copper. Real HTSC are rather systems with the
N.p(wc)=x in the ab plane. In actual practice, measure- p—d charge transfer than Hubbard systems vedthd split-
ments made for the metallic phase of,LaSr,CuQ, for  ting. In such a situation, the pumping of interband conduc-
x=<0.1 give N,(wc) =2x,13 while for the conductivity of tivity into intraband conductivity is determined by the degree
the entire cell of YBaCuOg,y (X<0.95) the behavior of hybridization betweeip- andd-states and by the width of
Nap(wc)=Na(we) + Np(wc) =1.8 is observed) ? Conse-  the optical gap with charge transfer. Let us consider two
guently, integral interband conductivity ab planes of these limiting cases that can be observed in such a system.
materials increases at a rate 1.8—2 times higher than the ex- We first assume that all the holes in the metallic phase
pected rate. It can be expected that the relaftyfwc) — are purep-holes forming g-network of currentt,,# 0, and
=(1/3)x is valid for the structure of Cugin YBa,CusOg, « hybridization does not take placg,f=0). In this case, the

in the ortho—II phasex<0.65) on account of the fact that a transport of interband conductivity is forbiddémnd hence
CuQ, plane accommodates one third of the holes in a unithe integral intraband conductivity and the spectral function
cell (the holes in the ortho—Il phase are distributed almosgre determined only by the value Q@°:

uniformly among the three structures of thk plane. In the "

ortho—1 phase under moderate doping conditions with = J szea{w)dw:QDx, (6)
doubled number of chains (0.6%=<0.95), a CuQ plane 0

assimilates (1/4) holes, while the chain structure contains \\ herex=x.. ia the number of oxygen holes. The presence of
(1/2)x holes!® Consequently, the expected behavior of thehybridizatign t,>0) allows the transport of interband
spectral function at the crossover frequency for this phase isonqyctivity? This leads to the other limiting case in which
N%(e(;)s‘i):(lm)x' However, the results of measurements ofio transferred integral conductivityh(,—h,)QCT deter-
23 =0(CuG) demonstrate the dependendds(wc)  mined completely the integral conductivi@®'x of real
=0.65¢ on the average for the two phasese., with the holes, i.e., the relatior+h,=h, is observed under doping

coefficient 2 and 2.5 times larger than the values expectegs the metal. In this case, the results of measurements must
for the ortho—II and ortho-I phases, respectively. Thus, Wenow that

can say that HTSC cuprates under doping acquire excess
holes determining the excess component of the spectral func-
tion for mobile charge carriers.

The emergence of an excess weight of the spectral func-
tion is regarded as the result of transport due to doping of
free (predominantly copperstates from the upper to the

—7 X.
QD
lower band® Following these ideas, we assume that the up-

per band of the dielectric phase contains a certain numbgi€€X=Xpq defines the number of weakly hybridized holes
h,o Of virtual holes (predominantly of thed-type) which which are predominantly of thd-type. In the general case,
“store” integral interband conductivity,,QCT, whereQCT the system can be in the mixed state, in which each group of

is the minimum value of integral interband conductivity. Charge carriers has its own mobility, i.e.,

1 (o
— J szeaiw)dw:QCTX,
FJo

CT

N(wc)= )

During doping, this stored integral conductivity is transferred CT
due to a transition of virtual holes to the system for real ~ N(wc)=Xp+ KoLl Xd s (8)
holes.

A transition of a virtual hole occurs along the copper—and the relation between, andxy changes upon a variation
oxygen link of lengtha,, which is similar to a transition of of the total numberx of hole carriers and the degree of
an electron from oxygen to copper, resulting in the generahybridization. It should be noted in this connection that the
tion of a hole in the valence band. Hence such a transitiometallization with the widest band corresponds to the maxi-
corresponds to the minimum value of integral interband conmum number of light oxygep-holes since pure-holes are
ductivity ise?/ha,, whereh/e? is the resistance quantum. In completely localized. The fact@@“"/QP in (7) and(8) de-
this case, the minimum value of the integral interband contermines the excess weight of the spectral function. Thus, the
ductivity isQ° "= (e’/hag)fiwy, Wherefiwg is the gap ex-  parameteQ®"/QP introduced by us and equal to the ratio of
citations energy. The value 61Q°"=30000Q ' cmteVis two integral conductivity “quanta” is an important charac-
for YBa,CsOg (29=1.9 A, iwg=1.5 eV), whileAQ®T  teristic of spectral redistribution. The paramet@f'/QP
=3330Q tcmleV is for La_,SCuQ, (ap=1.92 A, =1.75 for YBgCuOs.«, While for La,_,SrCuQ, it is
fiwg=1.65 eV). A transition of virtual holes from the upper equal to 2.1.
to the lower band can occur only under certain conditions. In  In order to find out which of the limiting casé€6) or (7)

a Hubbard system with pudebands, the emergence of holes is closer to a given HTSC system, we must analyze the fre-
in the lower band itself triggers the transfer of integral con-quency dependences of the functidfw). In the most gen-
ductivity for any value of the parametél/t, whereU is the  eral case, the following two scenarios of the behavior of
Hubbard repulsion energy andhe interband interaction in- N(w) for an HTSC under doping, which are shown sche-
tegral. In particular, an excess weight of spectral functiormatically in Fig. 1a and 1b, are possible. Let us first consider
emerges even folJ/t=«~ and has doubled coefficienN( Fig. 1la demonstrating the behavior &f(w) typical of
=2x).* The upper and lower bands in real HTSC systemd.a,_,Sr,CuQ, (x<0.1). Starting from the threshold
are formed due to mixing op-orbitals of oxygen with frequencywy, curve 1 in this figure describes th&l(w)
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Consequently, the behavior of the spectral function must
obey the limiting relation(7) in the case when the intraband
dynamic component is determined by tdecomponent of
the spectrum. TheéN(w) curves measured in experiments
with La, _,Sr,CuQ, behave exactly as shown in Fig. 1a. The
independence ofl(w,) of x is preserved in the doping re-
gion from the beginning of metallization up to the indices
x=0.1.13 According to the results obtained by Tajimihe
interband and interband components increase simultaneously
for x>0.1, i.e., condition11) is violated in this case.

In experiments with doping, e.g., for YB@usOg, , With
x=0.6, another behavior dfl(w) illustrated in Fig. 1b can
be observed. Ax increases, the value M(w,) does not
b remain unchanged, and eadliw) curve has its own point of

intersection with curvd of the dielectric phase. Such a pat-
| tern indicates that the intraband component is formed only
partly at the expense of the interband component during dop-
| ing. Consequently, the system rather corresponds to the
mixed state(8).
| The subsequent detailed analysis of experimental data on
|
[0}

Z
e
ov

N(®) , arb. units

N(@g)p— — — —

N(w) , arb. units

|
I
‘ the frequency behavior dfi(w) will prove that the state of
1 the system depends on the doping index, and ;0Bg0; .
Oc O _ ©o1902 as well as La_,Sr,CuQ, evolve upon an increase mffrom
©, arb. units the state(7) determined by the interband contribution to the
FIG. 1. Schematic diagram illustrating two typical types of behavior of theS'fate_(B) _Wlth a Complete loss of the effect of correlated re-
spectral functiorN(w) measured in HTSC materials. distribution of spectra.
Let us return to the limiting relatiofi7) and try to obtain

an explicit form of the spectral function for this case on the

basis of the model of existence of virtual holes. If the upper
dependence for an insulator. The frequengycorresponds pand contains one monoenergetic “gap’-type hole, its con-
to the upper boundary of interband transitions, and hence “”@uctivity along the Cu—O bond iEr:QCT/wg_ A virtual
value of N(w) gives the number of electrons participating pele may has a spectral composition, but we shall assume
in these transitions. Since one electron must go over to thg,at its spectral composition is of the Drude type, but is
upper band under the action of light(wo) =1. In experi-  ghified by a certain frequend® since this hole determines

ments with La_,SrCuQ,, the value ofN(wo=3.28V)  the emergence of the intraband component in the metal:
=0.5, indicating thatm, in expression(4) should be re-

placed by 2n,. In other words, an electron with the doubled _ Q°'r .
free mass must participate in interband transitigfirs.the 7o(@)= I+ (Q+w)? My =0uo(@)h, . (12
insulator YBaCuw;Og 14, the value ofN(wy=3.2 eV)=1.)

In the case of sample metallization, the dependeines)
behave like curve® and3. The peculiarity in the behavior of
the spectral functiotN(w) upon an increase iR is that all
the curves intersect at the same paint w irrespective of
the doping level. Such a metallization indicates that the su

Hereh, is the number of virtual holes in the upper band and
I" their attenuation. Since holes are of the “over-the-gap”
type, the values of’ and () must be comparable with .
We choosd’ =)= wy/2 since the chemical potential in the
rT(iJieIectric phase lies at the middle of the optical gap. Ulti-
mately, the choice of the model spectrum in the foiiR)

o 1 wg and of the quantitie’ and(} is justified by good agreement
o fo 3R w)dw+ o L 2R w)dw between the results obtained by usifi) and the experi-
¢ mental data for the integral spectrum and for the frequency
=N(wg)=const, (9)  dependence of intraband conductivity. It is sufficient to note
_ _ here that the relation(0)=Q®"/ w4 holds, as before, for a
is conserved for any doping level, and hole in the lowermost state. If a solitary hole has the spectral
SPM 4 SCT— const. (10 compositiono,o(w), the integral conductivity o,q(w)dw

is transferred to the valence band. We require that a hole

in accordance witlil) and(2). Consequently, the increase in carries the minimum value of integral conductiviQ®’
the integral intraband conductivity of a metal upon an in-along the Cu—0O bond in the frequency range frem 0 to
crease in the doping level in the case presented in Fig. 1a ig=wc. For this purpose, we must make the substitution
determined by the decrease in the integral interband conduer,o=0,0/8, Whereg is the normalization factor, so that
tivity (component with charge transfer

wc
' o(@)do=QCT.
A,SPM=— A SCT. (12) Jo ouol@)do=Q
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The value of 3=0.45 (iwc=1.5 eV, fiwg=1.65 eV) for
La, ,SrCuQ, and 3=0.42 (hw,=1.25 eV,fiwyg=1.5 eV)

for YBa,CusOg .« - If X holes go over to the valence band,
the complete pumping of the interband conductivity indicates
that

1 2} X (o
E Jo M p)dw= 3 Jo o,0(w)dw

xQCT )
= arctan

B 0+ g

and

cr w 1 1 1
ol (13 0 0.1 02 03 04

5 arctan
w
AQ g ' arctan[ @ /{®+ o )]
At the crossover frequenay= w¢, these relations are trans-

formed into(7). ho, eV
In the dielectric phase, a certain number of hateg 0.1 0.5 1125

“store” the integral interband conductivitir,oQ°T, which 0.2 T '

must be equal to the integral conductivity with charge trans-

fer measured for the insulator: La1.94 Sro'OSCuO4

N(w)=Xx

1 o
£ [ "smettw)do= 0PNy ~h,6Q°T.
“g

N{w)

For example, it was mentioned above tiN{wg)=0.5 for

La,_,Sr,CuQ, with m* =m,. Consequently, the dielectric

phase in the model under investigation corresponds to the B %

numberh,,=0.25 of virtual holes. In the case of doping, the b

relationh,+x=0.25 holds in the Cu@plane of the system -~ \ , , .

La,_,Sr,CuQ, by virtue of relation(10). 0 0.1 0.2 0.3 04 05
arctan[ ® /(@ + o, )|

COMPARISON WITH EXPERIMENTAL RESULTS FIG. 2. Behavior of the functiom(w)=(Q°"/BQP)arctafiw/(w+ w,)] (a)

La,_,Sr,CuO, system and the spectral functioN(w) (13) (b) for La-based single crystal in the
doping rangex<0.1. Symbols correspond to the experimental data obtained
The spectral function Ny,(w) measured for inRef. 1 and the results of their processing.

La,_,Sr,CuQ, single crystals characterizes the Gualane.
The data on integration of the optical conductivity spectrum

ab =0(CuQy) fit quite well into the dependence A meticulous analysis of the experimental dependence
Nap(wc)=2x in the range from the beginning of metalliza- of N_, (w.) onx (see Fig. 3 in Ref. Bshows that the behav-
tion to values ofx=0.1-0.12 at which the maximum super- jo of N,u(wc) changes significantly upon an increase in the
conducting transition temperature is virtually attained. Thedoping level to the regionx>0.1. In the interval
critical values ofT, for La,_,Sr,CuQ, single crystals are y—0.1-0.2, where the superconducting transition tempera-
slightly lower than for a polycrystal and amount4®5 K-* e is virtually constant according to the phase diagram, the
The experimental behavior of the function is in very goodgependence is of the conventional noncorrelated nature:

agreement with the limiting relatiofi7): N(w¢)=Q¢"/QP Np(wc)=x. Finally, for x>0.2, when the value of, de-
=2.Ix. If was emphasized above and will be additionally creasesN,,(wc) is virtually independent ox.

confirmed below that the emergence of intraband component A comparative analysis of the spectral relatids) with

in La, ,SKCuQ, is due to the transfer of interband compo- experimental data on the frequency dependeNgg ») is

) : : T : . ! :
nent. In units of integral interband conductivityQ carried out as follows. RelatiofL3) can be written in the
=33300 !cm eV, the system behaves as follows undergeneral form ad(w) = x¢(w). For some frequencies’ in

doping: the range 0.06—1.5 eV, thd,(w’) curves were plotted
1 wc D from the experimental data di,,(w) as a function ok in
20T fo 3oblw)do= QT Nap(wc) =X. the regionx=<0.1 (see Fig. 3 from Ref. )1 The values of the

function ¢(w') were determined from the slope of the ob-
For the doping levelx=0.1, this means that about tained straight lines. Figure 2a shows the obtained values of
3000~ cm™ eV (approximately 102~ cm ' eV per de- ¢ as a function of arctan{(w+w,). It can be seen that all
gree of the superconducting transition temperatusmee the points characterizing the doping range#00.1 fit into a
“pumped” to the hole band of Cu® single straight line whose slope is equal to 4.4. According to
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(13), the slope of the straight line(w) in this coordinates ho, eV
must beQ®¢"/BQP=4.65. The agreement should be consid- 0.2 0.1 0.5 1
ered as good. Figure 2b shows directly the behavior of ) o
Nap(w) as a function of arctan((w+wg) for x=0.06. The La,  Sr CuO‘ .~
straight line in the figure has a slope0.27 which coincides [
with the value 0.28 obtained frofi3) for this value ofx. -
Figures 2a and 2b prove that the transfer of the integral in-
terband conductivity completely determines the integral in-
traband conductivity of mobile charge carriers in the entire
frequency rangav<wc. The asymptotic tendency of the Vad
straight lines in Figs. 2a and 2b to zero coordinate indicates = § 4
the absence of an appreciable contribution to integral con- e
ductivity of a component other than the wide-band compo- / a
nent determined by the transfer of “over-the-gap” excita- : | L i
tions to the hole band of charge carriers in the doping range 0 0.1 0.2 0.3 0.4
x<0.1. It can be seen from Figs. 2a and 2b that this wide- arctan[ @ /(@ + &g )]
band component occupies the spectral region from visible to
=0, where the absolute value of conductivity determines 0.1 he, eV
the static resistance of ttah plane. The system is in a state 0.2 T T
close to the limiting cas€7), in which mobile holes are
predominantly of thed-type. In a narrow band ofi-type La, 4Sr, LU0, .
carriers, polaron effects can easily develop. An analysis of
experimental results of thermoelectric and optical measure-
ments leads to the conclusiSrif®concerning the existence of 3 0.1
polarons in La_,Sr,CuQ, for x<0.1, the interaction be- = ’
tween which is enhanced upon an increase in the number of
charge carriers and becomes especially strongfed.1.1°

A quite different situation is observed in the doping
range x=0.1-0.2, in which the “pumping” of interband -

0.1 e

N({w)

b

conductivity ceases, and a narrow conductivity peak with the 0 0' 5 1'0 15

center at zero frequency, which should be classified as a arctan (@ /T ')

Drude peak, rises sharply in the measured sp&fig{ o). 0

Figure 3a demonstrates the behavioM\{fw) as a function k. 3. Behavior of the spectral functioi(w) according ta(13) (a) and in

of arctan/(w+ wgy) for x=0.2, which is calculated by using the classical Drude modéL5) (b) for La-based single crystal in the over-
the results obtained by Uchidzet all A clearly manifested doped region. Symbols correspond to the experimental data obtained in

deviation from the functional dependends), which is es- Ref. 1.

pecially strong in the low-frequency range, is observed. The

conductivity for classical Drude charge carriers has the form

correlated metal. The Cyplane under these conditions is
close to the other limiting stai@), in which wide-band oxy-
genp-holes play the role of charge carriers. Subsequent met-
allization of the Cu@ plane, which enhances the Drude con-

rwbution, leads only to complete loss of superconductivity
or x>0.2.

1 (l)%ro
O'D(w):EwZTFS, (14

where the attenuatioh; and the plasma frequenay, can
be regarded as independent of frequency. We can easily fi
the spectral function of the classical Drude spectfd#):

It is interesting to compare the behavior of the spectral
2X ) function under doping of La ,Sr,CuQ, and Lg _,Sr,NiO,.
N(w)=— arctanr—o. (15  The addition of nickel to a La-based crystal lowers its met-

allization level, which is manifested, for example, in a de-
In Fig. 3b, the experimental data dw,,(w) obtained for crease in the reflection coefficient in the MIR region below
x=0.2' are presented as a function of arctafily) with  the plasma frequencywp=1 eV.22 The pure nickel system
#T,=0.3 eV, which is typical for strong doping regién®>?*  La,_,Sr,NiO, is an insulator, and the behavior of the spec-
A good agreement with the frequency dependdfi&gin the  tral function under doping follows the laN(=1 eV)=x,3
simple Drude model is observed up to the frequeriey  indicating the absence of integral transfer of interband con-
=1eV. The slope of the straight line in the figure is 0.12,ductivity to the valence band. As a result, the charge carriers
which virtually coincides with the value 0.127 following appearing in the valence band due to doping remain local-
from (15). Thus, the “pumping” of interband conductivity ized, and the intraband conductivity spectrum contains only a
into intraband ceases when the wide-band non-Drude spestatic MIR-band with a peak near 1 eV. The absence of a
trum of charge carriers is transformed to a considerable excorrelated redistribution of the spectrum in,LgaSr,NiO,
tent into the Drude spectrum, and the system becomes a nooan be attributed to a very weak mixing of th& @uw*
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states of the valence band with thé @u'" states of the ho, ev

upper band. This is manifested in a high value of optical gap Oi' 0;5 1. 1325
width in HTSC samples containing Ni, which attains the 06 plane Cu0,

value of Eg=4 eV in LaNiO,.® The suppression of the in- | YBa,Cu 0., x=0.95

terband conductivity transfer upon an increasek also
follows from theoretical calculatiorfs.

Metallization in La _,Sr,CuQ, is accompaniedcaused
by the “pumping” of interband conductivity, and the intra-
bandd-component becomes dynamic: an increase in the dop-
ing level in the MIR region broadens the conductivity band 3 a
which is shifted from the initial position=0.5 eV for C y 1 ! L
x=0.02 towards low frequencies. Por-0.1, this wide-band 0 01 02 03 04 05
d-component is transformed into a Drude peak predomi- arctan [ & /(@ + &g)]
nantly forp-holes. The evolution of the spectrum considered A v
above reflects the enhancement of hybridizatiorpefand 01 g)'s,e 1 1.25
d-holes in the ground state, but the reason behind such a 0.6 T T T ¥
scenario of metallization is the mixing of “over-the-gap” | plane CuO, o °x;(;95
excitations of the upper band with the ground state. L YBa,Cu,0p, ., ° '

04r °

041}

N{®)

0.2

YBa,CuOg. , System x=0.6

N(m)

The 1-2-3system is a complicated object for an analy-
sis of spectral redistribution due to the presence of a chain 0.2¢ $
structure and the phase transition orthe—tirtho—I near
x=0.65. The spectral function for the two phases has the
dependencé\lab(w)=i.8( on the average over the entire 0 7 0’-2 0‘3' 0403
unit cell, whileN,(w) =0.65 for the CuQ lane. In Ref. 15, arctan[ @ / (0'+ ©_ )]
polarization measurements &f]**{w) and X;**{w) were v
made for perfect single crystals with=0, 0.2, 0.39, 0.57, ho, eV
0.71, and 0.91, but the data were not processed to obtain 0.6 0;1 0}5 1, 1.25
N(w). Using Fig. 3 and the results obtained by Zibold plane CuO
et al,® we carried out an independent analysis of the data  YBa.Cu. 0 X
which led to the following conclusions. For the ortho-II 27737695
phase forx<0.57, the spectral function follows the law
Nap(wy c)=(2-2.2%. A jump in the spectral function by
AN_,,=0.2 due to the doubling of the number of chains upon
a transition to the ortho—I phase is clearly seer-a0.65(a 02
jump of the same magnitude is observed for the spectral
function of the chain plane CyQ The results of R
experiment$'® on doping of the ortho—I phase fit into 0 ¢
the dependenceN,,~1.5x. Consequently, the value of 0 0.4 0.8 1.2
N.y(wc) for x=1 is equal to 1.75—-1.8, which is in accord arctan (0 /T )
with the above-mentioned value of 1.8 from Ref. 2. Ingq , gepavior of the spectral functigw(e) (13) of the Cug plane(a),
the units of integral interband conductivityAQ®T  chain plane CuQ(b), and in the classical Drude modgl5) for the chain
=30000 ! cm ! eV, which means that for=1, when one  plane CuQ (c) in Y-based single crystals with different doping indices.
hole appears in the unit cell, we have Symbols correspond to experimental results obtained in Ref. 2.

N(w)

1 [“Cymea Qv

? 0 Eab iw)dwzﬁNab(wc)zlr

contribution of interband conductivity, show thN(w)
curves for the Cu@plane in Fig. 4a, plotted in accordance

with relation (13), as functions of arctdm/(w+wg)] for x

since the value of the paramete©'/QP=1.75 for
YBa,Cu;Os. . Consequently approximately 301!
cm eV are “pumped” into the intraband conductivity of

YBa,Cuy0, for theab plane per degree of the superconduct—zo'6 and=0.95. The cur\{es are plotted by using the values
ing transition temperature~(10 O~ icm eV/K for each of of N,(w) measured for twinless crystdi# good agreement

the three structures on treb plane, which is equal to the with the functional dependendd3) is observed in a wide
corresponding value for the Cy@lane for La_,Sr,Cu0,).  energy range from 0.07 to 1.25 eV. The slopes of the straight
It was mentioned above that the transfer of interbandines are 0.85 and 1.1 for=0.6 and 0.95, respectively. The
conductivity in the YBaCu;Og .., System determines the in- values of the slopes are in satisfactory agreement with the
traband conductivity only partly. In order to separate thevalues (1/3—1/4)Q°"/BQP of expression(13), where the
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factor (1/3—1/4) takes into account partial population of atence of chains with a high metal-type conductivity
single CuQ plane by holes in the ortho—Il and ortho—I =2000Q ! cm™!, which are ordered properly to form a
phases. For example, the expected value of the slope is 0.8®0-dimensional structuré. It was also showf? that the su-

for x=0.6 and ~1 for x=0.95. At the same time, the perconducting condensate exists not only in the Cplane,
straight lines in Fig. 4a, in contrast to the situation with but also in the Cu@structure, i.e., the superconductivity is
La,_,Sr,CuQ,, do not tend asymptotically to zero, thus not induced in chains. It can be seen from Fig. 4b that an
demonstrating the existence of another integral contributiomncrease in the doping level from=0.6 to 0.95 in the chains
near zero frequency, which is not associated with the transféndeed leads to the emergence of dynamic-type conductivity
of interband conductivity. Consequently, the Gu@ane in  spectra, which is typical of metals with superconducting
YBa,Cu;Og., is in the mixed staté8) with two groups of  properties: the spectrum is transformed from theompo-
coexisting charge carriers of tipe andd-type. However, the nent to the p-type Drude component as indicated by a
contribution of the low-frequency component to the total in-straight line? We can expect that the intraband conductivity
tegral conductivity is small and is determined by a narrowof CuQ, in the ortho-Il phase with lower doping indices
Drude peak forp-holes? It follows from Fig. 4a that the Xx<0.6 is determined by thd-component to a still greater
ratio N(0)/N(wc)=1/6 is small even in the region of strong extent. For this reason, the Cy@nd CuQ planes at the
doping (x=0.95) and decreases with the doping level.initial stage of metallization of the Y-based system, like
Thus, for the Cu@ plane in La_,Sr,CuQ, (x<01) and CuG, planes in a La-based system, are apparently in the state
YBa,Cuy04. « (x=<0.95) in the doping range in which the (7) with dominating influence of interband excitations on
superconducting transition temperature increases, the intédtegral intraband conductivity.

gral intraband conductivity is mainly determined by the non-

Drude component of the spectrum. In turn, this wide-bandcoONCLUSIONS

d-component owes its origin entirely to the intraband com-

ponent of “over-the-gap” excitations. dt t model di vsis of th
The example with La_,Sr,CuQ, shows that the slowing and two-component mocels, are used n analysis ot the evo-
Jution of optical conductivity spectra for the metallic phase

down of increase in the superconducting transition tempera . . »
b 9 P f HTSC in the range of intraband transitions. In the one-

ture and the loss of superconductivity are associated with . . T .
the formation of the Drude peak fqu-carriers, in which component model, the entire optical conductivity is defined

the spectral weight of conductivity is concentrated. Theby _the anomalous Drude spectrum of freg charge carr_iers, in
entire transformation of the conductivity spectrum forwh|ch the plasma frequency and attenuation are functions of

1. At the present time, two approaches, based on one-

La, ,Sr,CuQ, takes place only in the Cu(plane. On the frequency.
contrary, the integral spectrum of Cu@® YBa,CuzOg. 4 IS w3 (o) (w)
mainly determined by thel-component(see Fig. 4aeven o*(w)= A2+ T2(w)]’ (16)

for x=0.95 at the threshold of the overdoping mode with the
loss of conductivity X>0.95). The result that the chain In HTSC systems, we must introduce a complex memory
structure CuQof YBa,Cu;Og_, , rather than the Cugplane function for interaction processes in view of long relaxation
is responsible for the formation of a high-intensity Drudetimes for charge or spin perturbations, which are comparable
peak and the loss of correlated redistribution of spectra ap¥ith the time of free motion of electrons. This leads to
pears as quite unexpected. the frequency dependence of effective masep(w)
Figure 4b shows the results illustrating the behavior of~1/m*(w)] and attenuation. For example, the attenuation
the spectral functiorN,,_,(w) of the chain structure as a for a “marginal Fermi liquid”?® follows a linear frequency
function of arctafw/(w+wy)] for x=0.6 and =0.95 (T, _dependencE~aw with the coeffici.enh_=0.6—.1.2 depend-
=91 K). The points in this figure were obtained from the iNg on the type of HTSC material, its doping level and
values ofN(w) — N, () from Ref. 2. It can be seen that the temperaturé® A strong frequency dependence of effective
CuQ, structure is in the mixed stat8) for x=0.6. For Mass can be traced only up4€0.5 eV, andn* —m, in the
x=0.95, a noticeable deviation from the frequency depentegion of crossover frequenéy?
dence(13) is observed in the entire frequency range. The  The two-component model defines the optical conductiv-
values ofN,_,(w) for x=0.95 are shown in Fig. 4c as a ity of HTSC on the basis of a resultant combination of the
function of arctang/To) in the simple Drude modélL5) with ~ classical Drude (14) and anomalous Drude spectra
the attenuatiork',=0.3 eV. Up to 1 eV, the experimental (16),>**"?°or the resultant combination of the Drude spec-
points fit into the straight line whose slope is 0.4. In thetrum (14) and the Lorentz spectrum due to transitions of
ortho—I phase, 50% of holes are in the chain structure,GuO bound electrorfé*®
and hence the expected value of the slope of the straight line 0?ST yir
(15 for x=0.95 is 0.3. The qualitative and quantitative UMIR:47T[(w2—w2)2+w2F2 T
agreement speaks in favor of the statement fhanetal- 0 MIR
lization of chains rules out the transport of interband conducHereawy=0.2—1 eV is the resonant frequency of the Lor-
tivity and leads to superconductivity loss in the entire unitentz circuit(17), S=1, eV the oscillator force of the transi-
cell of YBa,CuzOg ;. It should be noted in this connection tion, andl’y,gr=0.5—1 eV the attenuation with values typical
that IR studies of the optical conductivity of perfect of HTSC?* The introduction of expressiofl7) in the analy-
YBa,Cu;0Og., « Single crystals withk=0.95 proved the exis- sis makes it possible to take into account localization effects

17
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inherent in charge carriers at frequencies in the MIR spectrdkads to the emergence of an ordinary noncorrelated metal
range. Naturally, various combinations of the above apwith a loss of superconductivity. The dynamic equilibrium
proaches are possible. The conductivity spectrum for interin La, ,Sr,CuQ, sets in the Cu@® plane, while in
band transitions with charge transfer is defined by the LorYBa,Cu;Og,  the superconductivity loss is associated with
entz circuit (17) with the parameteré wy=2 eV andS,I’ Drude metallization of the chain structure CuO
=1-2eV. In the general case, several parameters determin- The strong interrelation between interband excitations
ing (14), (16), and(17) have to be reconstructed and corre- and hole carriers of essentially local nature is confirmed by
lated with one another in order to determine evolutionaryoptical experiments with heterogeneous ¥B&s0g .  films
changes of the spectrum with doping, temperature, etc. fromarrying a direct currerif! In the current mode, when charge
the measured values &™*{w). This often leads to am- carriers are hurled to regions of spatial localization, the in-
biguous results which also depend on the chosen model. tensity of interband absorption increagesgtical absorption

In the present research, the genesis of optical conductibehaves similarly upon a decrease in the doping Jevel
ity spectra in the case of doped HTSC is analyzed by usingVhen the current is terminated, and charge carriers are de-
integral characteristicg ™*{w)dw. The integral spectrum localized, the interband absorption decreases, which corre-
of optical conductivity for the metallic phaﬁDM in the sponds to an increase in the doping index with enhancement
range of intraband transitions was verified in the form of twoof p-metallization.
components $°M= S+ S;) pertaining to two groups of co- 3. Thus, correlated redistribution of the optical conduc-
existing charge carriers of predominanfly and d-type. In tivity spectra is observed in the range of the normal metallic
the electron structure of HTSC materials, these carriers caphase of Cu@and CuQ provided that the system contains
be referred to the wide and narrow bands whose existence lgcalized (narrow-bangl d-carriers. The integral interband
confirmed in ARPES experimeRtsand is considered in de- conductivity is pumped just to the system of heavy
tail in Ref. 13. The integral spectrus, describes the behav- d-carriers, but the interband transition channel is actuated
ior of classical Drude carriers, while the integral spectgm due to a finite degree gf—d hybridization with wide-band
characterizes more localizedcarriers and is completely de- 0xygenp-carriers. The integral conductivity af-carriers in
termined by “pumping” of integral interband conductivity this case is determined by interband electron excitations with
S°T to the hole band as a result of doping\%,= energies not smaller than the opti¢dielectrio gap width in
—ASCT). Consequently, we can state that optical excitationghe electron structure of HTSC. With increasing hybridiza-
with charge transfer in the given model participate in thetion (and the number ofi-carriers, the absolute value of
formation of metallic properties of HTSC: the integral spec-integral interband conductivity “pumped” to the hole band
trum of the d-component is determined by the two most increasesby approximately 1@ ~* cm™' eV per degree of
important parameters of interband conductivity, viz., the op-Superconducting transition temperaguréhe superconduct-
tical (dielectrio gap# wy and the characteristic lengéy of ing transition temperature increases accordingly. At the same
the Cu—0 bond in thab plane of HTSC materials. In the time, enhancement of hybridization decreases the extent of
description of the frequency dependences of integral condudocalization and increases the number of wide-band light
tivity, the introduction of the “gap” attenuatiofi = w/2 for p-carriers(the narrowd-band at the Fermi level is blurred
interband excitations was of primary importance. It shouldand merges with the wid@-band, which is accompanied
be noted in this connection that, according to preliminarywith the filling of the dielectric gap Sincep-carriers are not
analysis, the two-component modghe Drude spectrum associated with interband excitations, hybridization at a cer-
(14) plus the “gap” spectrum(12)] makes it possible to tain stage becomes a factor hampering a further increase in
describe such experimental data Bf**{w) and 3 [**{w) the superconducting transition temperature. As soon as one
with an error smaller than 5% in the entire frequency range®f oxygen—copper planes Cy®@r CuQ in a unit cell of
w<oc. HTSC goes over to a predominanflymetallic state with the

2. A comparison of theoretical relations for integral standard Drude spectrum of charge carriers, a noncorrelated
conductivity with experimental results obtained for metal with lost superconductivity is formed.
La, ,Sr,CuQ, and YBaCuwOg ., in @ wide frequency range
up to 1.5 eV and for doping levels from the beginning of
metallization to the loss of superconductivity confirms the
existence of two groups of charge carriers with different de-
grees of localization and coupling with interband transitions.
The integral characteristics of optical conductivity of these”E-mail: samovarov@ilt.kharkov.ua
group of charge carriers are in dynamic equilibrium. At theFor YB&CuOg., crystals with twin boundarieVas(wc) ~0.9.* Multi-
doping stage, when the superconducting transition temperaP!¥ing the left- and right-hand sides 64) by two, we find that the effec-

. . LS . tive electron mass for these crystals must be increased approximately by a
ture increases, the intraband conductivity is mainly deter- tactor of two: my— 2mg,Nyp(we)— 1.8
mined by thed-component emerging due to correlated trans2a comparison of experimental data on the frequency behavior of intraband
fer of “over-the-gap” interband excitations to the narrow conductivity and the results obtained in the two-component mdtiel
hole band. An increase in the integral contribution from D':gg Cof‘l“;‘o”e”%“gsand the “gap™ component12)) shows thatiTo
. . . L = cm - for x=0.95.

free DrUdep_Cam.ers’ which are not assocu_ated with _over- 3According to Calvani and Lugt the dynamic nature of intraband compo-
the-gap” excitations, slows down the increase in the nent s also observed for doped superconducting Tl-, Bi-, and Nd-based
superconducting transition temperature and ultimately HTSC samples.

The author is grateful to I. Ya. Fugol for fruitful discus-
sions of the problems considered in the present research.
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It is shown that arrays of edge dislocations with parallel Burgers vectors in the slip plane can
lead to significant local changes in the transition temperaliref the deformed crystals

of high-temperature superconductors. These changes are due to the redistribution of free charge
carriers in the elastic strain fields of the ionic crystal lattice and a strong nonmonotonic
dependence of ; on the concentration of charge carriers if the characteristic length of dislocation
arrays is much larger than the coherence length and screening radius99&®American

Institute of Physicg.S1063-777X98)00311-9

INTRODUCTION For example, experiments on uniaxial compresdiexten-
sion) in optimally doped single crystals of YB@u;O;_s

The superconducting transition temperattligeof high- lead to the following results:

temperature superconduct@kTSC) based on cuprate meta-

loxide compound$MOC) assumes nonzero values only ina 4T, T,

very narrow range of concentrationf free charge carriers P, 1.9K/GP4; 9P, ~2.ZKIGP4;

(holes and conduction electrgnand varies nhonmonotoni-

cally with n (according to a nearly parabolic law? JT, 0 @
Te(N)=Tem—A(N=Ng)?, (D) P

wheren,, is the value o for which the transition tempera- whereP,, P, and P, denote the uniaxial pressure aloag
ture attains its maximum valuk.,,,. In this communication, b, andc axes, respectively. According to Meingaatal.,®
we shall show that if the elastic stress fields in the vicinity ofthis corresponds to valugS,=—220 K, C,=315 K, and
the structural defects of the ionic crystal lattice of layeredC.=0.
cuprates of MOC vary on macroscopic scales much larger Opposite signs ofC, and C, in monodomain YBCO
than the coherence lengtfy and screening radiusg, the  crystals are associated with a strong anisotropy of their elas-
electroneutrality condition leads to spatial redistribution oftic and electronic properties in theeb plane owing to the
charge carrier concentratior(r) as well as considerable lo- presence of orderedll CuO chains along thk-axis, which
cal variations ofT.(r) in accordance with Eq1). play the role of the “reservoir” during doping of@2 CuG,
cuprate layers by holes.

In crystals of BjSr,CaCy0O,, which are practically iso-

DEPENDENCE OF T, ON THE STRAIN TENSOR &, tropic in the ab plane, uniaxial deformations lead to the

Assuming a linear dependence betwegn) ande;(r) values

in the theory of elasticity, we can preseft in an aniso- aT, T,
tropic deformed crystal in the form of the following qua- 75 ~1.GK/GPd; angz'qK/GPa];
dratic function of the strain tenser, :° 2

Te=Teo— Cikeik— Qijki €ij €kl - 2 Z—E%—Z.&K/GP@, (4
HereT is the value ofT in an undeformed crystaQ;;y; a ¢
tensor of rank four which is symmetric to transpositions ofwhich corresponds to close values@f andC,,. However,
indicesi=j and k=1 (i,j,k,I=x,y,z), and the diagonal the dependence df. on (isotropig hydrostatic pressure is
componentsC,,=C,, Cy,=C, and C,,=C, of the rank- weak &;dT./dP;=~0) due to different signs of the deriva-
two tensorC;, along the principal crystallographic axes de- tivesdT./dP; along different axes in both cas€éBCO and
termine the variation off; as a result of a weak uniaxial BSCCQ. On the other hand, the effect of hydrostatic pres-
deformation of the crystal. The quantiti€s,, C,, andC.  sure onT, in crystals of HgBaCaCu;O, is quite strong,
are connected with the derivative ©f with respect to pres- (JT./dP;=1 K/GPa and hence the value Bf increases to
sure in the direction of the corresponding axis of the crystal160 K and beyond foP=10 GPa’?

1063-777X/98/24(11)/4/$15.00 793 © 1998 American Institute of Physics
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Turning to the quadratic dependen@® of T; on g,

A. V. Gurevich and E. A. Pashitskil

It can be seen that for>d/2, all components:;, are

we note that the tens®;;; has 9 independent components exponentially small ~exp(—27x/d)] owing to mutual com-

in crystals with orthorhombic symmetfy Confining the

pensation (“annihilation”) of periodic sign-alternating

analysis to planar deformations in the layer plane, we are lefstresses in adjacent dislocations.

with just four independent components of the tenQgg ,
and formula(2) assumes the form

— 2
Te=Teo=Cagyxx— Cbsyy_ Qasix
2 2
—Qpeyy— Qrexxeyy— Qaexy- (5)

In an isotropic crystalin the ab plang, whenC,=C,
=C, Q,=Q,=(1/2)Q4 and Q,=0, the dependence df.

on the dilatatiore = &,,+ &, can be represented in the form

T.=Te—Ce—(Cse)%/4AT,,, (6)

where AT,,=T.n— T, and the coefficients are chosen in

such a way that the maximum vallg,, is attained fore,
=—2AT,/C.

ELASTIC DEFORMATION AND T, AROUND EXTENDED
DISLOCATION ARRAYS

The components of the deformation tensg(r) around
a linear edge dislocation parallel to the axiz have the
form?©

BY[(3—20)x*+(1-20)y?]

8XX(X!y): - 477(1_0')(X2+y2)2 ’ (7)
_ BY[(1-20)y?—(1+20)X°]
Syy(X’Y)— - 4’77(1—0')(X2+y2)2 ) (8)
Bx(x*-y?)
en(XY)= e = g e, (©)

where B is the length of the Burgers vect®, and o is

The situation changes radically for a domain wall for
which the Burgers vectors lie in the slip planBll§) and
whose deformation tensor components are definedchs
Ref. 10

8|+(X,Y)ES>|<X(X=V)+8yy(XvY):_ﬁ%i (14)
I _ I _ 2ep
87(X,Y)=SXX(X,Y)—Syy(X,y)——m
. plcostip)cogq)—1]|
X SRR~ oc by —cos ) } 19
| _ & sin(q) ____psinh(p)
ExXY) = Gostip)—cosa) |1 costip)—cosq))” -0

It can be seen that the componests are finite and
constant forx| —c:

e TT T 2d(1=0) S9N
lim s‘Lz——B sgnx , 17
‘X‘—Nﬁ Zd(l—O')

owing to the summation of deformations of the same sign
caused by individual dislocations, but have opposite signs on
both sides of the dislocation walfor x>0 andx<0). At

the same time, the nondiagonal componeﬁ9—>0 for
|x|—c. However, such an infinite dislocation wall has infi-
nitely large elastic energy per unit lengiong the disloca-

Poisson’s coefficient. For an infinite periodic chain of dislo-tions) and is therefore unstabl@isadvantageous from the

cations(dislocation wall along the axislly with the same

energy point of view. Hence real crystals can contain meta-

separatiord between adjacent dislocations and the Burgersstable dislocation wallgarrays of finite length, fixed at both

vectorBLly, replacement of the coordinageby (y—nd) in
Egs. (6)—(8) and summation oven from —o to +« gives
(cf. stress tensor in Ref. 10

g4 SIN(Q)

" costp)—cogq)’ 10

gL (X,Y)=ex(X,Y) + ey (X,y) =

2 sinh(p)sin(q)
- (XY) = (X,Y) ~ £y (X,y) = = [jct;:r( p)— 508((4)(]]2 /
(11

epp[costip)cogq)—1]

Siy(xy)’)z_six(xv)’): [COSf(p)—COS(q)]Z ’ (12)
where
_B(1—20) _ B B _
a7 od(1-0)' °P 2d(1-0)’
27X 2wy
p=—g 9=—g 13

ends by some obstaclgrain boundaries, interfaces, etc.
The dislocations are pushed back at the obstasheppers
and hence their density increases in the vicinity of the ob-
stacles.

It was shown in Refs. 9, 11, 12 that, in the continual
approximation, the distribution of the dislocation density
S(y) in a linear dislocation array of lengthL2subjected to
an external pressuie (along thex-axis) is described by the
expression

Siy)= — 19
Y T L2—y2'

whereN=N, —N_ is the difference in the number of dislo-
cations with positive B>0) and negative<0) directions
of the Burgers vectoBlly), andG=27P(1—o)/uB, w be-
ing the shear modulus.

The components of the nonuniform strain tensor in the
vicinity of such a dislocation array can be calculated by us-
ing the relation
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L
Z‘ij(X,Y)Zf dy’'S(y"ejj (x,y—y'), (19
L

where g;; are defined by formulag7)—(9) from which it
follows that the integra(19) can be reduced to integrals of
the type

(1+gy)[A(y—y")?+BX]

VL2 =y 2D+ (y—y )¢
in whichg=G/N, andk=1,2. Using the change of variables
y' =L cos(), we can easily show that the integrajsandl,

are presented in terms of the real and imaginary parts and
their first derivatives of the complex function

(20

TC(va)—TCO) K

L
h(X,y) = f_Ldy’

FIG. 1. Spatial distribution of the variatiohT,=T.(x,y) — T, of the su-
F(7)= ™ dt _ 7 sgnz 21 perconducting transition temperature in the CuO layer plane for a linear
(2)= o z+cogt) - m ! ( ) edge dislocation array along tlxeaxis with Burgers vectors localized in the
slip planex=0 between two stoppers at a distande @lculated by using
wherez=»+i{, n=x/L and{=y/L. As a result of simple formula(29) for AT,=5K; To=6 K, andg=0.

computations, we obtain

ExxtEyy=—&1(1-20)IM{F(2)(1-g2)}; (22 (T,~Ty) in the vicinity of a dislocation array wittN+0
J for P=0, while Fig. 2 shows the same distribution in the
By~ Byy=— &1 Im[(Z—zE)[F(z)(l—gz)]]; (23  vicinity of a dislocation array withN=0(N,=N_) for
P+#0. The latter case corresponds to the creation of disloca-
£, 9 tion pairs with antiparallel Burgers vectoBs under the ap-
ExyZZ Re{ ( 2-z E) [F(z)(l—gz)]] : (24)  plication of a local pressur@rank—Reid dislocation source
It can be seen that local variations Bf have opposite signs
whereg;=NB/27L(1—- o). In the simplest case of an iso- and different magnitudes on opposite sides of the dislocation
tropic crystal (in the ab plane, for which &,,=%,, and array. The suppression @f. is a more pronounced effect
€4,=0, we obtain the following expression for a nonuniform (see Fig. 1 Such regions with lower values df.(r) and

elastic dilatation: A(r) may serve as good tragpinning centersfor Abriko-
sov vortices ifL>\, (where)\_ is the London penetration
B(x,y)= NB(1-20) (7.0 —93(7,.0], (25) depth for the magnetic fieldRegions with higher values of
2V27L(1-0) T.(r) and A(r) may be more conducive to the passage of
where superconducting transport current since they are character-

ized by a higher value of the critical depairing current. These

7 — regions may be observed experimentally by using magneto-

1(n,0)= 7[R, VR(7,0)+ 1+ 5= % (26) optical methods of trapped magnetic flux and are manifested
in the diamagnetic response of HTSC abdvg.

{7

J(ﬂ!)me VR(7,0)+ =7 =1-{1(9.0); (27) This research is dedicated to the 70th birth anniversary

R(7,0) =1+ 7*— ?)?+ 49?2 (28)

Assuming that.>rg, so that the concentration of carri-
ers matches with the deformation of the ion lattice, and sub-
stituting Eq.(25) for ¢ into formula(6), we obtain an expres-

sion for the nonuniform distribution of the superconducting !
transition temperature in the vicinity of a dislocation array: 5
i
Te(7,0)=Teot Tol1(2,0) = 92,01 To[1(2,0) -
—93(7,0)P1AA T, (29 z
=2
where
CNB(1-20)
o= (30
2V27L(1—o)

ForL>¢&,, the distribution of the superconducting order pa-FIG' 2. Spatl_al distribution of the variation of the superconduc_tlng transition
temperature in the CuO layer plane for a symmetric array with equal num-

rameFerA(r) has the same k.ind Qf Pmﬁ.le- . bers of dislocations with opposite directions of the Burgers vector for
Figure 1 shows the spatial distribution of the differenceAT,,=5K; T,=1K, andgT,=6 K.
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Temperature dependence of high-field magnetization of dilute spinels with cluster-type
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The isothermsr(H) and the high-field magnetization polythermg(T) of polycrystals of the
dilute spin-glass system {.iFe, 5 ,Ga O, are studied in the temperature range 4.2—380 K

in fields up to 25 kOe. The nonmagnetic Gaons in the crystals have concentrations 1.4 and
1.6 in the vicinity of the multicritical poinky=1.5 on thex-T phase diagram, near which

all types of magnetic states have cluster-type spatially inhomogeneous structures. It is found that
the dependencas,(T) obey Bloch’sT%? law in the paramagnet temperature rafgeT;

=18 K, x=1.6 andT>T-=160 K, x=1.4 for H=10 kOe. This is attributed to spin wave
excitations in individual noninteracting clusters. TH&? law is violated afT <T; for x

=1.6, but is obeyed af <T. for x=1.4. The clearly manifested phase transition at the Curie
point in the form of a kink on the linear dependengg(T%? suggests that the spin

wave excitations are cooperative: their spectrum is formetk<al : by the entire crystal, i.e., by
the clusters and the matrix which is responsible for the long-range exchange coupling
between clusters. At low temperatures, T law is violated afT~50 K, where the sample
with x=1.4 previously displayed a first-order phase-transition. 1498 American

Institute of Physicg.S1063-777X98)00411-3

1. INTRODUCTION field model with an infinite radius under the assumption that
the magnetic states are homogenebdsn real magnetges-

Numerous experimental studies of spin-glass systemgecially in dilute magnets with a short-range exchange
(magnets with competing exchange interactibrishave  however, all types of magnetic states have spatially inhomo-
shown that theix—T phase diagrams correspond to a certaingeneous cluster type structuresxatx,, which are reflected
general type shown schematically in Fig. 1 for dilute ferro-in neutron diffraction studies and manifested in the form of
or ferrimagnetgwe shall use the abbreviation FM for bath  peculiarities in their magnetic properti&s® It is quite pos-
For concentrations<=x, of nonmagnetic ionsx, is the sible that spatial inhomogeneity of cluster type may also af-
multicritical point on thex—T phase diagram the long-  fect the spectrum of magnetic excitatiohfsThe theoretical
range FM order is not observed at any temperatlire conclusion about the existence of spin waves with a linear
=0 K, but a transition PM-SG from paramagnetic to spin- dispersion relatichin spin glasses does not match with the
glass state is observed at temperaffygcurve T¢(x) onthe  dependence C(T)~T'!® observed experimentally for
phase diagram Disordered states, having the same phenomT<T;. Moreover, the data obtained during attempts to ob-
enological parameters at<T; as the SG state, exist in a serve spin waves directly in FSG and SG states by the in-
certain concentration range, and the reentrant region of thelastic neutron scattering technique are quite contra-
x—T diagram is observed for<x,. In this region, the tran- dictory!1-16
sition PM—FM is first observed at the Curie poift upon For example, Hennioet al? reported that spin waves
a decrease in temperature. This is followed by anFF8G  exist in the Ni—Mn system af<T;, while Shapiroet all!
transition afT=T; . In the ferro- and ferrimagnetic spin glass and Malettaet al*® failed to observe any spin waves in this
(FSO state, a long-range FM order with a nonzero spontasystem. For the canonical short-range spin-glass system
neous magnetizationolg#0) coexists with typical spin- (Eu—S)S, spin waves were observed bothTat T; (reen-
glass properties:® In a magnetic fielH, a transition to the trant and SG regions of the phase diagramd atT>T; in
spin-glass states of either type occurs along the ctiy¢d), the PM staté? The inelastic scattering spectrum does not
the value ofT; decreasing in the same way upon an increaseindergo any changes during the PNG transition. Wong
in H along the Almeida—Thouless and Gabay—Thoulouset all* carried out their investigations on samples with con-
critical curves>® centrationsx close to the multicritical point on the-T

In general, the experimental phase diagrdfig. 1) are  phase diagram. In view of this, it is not possible to draw an
in accord with the theoretical curves calculated in the meanunambiguous conclusion about the “origin” of the spin

1063-777X/98/24(11)/6/$15.00 797 © 1998 American Institute of Physics
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fields 5—-25 kOe for polycrystalline samples of the spin-glass
system Ly Fe 5 ,GaO,, i.e., dilute cubic spinels with col-
linear ferrimagnetic ordering far=0.
The integral characteristies,(T) were studied in order
to determine the existence of spin waves in systems of iso-
lated and exchange-coupled ferrimagnéiM) clusters. For
the model objects that can be used for studying the problem
under consideration and which are optimal from the point of
view of the experimental approach adopted by us, we chose
samples with concentrations of nonmagnetic ion$'Gym-
metric with respect to the multicritical poinkg=1.52
x=1.4 (x<Xg) andx=1.6 (x>Xg). A “reentrant” sample
with x=1.4 undergoes two transitions upon cooling, viz., a
PM—FM transition at the Curie temperatuiie-=160 K,
and a FM-FSG transition at the freezing poiiit=25 K
(H=0). The spin-glass sample witk=1.6 undergoes a
100 single transition upon a decrease in temperature, viz., a
X, % mole PM—SG transition at the temperatufig=18 K (H=0).%
FIG. 1. Schematix—T phase diagram for dilute spin-glass systemss(the While ChOOS_Ing these Concemratlor_] cross-.sect_l@tmwn
dilution). See text for notation. by dashed lines on the—T phase diagram in Fig.)lwe
assumed that both these cases are characterized by a spatial
inhomogeneity that is not only manifested sharply, but is
waves being recorded, i.e., about whether they are cooperalso of the same kindas regards the characteristics of the
tive excitations in the traditional sense, or reflect local pro-cluster subsystemsThe latter circumstance makes it pos-
cesses in ferromagnetically ordered clusters. sible to analyze several situations simultaneously. For con-
Thus, the problem of existence of collective excitationScentrationx=1.4: an ensemble of noninteracting ferrimag-
of the type of spin waves in disordered spin-glass states igetic (FM) clusters aff>T; the emergence of long-range

associated with another problem, viz., the formation of thq‘errimagnetic coupling between clustersTacT¢, and the
spectrum of excitations in spatially inhomogeneous states. Rrmation of frustrated bonds in the matrix a<T, (H
spin-glass systems, this problem is generally different fromzo) andT—T; (from the righy. For concentratiox=1.6:
the one in the percolation theory, in which finite clusters do . '

. LA, : : an ensemble of noninteracting ferromagné&) clusters
not interact with infinite clustergpercolation net or with

one anothef. The formation of spatially inhomogeneous existing right up toT=T; (H=0), which covers the ferri-

states in dilute magnets is a consequence of the compoé?’-“’ignet'C state in a sample wit~=1.4 on the temperature

tional disorder(nonuniform distribution in the lattice of mag- Scale(see above and the emergence of exchange coupling
netic and nonmagnetic atoipsand their structure can be Detween clusters through a frustrated matrixTatTy. It
presented as the aggregate of two subsyst@hsters and should be observed that, although the term high-field mag-
matrice$ with exchange coupling®>61"18 The enhanced netization of spin glass is used frequently in the literaftfre,
concentration of nonmagnetic atoms weakens the exchandee FSG and SG states are destroyed in high fields, which is
in the matrix, and the competition between exchange interreflected in the vanishing of characteristic phenomenological
actions facilitates the emergence of frustrated bonds. Thfeatures of these statés
matrix determines the nature of the magnetic stdfed, It is well knownt®2! that ferrimagnets have a low-
FSG, SG or PMin a crystal as a whole, while FM order is energy branch of spin waves with a quadratic dispersion re-
preserved in the clusters:'"*®Experimental studies of the |ation. Hence the experimental approach was based on the
formation of excitation spectrum in an exchange-couplechssymption that such excitations may exist in large FM clus-
cluster—matrix system for various states of the latlé, (15 (with the linear sizer, of the order of several hundred
FSG, and S_G statgs In the. crystallas a Whahe undoubt- _angstroms?® in a wide temperature range, including the
edly qwt_e interesting. Un“ke earlier pubhcgUons on this aramagnetism region. Since excitation of spin waves with a
subject!!'® we use the integral approach in the presentp R . ) .
work, i.e., the investigation of temperature dependenges guadratlc @spgrsmn relatlpn leads upor] h;ftmgztgz? decrease
of high-field magnetization. in magnetlzatlon according .to Bloch§ -law, . 't.he
“test” for the existence of spin waves is the possibility of
describing the experimental dependenoggT) by the T3
2. FORMULATION OF THE PROBLEM AND OBJECTS OF law. Premises for such an approach are also provided by the
INVESTIGATION results of earlier experiments in which it was shown that a
In this communication, we present the results of investi-magnetic field suppresses excitations that exist together with
gation of temperature dependeneggT) of high-field mag-  spin waves in the spectrum of ferrimagnets with local viola-
netization in the temperature range 4.2—380 K and magnetitons of collinear ordef?

T.K
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FIG. 2. Schematic diagram of the temperature dependence of the mean size
of a ferrimagnetic cluster in Li—Ga spinels from the results of neutron dif-
fraction studies®

3. DISCUSSION OF EXPERIMENTAL RESULTS

The magnetization isotherms+(H) and polytherms
oy(T) were studied in the temperature interval 4.2—380 K in
magnetic fieldsH=<25 kOe using ballistic magnetometers
with a sensitivity 10° G-cm®-g~%. The polycrystalline
samples and the types of experimental set-up used in these
investigations were the same as the ones described in OH[G. 3. Magnetization isotherms;(H) for Li, &Fe, 5 ,GaO, samples with

30

earlier publications:® concentrationsk=1.4 (a) and 1.6(b) at temperatured, K: (a) 4,2 (1), 20

(2), 30; 40(3,4), 60 (5), 70 (6), 80(7), 100(8), 120(9), 130(10), 153(11),
3.1. Nature of spatial inhomogeneity of magnetic states in 160 (12), 193(13), 225(14), 280 (15), 294 (16), 387 (17); (b) 4,2 (1), 20
samples with x=1.4 and 1.6 (2), 60 (3), 80 (4), 100(5) 130 (6), 150(7).

It was mentioned in Sec. 2 that the possibility of solving
the formulated problem with the help of the experimental
approach used by us depends to a considerable extent on the | =po=Nu?H/3KT, uH<KT, (1)
choice of the objects of investigation, namely, the closeness
of the spatial inhomogeneities of the magnetic states. Théwherep is the sample densityy the number of particles per
initial assumption concerning the strong spatial inhomogeneunit volume, x the magnetic moment in Bohr magnetons
ity of magnetic states in the samples under consideration wagg, , andk the Boltzmann constanto show that the magne-
based on the data obtained from neutron diffraction analysigzation must be much smaller than the experimental values.
of a sample withx=1.35, which is close to the concentration For example, ¢=0.08 Gem®-.g"* at T=100 K and
in the above-mentioned sampisThe results presented by H=20 kOe wH~3K), if u=5ug, i.e., equal to the mag-
us in Ref. 18 are used in Fig. 2 to illustrate schematically thenetic moment of F&. Such a disparity between the experi-
variation of average linear dimensions of an FM cluster formental and theoretical values of(H) obviously indicates
X—Xg (from the lefy. The results of magnetic studies, viz., that spatially inhomogeneous superparamagnetic type states
the magnetization isotherms shown in Fig. 3 can also be usegte realized in both cases.
to draw certain qualitative and quantitative conclusions about  The average magnetic moment and volume of superpara-
the nature of spatial inhomogeneity. A comparison of themagnetic clusters can be estimated in the weak-field libnit
or(H) dependences in the paramagnetic regior=1.4, as well as in strong fields, where
curves13-17 in Fig. 3a andx=1.6, curve2-7 in Fig. 3b
reveals an almost complete qualitative and quantitative iden-
tity of these dependences. In contrast to the case of a homo- I= n“( 1= uH
geneous PM, high magnetization values are observed in both
cases in comparatively weak fields for>T: (160 K) or  HereV is the mean volume and the concentration of clus-
T>T; (18 K). Indeed, assuming that all spins are free, weters. Plotting the experimental dependences in Ith&/H
can use the simple estimates based on the Langevin functi@moordinatedthe dependencest(H) must be linear in this
approximation in the form casd, we can determine the values qf/V) and k/V) from

=L uH>KT. )

KT\ u kT
V VH’
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the intercept on thé-axis and the slope of the straight line
relative to the T/H-axis, respectively. Using such an
approach, we obtained from Fig. 3 the mean value of
u~1Cug and the linear dimensions of the clusteg
~450 A. These results are in good agreement with the neu-
tron diffraction analysis dat¥. It follows directly from here
that ferrimagnetic order is preserved within the clusters and
that the cluster size is quite large.

The spatial inhomogeneity of magnetic states obviously
affects the shape of magnetization isothermsTatT. or
T<T; since their general form remains identical to that ob-
served in the PM region. However, the formation of long-
range FM order in a sample with=1.4 atT<T leads to a
noticeable variation of theo(H) curves in fields
H <2 kOe where the susceptibility increases sharply in com-
parison with the PM region. Such a behavior can naturally be
associated with the emergence of domain structure and hence
the processes of technical magnetization which terminate in

g-1

(=2}

G, G-cm

N. N. Efimova

3/2

1% 10° K

magnetic fieldd ~2 kOe. The values o attained during
technical magnetization are about half the values obtained i
strong fields H=25 kOe). The shape of the isotherms at
H>2 kOe is analogous to the “paramagnetic” curves
or(H) at T>T¢, while the increment in magnetization is

FIG. 4. Temperature dependence of high-field magnetizatign for
Qamples with concentrations=1.4 (a) and 1.6(b) in magnetic fieldH (in
kOe): 5 (1), 10 (2), and 25(3). The inset shows the same dependence in
coordinatesr, T. The notation is the same as before.

comparable with the magnetization of the cluster subsystem
in the PM region. On the whole, it leads to the assumption

that the cluster subsystem makes the main contribution to thgrrangement ob1(H) isotherms reflects the peculiarities of

magnetization in the FM region in field$>2 kOe. Thus, so
far as the magnetization processes are concerned, the cl
subsystem retains its identity to a certain extent in the F
state also.

Before concluding the discussion of resulége Fig. 3,
it should be observed that for both samples the shape

magnetization isotherms does not change noticeably in th

low-temperature region foF —0, but their arrangement be-

us

Re form of a low-temperature peak which is characteristic of

spin-glass systems.
The linear temperature dependence of the high-field

’\}he temperature dependence of the magnetizatigfll) in

Jpagnetization ino, T%2 coordinates(Fig. 4 shows that

Bloch’s T%2 Jaw is observed over a wide range of tempera-
tures. For the “spin-glass” sample witk=1.6, this range

comes anomalous as compared to the conventional ferro- @,orresgtz)nds to the paramagnetic regionT; (H=0), and
ferrimagnets. It can be seen from Fig. 3 that the isotherms afH~ T onl‘%//zm fields I—!BlO kOg. For a sample with
T=4.2 K are lower than at higher temperatures. Their norX=1.4, theT** law for spin waves is obeyed dt<T. (H

mal arrangement is restored onlyTaT; for the spin-glass
sample withx=1.6 and at much higher temperatureb (
~50 K for x=1.4. It should be remarked at the very outset

=5kOe), as well as af>T. (H=10 kOe in the tempera-
ture intervalTo<T=<1.8 T (280 K). At low temperatures,
the departure from th&%? law for both samples is formally

that such a behavior is typical of the spin-glass systems anassociated with the existence of a peak ond¢h€T) depen-
is responsible for the emergence of regularities associatedence followed by a decrease in magnetizationTfes 0 K.
with the existence of the disordered states of SG and FSGhe decrease in magnetization is associated with a competi-

types forH=0.12% At the same time, the “former” FSG
(x=1.4) and SG x=1.6) states have considerably different

tion between exchange interactions which leads to the for-
mation of not only SG-type disordered staté$=0), but

values of magnetization at low temperatures. Although theyiso noncollinear ferromagnetic structutééFor example, a

concentrations of nonmagnetic ions for 1.4 and 1.6 differ
just by 6.7%, the magnetizatiom(H) of the sample with
x=1.4 atT=4.2 K is nearly double the value ef;(H) of
the sample withx=1.6 in a fieldH =25 kOe and more than
double the value in fieldsl <25 kOe.

3.2. Temperature dependences of the high-field
magnetization oy

The dependence(T) for both the samples investi-
gated by us is shown in Fig. 4 i, T®? coordinates. The

first-order phase transition to the noncollinear ordered ferri-
magnetic state in zero field for a sample with 1.4 occurs
at T~45 K.?* Obviously, the FSG and SG states in a mag-
netic field are also replaced by noncollinear ferrimagnetic
states whose ordering depends on the applied magnetic field.
Obviously, the criterion used by us for ascertaining the pres-
ence of spin waves is no longer applicable in this case.

It can be seen clearly from the data presented in Fig. 4
that the phase transition occurring B¢ for a sample with

inset to this figure shows the magnetization polytherms dix=21.4 is manifested as a kink on the dependemg€T>?)

rectly in o, T coordinates. It should be remarked by the way
that, according to Fig. 4, the above-mentioned anomalou

whose position corresponds To=160 K, i.e. the value of
3. determined in weak fieldsThe slope of the straight lines
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au(T%?) relative to theT®%axis increases upon a transition responding to reentrant and spin-glass regions onxthé

to the ferrimagnetic state. Before concluding the discussiophase diagram show that the dependenggT) follows

of the results(Fig. 4), it must be mentioned in addition to Bloch’s T%?2 law over a wide temperature interval including
what has been stated above that the dependeng€s>?) the paramagnetic region. At temperatulesT; (x=1.6) or

are nearly parallel for all cases considered abowe 1.6 for T>T (x=1.4), this is due to the excitation of spin waves
T>T¢, x=1.4forT>Tc andT<T¢). This shows that the with a quadratic dispersion relation, localized in ferrimag-
suppression of spin waves by a magnetic field described bgetic clusters whose size extends to several hundred ang-
an additional ternb TH2 in the Bloch’s lav® is quite small ~ stroms according to the data of neutron diffraction and mag-
in the fields 6<H =25 kOe considered here. netic studies.

To our knowledge, investigations similar to those under- A clearly manifested phase transition at the Curie point,
taken by us have not been reported for the paramagnet&ppearing in the form of a kink on the linear dependence
temperature range. However, the available experimental daia,(T%?) at T=T.=160 K (x=1.4) indicates that spin
together with the results of neutron diffraction studfes waves become collective excitations of the entire crystal at
prove convincingly that spin-wave type excitatiofeven T<T, due to the emergence of long-range exchange cou-
with a quadratic dispersion relation according to our regultspling between clusters.
exist in individual clusters that are not connected through  The decrease in the value of the effective spin—wave
exchange coupling. Indeed, it was mentioned above that faigidity constant aflf <T is in accord with the model of the
T>T; or T>Tc, the dependence(T) is due to cluster spatially inhomogeneous magnetic states structure which can
subsystems. The field intervll=10 kOe, in which thél®?  be presented as an aggregate of two exchange-coupled sub-
law is satisfied for both samples in the case of high-fieldsystems, viz., clusters and the matrix formed by spins with a
magnetization, corresponds to saturation of a superparamagreak exchange.
net. In this case, the high-field magnetization is defined by  Although an analysis of the low-temperature region is
formula (2) in which the magnetic moment of the cluster is beyond the scope of this research, it can be stated in conclu-
u~oasdT) (hereogc is the spontaneous magnetization in sion that, if long-range FM order is preservedlat T; (i.e.,
the clustey. It follows hence that the experimentally mea- in the FSG state the cluster subsystem cannot be indepen-
sured magnetization oy(T)~0os(T). Consequently, dent just like at temperaturds<T.. Hence we believe that
os(T)=T%? in each cluster, and spin waves with a qua-the spin waves, which are detected in reentrant systems by
dratic dispersion relation are excited within the cluster. Thisneutron diffraction technique, are cooperative excitations of
is completely in accord with the fact that clusters have a siz¢he system in the general sense.
of several hundred angstronisee aboveand their Curie
points have quite large values.

The manifestation of a PM-FM transition at the Curie
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The magnetoresistive(T,H) and thermoelectri¢the Seebeck coefficien§(T,H) properties of

Lay Ay sMnO5_ 4 thin films ((J is a cation vacangygrown by the magnetron deposition
technique are investigated. The magnetic polaron origin of the conductivity of such systems is
established in the temperature range 7 K< 350 K in magnetic fields & H<10 kOe.

The experimental dependence$T,H) and S(T,H=0) are approximated by a universal
phenomenological expression. Thermopower measurements indicate a considerable

change of the mobility as well as the density of states of charge carriers in the region of
magnetic phase transition. @998 American Institute of Physid$$1063-777X98)00511-9

INTRODUCTION electrical conductivity mechanism ensuring giant values of
MRE remain unclear. It has not been established whether the
Recent intense studies of perovskite-type lanthanunghange of the metal-type conductivity to hopping conductiv-
manganites revealed a number of key factors determining thigy near the Curie point is a true metal—-semiconductor phase
magnetoresistive properties of these compounds. Above alfransition and, finally, whether the transition is caused by a
these factors include the mean ionic radius of cations in thghange in the mobility of charge carriers or/and a change in
A-position as well as the concentration and mobility Ofthejr number density. The attempts to explain the large mag-
charge carriers, which are determined by the ratiohityde of the MRE by using the double exchange model
Mn®":Mn™" of ions in the lattice(see, for example, Refs. oncounter considerable difficultiésee, for example, Ref)8
1-4). At the same time, it was found that two types of man-a¢ the same time, the same double exchange model supple-
ganites for which the magnetoresistive efféRE) can as-  anteq with effects of disordering and localization of elec-
sume completely different forms should be distinguish&d. tron states leads to reasonable qualitative reStifsit is
Manganites of type | exhibit a transition from the ferromag-WeII known that a magnetic semiconductor under certain

?s'tl/lcs)m?t?lllc(FMl\r{I) 'E[(.) thiﬁaﬁgggnetf_serglcondggtwl% conditions can go over to a spatially inhomogeneous state in
staleé upon heating. The peaK s observed in g, hich samples contain nonferromagnetic regions with the

vicinity of the Curie pointT, although its position may not - L . . .

L . ) . ... _activation conductivity along with ferromagnetic regions
coincide with this temperature. Type Il manganites exhibit &,ith a metal-tvoe conductivity. The colossal maanetoresis-
transition from the antiferromagnetic insulatéd=Ml ) to the yp Y. g

tance of manganites in this model can be regarded as a

FMM state at a quite low temperature. An increase in tem- reolation metal—semiconductor ph transiolt
perature leads to a transition to the PMS state. A salienfercoiatio type metal-semiconductor phase tra )

feature of type Il manganites is the charge-ordered state iEJowef\]’ er, the m(t))del c;fdlnhogno?(eneoct;s state 'B the plr_ezent
the AFMI phase. Typical representatives of such manganite!™™ 1as & number of drawbacks and cannot be applied to

are Nd_,Sr,MnO; and Pg_,Sr,MnO; with values of x mangamtes dlre(.:tly. ) -
close to 0.8-7 Various versions of the polaron scenario of conductivity,

The mechanism of magnetoresistive properties of type [IVhich are being developed most intensely at the present
manganites in the AFMI—-FMM transition region has appar-t'_me' ta_lke into account the strong |ntera_1ct|on of c_harge car-
ently been determined. This is a first-order transition from gi€rs with the subsystem of localized spins and with the lat-
charge-ordered state to a charge-disordered @dtansition  tice (in some models'®~??t should be noted that the par-
of the type of Wigner crystal meltingThe physical factor ticipation of the lattice in magnetic phase transitions follows
responsible for the emergence of the charge-ordered phasefiem the “isotopic effect” discovered recently: a displace-
the Coulomb attraction of charge carriéré.As regards the ment of the Curie pointby ~10 K) upon a change of the
change in the transport properties in the FMM—PMS transiisotope'®O by the isotopé®0 in (La; —4Ca);—,Mn;_,03.*°
tion region, the situation is unclear as in the case of type At the same time, the FMM—PMS transition can occur as a
manganites. true phase transition or as a transition of the type of conduc-

Although the sharp change in the resistance of mangartivity crossover for the polaron type of conductivity also.
ites near the FMM—-PMS transition is usually regarded as ahe possibility of the second version has become an object
phase transition, no arguments have been formulated supf serious discussion only recentf§/*82°-22The most simple
porting this point of view unambiguously. As before, the and physically clear model was proposed by Zh#hg.

1063-777X/98/24(11)/5/$15.00 803 © 1998 American Institute of Physics
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According to Zhand® magnetic polarons are charge car- type of film conductivity, but also in the density of states of
riers above and below the temperat(rg corresponding to charge carriers near the Fermi surface in this region. It was
the resistance peak. The formation of resistance above aridund that the sign in the coefficient of the field dependence
belowT,, is governed by two independent mechanisms: elasef thermopower in the magnetically ordered phase is re-
tic and inelastic processes of interaction between polarongersed. The physical meaning of phenomenological param-
and the magnetic subsystem. The conductivity determined bgters of the system is discussed.
elastic mechanisms can be described by the band model,
while in the case of .inelastic processes, “dressed” electrong;casurING TECHNIQUE AND MATERIALS
move by hopping with the emission and absorption of mag-
nons. These two mechanisms exhibit completely different ~The material for targets was obtained from the oxides
temperature dependences: in the band description, the resls220s and MnG, taken in the appropriate proportior(§he
tance increases with temperature, while in the case of inelasletails of sample preparation technique are described in Ref.
tic processes the resistance decreases upon heating. It w&) X-ray diffraction studies revealed that the synthesized
found that if the properties of a system satisfy certain re{owder contains only one phase and exhibits rhombohedral
quirements(the existence of such properties for lanthanumdistortions of the perovskite structure. The films of
manganites naturally requires a verificaliothe crossover L8 7JoaMnOs_; having a thickness-3500 A were grown
from one conductivity mechanism to the other is not onlyPy reactive magnetron deposition on the VUP-5M device.
abrupt, but also sensitive to the external magnetic field. ObThe targets for deposition were obtained in the form of
viously, the experimental data confirming the crossover fronf0X 1 mm disks by hydrostatic compacting of the synthe-
the metal-type to hopping conductivity upon a change insized powder into pgllets and add|t|oqal fritting for Six hours
temperature in a magnetic field and without it would be ofdt 1050 °C. The fims were deposited ¢B01-oriented
fundamental importance for the choice of mode; and the con>'LaAlO, Substrates whose temperature was maintained at
struction of the theory of magnetotransport properties of00 °C. The pressure of the gas medium having a composi-
manganites. tion Ar:O,=4:1 was 10 mtorr, and the residual pressure in

To our knowledge, the only attempt of processing thethe chamber was 80" torr. The results of x-ray diffrac-
experimental data by using the phenomenological appfBachtion analysis proved the one-phase composition of film
was made by Rubinsteiet al2° The authors obtained a sat- S@mples and their perovskite structure. The epitaxial struc-
isfactory description of magnetoresistive and thermoelectri¢ure of the films in th¢001) plane was established.
properties of thin manganite films doped with Co and Ni  Itis well known(see, for example, Ref. 24hat the films
for reasonable values of phenomenological parameters &tained by magnetron deposition are deficient in oxygen. In
the system. Earlier experimental resti are also Order to optimize the ratio M :Mn**, the films were an-
worth mentioning. O’Donnellet al?* studied high-quality nealed additionally in oxygen flow for 30 min; the annealing
Lag Ca gMNnO; films grown by the atomic layer-by-layer temperature was 700 °C. _ _
molecular-beam epitaxy technique. The authors emphasized The resistance and magnetoresistance of the films were
that they observed a crossover rather than a change in tHBeasured as a function of temperature and magnetic field by
physical mechanisms of conductivity in the vicinity 8  USing the four-p_robe method. The magnetic f|eld was a_pplu_ed
and described the behavior of resistivjigT,H) above and Parallel to the film surface, _the magnetoresistance being in-
below Tc by a universal expressiom(T,H)=p(0)exp dependent of the mutual orientation of the field and current.

[—C(M/My)], where Mg, is the saturation magnetization. T_he thermopower was measured in vacuum as the pot_ential
Hundley et al? analyzed thin LgAgsMnOs, 5 films with difference between two coqtacts at the film surface with a
A=Ba, Ca and Sr grown by pulsed laser deposition. It wagontrolled temperature gradient.
found that the film resistance is successfully described by the
same phenomenological expression p(T,H)~  RESULTS OF MEASUREMENTS AND DISCUSSION
exd —C(M/Mgy) 1 not only in the vicinity of the magnetic )
phase transition, but also in the entire explored temperatur'\e/lag%tores'St"’me
range 10 KsT=<272 K. It is well known (see, for example, Refs. 25 and)2Bat

In this paper, we report on the results of experimentathe structures with lanthanum deficiency of the type
studies of magnetoresistive and thermoelectric properties dfa; ,[1,MnO;_ssynthesized at comparatively low tempera-
thin Lay 4y sMnO5_; films (OJ is a cation vacangygrown  tures (1000—1100 °C) are self-doped systems. The presence
by reactive magnetron deposition technique. The model desf vacancies leads to the emergence of*Mions and to a
veloped by Zhanf is used for analyzing the phenomeno- colossal magnetoresistance.
logical expressions describing the experimental dependences Light circles in Fig. 1 show the results of measurements
p(T,H) andS(T,H) in the entire explored range of tempera- of temperature dependence$T,H) of the resistivity of
tures and magnetic fields. The obtained results indicate thatay 1y sMnO5_ ;s films in magnetic fields up to 10 kOe. The
the behavior ofp(T,H) can be described correctly in the p(T,H) curves have a broad peak at a certain temperature
model of conductivity crossover from the metal-type to ther-T,,. The value ofT,, increases with magnetic field and lies
mally activated hopping conductivity in the region of mag- in the region 210-230 K in the field range under investiga-
netic phase transition. On the other hand, the measuremertten. The measurements of magnetization of the fiimade
of thermoelectric properties indicate a change not only in thet the Institute of Physics, Polish Academy of Sciences, War-
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250 60 The reconstructed values of the parameters are
E,=(119+0,6) meV, wy=(953+10) K, Sc=30-40,
a=530*=30 andb=(750+13) K. The obtained values of
E,~100-200 meV are typical of perovskite manganites
(see, for example, Refs. 17, 20, 21, and.Zlhe most sig-
nificant difference from the results obtained in Ref. 20 was
observed for the parameter,; in Ref. 20, this parameter is
close to the energy of indirect exchange interaction in man-
ganites~150-220 K, while our value oy, rather corre-
sponds to the Hund energy. In our opinion, the latter fact
Lo 1 s indicates that the corresponding quasiparticles should be
200 250 300 rather interpreted as optical ferromagnetic magrf8wsno-
T,K ticeable difference is also observed for the param&er
FIG. 1. Temperature dependences of resistipity ,H) for various values which l.s larger thanem Ref. 20 by a factor of several unlt.s.
of magnetic fieldH, T: 0 (curvel), 0.65(curve?2), a,nd 1(curve3). Circles According to Zhand’ Sc should be regarded ajs (_:IUSter spin
correspond to experimental results and solid curves are the results of pr&f nanoscale. It should be noted that magnetic inhomogene-
cessing by formuldl). Inset(a) shows the temperature dependence of mag-ity of nanoscale was noted in a number of recent
netoresistive effeF{tp(O)—p(H)]/p(O) in the fieIdH=_1T. Inset(b) illus- publicati0n§7'29'30 as an intrinsic properties of perovskite-
trates the behavior op(T,H) at T=202 K; the solid curve shows the . o
results of processing by formul). type lanthanum manganites exhibiting a colossal MRE.
It can be seen from Fig. 1 that electric transport proper-
ties of La /1y sMNO5_ 5 films can be described satisfactorily
saw proved that the temperatufig, is close to the tempera- in the model of conductivity crossover in the regions of mag-
ture of transition from the ferromagnetic to the paramagnetigetic phase transition. However, the coincidence of the re-
state. The inset a to Fig. 1 shows the temperature dependenggits of theory and experiments can be false since a number
of MRE [p(0)—p(H)1/p(0), whose magnitude was 56% in of the parameters of the system are not defined at the modern
the fieldH=1T. The inset b in Flg 1 illustrates the field Stage of evolution of the theorﬁsee abov)e and can be
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dependence gb(T,H) at a fixed temperature. treated as fitting parameters. It should also be noted that the
~The experimental data op(T,H) were processed by modef® reduces the change in the transport properties only
using the following empirical relatioff to a change in the mobility of charge carriers. At the same
p(77 K,0/p(T,H)=exd — aN(wy+gusScH)] time, we can expect that not only the mobility of charge
5 carriers, by their number density also changes in the vicinity
b 5 of T¢. Taking into account this circumstance, we made ther-
+ ex . (1) _ : :
E KT kT moelectric measurements for the films. It is well known that

HereN(s)=[exp@/kT)—1] "t is the distribution function for the temperature behavior of thermopow&eebeck coeffi-
magnons with energy, E, the activation energy of a mag- cieny is very sensitive to the_ electron structure of conducf[ors
netic polaronk the Boltzmann constant=2; ug the Bohr ~ N€ar the Fermi surface- qnd is an effective indicator of various
magneton, andr the structural factor. The first term i1) types of phase transitiodd. The study of thermoelectric
describes the band conductivity mechanism for an electroRroperties*>2"%2=*4emonstrates that this method is quite
“dressed” by magnons, while the second term takes intohformative for manganite compounds also.
account the conductivity due to thermally activated hops byrhermopower
polarons. The coefficienT ! in this case corresponds to o . i .
adiabatic hopping mode. The nonadiabatic médih the The Sgebepk coefficie®(T,H) is deflngd as the ratio of
coefficientT 22 was also tested, but the difference betweenthe potential difference between two points of the sample,
the adiabatic and nonadiabatic models was insignificant iRPpearing as a result of temperature difference between these
the paramagnetic temperature range in which the secoriPints. The circles in Fig. 2 show the results of measure-
term determines the behavior pfT). We chose the adia- ments of theS(T,H) dependences for lallysMnOs_;
batic model of hopping conductivity which was preferred byfilms in fields up to 0.07 T. In the low-temperature range
other authors als¢see, for example, Refs. 9, 20, and27  (T<190 K), the Seebeck coefficient has a value of several
The quantitiesE,,, wy, Sc, a, andb are functions of uVIK typical of metals. AtT>190 K, a sharp increase is
microscopic parameters of the system whose explicit form i®bserved, and the value &(T,H) becomes an order of
not known so far. We shall use these quantities as fittingnagnitude higher. The peak is attained at a temperature
parameters. The valuesBf,, oo, «, andb were determined slightly higher thanT,,. In the paramagnetic regionT (
from the dependencg(T,H=0), and the quantitys: was ~300 K), the thermopower changes its sign. The insets to
then reconstructed from the field dependeng€s,H) for  Fig. 2 show the values &&(T,H) as a function of magnetic
fixed values of these parameters. The results of approximdield at a fixed temperature: ins@) for T<T,, and inset(b)
tion of experimental data by formuldl) in the entire ex- for T=T,,.
plored range of temperatures and magnetic fields are de- The experimental data foB(T,H) were processed by
picted by solid curves in Fig. 1. using the following empirical relation:
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1.75F a presence of holes also follows from the sign reversal of ther-
4 125K o mopower near 300 K(It should be noted, however, that
sometimes the sign reversal of thermopower can be due not
to the competition between the electron and hole conductivi-
ties, but to random factor€)

The form of the field dependence & T,H) at fixed
temperatures is illustrated in the insets to Fig. 2. It should be
noted that the coefficient in the field dependence of ther-
mopower in this case changes sign from positive to negative
near 150 K(see the inseta) to Fig. 2. (Such a behavior of
S(H) in the magnetically ordered phase of manganites has
not been described in the literature to our knowleggs.the
temperature increases, the value| 8ff decreases monotoni-

) . L cally with increasing field. The behavior of(H) for
200 250 300 350 Lay Ay aMnO5_; films is now similar to that established by

T,.K Asamitsuet al3 for Lag 755K, ,dMnO; single crystals(We

can also mention the analysis of field dependences of the

@ 192K
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FIG. 2. The results of measurements of temperature dependences of .. .
Seebeck coefficien§(T,H); circles correspond to the results of experi- EeebeCk coefficient for b3 7C& 5MNO; carried out by

ments, and the solid curve is the result of processing by for@laThe ~ Chenet al,®* who noted a linear correlation betwe&(H)

inset shows the magnetic field depende8€E,H) at a fixed temperature at  and Inp(H).) The field dependences of thermopower in the

T<Tn (8 andT=Tp (b). vicinity of magnetic phase transition can be interpreted by
taking into account the fact that an increase in the field cor-

le| responds to an increase in spin polarization, i.e., 3fid)
— — O T,H)S(T,H)=AT exd — aN(wq dependence must be similar to ti%T) dependence for
k S .
cooling in the region belowbut close to T,,,. It can be seen
Es from Fig. 2 that the absolute value of the Seebeck coefficient
+gueScH) ]+ |7~ B decreases in this region. The reasons behind the change in
) the form of the field dependence of thermopower in a mag-
% b exd — E @) netically ordered phase are not clear and require further in-
E KT kT/’ vestigations.

wheree is the electron chargex,(T,H) the right-hand side We failed to obtain a satisfactory description of the field

of formula(1), and the values of the paramet&rs, wo, Sc, dependence of the thermopower of the system by using for-

«, andb have already been determined from the dependenc®Ula (2). although the same mechanism is undoubtedly re-
p(T,H). Here we use the fact that the resultant value Ofspon5|ble for magnetoresistance and field dependences of

thermopower is determined by the sum of partial Cor]tribu_thermopower. The most realistic physical reason behind the
served behavior d&(T,H) can be formulated as follows.

tions and that the expression for the Seebeck coefficient h ; s )
different functional dependences for different mechanisms of\ccording to the prevailing ideas, perovskite-type lanthanum

motion of charge carriers. The results of approximation off'anganites are distinguished by a relatively narrow conduc-

experimental data by formul@) in the explored temperature 10N band ¢-1.5 eV) and a high Hund energy-2.5 eV).
range atH=0 are depicted by the solid curve in Fig. 2. At low temperatures, the conduction band is completely

The reconstructed values of the parameters Bee spin—polarized and is_, sep_arate_d by a Ia_lrge gap from the band
—(827+16) meV, A=(8+0.6)x10 % uV/K? B=(30.6 With the opposite spin orientaticii:* Spin-polarized charge
+0.7) wV/K. The parameteB determines the asymptotic Carriers determine the electric-transport and thermoelectric
form of the Seebeck coefficient &> T,,; it has the physical Properties of the system in this temperature range. As we
meaning of the entropy per charge carrier. The valug,of approach the Curie point, band splitting decreases, and the
~10 uV/K is typical of perovskite-type lanthanum contribution of states with opposite spin orientations in-
manganite$>2°273233f one type of charge carriers makes a creases. We can expect that the contribution of such states in
dominating contribution to the transport properties of thethe region ofT,, and higher is significant. At the same time,
system, and the temperature range is such that thermally aghang’s modéf disregards the effects of the change in the
tivated hops of polarons take place, we hakg=Esg density of states with temperature in the vicinity of the Fermi
+ W, , where the energW,, is equal to half the polarization surface and should be developed in this direction. As regards
energy of the latticé! The value ofEg determined by us is the change in the form of the field dependence of ther-
several times larger thag,, which is probably due to a mopower in the magnetically ordered phase, further investi-
noticeable contribution of hole states to the conductivity ofgations are also required in this fielsee above
Lag Ay aMnO;_ s films. It is well known (see, for example, Thus, the results of analysis of the Seebeck coefficient
Refs. 27, 33, and 34hat two types of charge carriegslec-  for Lag 41y 3MnO3_ ;s films indicate a considerable rearrange-
trons and holes with high and low mobilities can be ment of the band structure of the system in the vicinity of the
expected in perovskite-type lanthanum manganites. Thenagnetic phase transition. In this respect, self-doped systems
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Spin dynamics of soliton-like localized excitations in a discrete ferromagnetic chain with an easy-
axis anisotropy and weak exchange interaction is studied. The relation of these excitations

and dynamic magnetic solitons in the long-wave approximation is determined, and the dependence
of frequency of localized excitations on the exchange interaction parameter for a fixed value

of the total number of spin deviations is constructed. It is shown that this dependence is modified
significantly for values of exchange interaction of the order of the one-ion anisotropy value.
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INTRODUCTION proved in Ref. 3 that for comparable values of the constants
J and g, the domain wall “collapses” to atomic distances to
Specific nonlinear localized excitations in magnetically form a collinear structure with parallel and antiparallel spin
ordered medigmagnetic solitonshave been studied thor- grientation. Later, Goncharte¢t al considered a more com-
oughly and comprehensively in recent yeafsHowever, plex compact collinear structure with an “inverted” spin,

these studies were mainly carried out in the long-wave apgich is formed in the case of weak exchange interaction.

proximation prefsummg.that or.1e-|(-)n.an|.s_otropy IS S.ma"ershould be noted that compactization of nonlinear localized
than exchange interaction, which is justified for traditional

: . .__excitations and the emergence of specific exotic solitons
magnets. In a series of subsequent theoretical publlca(- has b di dint i £ vy
tions>® it was shown that the structure and dynamics of compgcton)s as been |scuss_e n en_sey m_recen years.
localized excitations is modified qualitatively in magnetsThe eX|s.tenc'e of cgmpactons IS assomat.ed.wnh .anomalously
with a weak exchange interactidfor which the exchange low spatial dispersion .of elementary exc!tatlons |.n a sy;tem.
integralJ becomes of the order of or smaller than the one-iorfn the case of magnetically ordered media, low dispersion of
anisotropy constang), and the results obtained in the long- Magnons is due to strong anisotropy of exchange interaction.
wave description become inapplicable. Thus, the above two problems, i.e., the formation of collinear

Additional interest to this problem was stimulated in Structures in systems with weak exchange interaction and the
connection with recent synthesis of quasi-one-dimensiondbrmation of compactons in systems with a strong anisotropy
and quasi-two-dimensional magnets wilh-8 and even of this interaction, are interrelated.
with J<pB. Examples of such materials are quasi-one-  Stepanov and Yablonskfi presented the results of ex-
dimensional magnet$(CHgz)sNH]NICl3-2H,0, (CgH;NH)  periments on resonant properties of layered antiferromagnets
NiCl3-1.5H,0,” layered antiferromagnets such  asand proved the presence of an additional absorption band in
(CH2)n(NH3),MnCl,, (gns':zlrleHs)zMnC'zl with the J/B the gap of the magnon spectrum. These authors attributed the
ratio of the order of 10%,"*"and most of high-temperature resence of such a band to the emergence of an intrinsic

tsuptei::]o?ductors and tf;ell’. |sc|)struct;|ral f:\_rf1alogs. It 'St'mporﬁnode at domain walls or to the existence of specific struc-
ant that measurements in 1ayerea antierromagnels Wete o< \ith local spin flip in a magnetic layer. The transfor-
made for a series of samples with different indicesf or-

ganic molecules intercalating magnetic layers, and hencg}at'on Of thefmtnnslllcfmode ?If domain Wallsdnear the point
with different intensities of exchange interaction of magnetic0 ”"’T”S'“O” otawa .réom collinear to canted structure was
layers. This permits an experimental study of variation of theconsidered by us earlier.

structure and dynamic properties of localized excitations as a Sinf:e the collinear structure with an invertgd sp.in pro-
function of the exchange integral posed in Ref. 4 resembles a magnetic dynamic soliton, we

The characteristic size of the magnetization field nonunishall study here the dynamics of localized nonlinear spin
formity (e.g., domain wall widthin the long-wave approxi- excitations of various types and the transformation of the
mation is of the order of the “magnetic length’y=+J/8  collinear spin configuration analyzed in Ref. 4 into long-
which decreases with exchange interaction. However, it wagiave magnetic solitons by using the soliton theory.

1063-777X/98/24(11)/7/$15.00 808 © 1998 American Institute of Physics
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FORMULATION OF MODEL AND LONG-WAVE DESCRIPTION —Q sin F,+ A[SIN(F— Fys 1) +SINI— Fn_1)]
OF MAGNETIC SOLITONS

. . +sin ¥, cos ¥,=0. 5)
Basic equations

Since the_interaction of_ spin ir_1 the layers of layered| gng-wave description of magnetic solitons
magnets considered above is considerably stronger than the o o )
interaction between layers, we shall simulate each magnetic 1€ long-wave description of magnetization dynamics
layer by an effective spin, thus reducing the problem to arP" the bagls of differential equations is vaI|_d in the limit
analysis of a one-dimensional magnetic chain. The magneti>1- In this case, we can go over from the discrete number

zation dynamics for such a chain is studied on the basis df {0 the continuous coordinate and write the system of

the classical Heisenberg discrete model for an easy-axis feflifference equation€5) in the form

romagnet. The expression for the total energy of a spin chain A9 =Sin 9 cosd—Q sin . (6)
has the form
Soliton solutions of this equation are well knofiror

B the sake of simplicity, we shall confine our analysis to the
E=§n‘, ~ISST 3 (Se)° @ particular case of symmetri¢positive-frequency’) mag-
netic solitons for whichy,,= ¢_,,. The magnetization field
where$S, is the lattice site spin|§,/2=1), J the exchange distribution in such solitons has the form
interaction constant)>0 for a ferromagnet and B the one-

ion anisotropy constar(f3>0 for an easy-axis ferromagnet S(x)=2 V1-Q V1-Q 7
with an easy axis directed along the agj§; the lattice con- (x)=2 arcta Jo Sec NN XI @

stant is assumed to be equal to unity. If we measure time in

the units of 1b,, wherewy=28uy/# is the frequency of In an analysis of soliton solutions, all parameters of a
uniform ferromagnetic resonance, and introduce the paransubstancéthe parametek in our casg are usually assumed
eter \=J/B=12, the dynamic equations corresponding toas given, and the transformation of the soliton structure upon

energy (1) (discrete Landau-Lifshitz equations without a change in its dynamic parametéirs particular, frequency

damping can be written in the forfm Q) in our casg is studied. It can be seen frofi) that this
solution in the limit +-Q<() is transformed into the solution
S . for a small-amplitude soliton. In the opposite limiting case
d EH\[S"(S“”-’_S“‘l)]_’_[S“eZ](SheZ)_O' 2) <1, a magnetic soliton is a bound state of two domain

_ o walls of width |,=\ and with the separatioh=In Q be-
The paramgtgm characterizes the chain discreetness: theyeen the walls. A change in the frequency of precession
long-wave limit corresponds to large values of the parameteghanges the number of spin deviations bound in the soliton.

(A>1), while in the essentially discrete limit~1. Besides |n the long-wave limit, this integral of motion is defined by
the obvious integral of motioftotal energy(1)), the system the formula

of equations(2) for an easy-axis ferromagnet has an addi-

tional integral of motion, i.e., the total numbé&t of spin _E * _
deviations. We choose it in the form N= 2 _mdx(l C0S §(x)). ®)
1 Substituting solution(7) into formula (8), we find the
N= 2 2 (1-S). 3 dependenc&l()) for A=const:

With such a choice of normalization, the total number of N=2\ Arthy1-0Q. ©)
spin deviations in a configuration with several completely However, it was mentioned in Introduction that the dy-
inverted spins is equal to the number of such inverted sping,gmics of magnets can be studied at present on a batch of
It is convenient to go over to the complex-valued quan-gimjlar samples differing in the value of exchange interaction
tity ¥,=S:+iS) (classical analog of the creation operator (i.e., the value of the paramet®}. In this case, formul&9)
for magnon and to the spin projection on theaxis: S, can be presented as a dependence of the precession fre-
=m, (m,=1—[W,[). Henceforth, we shall consider only quency in a soliton from the discreetness parametend the
stationary dynamic states in which the entire dependence oj\;mberN of spin deviations. In order to compare the char-
time is reduced to uniform precession of sins about the easycteristics of similar excitations, we fix the integral of mo-

In this case, Eq(2) can be written in the form

N
_an"")\[wn(mmrl""mnfl)_mn(‘/’n+l+‘/’nfl)] steCHm- (10)
+ ¢,m,=0. (4) . . .
Since we want to compare long-wave magnetic solitons
In some cases, we shall use a slightly different form forand the collinear configuration with an inverted spin corre-

this system of equations in terms of the variablessponding to the valu®&l=1, which is considered in Ref. 4,
J,=arccosm,: we fix this value in formulg10):
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Q The solution of this system of equations decreasing at
1.0 infinity has the forrfl
2
! o=B, yn=Aex—G(|n|-1)],
05}k n=1, (13
where
0 1 1 s A 1-Q
0.5 1.0 1.5 G=Arcch ——+1; (14
05 A— 1+0 1 15
Sra Bl Y 19
and the relation between the discreetness parametard
-10 frequencyQ has the form
FIG. 1. Frequency? as a function of the discreteness paramgter/ 3 for (7+20-502)—J(7+20-50%)?-32(1- 0?72
a magnetic soliton with the total number of spin deviatidfis1 in the = 8(1-Q) .
long-wave approximatioricurve 1) and for a collinear localized structure (16)

with an inverted spin from Ref. &urves2 and3).
It follows from formula(16) that the given value of the
parameter\ for A<\, corresponds to two solutions with
1 different signs of frequenc§). These solutions are depicted
O =sech —. (11)  inFig. 1 in the form of curve® and3. For the critical value
24\ of \q, the frequency corresponding to the lower branch van-
This dependence is plotted in Fig. 1 in the form of curve!SN€S: This fact was used by Gonchaetial” to draw the

1. The asymptotic form of the dependence in the |0ng_wavéerroneous conclusion that the collinear structure with a
limit has the formQ=1—1/(4\). Although the long-wave single inverted spin under investigation is unstable in the

approximation used by us is valid only fae-1, we depicted regionA>No. _ . . . .
in Fig. 1 this dependence for all values ®f (It will be In actual practice, this statement is valid when dissipa-

proved below that the formulas of the long-wave limit hold tion ©f the medium with zero integral of motidW is taken
well for \~1 as well) If we formally consider the limia<1 into account. In this case, the parallel ordering of spins in the

in which Q—0(Q=exp(—1/\\)), the solution differs sig- region A\>\q becomes unstable, and the localized inhomo-
nificantly from the soliton solution in the limi.—0 for a geneous state is transformed from the collinear structure to a

fixed value of\: the localization domain tends to zero for sta.tic canted phase witmo= __1 'and' Yn= —1//,_”#0, in
N=1. and the soliton is transformed to a collinear Configu_whlch N#1. In the absence of dissipation and with preserved

ration with a single inverted spin. However, the Iong-wavevalue of the integraN, dynamic collinear structure are pos-

analysis becomes meaningless in this limit, and the problerﬁ'ble forA>\g also. Their stability is ensured by the conser-

must be solved by using discrete equations. vation of the integral of motlor_N. . _
It can be seen that dynamic positive-frequency magnetic

solitons and collinear spin configurations considered above
possess the same symmetry and structtine same total
number of spin deviations and the same decrease in fields at

Let us consider again the system of discrete equationmfinity). Consequently, it is natural to assume that a decrease
(4) describing stationary dynamic states with the precessioin the discreetness parameterleads to transformation of
frequency(). We confine our analysis to solutions with a magnetic solitons into a collinear structure with inverted
symmetry of positive-frequency solitof8), i.e., assume that spin.

Y_.=t¢,, m_,=m, (we assume that the center of a local-

ized excitation corresponds to the spin with humhe0).

Collinear states of this type were considered in Ref. 4 forTRANSFORMATION OF MAGNETIC SOLITONS INTO
values of the discreetness parameter,, where\,=(7 COLLINEAR SPIN STRUCTURES

—J17)/8.

A collinear structure with a single inverted spin corre-
sponds to the valuesy,= —1 andm,=1 for n#0. We can
linearize the discrete equatiof®) in spin deviations/,, and
obtain the following system of linear algebraic equations:

COLLINEAR STRUCTURE OF MAGNETIC SOLITONS

Let us consider first of all the solution ¢£3)—(16) for a
collinear spin configuration in the entire region of its exis-
tence. The complete correspondence between the parameters
Q and \ for a state with an inverted spin following from
formula (16) is depicted in Fig. 2 in the form of cunve It
(2N =1-Q) o+ 2Ny =0, n=0, can be seen that the critical value of the discreetness param-

_ _ _ _ eter is equal not to\g, but to A, at which the derivative
(1=Q)p1=N(o+ ¢2)=0, n=1, dQ/d\ is equal to infinity. It can easily be verified that the
CA+1-D) = NYpe1 T ,-1)=0, n=2. (120  value of frequency at the critical point satisfies the equation
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Q relation for the amplitudes of spin deviations in the linear
1.0 approximation:A/B=\1—exp(—2G)/2. Combining this re-
_ - 3 lation with (14) and (15), we find the dependenc@(\)
which must be satisfied at the point of bifurcation:

305+ (1-140) Q%+ (1— 4N +200%) Q +(3— 6N — 4\ 2
—8\%)=0. (19

Q It can easily be verified that simultaneous fulfillment of
formulas (16) and (19) gives the point of bifurcation coin-
ciding with the point on the vertical tangenti&d =, ,
A=A\, . Thus, a dynamic symmetrical solution with nonzero
deviations of rotating spins bifurcates in the form of a dy-
namic soliton withN=1 at this critical point from the collin-
ear structure with one inverted spin. In spite of the smallness
0:39 0"40 of spin deviations from the ground state near the bifurcation

-10 point, the solution for a magnetic soliton with noncollinear
FIG. 2. Total dependenc@(\) for a dynamic collinear structure with an  Structure can be found only if we take into account the non-
inverted spin(curvel) and the corresponding dependence for a canted phastinearity of discrete equations of spin dynamics, which com-
of a dynamic magnetic soliton witN=1 in a discrete magnetic chafourve plicates the problem significantly.

2). (The dependenc@(\) obtained in the long-wave description of a mag- . . .

netic soliton(curve3) is shown for comparisopThe inset shows the neigh- In order to simplify calculations, we can take advantage

borhood of the bifurcation point on a magnified scale. of the fact that spin deviations at the bifurcation point de-
crease rapidly with increasing distance from the center of a
localized excitation(spin with the numben=0), and only

704-80°—1802+480—13=0. (17)  precession amplitudes for spins with numbessd,+1 actu-

ally differ from zero. Moreover, it will be proved below that

this property of the solution is preserved up to large values of

N\ for which the long-wave approximation becomes appli-

cable.

We shall use the system of difference equations for sta-
tionary states in the fornb). We shall take exact equations
for spins with number®=0,=1, in the equations for spins
tral spin does not precess, and the decrease in spin deviatioWéth.num,bersn:iz’ we take iinto account comple.tely the

nonlinearity of dynamic terms as well as the energies of an-

is described by the formuld,, /¢¥,=0.5. At the critical . : . . ; .
point (2, ,\, ), the ratio of spin deviations at the center of 5 1sotropy and the energies of exchange interaction with spins
*ooR ith the numbersi=*1, respectively, but the energy of ex-

nonhomogeneous state and the rate of decrease in these &\% . . k . .
viations with numbem are defined by the formulad/B change interaction with neighbors having the numbers
n==*3 will be taken into account in the linear approxima-

=0.677 andy,,, 1/ 4,=0.2876. Thus, practically the central . Finallv. all th o i ¢ il ith
inverted spin and its nearest neighbors only precess near thﬁ'gn' inally, all the remaining equations for particies wi
numbergn|=3 are linearized in spin deviationk,. Taking

point. Finally, in_the limit 0 —~=1, A=0, for Q~-1 into account the symmetry of the solutio®{=9_,), we
+2 h B— ~(\/2 i.e., onl . e e
A, we haveA/ 0 andii ;1 /Yn=(r/2)=0, i.e., only can write the system of equatiof®) in the form

the inverted spin precesses.
It is natural to assume that long-wave magnetic solitons  —Q sin 9+ sin 9, cos Jy+ 2\ sin(d,—3,)=0,

with the fixed value oN=1 are transformed into a collinear

structure with a single inverted spin far~\, . In order to

0.5

—0.5 -

o
[N
T

The approximate solution of this equation gives the fol-
lowing values of parameters at the critical point,
=0.3907 and(},=0.3107. As we move along th@(\)
curve from the point(2=1, A\=0) to the point(Q=-1,
A=0), the solution is transformed as follows. Near the point
Q=1, \=0, the Q(\) dependence has the asymptotic form
Q=1-\/2. In this case, the value &/B—x, i.e., the cen-

—Q sin 91 +sin 94 cos T+ N sin(F— )

verify.this a;sumption, we shall find first of all possi_ble bi- +\ sin(9,— 9,)=0,

furcation points on the()(\) curve, at which noncollinear _ _ _

solutions with,#0 andN=1 can split from the solution — ) sin 9, +sin I, cos F,+ N\ sin(F,—91)

with a collinear configuration. The point of bifurcation can FA(F,— D3)=0, (20)

be determined from the condition of fixation of the total

number of spin deviations. Sinee,=sgn{m,)(1— z/xﬁ/Z), O

small deviations of spins from the ground state, form@a

and the form of solution in the linear approximati¢ti)— — QO+ It M2y = In-1= 90 1) =0, [n[=3.

(15) lead to the relation The linearization of equations with large spin numbers
2 A2 allows us to select easily the solution decreasing at infinity:

7 T 2(1—exy—20))" (18 .=, exi —G(In|-2)], |n|=2, (21)

The condition of conservation of the total number where the dependen€((},\) is defined by formuld14) as
of spin deviationsN=1 can be used to find the additional before.

N=1-



812 Low Temp. Phys. 24 (11), November 1998 M. V. Gvozdikova and A. S. Kovalev

Thus, the equation fof}, in system(20) can be written with numbersn=3 increases with the parameter the de-
in the form pendence)(\) following from discrete equations is in good
. . . agreement with the results of long-wave analysis. It can be
— {1 sin 95+ sin 9, Cos B+ sin( o~ 9y) seen that the results of the long-wave description correctly

+Ad,[1—exp—G)]=0 (22 approximate the structure of a dynamic magnetic soliton in a
discrete spin chain in a wide range of values of the discreet-
ness parameter. However, the results of long-wave and dis-
crete descriptions differ significantly in a narrow range\of
near the critical value.

When the discreteness parameter of the system attains its

and forms with the first two equations frof20) a closed
system of three nonlinear algebraic equations for the ampli
tudesdy,¥,95.

The first equation in(20) can be used to express the

?ependﬁqgiﬁl(ﬂg’g'g)e n ? culmk:jersthhe, bUtI_ g;(gllcn critical value, a magnetic soliton “collapses” into a collinear
orm, wht © second equation feads € explicit GePeNgy cture with parallel and antiparallel spin orientations. In

denced,(¥y,Q,\). After this, Eq.(22) can be reducedtoa . : o o
: . X .. this case, the frequency dependence is modified significantly.
cumbersome nonlinear algebraic equation for the amplitude . -
Unfortunately, the discrete description of the structure

U, of a magnetic soliton, containing the parame®@rand\. . . o :
. ; S . L . and dynamics of a magnetic soliton in the noncollinear phase
This equation, which is not written here in view of its cum- . S . : . .
n the case of an infinite spin chain requires numerical cal-

bersome form, was solved numerically. For a given value of . ; )
the discreetness paramelerthe solution ford,, and hence culations, and the analyS's become§ .comp.hcate:\d. Howeyer,
for all 9,,, was determined for various values of precession_Only threg central spins actually pa}rt|C|pate In SP'” dy”a”.“cs
frequency(, and the obtained distribution of magnetization " the region of strong transformation of the soliton solution

was substituted into formulé) for the total number of spin frolm the collinear to the canted form near the bifurcat-ion

deviations in a soliton, which has the following form to POINt. Consequently, we can assume that an analysis of

within the accuracy of our calculations: finite-length spin chains can give additional information con-

cerning the transformation of solitons into a compact struc-

ture (especially, in the case when the study can be carried out

analytically. This was verified in an analysis of intrinsic

5 modes of domain walls in discrete ferromagnetic chages

n 02 _ (23) Ref. 6. In Appendix, we shall consider a chain of three spins
2[exp(2G)—1] in a configuration with the inverted central spin, and demon-

From all the roots of the equation, we chose the one forstrate analytically that a transition of a soliton from a canted

which the value olN was close to unity and determined the .to a collinear form has qualitatively the same form as in an

value of frequency for whicliN—1) changed its sign. Thus infinite chain, although it has some distinguishing features.

we determined the sign of the derivatid€)/dN apart from dQ/?NC?nCIESiont; we gonsider _the sl_ign Of_ tr:;.’\ derivativ_e
the dependencB(\,N=1). or the obtained magnetic solitons in discrete spin

The results of numerical analysis of the problem can bé:haing. Thi; question is Of p”mar,y importapce i'n the theory
formulated as follows. of solitons since the stability of soliton solutions is connected

Above all, we have verified that the solution for a canted™Vith the sign of this derivative. In the long-wave description,
(noncollineay phase of a magnetic soliton indeed bifurcates/@tion(10) implies thatd}/dN<0. The numerical analysis
from the solution for a collinear phase with inverted spin atcarried out by us proved that this resul_t is al;o valid for small
the critical pointQ=Q, , A=\, , and the curve§)}(\) for val_ues of the dlscreetn_e_ss par_amétemcludlng a narrow
the collinear and canted structures at the critical point are ndi€/ghborhood of the critical point. However, the derivative
perpendicular to each other as in the conventional theory df€2/dN changes its sign in this neighborhood. To within the
bifurcations. accuracy of our calculationgjQ2/dN vanishes forA =X\,

The structure of a magnetic soliton changes radically in=0-398, remains equal to zero in the inter¥gl<A <A,
a narrow region near the critical point, the spin deviations for2nd becomes positive far, <A <\;=0.397. The existence
five central particles from their equilibrium positions in the Of the finite interval of zero values of this derivative is prob-
collinear phase amounting t60.5 even when the discrete- ably associated with insufficient accuracy of numerical cal-
ness parameter exceeds its critical value by 0.06. However, culations; as the accuracy is improved, this interval contracts
spin deviations at the remaining sites of the chain in this caséto a point at whichdQ2/dN changes its sign. It is interest-
remain small {,,<0.1), which justifies the approximations ing to note that the inequalit2/dN<0 holds in the entire
made by us in the search of solutions in the approximationfrequency range for solitons in the collinear phase.
The obtained dependence is presented by c@rireFig. 2, The negative sign of the derivativi)/dN for dynamic
while curve3 corresponds to the dependerf@é\) obtained  solitons in the theory of solitons in media with distributed
earlier in the long-wave description of magnetic solitonsparameters usually indicates their stability, while the positive
with the number of spin deviationd=1. The segment®  sign points towards their modulation instability. However,
and3 on the solid curves in Fig. 2 correspond respectively tosuch a simple relation between stability and the sign of
the values of the parameterfor which the discrete model in  d{2/dN may not be observed for systems without transla-
our approximation and the long-wave approach are applitional invariance(see Ref. 1b In the case of a discrete spin
cable. Although the magnitude of spin deviations at sitechain, the system does not possess translational invariance,

1
N= > (1—-cosd¥g) +2—cosP,—cosd,
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and the problem of stability of discrete solitons requires ad-
ditional analysis.

The authors are grateful to M. M. Bogdan for fruitful
discussions and valuable remarks.
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APPENDIX

Let us consider a chain of three spins with free ends in
the symmetry configuration considered in this work. The sys-

tem of equationg4) can be reduced to the following system —

of two equations: J
= Qipo+ 2N (homy — h1Mg) + ¢hoM=0,
— Qi+ N(p1mo— homy) + ¢ym; = 0. (A1) -1.0

. . ... FIG. 3. Dependenc€(\) for a chain of three interacting spins. Curte
This system should be supplemented with the conditio orresponds to a collinear configuration with an inverted central spin, curve

of equality of the total number of spin deviations to unity: 5 1o a localized excitation of the soliton type in the canted phase; and
mo+2m,=1. Using the relation betweem; and ; (m? straight line3 to a uniform precession of magnetization.

+¢/i2=1), we can express all quantities only in terms of

m;=m:
(1—m)[3m3+(6Q —5)m2+m—02]=0, Q=3m?—(3m-1)ym’+m,
(1-3m)[(3—8\)M3+(2—6A)M?+(2A—1)m A=m(1+m)(4m—1)—Vm(1+m)(4m°+m—1)>.

(A4)

27/ —
FATNI=m=0. (A2) The dependenc@(\) for this solution is plotted in Fig.
The obtained equations have three different solutions3 in the form of curve2. It can be seen that it splits from the
The simplest solution wittm=1 (m;=m_;=1, myg=—1) line corresponding to a collinear configuration at the point
corresponds to a collinear structure with an inverted spinwith the vertical derivative and is directed at an angle to it.
Linearization of (A1) in the vicinity of this state with Thus, the analytic result for a finite-length spin chain coin-

;<1 leads to the following form of the dependeri@én): cides qualitatively with the result of numerical analysis of
1 the transformation of a magnetic soliton into a local collinear
Q= 5 (A= \2—122+4), (A3)  structure in an infinite discrete spin chain.

which is close qualitatively to the dependends®) for an
infinite spin chain. The critical value of the paramekeis  ~E-mail: kovalev@ilt kharkov.ua
now equal toA, =2(3—2v2)=0.343, andQ), =3—2v2
=0.1716. This dependence is represented by cliiveFig.
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The unusual non-linear effects in hopping conduction of single-cryst&Lu@, , s with excess

oxygen has been observed. The resistance is measured as a function of the applied voltage

U (voltage controlled regimein the temperature range 5KI<300 K and voltage range

10 3—25 V. At relatively high voltaggapproximately at)>0.1 V) the conduction of

sample investigated corresponds well to variable-range hogpiRéfl). That is, in the range

0.1 V<U=<1V the conductivity does not depend d&h (Ohmic behavior and the temperature
dependence of resistanB&éT) follows closely Mott's law of VRH[Rxexp(To/T)¥4]. In

the range of highest applied voltage the conduction has been non-Ohmic: the resistance decreases
with increasingU. This non-linear effect is quite expected in the frame of VRH mechanism,

since the applied electric field increases the hopping probability. A completely different and
unusual conduction behavior is found, however, in the low voltage rémggroximately

below 0.1 Vj, where the influence of electric field aidr) electron heating effect on VRH ought

to be neglected. Here we have observed strong increase in resistance at inddeasing

<20 K, whereas al >20 K the resistance decreases with increasindhe magnetoresistance

of the sample below 20 K has been positive at low voltage and negative at high voltage.

The observed unusual non-Ohmic behavior at low voltage range is attributable to inhomogeneity
of the sample, namely, to the enrichment of sample surface with oxygen during the course

of the heat treatment of the sample in helium and air atmosphere before measurements. At low
enough temperatur@delow ~20 K) the surface layer with increased oxygen concentration

is presumed to consist of disconnected superconducting regions in a poorly conddigiagtrig
matrix. This allows us to explain the observed unusual non-linear effects in the conduction

of sample studied. The results obtained demonstrate that in some cases the measured transport
properties of cuprate oxides cannot be attributed to the intrinsic bulk propertie4998

American Institute of Physic§S1063-777X98)00711-7

1. INTRODUCTION can be obtained. These data are often used for the character-
ization of prepared samples and evaluation of their “qual-
High-temperaturéhigh-T.) superconductivity of cuprate ity”. But it is not uncommon that the measured transport
oxides with perovskite-related structure is still a fascinatingcharacteristics do not correspond to the intrinsic crystal, sto-
problem in solid state physics. Aside from superconductivityichiometric and, therefore, electronic and magnetic proper-
the investigations of these materials also give the possibilityies of the sample. In the majority of the cases the main
of studying other fundamental phenomena, for examplereason for it is a sample inhomogeneity due to peculiarities
magnetism, electron localization and hopping, metal-of sample preparation procedure, heat treatment and other
insulator transition. It is well known that electronic and mag-related factors. Two main possible sources for cuprate inho-
netic properties of cuprate oxides depend essentially omogeneity can be distinguished: intrinsic and extrinsic. In-
charge carriers density which in its turn depends strongly otrinsic source is connected with phase separation of cuprate
chemical composition. Introducing the donor or acceptor im-oxides on two phase with different concentration of charge
purities into oxides, or changing the oxygen concentration ircarriers' The extrinsic one is due to various technological
them it is possible to vary their conductivity over wide limits factors of sample preparation. This may lead, among other
and to cause the transition from insulating to metallic state irthings, to significant difference in charge carriers density be-
some cases. To judge whether a system is in the metallitween the surface and inner parts of the sariple.
superconducting or insulating state the measurements of In our opinion the investigations of influence of surface
transport properties are used in most cases. From these mea-volume inhomogeneity of cuprate oxides on their trans-
surements the magnitude, temperature and magnetic-field dpert properties are of considerable importance in two follow-
pendences of resistivity and other conduction characteristicisg aspects. First, such kind of studies can help to answer the

1063-777X/98/24(11)/8/$15.00 815 © 1998 American Institute of Physics
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question in what degree the observed transport properties can20 K) the surface layer with increased oxygen concentra-
be attributed to intrinsic properties of the bulk cry$t&lec- tion is presumed to consist of disconnected superconducting
ond, under gaining enough experimental data on this matteregions in a poorly conductin@ielectrig matrix.
(combined with necessary theoretical considerations and
treatmentgit is possible to apply the transport measurements
not only for revealing of structural inhomogeneity, but also? SAMPLE AND EXPERIMENT
for identification of specific types of surface and volume in-  We have studied the hopping conduction of the same
homogeneities. Therefore, study of influence of inhomogenesingle-crystal sample of LEUQ,, ;5 as in Refs. 14 and 15,
ity on transport properties of cuprate oxides is of both fun-but with reduced and inhomogeneous oxygen content in it as
damental and applied importance. a result of the heat treatment in helium gas and air outlined
In this communication we shall describe some new reelow. The original sample or, as it is better to say, the
sults of investigation of hopping conduction of single-crystaloriginal state of this sample, is characterizedTgy=230 K
La,CuQy, s with some amount of excess oxyge##0). In  and §~0.005*'® For reducing the oxygen content the
the studies of high-. superconductivity these compounds sample was annealed in a furnace in an atmosphere of helium
have attracted considerable attention. The stoichiometriat T=330 °C for two hours. It was rather slowly cooled
La,CuQy(6=0) is an antiferromagnetic insulator with Neel thereafter(about 4 h in the same inert atmosphere. It is
temperatureTy in the range 300-325 k3* However, the known that annealing in inert gas atmosphere is a very ef-
introducing of excess oxygetas well as doping with biva- fective way to reduce the oxygen content in cuprate oxtdes.
lent metals such as Bleads to the violation of long-range The resistance of the sample after this procedareasured
antiferromagnetic order and to a transition to metallic andby a standard four-probe techniques appeared however to
superconducting states. Excess oxygen doping introduces ale too high(about 1.7 K)) for intended study of the hopping
ditional charge carriergholes in Cu-O planes. For high  conduction at low temperaturédown to about 5 K There-
doping level =0.13) the superconducting transition tem- fore it was additionally annealed in air @t=330 °C for 2.5
peratureT, may be as high as=50 K For the range of h and(for lowering the contact resistancat T=80 °C for 2
doping 6=0.01-0.055 the L#£uOQ,, s compounds undergo a h. As a result of such heat and gas treatment, the oxygen
phase separation below room temperature into the twagontent in single-crystal sample was reduced significantly.
phases with different oxygen content: the oxygen-poor phasghis is evidenced by an increase of élldemperatureTy
is nearly stoichiometric and non-superconducting, while thdrom 230 to 290 K and very large rig@f more than three
oxygen-rich phase is superconductiiy. *° Depending on  order of magnitude at liquid helium temperatyr@s resis-
the 6 value, the differen{sometimes coexistingsupercon- tance(see Figs. 1 and 2, in which the temperature depen-
ducting phases can emerge withvalues from=20 to=45  dences of magnetic susceptibility and resistance are shown
K151t for the original state of the sample and for the state after
It is known that low-temperature conduction of nearly above-described gas and heat treatmefhe rather high
stoichiometric LaCuQ,, 5 occurs by variable-range hopping crystal quality of sample investigated is characterized by the
(VRH) of localized hole¥’~® and can be fitted well to high anisotropy of magnetic susceptibilitiig. 1).
Mott's formula [with temperature dependence of resistance The sample studied has dimensions approximately
Rxexp(To/T)*4. In Refs. 14 and 15 it was found that the 3x3x2 mm. For resistance measurement the thin gold con-
transition from VRH to simple activation conduction tact wires were connected to the sample by a silver epoxy
Roexp(A/kT) occurs at temperatures below 2Qt#e similar  paste which was hardened®80 °C for 2 h. The measur-
effect was described also before in Ref).18 Refs. 14 and ing direct currentl was parallel to the Cu-O planes. Two
15 this effect was explained by the influence of sample intechniques were used in resistance measuremgn#sstan-
homogeneity, namely, by the presence of superconductindard four-probe technique when sample resistance was less
inclusions in the insulating sample due to phase separation ¢fian~4-10° Q; (ii) Two-probe technique for higher sample
La,CuQy, 5. As was mentioned in Ref. 2, in each case whernresistances. For both techniques, actually,| th¥ character-
some exotic transport behavior of cuprate oxides is foundistics were measured with applied voltage vanjihgvoltage
the reason for it should be sought primarily in the possiblecontrolled regimg From these data we shall present below
influence of inhomogeneity. Our new experimental resultghe obtained dependencB§T,U) andI(U).
support(as we believgthis point of view. We have observed In measurements of high-resistive semiconducting
the unusual non-linear behavior of hopping conduction ofsamples with non-Ohmic effects it is important to take into
single-crystal LgCu0y, 5: at low applied voltagesin con-  account the possible influence of contact resistances. Con-
ditions where the influence of electric field atat) electron  cerning our sample, we can say the following on this point.
heating effect on VRH can be neglectethe resistance First, both of thefour-probe and two-probheechniques give
strongly increases with increasing of applied voltage athe same behavior df-V curves and very similar values of
T=<20K, but decreases with voltage increasing at temperathe resistanc®=U/I (as a rule, the difference is not more
tures above 20 K. This unusual non-Ohmic behavior is atthan about 2% in the resistance rangex210°—4-1° Q.
tributed to inhomogeneity of sample, namely, to the enrich-This range corresponds approximately to the temperature
ment of sample surface with oxygen during the course of theange 15-25 K. Second, the special estimation of influence
heat treatment of the sample in helium and air atmospheref contact resistancesusing different contact places or
before measurements. At low enough temperatlseow  short-circuiting wirey at R=10° Q (this corresponds to
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FIG. 3. The dependences of the resistaRden logarithmic scaleon T4
of the sample studied at different magnitudes of applied voltage.
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FIG. 1. Temperature dependences of the magnetic susceptipilitythe

magnetic fieldH=0.83 T of the single-crystal sample of the,Cai0,, 5 in :
the initial state(®) and after the outlined heat treatment in helium and air temperature below 10)Khas shown that the ratio of contact

(O). The quantityy. corresponds to the measurements in a magnetic fieIdreSiSt_ar_‘Ce FO measured _sample resistance is I_ess than 10%.
parallel to the crystallographic axés(the unit cell corresponds to the crys- All this implies (as we believiethat the contact resistance has
tallographicBmabstructure in whicha<<b<Cc, ¢ being the tetragonal a3is  not much influence on reliability of the obtained results.

The dependenceg.(T) are represented by two upper curves. The quantity The | =V curves and resistance were also recorded in a
Xab 1S the susceptibility in a magnetic field parallel to Cu-O plafteso

bottom curves The positions of maximums of(T) dependences corre- magnetic fieldH (with magnitUde. UP to 5Yin Fhe tempera-
spond to Nel temperaturdy, . ture range 5—40 K. The magnetic field was directed along the

Cu-O planes at the right angle to the measuring current.

3. RESULTS AND DISCUSSION

We found that hopping conduction of sample investi-
gated follows the Mott's law of VRH closely:

TO 1/4
R exp( ?) , (1)
300 200 100 50 20 10 5

T T - where To=6.4-1C° K. It can be seen in Figs. 2 and 3 that

- this law holds for broad temperature ran@®—300 K in
which the resistance is varied up over 7 orders of magnitude.
The same exponenti&(T) dependence in nearly stoichio-
metric LgCuQ,. s was found previously in Refs. 12—15 but
in not as wide temperature and resistance ranges as in present
study. In the theory of VRH the fractional exponent in Eq.
(1) is written in general form ag=1/(D + 1) whereD is the
system dimensionalit}? Therefore, the caser=1/4, ob-
served in our and previous studies, corresponds to the behav-
ior of a three-dimensional system. This seems to be contrary
to the commonly accepted belief that the cuprate oxides with
layered perovskite structure, in which the Cu-O planes are
the main conducting units, should behave as electronic quasi
two-dimensional system$° If this is the case, the VRH

) o .. behavior should be two-dimensional with=1/3, and this

FIG. 2. The dependences of the resistaRden logarithmic scaleon T was indeed observed in some cuprate oxidé&However,
of the sample in initial statécurve 1) and after the outlined heat treatment . . . .
in helium and air(curve 2). The dependences were registered at applied@S Shown in Ref. 5, in L#&LuQ,, s owing to special character
voltageU=25V. of the excess oxygen as interstitial atom with weak oxygen-

02 03 04 05 06 07 08
114 g -1/8
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FIG. 4. A selection of dependences of resistaR¢en logarithmic scaleon
T’1/4 presented on an en|arged scale as Compared with F|g 3. They denE_lG 5. A set ofl =V CUrVeS(in |Ogarithmic COOI’dinateSfOI’ different tem-
onstrate the peculiarities &(T) behavior at low temperature range at dif- Peratures.
ferent magnitudes of applied voltage. It can be seen that at high voltage the
resistance saturates with decreasing temperature, but at low enough voltage
it decreases with decreasing temperature. order of unity. It follows from Eq.(2) that at low enough

field (E<kT/eL.) the resistance does not dependmrihat

is, Ohm'’s law holds. With increasing and decreasing the
oxygen bonding a hole transfer between Cu-O planes igfluence of the electric field must be enhanced and lead to
likely. Therefore, the VRH of this compound behaves asgecreasing irR with increasingE; that is quite contrary to
that of a three-dimensional system: In passing it should b§ynhat we have observeFig. 3.
mentioned that this is not true for Sr or Ba dopeg@a0 ; 5 The unusual behavior &(U) that has been described is
systems which remain quasi two-d|men3|o?1gl.. one of the major non-Ohmic effects that we have observed.

At T=20 K, we observed very large deviationsR(T)  gefore trying to explain it we should, however, present more

dependence from Mott's laFig. 3) which are determined a general picture of non-Ohmic effects foundlV char-

b o O efecs 1 h Sample Sonducton. I 11 1 stersics and the conespondf(L) cependences o
ture is much less than the prediction of Ef) and at low sample investigatecrigs. 5-7. At low enough voltage the

enough temperatures the resistance does not increase at ra(ﬁ?istance behavior was found to be non-Ohmic in the entire
[approaches some constant value or even decreases with é%[nperature range |nvest|gat(a‘(bm.5 K to room te.mpera-l
creasing temperature at fairly low voltagéig. 4]. The de- ture), but atT<20 K the resistance increases ywth increasing
viation temperature below which the appreciable deviationéJ_ (ag was ghown gboy@vhereaslflﬂzzo K'it decreases
of this type take place decreases as the voltagecreases. With increasingU (Figs. 6 and J.” These unusuaR(U)
A quite unusual and unexpected behavior for semiconductdf€Pendences at low voltage and the radical difference be-
in VRH regime of conduction is connected with this: at low tWeen them below and above~20K are keys to under-
enough temperatureT< 20 K) the resistance increases with standing the conducting state of sample investigated and will
U increasingFig. 3. Indeed, it is well knowff that conduc-  Pe considered more thoroughly below. At higher voltage the
tivity in this regime can only increase with the applied elec-!(U) andR(U) behaviors are basically the same for all tem-
tric field E which (when it is large enoughenhances the perature range investigated. That is, in some intermediate
electron hopping probability. For not very large values  range of voltage the Ohm law is true and at maximal applied
(eEL,<KT, whereL, is the localization length the effect voltage(about 10 V or morgthe resistance decreases with
of electric field on resistance can be described by the followincreasingU (Figs. 5—7. As was mentioned above, this type
ing expressior® of transition from Ohmic to non-Ohmic regime of conduc-
tion at increasing of applied voltage is quite common for
(2)  semiconductors with VRH and is attributed to the influence
of the applied electric field® We believe that this is also true
where Ry(T) is the resistance foE—0 [described by Eq. for the sample studied and we can substantiate it with some
(1)]; rp is the mean hopping distance;is a factor of the numerical estimates using the Ed2). Indeed, it is

eErny
kT

R(T,E)=RO(T)exp< -
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dinates for the same temperatures as in Fig. 5.

known>? that electron localization length, in nearly sto-
ichiometric LgCuQy, s is about 0.8—1.0 nm. Taking into
account that the mean hopping distangén VRH regime of
conduction is greater thdn, (say by a factor of 2 or)3 and
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FIG. 8. The dependences of resistaftén logarithmic scaleon T~ at
U =300 mV registered in a magnetic fieltb=0 and 2.45 T.

Only for the highest applied voltagd0 V and mor¢ may

the quantitye Er,y/kT be about 0.1 and, hence, the influence
of electric fieldE can be appreciable in accordance with Eg.
(2). This can explain the resistance decrease Wiihcrease

at highest applied voltagé-igs. 5—7. In addition, at fairly

high field the heating effect is possible at low temperatures.
This can also lead to the resistance decrease with increasing

using the above-indicated sample dimensions, it is easy t-

see that the electric field effect on hopping conduction is

The magnetoresistancéMR) of sample studied was

negligible €Er,y/kT<1) not only in low-voltage range found to have appreciable and rather high magnitude only
where the above-mentioned non-lindgtJ) behavior and belowT=10 K. It was negative at high voltage range, but at
unusual R(U) dependences were observed, but also idoW voltage U=0.1V) the MR becomes positive at low
higher-voltage range, where Ohmic behavior takes placeenough temperatureiigs. 8 and 2 The negative MR is
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quite common for insulating L&UO,, s samples and may
be determined by different mechanisis!®?! which we

will not discuss here in detail. As far as we know, the posi-
tive MR in insulating LaCuG,, s was not observed. Theo-
retically this phenomenon is considered, however, as quite
possible in the VRH regime of conduction and is associated
with the shrinking of the impurity wave function in a mag-
netic field?? In this connection we have calculated the pos-
sible value of MR using the appropriate equation in Ref. 22
for the case of “weak” magnetic fieldL>L., where
L= (heH)?is the magnetic lengih

R(H) LC 4 TO 3/4
ro sl (7]
where t;,=5/2016. We have obtained the results that
InN[R(H)/R(0)] is about 0.003 foH=4T. This is much less
than the experimental value of[R(H)/R(0)]=0.2 (Fig. 9.

We believe, therefore, that the observed positive MR is not
determined by the mechanism proposed in Ref. 22.

From the above discussion it appears that the conduction
behavior of sample studied at high voltage range, in particu-
lar, the transition from Ohmic to non-Ohmic regime of con-
duction with U increasing, is quite consistent with known

In ©)

FIG. 7. The semilogarithmic plots of voltage dependences of resisance Properties of semiconductors. This is not the case, however,

for two temperatures above 100 K.

for the observed non-linear effects in low-voltage range. This
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15 the conclusion that the sample inhomogeneity, namely, sur-
=0 a face enrichment with oxygen may be responsible for the ob-
u=1v served non-linear conduction effects. For the rest of the pa-
per we shall present the points substantiating this conclusion.

First of all we would like to point out that as the result of
the above-described heat treatment of the sample in helium
H=36757 and air(see Sec. Pthe oxygen concentration at the surface
5t of sample may be considerably higher than in cer{tralen
region of it. Indeed, the first step of the treatment was an
annealing in helium gas. This should catfsan effective
R . , reduction in oxygen content in the sample. However, the
4 5 6 7 8 9 10 11 12 second step was an annealing in(@artly for the purpose of

T.K reducing contact resistancand this could definitely cause
the oxygen enrichment of sample’s surface region. This is
quite possible if after the helium treatment the oxygen con-
centration in the sample was low enough. Consider in this
connection once again the temperature dependence of the
magnetic susceptibility (T) of sample studiedsee Fig. 1
It can be seen that after the described heat and gas treatment
the Neel temperature has increased fres230 K to~290 K.

The later value ofTy corresponds to nearly stoichiometric
La,CuQy, 5 (very low oxygen content Therefore, the heat
treatment in helium was fairly effective in reducing the of
oxygen concentration. At the same time, if a considerable
volume part of the samplgn our estimate 1/10 or moydas
gained some additional oxygen after the heat treatment in air,
this should be reflected in the form of th€T) curves as
well. However, any marked evidence of sample inhomoge-
neity in this curves, can not be seen. There is only one dis-
tinct peak iny(T) dependence. But it should be taken into
account that in the case, when only fairly thin surface layer
has increased oxygen concentration, the influence of it on
x(T) dependence may be quite negligible. It should be also
noted that the marked difference between the surface and
inner oxygen content is rather common for the,Ca0,, s

and other cuprate oxidé$. For example, in Ref. 6 in
La,CuQy, s films, which were oxidized in ozone gas, the
increased oxygen concentration in surface layer was found.
Taking all this into account and considering the peculiarities
of sample treatment we shall assume in the following that the
surface region of the sample is enriched with oxygen.
Based on this, it is possible to give a reasonable explanation
of all obtained results.

The oxygen-enriched surface layer of sample can un-
dergo a phase separatiorf~*°with the resulting formation
FIG. 9. The temperature dependences of resist®({d@ atH=0 and at  of considerable volume fraction of superconducting phase. In
some constant magnitudes ldf These dependences were registered at dif-this case the surface layer would consist of disconnected su-
ferent applied voltages: 1 V (a); 100 mV (b); 70 mV (©) perconducting regions in a poorly conductiridielectrig

matrix. We believe, that the critical temperatdrgof super-

conducting phase is about 20 K in the case being considered.
raises the two main question$} why do non-Ohmic effects It is at this temperature that the radical change in the non-
take place at all at so low voltagén conditions where the linear behavior of conduction takes plag€igs. 5 and &°
influence of electric field antbr) Joule heating on VRH can Consider, at first, the conduction below=20 K. In the
be neglectel? (i) what is the cause of the radical difference specified conditions, for driving electric field the system pro-
between non-Ohmic effects below and abdwe20 K in this  vides at least two main channels for the response: the low-
voltage range? What is more, the observed transition fromesistive surface layefwith disconnected superconducting
negative to positive MR at decreasihigshould also be con- regiong and high-resistive core. The measured conductivity
sidered. After examination of obtained results and taking intaf these composite system should be much higher than the
account the known properties of cuprate oxides we arrive dtintrinsic” conductivity of the core. The increasiny leads

R,10°Q

T.K



Low Temp. Phys. 24 (11), November 1998 Belevtsev et al. 821

to the increase in the current and this must induce the dgance decreases with increasibg(Figs. 6 and ¥, at high
pression of the surface superconductivity and, hence, the irenough voltage the resistance seems to saturate, that is, the
creasing of the sample resistance. This corresponds to theansition to Ohmic behavior occuk&ig. 5). This type of
observedR(U) behavior in low-voltage rangéFigs. 3, 5, non-linearity can also be adequately explained in the context
and 6. of our main conjecturg¢oxygen-enriched surface layeihe

One of the obvious reasons for the superconductivityow-resistive surface layer is inhomogeneous. It consists of
depression at increasing is the increase in the current den- disconnecteddispersedl high-conducting regions in dielec-
sity (this leads to a reduction ifi;). However, in this case tric matrix. Generally the surface layer would constitute a
the possible influence of Joule heating in low-resistive surPercolation system with tunnelingr hopping between dis-
face layer on the conductivity of whole system must not beconnected conducting regions. It is just the tunneling that is

ruled out since the Joule hetts well as currentis much ~ fesponsible for the non-linearity of this type of composite
more in this layer than in the core. It is known that JouleSystem:>*’ The distinctive feature of these systems is the

heating plays a crucial role in the breakdown of Supercon:transition from non-Ohmic to Ohmic behavior of conduction

5. atincreasing applied electric fie(dr temperature The tran-
sition of this type was observed on Ag patrticles in KCI ma-
trix 28 and in a semicontinuous gold film near the percolation
threshold®®. In Ref. 29 such behavior was attributéd line
with theory of Ref. 30 to an increase in the probability of

cluded that the observed negative differential conductance i nneling W't.h increasing applied voltadé or temperature.
. . he percolation approach of Refs. 26 and 27 leads to essen-
connected with some of the mechanisms of heat breakdown

of superconductivity described in Ref. 24. The results ob—tIaIIy the same resuit. Thus we believe that the observed

. . . . . change-over from non-linear conductance to Ohmic behavior
tained do not provide reason enough to consider this questio . L X .
. ) . . at low-voltage rangdFig. 5—7 with increasingU is con-
in detail. In any case, however, we believe that increaking

leads t ductivity d . d h © th nected with the percolating structure of the oxygen-enriched
€ads 1o superconduclivity depression and, hence, 10 the rgg, 500 layer and should be attributed to theoretical mecha-
sistance increase.

A nisms similar those of Refs. 26, 27, and 30. Once the con-
_ The magnetic field should also reduce the supercondugyction of this layer becomes Ohmic beyond some voltage,
tivity. In this connection the observed positive MR at I0W- .o pahavior of the whole sample also becomes Ohmic up to
voltage range and the transition to negative MR with increasg,e pighest voltage, where the influence of electric figid

ing U (Fig. 9 can be considered as an important argument {9y, je heatingon hopping conduction becomes perceptible.
support the existence of oxygen-enriched surface layith In conclusion, it may be said that our conjection about
superconducting inclusionsn the sample. A close ook at he oxygen-enriched surface layer enables us to explain all
Fig. 9,c shows that when the temperature drops, the MR igye opserved unusual non-linear effects and magnetoresis-
first negative and then becomes positive. It is significant thagynce pehavior of studied sample of,Cai0,, 5. The results

the positive MR is combined with decreasing resistance withyptained demonstrate that the transport properties of cuprate
decreasing temperatureldt=0, whereas the negative MR is oxides may be determined to an essential degree by struc-
combined with increasing resistance as the temperature d@yral or stoichiometric inhomogeneities. This circumstance
creases. The resistance decrease with decreasing temperatgiyguld be taken into account at evaluation{(qéiality) of

takes place only at low-voltage range where surface supehigh-temperature superconductors on the basis of transport
conductivity is not depresseFig. 9, see also Fig.)4This  properties.
decrease can be explained by enhancing of Josephson cou- N
pling within some confined groups of superconducting re- \We are very grateful to S. I. Shevchenko for critical
gions with decreasing temperature. Such an effect is quitééading of the manuscript and helpful comments.
typical for granular metals in which the competition of the
hopping conduction and Josephson coupling takes ﬁFace,Llé-maiI:tbetlﬁvtlsev@tirllt.kharko\l/.ua} e
; iti ; ; wing to the logarithmic scales in Fig. e important peculiarities of the

Al .these effects(espeually, the posmye MR combined with R(U)gbehavior%t temperatures aboge 100 K cgnnot bFz)e seen. Because of
reS|sfcance decrea_‘smg W.Ith decreasing tempe'ﬁn.ﬂa be . this, some examples d?(U) dependences in this temperature range are
considered as a direct evidence of superconductivity effect inghown more clearly in Fig. 7 using semilogarithmic coordinates.
the sample studied. IThe possible influence of this type of inhomogeneity on the conduction

It is reasonable to expect that at high enough voltage thewill be considered below. We excll_Jde the pha§e separatior) in the inner
surface superconductivity will be depressed completely aftergz:;t%fresamj;egg SK ?é?%es ‘S’;{:ﬁ;;’fs't’;[}?erg°r?1§’;i§yt'm';%‘f§8'3f£i'§ 'ﬁ?s'
which the non-linear conductance of the whole system would vajue of 5is far outside of thes range(betweens=0.01 ands=0.059 in
change over to Ohmic behavi@figs. 5 and & At the high- ,Which the phase separation ocCug 1023
est applied voltage the non-linear behavior appears again for e stable superconducting phase Wi 20 K can emerge due to phase
the reasons that we have mentioned above. separation of LgCuQ,, s at rather low oxygen doping levéb=0.01).

Above T=20K, where the superconductivity effect o _
should not take place, the non-linear behavior of conductionllf;lr.‘.al‘lSe Ezpar:gnon n C\fpjate S“%ezgo”d‘;cgms Sigmund and K. A.
at low-voltage range still remains. It is weaker thanTat ZV.UI\/T. rérovsv)n’in;”;??:r. Se;ei%’n’ 3.(35.6520%%’ S. B. Qadri, J. Z. Hu,
<20 K, and appears in radically changed form: the resis- L. W. Finger, and P. Caubet, Phys. Rev58 2860(1997.

ductivity in composite or inhomogeneous superconductbr
The Joule heating may resu{fimong other thingsin resis-
tive domains and negative differential conductaffc@he
latter can be actually seen in the measure¥ characteris-
tics at low enough temperaturéBig. 5). It cannot be ex-
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A consistent phenomenological approach is used to show that a true long-range order can exist
in two-sublattice two-dimensional antiferromagnét$M) and ferrites closed to the

compensation point. The effect is due to the long-range component of dipole forces. A similar
result was obtained earlier for ferromagnets by Malggw. Phys. JETE3, 1240(1976)],

who suggested that the Mermin—Wagner theorem may not be valid for interactions decreasing in
proportion to 1IR3 or more slowly. It is found that the effect exists in the case of magnets

with completely identical sublatticd®\FM) only due to some types of the Dzyaloshinskii—Moriya
interaction. For example, it is observed for AFM with an eyenTurov’'s sensgprincipal

axis and is absent otherwise. For a magnet with nonidentical sublattices, the effect can take place
only for ferrites, i.e., for sublattices that are not compensated in the exchange approximation.

The effect of stabilization of long-range order disappears at the point of compensation of magnetic
moment. If this point does not coincide with the point of compensation of spin angular
momentum, the intensities of fluctuations are nonmonotonic functions of temperature. The obtained
estimates for the phase transition temperature are compared with experimental results.

© 1998 American Institute of Physid$1063-777X98)00811-1

It was shown in the classical works by Bldcand by  considerable extent on the inclusion of the dipole—dipole in-
Mermin and Wagnér that, in two-dimensional magnets teraction which is inherent in ferromagnets. The magnetic
whose ground state is characterized by continuous degewipole—dipole interaction of spins naturally exists in AFM as
eracy(as, for example, in isotropic and easy-plane models ofvell, but this interaction is usually neglected in an analysis
magnety, thermal fluctuations violate the long-range mag-of AFM since the spins of the sublattices in AFM are com-
netic order at indefinitely small but finite temperatures.pensated in the exchange approximafidnt®5-180n the
Berezinskii® as well as Kosterlitz and Thouléssroved that  other hand, the contribution of the dipole—dipole interaction
such systems can exhibit only quasi-long-range order at tencan appear in AFM due to noncollinearity of sublattices, but
peraturesT <Tgyr, WhereTgxrx S is the phase-transition direct analysis based on microscopic spin Hamiltohfais
temperature) the exchange integral, arlatomic spin. quite cumbersome. A theoretical explanation of two-

However, the conclusion on the impossibility of a true dimensional antiferromagnetism was proposed for the first
long-range order in two-dimensional magnets was drawrime in our brief communicatiol® where it was proved that
only for short-range potentials decreasing with distance at ¢he long-range magnetic order in Langmuir—Blodgett films
rate higher than B®. The magnetic dipole—dipole interac- of the type of manganese stearate (MpfGs0,),) with an
tion whose energy decreases with distance BS flbes not  easy-plane anisotropy is stabilized due to the long-range
satisfy the conditions of the Mermin—Wagner theory.component of dipole forces. It should be noted that this result
MaleeV was the first to pay attention to this circumstance.was obtained only for a specific type of the Dzyaloshinskii—
He proved that consistent inclusion of the dipole—dipole in-Moriya interaction typical of this material.
teraction in isotropic ferromagne(EM) leads to a root dis- In this paper, we develop the simple phenomenological
persion relation for magnonsw¢: k), and hence to stabili- approach proposed earftéto explain two-dimensional mag-
zation of the long-range magnetic order at finite netism and the role of dipole—dipole interaction in establish-
temperatures. ing the long-range magnetic order in AFM and generalize it

The interest in two-dimensional magnetism increasedor several different magnetic models. In Sec. 1, we consider
considerably after the refinement of the technology forthe simplest case of a two-dimensional easy-plane ferromag-
obtaining monolayered structures with a high structuralnet. A good agreement between the results obtained here on
accuracy’™® The Langmuir—Blodgett method was used tothe basis of the phenomenological approximation and calcu-
obtain true two-dimensional antiferromagnethd=M) of the  lations using the exact method of spin Hamiltonian of the
type of manganese steardtelowever, a theoretical descrip- dipole—dipole interaction demonstrates the correctness of the
tion of two-dimensional magnetism was proposed only forphenomenological approach.

FM.56 It was noted above that this description is based to a In the following sections, two-sublattice models are

1063-777X/98/24(11)/8/$15.00 823 © 1998 American Institute of Physics
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analyzed for which the exact method is inapplicable. In Secwhere

2, the model of a magnet with two compensated sublattices is r=(xy), r'=(x"y")
consideredi.e., the case of antiferromagnetic ordepinghe o S
results of theoretical analysis of the phase transition tempera-  f,(x,y)=arr ~?(r?+a?/4) %2,
ture are compared with experimental data. In Sec. 3, similar s o _ap
results are obtained for a two-dimensional easy-plane ferrite  f2(X.y)=—a(r“+a%/4)="

close to the compensation point. 0 9
(= _ __
(ax ' (9y) ’
1. PHENOMENOLOGICAL ANALYSIS OF DIPOLE-DIPOLE These expressions can be used in principle for an analy-
INTERACTION. FERROMAGNET sis of linear as well as nonlinear magnetization dynamics.

These formulas were used by Kovaletval 13 for an analysis
The energy of magnetic dipole—dipole interaction in thegf small-amplitude solitons; in this case, integral equations
phenomenological description can be presented as the sum gfst be analyzed in actual practice. In our case of linear
two terms. The first term associated with interaction betWee'Ebscillations, calculations can be carried out completely by
nearest neighbors gives in the case of a two-dimensionqjsing the spatial Fourier transform. Writind =M y+ SM,
magnet only a positive correction to the constant of uniaxia\,\,hereMO corresponds to the ground state a#d to small
anisotropy, i.e., forms anisotropy of the “easy plane” tfpe. deviations from it, we can easily write the energy of mag-

The second term corresponding to the long-range componeggtic dipole— dipole interaction in terms of Fourier compo-
of magnetic dipole forces can be written in the phenomenopentssm, :

logical approximation in terms of the so-called demagnetiz-

ing field H,, as follows® W= — Wazk |%| (K- M) (K- M _ ). ()
Wd=—(1/2)af dxdy(M-Hp), @) The nonanalyticity appearing in this formula is due to

the long-range nature of the magnetic dipole—dipole interac-
tion. The physical reason behind the nonanalyticity is quite
clear. Let us consider a spin wave in any magnet, which is
accompanied by oscillations of total magnetization in the
divH,=—47 divM, curlH,=0 (2)  direction of the wave vector of the wave. In this case, the
equantity div(éM)#0, and since diM plays the role of the

source of the fieldH,,, (“magnetic charge’} in magnetostatic

equations, the wave is accompanied by oscillations of the

wherea is the film thickness, and integration is carried out in
the plane of the film. The demagnetizing fiefd, is defined
by the magnetostatic equations

taking appropriate boundary conditions into account. In th
three-dimensional case, the solution of Eq8) is well

known:
W field H,,. The range of localization of the field along the
B , , , 1 z-axis is determined by the wavelength=2=/k, and hence
Hm——Vf drifM(r’)-v'] r—r'|" ®) the corresponding energy contains the factdk|1/t should

. be noted that the-component of magnetization does not lead
r ’ ’ ! !
wheredr’=dx'dy’dz’; V andV" are the gradient operators to such a singularity since the corresponding fidld for \

in the variablesr andr’, respectively. Phenomenological >a is virtually localized within the film. It should also be

analysis of the contribution from dipole—dipole interaction . .
will be carried out on the basis of an approximate but simpleemphaSIzed that the form of expressi@h does not depend

L . . . on the type of magnetic ordering; it is valid for ferromagnets
and(which is most importantuniversal model. We consider yp 9 ing 9

) . . : .~ as well as compensated antiferromagnets or weak ferromag-
a two-dimensional magnet in the form of a very thin continu-

ous magnetic film of thicknesa with the normal along the nets. Only the notation for the total magnetizatiév with a

z-axis, in which magnetization is a function of only two vari- corresponding dynamic variable changsse Sec. 2

ablesx andy. In order to obtain the result in compact form In order to verify the approximation introduced above
: Y _ . (s) pZ " and to compare the result with the available exact datse
we introduce the following notationH,,=(H;’, H;), M

obtain the magnon spectrum in a ferromagnet. Taking into
=(M®, M?), where the vectorsH{®=(HX, HY) and g P 9 g

(s) X A fia i % account(5) and ordinary terms, viz., the exchange energy
M ='(M , MY) lie in the plane of the film. Integrating in A(VM)2 (AxJS?) and the easy-plane anisotropy energy
(3 W'th respect to the variable from —_a/2 t0_+a/2, we M2, we can write the Hamiltonian of a two-dimensional
obtain the required result for the two-dimensional case, th%as

o . . . -plane ferromagnet in the quadratic approximation in the
demagnetizing field being expressed in terms of magnetlzqf-omi/ P g a PP
tion M:

=] 00 = 2 ’ +
Hgﬁ)(x’y):VES)J’ f dxldy![Mi(S)(X_X!, y_y/) H ; {Ak 5MK6M*k K((SMZ)k(éMZ)fk

—a(m/k) (k- M) (k- SM _p)}.

Using this expression, we can obtain the dispersion relation
_ f” f” dx'dy' M@(x—x", y—y" ) fo(x, y'), fqr spin waves in the standard_manr(esing the Landag—
o) o Lifshitz equation or the expression foM, in terms of spin

xf(x", Y], (4)
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wave operators, see Refs. 10 and. The root modification 2. THE ROLE OF DIPOLE-DIPOLE INTERACTION IN
of the dispersion relation fok— 0 is due to corrections as- ESTABLISHING LONG-RANGE MAGNETIC ORDER IN TWO-
sociated with nonlocal dipole—dipole interactic5): DIMENSIONAL EASY-PLANE ANTIFERROMAGNETS

In the description of AFM, it is convenient to introduce

H 271/2
s 2ol (HkHap/dka si? g+ (2AIMK1™ - (6) 0 1ormalized vectors of magnetization and antiferro-

. . . . magnetismi:
whereHg =2K/Mj is the anisotropy fieldH y,=47M in-
dicated the field of dipole forces, ang the angle between ~ St Sh+a 1- Sh—Sh+a
the wave vector and the equilibrium direction of magnetiza- m= 2S - 25

tion. . ) .
where the translation vectordefines spins of only one sub-

This result coincidegto within a factor close to unity, latii da is th t of mini ‘ £t lati
appearing in formulas when the lattice discreteness is takeff HICE, anda is the Set of minimum veclors ot transiation

into consideratiopwith the exact result obtained by Maleev between atoms of the first and second sublattices. The vec-

and Brun@ on the basis of the microscopic Hamiltonian of torsm and| satlsfy th? conditiong-1=0, m™+1%=1.1n th_e
dipole— dipole interaction in the two-dimensional discretecontlnual approximation, these vectors depend on continuous
spin lattice spatial variable, while the total magnetization of the AFM is

With account of the root modification of the dispersion defined by the formuld =2Mom, whereM is the magne-

relation for magnons, the average fluctuation of magnetizat—Izatlon of one sublattice. . S
The presence of two sublattices creates the main diffi-

tion AM(T) becomes finite, indicating the stabilization of itv in the d i f AFM d to FMIn th
the long-range magnetic order. In order to calculate the valyg'y In the description o as compared to Fjtin the
of this quantity, we must know the coefficieBt, of spin semiclassical approach, we must consider equations for two

deviation for a ferromagnet, which can be easily Obtaineodynamlc.vectorﬁ, Snh+a O'M, |. In the standard method of

from the coefficients of the—v transformatior’:® However introduction of magnon operators, we have to use the gener-

we shall describe another method of calculation Do " alizedu—v transformation containing four operators. Many

which is simpler for an analysis of multisublattice magnetsdIffICUItIes can be ay0|deq by going over to thernodgl for

and will be required in subsequent analysis. the vectorl (see reviews in Ref. 22The Lagrangian in the
We supplement the Hamiltonian with the tedn= — M o-model for a two-dimensional easy-plane AFM has the

-H® corresponding to the energy of a ferromagnet in anfo'm L="Lo—Wj, Wherer has the meaning (.)f the long-

ange component of the dipole—dipole interaction energy, as

external field (It should be emphasized that we are speaking{) ¢ 4. is the standard L 7 ant L ’
only of a formal approach simplifying calculations. Accord- elore, and. 1S the standard Lorentz-invariant Lagrangtan

2

ingly, we must makeH®* tend to zero in final resulisWe 1 /4l ) 5
shall use the formula for the average thermal fluctuation of Lo:f dxdy{A 2|7 ~(VD _Klz] :
magnetic moment which is well known from the FM
thermodynamic&? i.e., In this formula,xy is the plane of the film coinciding
with the easy plane of the AFM, the velocity of spin waves
1 de; (K, HE (c?=2g%Alx, wherey is the magnetic susceptibility of the
AM(T)=— 22 E f dk e AFM), and the easy-plane anisotropy constant0 is renor-
! malized taking into account the short-range component of
X[exp(e;(k)/T)—1]1 (7)  the dipole—dipole interaction. In the-model, the magneti-

zationM in the AFM is not an independent dynamic variable

(in the case of multisublattice magnets, summation is carrie@"d can be expressed in termsl @ind its time derivatives:

out over all branches of spin waye€omparing the above [ dl

expression and formul&3) from Ref. 6, it can be readily M=-— a IXa +x[Ho+Hp—H(Hg+Hp)-1}]. (8)

seen that the coefficienD, is defined by the quantity

dei(k,H®Y/9H® whose value can be calculated easily. ThisHereH, is the external magnetic fielt the Dzyaloshin-

approach is very productive in a more complex case of mulskii field, Hp=Djlx; 9=2uq/% the gyromagnetic ratio,

tisublattice magnets, when the alternative calculations of thand the form of the tens®;, is determined by the magnetic

coefficients of the generalized Bogoliubawv-v transforma- symmetry of the crystal.

tion is very cumbersom¥ Formula (8) is written taking into account the general
Thus, the phenomenological approach can be regardddrm of the Dzyaloshinskii— Moriya energy which is chosen

as quite adequate for the microscopic approach for the giveim the form

type of problems. The application of the phenomenological

approximation becomes necessary in more complex two- WD:—Mof dxdyDyM;ly. 9

sublattice models. The calculation &M (T) by formula(7)

can be carried out analytically only to logarithmic accuracy  Let us go over to the angles characterizing the direction

in the small parameteM oH g,/ A. In this approximation, the of the vectorl: |,=cos#, I,+il,=sin 6 exp¢). Assuming

exact value of the coefficient afka is immaterial since the that 6= 7/2 ande=0 in the ground state, we can introduce

results calculated by using the phenomenological approactne field variables9 and ¢, where 0= w/2—6,9<1, and

literally coincide with those obtained earlif. ¢<1. In order to analyze thermal fluctuations of the moment
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in the approximation of noninteracting spin waves, we intro-contains almost all bilinear combinations of the variables
duce canonic field pairs:, ¢) and conjugate field momenta Qy, qix,Py, andp,. But since we are interested only in the
(Py,P,), respectively. Taking into account only quadratic possible singular contribution of this term flr0, the ex-
terms, we can easily obtain from the Lagrangian pression forHy can be simplified significantly.
_ 2 _ 2 First, we can calculatély by taking into account only
Py=(2AIC) a0l P =(2A/CT)d¢lt. (10 the variablesq and p since the magnon frequency of the
Using these formulas, we can determine the Hamiltoniamranch withP andQ is finite for k—0 and makes zero con-
Ho corresponding to the Lagrangidry. The small correc-  tribution to divergence. Second, we can ignore the dynamic
tion termHy in the total HamiltonianlH=H,+Hg of spin  contribution to magnetization since it obviously contains the
waves is due to the dipole—dipole interaction and is equal tnagnon frequency and is small far-0. Consequently, we
the energyW, expressed in terms of canonic variablesare obviously interested only in terms proportionabja
(10 We can writel =ly+ 8l, m=my+ ém, wherel, andm,

Let us first consider the spectrum of spin waves andare equilibrium values of the vectarandm, and sl and ém
calculate the rms fluctuations of the antiferromagnetism vecdescribe their oscillations in the wave. It can easily be veri-
tor disregarding/ . Carrying out the two-dimensional Fou- fied that the componend! linear in' ¥ can be written in the

rier transformation in the wave vect&r= (k, ,ky), i.e., form Sl (g,X1p)W. In the approximation linear iW,sm,
1 and 6, we can easily find from the relations m=0,
(9,0)=—— > (Qr,q0)€X", 12+ m2=1 that ém=—Ily(my, [e,XIo])¥. Using expres-
Wk sion (8) for m in the static limit, we can present the magne-

1 tization component in the plane of the film in the form
(Py.P,)= N ; (Py,pe*", SM=2My- Sm=—lo((H+Hp), [e,XIo])xV.
This leads to the following simple universal expression

we obtain the Hamiltoniail, in canonic form: for the singular component of dipole energy:

2

c 2 .2

Ho=> 5z (PP_*pkp-i) maHp x

TR oA T Hd:TO > q@-ialk|cos eo.
K
A
+ P (Q2QQ_k+ w2qrg_). (11)  Here cospy=(k-lp)/|k|, and the following notation is intro-
K duced:

HereV_|s the volume of the s_ystem, ar(dlk=_c\/k2+ K/A HDOZ((H+HD): [e,.lo]). (13)
and w,=c|k| are the frequencies of two spin branches, the
first branch corresponding to oscillations loperpendicular The quantityH Do introduced here plays the leading role

to the plane of the film, and the second—to oscillation$ of in the modification of the dispersion relation for the activa-
in the plane of the film. Since the Hamiltonian is written in tionless branch of Spin Wa\/es_H-fD # 0, a root modification
canonic form, we can easily find mean fluctuations of fieldy the same type as for FM ap;())ears and hence the long-
variables9 and ¢. For this purpose, we use the standardange magnetic order is stabilized. This term appears in the
formulas for averaging Bose operators: Hamiltonian of the long-range component of the dipole—
<qlq2>:ﬁ02n15(1+2)/2Aw1, dipole interaction only if the magnetizatiod has a compo-
nent parallel to the plane of the film. It can be seen from

<Q1Q2>:ﬁCZN15(1+2)/2Ale formula (13) that, if the direction of the external field is

(p1p2)=2AkN; 8(1+2)w,/c?, (12) perpendicul_ar to th_e film, i.e., is suc;h that thg isqtropy of the
) easy plane is not violated, the required contributioiMt@an
(P1P2)=2A%RN15(1+2)Q, /c”. come only from the Dzyaloshinskii—Moriya interaction.

HereN; andn; are Bose distribution functions for the first We begin with an analysis of the most standard form of
and second magnon branches, respectivesyki, while the the Dzyaloshinskii—Moriya interaction with the antisymmet-
remaining average values are obviously equal to zero. GoinfiC tensorDjy :
over from summation ovek to integration, we can easily Dik=8ik'H8),
find that the fluctuation o} is finite at finite temperatures: J
((A9)2)=(T/A)In(T/AO), whereh Q is the activation en- and do not fix the direction of the vectél, at this stage. It
ergy. On the other hand, the corresponding integral for thés Well known that such an interaction is of the exchange-
activationless branch diverges logarithmicallykas 0. Since ~ relativistic origin}® Hp = VHyH, (Hx andH, are the anisot-
((¢)?) defines thermal fluctuations of magnetization in theropy and exchange fielfisand does not disturb the Lorentz-
easy plane, the divergence of this quantity indicates the adhvariance of ther-model. Simple calculations show that the
sence of a long-range order at finite temperatures. HoweveParameteHp = —(e,-Hg), i.e.,Hp #0 only if the chosen
the situation changes radically if we take into account theaxis of the Dzyaloshinskii—Moriya interaction is perpendicu-
energyWjy of dipole—dipole interaction. lar to the plane of the two-dimensional magnet. This exactly
The HamiltonianH, expressed in terms of canonic corresponds to the situation when the Dzyaloshinskii—
operators is much more cumbersome thén It generally  Moriya interaction does not violate the exact easy-plane
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anisotropy and continuous degeneracy of the ground state of o 2T TA
the magnet. In this case, the long-range order can be stabi- ((A¢) >~K In W)
D

lized only due to the root modification of the dispersion re-
lation for the lower magnon branch. This expression can readily be used for estimating the

Thus, we arrive at the conclusion that in an analysis oftemperaturdl . corresponding to violation of the long-range
the stabilization of the long-range magnetic order in two-magnetic order if we assume qualitatively tHén ¢)?)o1
dimensional easy-plane AFM we must take into account théor T=T..>® This leads to the following estimate fdr.:
long-range component of the magnetic dipole—dipole interT.~A In~Y(A% m#ia’cy’H3). This temperature for the same
action as well as the Dzyaloshinskii—Moriya interaction withvalue of exchange integral is much lower than the corre-
an invariant of the formrg,l,—myl,). The dispersion rela- sponding parameter for FM; its estimated value for
tion for the upper branck}, changes insignificantly in this  Mn(C;gH350,), leads to the result matching with the experi-
case. The energy of the lower branch in the main approximental values Tc=0.5K).°

mation in the small parametegsandak assumes the form Concluding the section devoted to antiferromagnets, let
2142 112 us consider the general case of the Dzyaloshinskii—Moriya
ho=he| K2+ max Mo alk|cog ¢, (14) interaction leading to the emergence of the telis in the

4A energy of the magnet, which is linear in magnetization

(Wp=DjM;l,), where the tensdd; =D,,(l) is determined
by the magnetic crystal symmetry of the magnet. If we con-
sider only such a form of the tensbr,, for which the con-
tinuous degeneracy of the ground stéte., the isotropy of
XZH%a the easy plane corresponding to the symmelry) is not
TN cog ¢q. violated, we can prove that the case Wp=Hp(M,l,
—M,l,) analyzed above is the only case in which the stabi-
It should be noted that these results are in accord withization of the long-range order due to the nonanalyticity
those obtained earlier for FRbut the value ok* for AFM (root modification of the dispersion relation is manifested in
is considerably smaller than the corresponding parameter fgrure form. Indeed, this condition corresponds to the tensor
FM. D;y including only three different components:
Let us estimate the value d{A¢)?) which does not
diverge in the root modification of the dispersion relation. D, =D, 0
For this purpose, we use the method proposed in Sec. 1in D;«| D1 D, 0|,
similar calculations for a two-dimensional FM. Formally, we 0 0 Ds
supplement the Hamiltonian for AFM with the term
A=—1,-MgH™. In contrast to ferromagnets, this term in whereD;,D, andDj; are independent df
the Hamiltonian of AFM cannot be interpreted as the energy  The corresponding terms in the expression for energy
in an external magnetic field. The dispersion relatibf) for ~ can be written as the sum of two invarian®p=1,+1,,
spin waves is modified as follows: [1=D1(Mlx—=M,ly), [2=Do(Myly+Myly) +D3sM,l,.
The first invariant was considered in this section, while the
second can exist only for two-sublattice AFM with non-
equivalent sublattices. Examples of such magnets are ferrites
) ) ) at the point of compensation or so-called weak longitudinal
(the dispersion relation for the upper branch also changes igyromagnetd? in which the atomic spins in different sublat-
the same waly Since the equilibrium direction of the anti- ices are equal, but their crystal environments are nonequiva-
f_erromagnensm veptor was chosen by us in the plane of th%m_ Strictly speaking, these magnets are not AFM even
film along thex-axis, the average fluctuation éfcan be  hen the magnetizations of the sublattices are equal exactly
expressed in terms of mean fluctuations of field var|able3fM1|:|M2| since their crystal symmetry group does not

P 2\ _ 2
(AlLg=—(1/12X(A¢)*)— (1/2X(A9)%). On the other hand, contain an odd element transposing the sublattises Ref.

Thus, this dispersion relation for smadl has a root
modificationw,~c+/|k|-k* and remains lineaiw,~c|k| for
k>k*, where

k* =

H ext 2142 1/2

may“Hp
oA +T a|k|co§ ®o

ﬁwk—>ﬁC k2+

we can presenfAl,) in the form 15). In the pure easy-plane model, the only symmetry axis is
4 C.. which cannot be odd by definition. In this case, the ex-
(Aly)y=— 2m)? J dk oM pressionL ,M, changes sign and is not invariant in the pres-
0 ence of some other odd symmetry element. The inclusion of
dw(H®Y A (H®Y other invariants in the Dzyaloshinskii—Moriya interaction,
( st Mk IH e k| o which are manifested for “true” AFM with an odd principal

axis is a quite complicated problem. First, the inclusion of
where the first term corresponds to the fluctuatjoa ¢)?2) such invariants violates the initial Lorentz-invariance of the
and the second term to the fluctuatigeA®)?). Since Lagrangianl, of the o-model. Second, in the case of a
(doy/ HPY) = 1/wy, we again arrive at the formula follow- consistent exclusion of1 and a transition to the--model,
ing from (12). these invariants lead to anisotropy in the basal plane with a
Taking into account (14), we obtain for T  constant of the order db?/ 8 (see for details the analysis of
> (hc) x?H3a%/4A these problems in Refs. 12 and)1@n analysis of AFM
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should actually be carried out by taking into account thesenagnet and is described by the Landau—Lifshitz equation for
two factors. Simple calculations show that the consm@g the total magnetizatiorM=M;+M,. If, however, |[M,]

in (13) for some classes of magnets differs from zero, and the=|M|, it can be described on the basis of the modified
frequency acquires a nonanalytic term of the typeo-model’”*®The normalized antiferromagnetism vector can

H%0|k|co§<p0. Foe example, this is true of AFM with the be determined in the standard manner:
symmetry 472(72(*) (this symmetry is inherent in M,—

MnF,,CoF,, and other magneis In this case, Wp |= ﬁ for [My|~|M,|
=D(M,Jy+Ml,), and the constartti,  can be written in e
the form As in the case of AFM, the magnetizatibh=M,+ M, is a
dependent variable that can be expressed in terms of the
Hp,= Dllo, (&—&)]. antiferromagnetism vectdr In the static case, we have
Thus, the quantityH D, is determined by the type of the M=AMI+(Ds— Dz)(lﬁl—lzez). (15

ground stateH DOZO for | oriented along the odd axegsand
e, while Hp = +D+/2 and differs from zero fof oriented The dynamic term has the same form as for AFM and is

along the diagonal of the square. The same regularity is alsgot given here. The second term is due to the invariants
typical of other AFM: forD;, # s;;Hp, : the constantp,  is Do(Myly+Myly) andD3M,l,. The fact that this contribu-

determined by the orientation of the vectoin the easy tion is proportional tp D5 —D,) is obvious since it does not
plane. depend on the relation betwegv , | and|l\/_|2|; M-1=0 for
The lowering of symmetryboth crystal and dynamic; [My|=[M|, and for Ds=D these two invariants cancel
the latter is manifested in the violation of the Lorentz invari- °"
ance complicates the calculation dfl, . Lorentz invariance
is violated due to the emergence in the Lagrangian of th
terms linear ing6/dt,delot of the type A.(6,9)(96/dt)
+A,(0,9) (9@l 3t) (see the table in Ref. 16If these invari-
ants are taken into consideration, the transition to canoni
variables becomes quite complicated, and the simple formuz2s€ . . . .
las (11) and (12) are no longer applicable. However, this .It was mentioned earlier for two_-_dlm_ensmnal ea_sy-pla_ne
does not complicate significantly the calculationsAdf us- antiferromagnets that the root modification of the dispersion

ing the above-described approach with the introduction O]relatlo_n, t_akmg Into account th_e magnetic d|pole—d|po_le in-
HEw®, teraction is observed only provided that the nondynamic part

It can be proved, however, that the main factor in theseof magnetizatiorM in equilibrium has a component parallel

cases is the anisotropy in the basal plane which inevitabl)t'/:,:fae easy plane. The ltcorfr?rs],pogdmglj Cﬁ.’*‘pl?.”el\"/‘l""‘.’f” .
appears for AFM withD;, # e;jHp; . It leads to the emer- appears as a resuft ot the zyaloshinsxii—=iorlya in-

gence of activation in the spectrum of the lower branch an(é]erﬁf?orn]; I:ric;an ibe seer|1 tfartol\TI forrr?dL(I?]aS)rfhat this crorr&po— ¢
to a deviation of the dispersion relation from the ”nearninidgntite Ofe‘:’hz iﬂggttices ,Tahe te?mcsvi?lg))zeiaDS) llf 0
form for k<k%, where the quantity gk%)=(agHp /c) y o ' o 2

12 . .0 such that it gives a nonzero magnetization only whirms
«(ak,)">(ak,). It follows hence that the inclusion of the

. ) ; _ o an angle with the easy plane other than 0 or 90°.
magnetic dipole—dipole interaction for such AFM is imma- The Lagrangian of the system in terms of the field vari-
terial. The main source for the existence of a Iong—rangedblesﬂ and ¢ has the form
magnetic order in such materials is that the degeneracy of the
ground state can also be discrete when anisotropy in the a
basal plane is taken into account. L:f dXdY{ﬁ

Thus, the case when the Dzyaloshinskii—Moriya energy
has the simplest for®(M,l,—M,l,) is the only nontrivial
case for “pure” AFM with equivalent sublattices considered
here.

It should be emphasized that a magnet with nonequiva-
éent sublattices cannot have other invariants bilineaMin
andM . The emergence of terms of the typeWf, in pure
AFM is due to the presence of odih Turov's sens®) ele-
Qwents of the crystal group, which are absence in the present

AM }
- (1—sin 9)+ x(D,—Dj3)

X sin ¥ co 1‘}} i—f—A[(Vﬂ)z-FCOSz HVp)?]

A 2
+
c?

a0\ ? e
(E) +cog & o

—KQ#@—WJ,
3. MAGNETS WITH NONEQUIVALENT SUBLATTICES. TWO-
DIMENSIONAL FERRITE NEAR THE COMPENSATION

POINT where the constantd and K of nonuniform exchange and

anisotropy are defined in the same way as in AFM, arsl
We shall consider peculiarities of a magnet with twothe velocity of spin waves in the ferrite. In addition to the
nonequivalent sublattices on the basis of the model of a twoterm which is standard in Lorentz-invariant models, this La-
sublattice easy-plane ferrite film whose state is determinedrangian contains terms linear éip/dt. These terms appear
by two vectorsM,; and M, of magnetization of sublattices. due to the difference betweé ;| and|M,| (“ferromagnet-
For definiteness, we choodaM =M ;—M,>0. If the values ic” term)!’ as well as due to an invariant wi,, D;.8 If
of M, and M, differ significantly, the dynamics of such a we take into account the dipole—dipole interaction, the
magnet is completely equivalent to the dynamics of a ferroHamiltonian of the problem acquires an additional term
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Thus, the coefficients dl(w; ;) contain only the stan-
Hd=a(M1—M2)2; VW alk[sin ¢o. dard singularity (1b,,) for w,,—0 in this case also.
Clearly, the main contribution toAl) is due to the first term
As in the case of static magnetization,, the invariant withassociated with the activationless mode, whose frequency
(D3;—D5) makes no contribution to the quadratic Lagrang-can be written in the form
ian for an easy-plane magnet. Consequently, its inclusion is 2
: ) ; : 2Ky wg(k)
immaterial for the calculation of the spectrum of spin waves. w3(K)= s
As regards the “ferromagnetic” term, it plays the leading 2Kx+(AM)

role for all values ofAM except very small valuesAM In the main approximation ik, this term can we written
<(Hk/H)Y*=10"2, whereH, is the exchange fiejdsee in the form of the same integral as in the case of AFM, but
estimates obtained in Ref. 17 with an additional factor

The frequencies of the two magnon branches are defined 2112
by the equation (Aly= 2Kx n XT[2Kx+(AM)*T™ _

A 2Kx+(AM)2 | gh(2Kx)TA(AM)? |

[Q3(k) — w?][w5(K) — w?]= w?(gAM/x)?, (16)

where Q(k), wo(k) are the frequencies in the “antiferro- Thus, thermal fluctuations of the vectbincrease with

magnetic” limit for AM =0. Taking into account the contri- decreasingAM due to the prelogarithmic factor as well as
bution of the long-range component of the dipole—dipole in-due to the logarithm itself. AAM —0, (Al)— due to the
teraction and the fictitious fielth ™, these frequencies are divergence of the logarithm, i.e., the long-range order is vio-

defined as lated. This is clear since the dipole—dipole interaction “does
) exti1/2 not operate” forAM —0.
Qo(k)=c[k*+ K/A+ (LIHT]™4 It is appropriate to note here that the points of compen-

i sation of the mechanical momemt|l=I1,—1,=(M,/g;)
k)=c[k?+m(AM)?K[sin® go/ A+ (L2HF ], —(M,/g,) and the magnetic momemM in real ferrites
where sift ©o= [k2 (k |)2]/k2 If, however,AM =0, the for- Wlth nonequiyalent atgms in Sublattiges do not coincide in
mulas for the magnon frequencies(k) andw,(k) become ~ View of the difference irg-factors. In this case, formuld6)
more cumbersome. The “ferromagnetic” limit correspondsShould be modified as followsAM must be replaced by
to the inequalityAM> \xK; in this case, the frequency of 9(Al), whereg=(g;+9,)/2 (see Ref. 18everywhere ex-
the lower branchw;gy=(x/gAM)wo(k)Qo(k) and has a cept in the denominator of the argument of the logarithm.
root dispersion relation foH®™'=0. In this limit, the fre- The dependence dfAl) on AM may not be monotonic in
qguency of the upper branczhz(k) has a very large activation this case. The minimum value @Al) exists between the
energy (of the order of the exchange integraind can be points of compensation of the magnetic and mechanical mo-
ignored here. Consequently, the specific behavior associatégents.
with the presence of two sublattices is observed only in a The authors are grateful to V. G. Bar'yakhtar and

narrow range ofAM for V. Kambersky for fruitful discussions.
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Dynamic characteristics of adsorbents for adsorption pumps of dilution refrigerators
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The data on adsorption isotherms“fe in synthetic adsorbents are obtained at 4.2 K in the
pressure range 1-16 torr. The dependence of pressure on the amount of adsorbed gas in
adsorption pumps is studied under conditions simulating the pump operation in dilution
refrigerators. It is found that the pressure in the pump is practically independent of the amount
of adsorbed helium for a constant pumping rate in the interval®-010~ % mole/s, over

a wide pressure range. The obtained characteristics can be used for designing and developing
pumps for dilution refrigerators. €1998 American Institute of Physics.

[S1063-777X98)00911-6

Adsorption pumps, which are used quite frequently inmade at 4.2 K according to the technique described by
vacuum technology,have found a new application recently Dikina et al® by using liquid helium in a standard dewar
following the development oiHe—*He dilution refrigerators  containing the sample under investigation. PressBrsthe
with cryogenic circulation cycle¥: Interest has been grow- interval 1-102 mmHg corresponding to the working pres-
ing in the new information concerning the characteristics ofsures in the dilution refrigerators were measured by a ther-
such pumps in view of the peculiarities of their operation inmocouple vacuum gauge calibrated for helium with the help
dilution refrigerators. In vacuum technology, the mass flux isof a McLeod gauge. Figure 1 shows the adsorption isotherms
not large during pumping in most cases of evacuation, an@f “He at 4.2 K for carbons SKN and KAU under normal
hence the construction of adsorption pumps requires just gonditions.
knowledge of the limiting values of pressure for a given ~ Within the limits of the spread of data, the adsorption
level of adsorbent filling, i.e., adsorption isotherms measuredésotherms are described by the dependence
undgr static condnpns. Dynamic characterlstlcs, which de- V,=A+BVOgP. )
termine the possibility of a constant pumping rate for pro-
longed durations under considerable mass fluxes, are alsthe parameters of this dependence for the investigated
significant for dilution refrigerators. Information about the samples are given in Table I.
pump operation under such conditions is quite scarce and |n addition to the values ok andB corresponding to the
even contradictorysee, for example, Ref)5t was found by  pressureP in mm Hg, Table | also contains data about the
Wiedemanret al® that the pumping rate remains practically absorbabilityV, of the adsorbents for the highest character-
unchanged as long as the amount of adsorbed helium is legsic value of pressure 7:5610°2 mm Hg in the evaporation
than about two thirds of the equilibrium volume of the ad- chamber of the dilution refrigerator.
sorbent defined by the adsorption isotherm. At the same The difference in the results for SKNP-4 can be attrib-
time, Amamcharet al.” discovered a decrease in the pump-uted to different batches of the adsorbents used by us and by
ing rate upon an increase in the adsorbent filling, startinghe authors of Ref. 9.
from the smallest values. An identical result was also re-  Subsequent investigations were carried out by using car-
ported in a subsequent publication by Kolobrodsial® bons SKN and KAU. The carbon SKN has the best adsorp-

In order to ensure a stable operation of dilution refrig-tion isotherm, while KAU is characterized by the shortest
erators with a cryogenic circulation cycle, we must find theperiod in which equilibrium pressure is established. This cir-
conditions under which the pumping rate can remain coneumstance envisages the existence of optimal characteristics
stant over a quite long time. Otherwise, either the temperasf adsorbents under dynamic conditions in spite of the rela-
ture regime of operation of the refrigerator will be violated, tively small absorbability under equilibrium conditions.
or at least its operation will be considerably complicated.Hence the carbon KAU was chosen as the material for the
The present work is devoted to an analysis of such problemsnost comprehensive studies in our experiments.

Moreover, we also continue our studies of the properties of Measurements were made by using a pump whose con-
new adsorbents. struction is shown in Fig. 2. The adsorbent was placed in a

First of all, we studied the adsorption isotherms of asingle layer on plates fitted on a tube passing through the

number of new synthetic adsorbents. Measurements wementer of the cylindrical casing. All components of the pump

1063-777X/98/24(11)/4/$15.00 831 © 1998 American Institute of Physics
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FIG. 1. Isotherms ofHe adsorption by SKNcrossesand KAU (circles
atT=4.2 K.

used. Gaseous helium was supplied through a tube in t
form of a spiral8 immersed in liquid helium to ensure cool-
ing of the gas being supplied. Another tube was used for
connection with the manometer. The [RBlwas connected

with the casing through an indium seal ensuring a convenient
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were made of copper. In most experiments, 13 plates COIFIG. 2. Schematic diagram of the adsorption puisp:adsorbent?—pump
taining 8.73 g carbon KAU and 14.35 g carbon SKN werecasing,3—lid, 4—McLeod gauge5—thermocouple vacuum gaugé—

Pumping

hraechanical pressure gaugé—calibrated volume8—condenser coil9—
nitrogen trap,10—inlet valve.

replacement of samples. 10!
In our experiments, we measured the dependence of the a
pressureP in the pump on the amount of adsorbed helium
under a constant injection rate. The injection ndtearied in 0
the interval (10°-10"%4) mole/s. Figure 3 shows some of 10 F
the obtained dependences. It can be seen that the pressure in 2
the pump in the initial stage in almost all cases does not £ 0°¢
depend on the amount of the adsorbed gas, the plateau being E_ 10—1 i 0o 0560 o S o e :
observed at low injection rates up to U 9(V, corresponds a a 4 & a aasr?d
to the adsorption isotherm at a given presgufée length of o+ o4 N*: a
the plateau decreases upon an increase in the injection rate. 4 & & &
(Note that the data corresponding to an increase in the pres- 10'2 ¢ ¢ 0 hd
sure are only qualitative since a constant injection rate can- 0 0.50 1.00
not be ensured under these conditipns. V/V,
Figure 4 shows such dependences obtained under the 1
conditions when the injection rate changes stepwise in the 10
course of the experiment. It can be seen that under such b
conditions, a plateau is also observed on the dependence
P(V). In our experiments, the plateau was observed for all 100 |
T °
TABLE I. Values of parameter8 andB in Eq. (1) for different adsorbents. E o°‘
A B Vo a 10-'l LT LM vg:‘bﬁ
Adsorbent p, glen? cnrlg o0 oo;oao U":’,’:,Bsf
SKF 0.35 719 77.2 628 N e *
R 107 '
SKT 0.49 440 41.0 394 0 0.50 1.00
SKN 0.40 613 59.4 546 V/V,
usT 0.64 78 12.5 64
SKNP-4 0.34 579 67.8 502 FIG. 3. Dependence of pressure on the degree of filling for various injection
SKNP-4 0.34 790 97.2 680 ratesV (in micromole/$: (a) adsorbent KAU: 9,6(4); 18 (A); 40 (+);

*data from Ref. 10.

78(A); 110(@); 120(O) (b) adsorbent SKN: 57A); 79 (0); 140(+); 150
(@), (O) (data obtained in different experiment&30 (V); 290 (H).
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) " FIG. 5. Dependence of pressure in the pump in the plateau region on the gas
FIG. 4. Dependence of pressure in the pump on the degree of filling of th‘?njection rate per unit mass of the sample: SKNRidangles; KAU
adsorbent KAU during a stepwise variation of the gas flow rétein (circles, SKN (crosses
micromole/3: 10 (1), 18 (2), 10 (3), 12 (4), 9.5 (5). The inset shows the
dependence of pressure for silica gel in the initial stage of the experiment.

the investigated adsorbents. This is in qualitative agreementithin the spread of experimental points, the obtained depen-
with the data of Ref. 6. At present, it is not possible todence in these coordinates is universal for all three adsor-
explain unambiguously the absence of a plateau in the exsents and is practically linear.
perimental data presented in Refs. 7 and 8. This can hardly The comparatively weak increase in pressure upon an
be associated with high pumping rates since indirect estincrease in the pumping rate is apparently due to the fact that
mates indicate that values &f of the order of 104 mole/s  the increase in heat removal during absorption is compen-
were used in both caséthe exact data are not presented insated by an increase in the thermal conductivity of the gas.
either of the above-mentioned wojk#ience the absence of Apparently, the thermal conductivity of a gas is the main
a plateau is most probably associated with the constructiomechanism for removal of the heat of adsorption and ensures
of the pumps. In particular, one can also expect the detrimerihe universal nature of the obtained dependence under con-
tal effect of multilayer arrangement of adsorbents on pumglitions when the pumping rate for the adsorbent is deter-
characteristics. In this connection, it should also be recalleihined by the intensity of its cooling. .
that the data presented in Ref. 8 correspond to a lower pres- It should be emphasized that the dependei@$) are
sureP=5x10"% mm Hg than in our casé&he value ofP almost identical in spite of the fact that the adsorption iso-
presented in Ref. 7 iP=10"2 mm Hg). therms of KAU differ significantly from those of SKNP-4
An interesting peculiarity was observed in the initial and SKN(see Fig. 1 This confirms the idea put forth in the
stage of the experiment. As a rule, the pressure in the pumimtroduction that the adsorption isotherm is not a sufficiently
decreases in such cases upon an increase in the amountrefiable characteristic of the quality of the adsorbents used in
adsorbed helium, the decrease being especially noticeable ditution refrigerator pumps, and also supports the assumption
low injection rates. This circumstance is illustrated in thethat there exists a correlation between the speed at which
inset to Fig. 4 showing the initial experimental stage withequilibrium pressure is established in the adsorbent and the
silica gel at an injection rate of 16 mole/s. Apparently, possibility of ensuring a fast pumping rate. However, the role
such a behavior can be explained by the fact that the adsf the absorbability can by no means be disregarded since it
sorbed helium facilitates a more effective cooling of the ad-determines the required amount of the adsorbent.
sorbent. The obtained dependences allow us to carry out quanti-
The data presented in Fig. 3 were used to construct thiative analysis of adsorption pumps used in low-temperature
most representativéfrom the point of view of practical ap- dilution and evaporation refrigerators. Naturally, in order to
plication) dependence of pressure ensured by the pump in theake the calculations reliable, we must carry out measure-
region of the plateau on the pumping rd&kgg. 5). In addi- ments in a wider range of parameters and, above all, of the
tion to the data for KAU and SKN, the figure also containspumping rates. We must also clarify the role of construction
points obtained in analogous experiments with the adsorbemtetails of the pumps and determine the ways of improving
SKNP-4 which has been used in dilution refrigeratbts.  the cooling of the adsorbents. It should also be interesting to
order to take into consideration the difference in the massegetermine the extent to which the dependeﬁ@l) is uni-
of the investigated samples, the pumping rate divided by thgersal. We plan to carry out these investigations and to
mass of the sample is laid along the abscissa axis in Fig. §earch for new adsorbents. This research was carried out by
(preliminary experiments with a lower concentration of theysing ordinary helium while dilution refrigerators udge as
adsorbent showed thstin the plateau region is proportional a rule. One can hope that the difference will turn out to be
to the mass under identical pressurds was found that, just quantitative as was found during a comparison of the
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Did Ogg really observe high-temperature superconductivity
in metal-ammonia solutions?
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An empirical analysis of the results of time- and temperature dependences of the electrical
resistanceR of metal-ammonia solutions Nf:Na with different Na concentrations quenched in
liquid nitrogen point towards an anomalously high but finite conductivity rather than
superconductivity. In particular, the time dependeR¢g) of solutions NH:Na quenched rapidly
at T<80 K can be described correctly by a “logistic curve” with a nonzero initial value
R(0)#0 (att=0). © 1998 American Institute of Physid$S1063-777X98)01011-1

1. The experimental results obtained by Odmpm re- R(T)=A exp—To/T), )

sistance measurement of metal-ammonia solutions quenched ) )
in liquid nitrogen(at T=78 K) have remained enigmatic for which can be treated as an inversion of the temperature de-

over half a century. These investigations were the first tg?€ndence of activation conductiviy(T) =0 exp(~To/T)

arouse the interest of researchers in the problem of higignd corresponds to zer¢exponentially low resistance
temperature superconductivifHTSC) and stimulated ex- R(0)=_0 forT=Q. However, formuld1) does nOt.quC”be a
perimental and theoretical quest for nontraditional supercong'harp Increase in resistand@-<) upon a transition to the

ductors which culminated in a resounding success after 48I€/€Ctric phase, or the hysteresis phenomena in the vicinity

ears when Bednorz and Mer? discovered HTSC in cu- of T:l,60 K.
i;rate metal-oxides in 1986 Dmitrenko and Shchetkfrmeasured at low temperatures

However, the mainforemosj question as to whether (T<20 K) the time dependendg(t) of quenched NitNa
Oggd observ,ed “nitrogen-temperature” superconductivity solution with a 2%-concentration of sodium which has the
for the first time or an anomalously high “normal” conduc- lowest initial resistanc®,. Using the obtained experimental
tivity in frozen NH;:Na solutions remains unanswered so far.data’ they showed that under the assumption of precipitation
For example, Verkiret al® suggested that the high conduc- of the entire sodium content into a single conducting filament
tivity of metai—ammonia solutions is due to the precipitation_Of a uniform cross-section throgghout its IengtYh, thesresistiv-
of whiskers of chemically pure sodium as a result of quenchlty P ccr)]rris.pongs ttosthi ef:jectlvef valwt(lf l_l(T tf)19 th
ing of solutions in liquid nitrogen. However, the reasons be-’ cm which 1S about 5—4 orders of magnitude fower than the
hind a low initial resistance of solutions with low Na con- "€SISUVIty of metallic so.d|um. Hence the authors of Ref. 4
centration of the order of 2—3 at.%, and a subsequen?uggeSted that a transient superconducting state with zero

increase in the resistance of metallic Na filaments with timéesistance at the initial instant of quenching of the solution is
are not clear so far. formed ir! NH;:Na, and proposed the following empirical
Dmitrenko and Shchetkfrcarried out the most compre- exponential dependence Bfont:
hensive investigations of temperature- and time dependences R(t)=B exp(—ty/t), 2)
of the resistanc® of metal-ammonia solutions with various ) o
sodium concentrationd —12 at. % over a wide temperature Which corresponds to the limiting valu&0)=0 att=0.
interval T=20-240 K. These experiments showed that in  2- I this communication, we wish to emphasize that for
addition to the low-temperature phase with an anomalousl{*" @ppropriate choice of the parametds=R(0), R,
high conductivity in the temperature rangg<80K, - R(t—=) andr, the experimental data obtained by Dmi-
quenched solutions Nj:Na also contain a conducting phase rénko and Shchetkfron the time dependené(t) fit much
with a higher resistance in the interval 86<<120 K, a  P€tter on the so-called “logistic curve”
dielectric phase in the interval 120<KT<<160 K, and a R.,
high-temperature conducting phase in the interval 160 K R(t)= — —
<T<195 K, a transition to which from the dielectric phase 1+ (Re/Ro—L)exp ~t/7}
is accompanied by a hysteresis of width about 5 K. In ordethan on the dependence described by fornigja
to describe theR(T) dependence in the entire temperature  Figure 1 shows the dependeneét) described by for-
range, Dmitrenko and ShchetRiproposed an empirical in- mula (3) plotted on semilogarithmic scale for various values
terpolation relation: of the parametersR,=1.2Q, R,./Ry=10", 7=2.2 min

()
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The first term on the right-hand side of this equation
describes the rate of decrease in the carrier concentration,
which is proportional tan, while the second term describes
the intensity of then-independent source of charge carriers.

The majority carriers in the metal-ammonia solution
NH;:Na are electrons formed as a result of ionization of
alkali metal atoms owing to large permittivig=22 of am-
monia. Since electrons in liquid ammonia are surrounded by
heavy solvate shells from NHmolecules with a large dipole
moment, we can assume the following hypothetical mecha-
nism of increase in the concentration of free charge carriers
in the quenched solution: during quenching of the solution,
the solvate shells are destroyed as a result of crystallization
of NH5;, and a considerable fraction of electrons are liber-
ated, thus ensuring a high initial conductivifie., a low
initial resistanceR,). With the passage of time, however,
electrons are gradually captured in polar “traps” and are
transformed into heavy polarons, which leads to a decrease
in conductivity (i.e., an increase in the resistancén the
solid phase T<80 K), the process of “trap” formation is

L 2'0 :;0 4' much slower than the formation of solvate shells in the liquid
0 10 0 phase, and is characterized by much longer tirtadsthe
t, min order of several minutésAccording to Eq.5), the concen-

_ , _ _ tration of free electrons decreases according to an exponen-
FIG. 1. Time dependendg(t) of the resistance according to the experimen- tial law:
tal data of Ref. 4(dark and light circles and according to the “logistic :
curve” 3 for different values of the parametefsurvesl, 2). The dashed Nt =(nn—n.)exo —t/ 2 +n 6
curves show the exponential dependend® for t,=30 min for (B=( 0 =) p{ } = ( )
B=10"  (curvel’) and 100 (curve2). wherenyg=n(0) andn.,.=C/R... The limiting concentration

n, for t—oo is mainly determined by the ejection of elec-
trons from the cathode during the passage of current, and
may be much lower than the initial concentratimpwhich is

(curve 1) andR.,=0.2Q, R../Ry=10%, 7=4.4 min (curve £ th d ¢ tud th trati N
2). The dark and light circles reflect the experimental values) € same oraer of magnitude as the concentration ot a

of R(t) taken from Ref. 4 for two different series of experi- St?ms |fn t:‘heﬁiozurt'o? tN ﬁclj\léa. This r?]ccc;uztivift(r)]r t;heirzziitrigf
ments. It can be seen that the theoretical curves are in goa lljei c;} E(; /S _elsozs alO“ xv%ﬁicﬁ I %ate th em i an
agreement with the experimental data. For comparison, the; SISTANCER., IRo= 19— .)’ ch ‘ed fo the assumptio
dashed curvd' in the figure shows the dependen@ for dbout the zero value @, €., aboqb:?ge superconductivity
parameter®=10? Q) andt,=30 min used in Ref. 4. It can of quenched metal—ammonia solutiors.

be seen that this curve does not match the experimental re- . Naturally, the c_onf|r_mat|or_1 Of. the above hypothesis re-
sults. A slightly better agreement is attained B 10 quires a more detailed investigation of the processes of de-

and the same value o (curve2’, but the saturation of the struction of solvate shells and the formation of polarons in
dependenceR(t) for t>20 min, which is described quite crystalline ammonia.

well by the “logistic curves”1 and2, is not observed clearly This research is dedicated to the 70th birth anniversary
in this case. of Igor Mikhailovich Dmitrenko, member of the National
Let us consider the possible reasons behind the agre@cademy of Sciences of the Ukraine. The author was greatly
ment between formulaB) and the experimental results ob- penefited by the many years of his association with Acade-
tained in Ref. 4. The dependence of ty@¢ is a solution of  mjcian Dmitrenko, which enriched him both as a scientist

the first-order nonlinear differential equation and as a human being.
dR R(t) R(t)
@ 7 'R @
T “ “E-mail: pashitsk@iop.kiev.ua

with a nonzero initial conditiolR(0)=R, att=0.
Since the resistancR is inversely proportional to the . N
conductivity o, and o is proportional to the carrier concen- ,R-A- 099, Phys. Rev69, 243, 544, 5591948 ibid. 70, 93 (1946.

. . . . 2J. G. Bednorz and K. A. Mier, Z. Phys. B44, 189 (1986.
trationn, we obtain from Eq(4) the foIIowmg equation fon 3B. I. Verkin, B. G. Lazarev, and V. |. Khotkevich, iRroceedings of the

under the assumptioR(t) =C/n(t), whereC=const: Physics Faculty of Kharkov State Universiig Russiaf (1952.
41. M. Dmitrenko and I. S. Shchetkin, Pis'ma Zhk$p. Teor. Fiz18, 497
dn n(t) C (1973 [JETP Lett.18, 292 (1973].

- ©)

dt T R, Translated by R. S. Wadhwa
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Linear electron chains on the surface of superfluid helium
Yu. Z. Kovdrya, V. A. Nikolaenko, S. P. Gladchenko, and S. S. Sokolov

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences of the
Ukraine, 310164 Kharkov, Ukraifé

(Submitted June 24, 1998

Fiz. Nizk. Temp.24, 1113-1116November 1998

A unique one-dimensional system of linear electron chains on the liquid helium surface is

realized experimentally for the first time. This system is created by using the distortion of the
helium surface and covering the profiled dielectric substrate in a confining electric field

holding electrons in the liquid channels being formed. The carrier mobility in linear electric chains
is measured in the temperature interval 0.5—-1.8K in confining fields up to 1 kV/cm. It is

shown that the electron mobility depends on the purity of the substrate surface. For clean
substrates, the mobility increases with decreasing temperature in the entire investigated
temperature range. The results of measurements are found to be in accord with the existing theory.
© 1998 American Institute of Physid$1063-777X98)01111-9

Investigation of the one-dimensional @) systems is temperatures, extrapolated from the measurements made by
one of the most interesting problems in the physics of theaus at 80 K, is 1.5. The experimental céfig. 13 was analo-
condensed state. However, only quasi-one-dimensional sygous to the one described in Ref. 6. The substrate was placed
tems have been created so far. In most cases, such lowver the measuring electrodés B and C of size 5.6<9.2,
dimensional systems were created by using thin metalligx9.2, and 15.69.2, respectively. The electrodés B and
wires or semiconducting structures with a narrow field shutC were maintained at zero potential. A negative potential
ter (such systems contain several electrons across the chagonfining the electrons to the liquid helium surface was ap-
nel). By using the high degree of homogeneity of the elec-pjied to the electrodeg, 3 and the guard electrodé The
tron system on the surface of extremely pure helium, we Ccajoltage from the generator was supplied to the electidde
obtain a basically new one-dimensional electron system. \yhjle the signal passing through the cell was recorded at the

~ Earlier, we proposéda method for realizing a ONé- electrodeC. The driving electric field was directed along the
dimensional electron system on the grooved surface of I'qu'%uid channels.

helium on a dielectric substrate with parallel channels of = \iaqsurements of the 0°- and 90° components of the

given transverse dimensions ruled on its surface. The ConfirEignaI passing through the cell charged by electrons were
ing electric field drives the electrons to the channels formec}nade at a frequency of 100 kHz. The measured values were

on the liquid helium surface. The motion of electrons is freeused to determine the reaB() and imaginary G;) parts of
along the channels and quantized in the transverse direction1e conductance of the cell associated with ellectrons
It was shown in Ref. 1 that the separation between energy '

) ) . The experiments were carried out as follows. The liquid
levels corresponding to the motion of particles across thc—F]eIi

channels may attain values 0.1-0.3 K for reasonable valuesolt;me\s}uriag e5 l’/v is (l:_hz;;%edab%?g F;')/r'ggn?aif;‘jLZﬁ?ff'_T;g
of the channel parameters and the confining electric field. vottagev, =1u. y ighting iniature 1 s !

Such systems were obtained by us and by othep1ent for a very short time. The charging of helium surface

authoré~® using optical gratings made of glass as substrated"@S registered as the emergence of a signal from the elt_ac-
The mobility and conductivity of charge carriers were stud-Ons- The confining potential was then reduced to zero in
ied. However, one-dimensional systems with a good conduc2rder to remove the main part of electrons from the liquid
tivity could not be constructed: the channels with good con-Surface. In this case, no signal was detected from the elec-
ductivity created in Refs. 2—6 contained several electrons iffons. Without lighting the incandescent filament, a large
a direction transverse to them. confining potential was applied, which resulted in the reap-
In the present communication, we report on the first rePearance of the signal from electrons with a magnitude
alization of conducting channels on liquid helium surfacesmaller than the initial signal. This procedure makes it pos-
with a very small number of electrons forming a one- sible to select the required smallest number of electrons in
dimensional system, viz., linear electron chains. the conducting channel. The electrons over the thin film in a
For the insulating substrate, we chose a glass plate orero confining potential were accumulatéaly applying a
which a nylon thread of diameter 0.1 mm was woundhigh confining field in the grooves of the fluted surface of
tightly (Fig. 1). The dielectric constant of nylon at helium liquid helium) in deeper liquid channels. Their mobility

1063-777X/98/24(11)/3/$15.00 837 © 1998 American Institute of Physics
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FIG. 1. (8) Schematic diagram of the measuring célt—substrate2, 3— £ 2 Temperature dependence of the carrier mobility in linear electron

confining electrodes} — guard electrode5 — copper supportss — in-

channels over liquid heliumi — uncharged substrat@=5x10"“cm
candescent filament, and A, B, C are measuring electrgdgSubstrate. q g @

(squarel a=7x10"5cm (circles. The solid curve describes the theoreti-
cal results' dependence corresponds to a charged substrate veth4

. . . X 1075 cm.
increases sharply and hence a signal is detected from the

electrons.

In this work, we calculated the reals¢) and imaginary charge the substrate due to uncontrollable variation of the
(G;) parts of the conductance of the experimental cell confilm thickness. We could also carry out a limited charging of
taining a system of parallel conducting chanr{@gisthe same the substrate by heating the cell beyond the temperature of
way as the calculations for a two-dimensional system madsuperfluid transition. The electron mobility is found to be
in Ref. 5. Calculations show that for the frequencies of thedifferent for charged and uncharged substrates.
exciting signal used by us, the quantiti@s andG; are de- Figure 2 shows typical temperature dependences of the
fined by the real parp, of the resistance of the conducting electron mobility u in one-dimensional channels on liquid
channels and by the frequenay, of plasma oscillations helium surface. The experimental points on cutyebtained
propagating along the channels. The obtained valugs,of for an uncharged substrate, are in good agreement with the
andG; can be used to determine the conductivity njex  theoretical results obtained by Sokoleval.” in the absence
of electrons in the conducting channg! {s the mobility as  of localization of carriergsolid curvg. As in the case of a
well as the frequency,, . two-dimensional electron system over liquid helium, the

In order to determine the mobility of electrons in the electron mobility aff>0.8 K is determined by their interac-
one-dimensional system, we must know the linear demgity tion with helium atoms in the vapor, while the mobility at
of electrons in the channels. The method of computation off <0.8K is limited by the interaction with vibrations of the
this quantity in the “saturated” case, when the electric fieldliquid helium surface, i.e., ripplons. The situation is quite
over the electron layer is compensated by the intrinsic fieldlifferent for a charged substraigependencg): the mobility
of the electron layer for a given value ¥f, , was described at T<1.2K is lower than for a “clean”(uncharged sub-
in Ref. 5. For a small number of electrons in the “unsatur-strate, and the nature of the temperature dependence changes.
ated” case, the value afi; was determined at a relatively Among other things, it can be seen from the figure that a
high temperature from the ratio of the channel resistancetendency towards a slight decrease in the valug @$ ob-
measured for different values of . Another method of cal- served aff <0.9K.
culating the linear density of electrons in the channel in- It can be assumed that the latter case is characterized by
volves the use of theoretical values of electron mobility in alocalization of charge carriers, which was observed earlier in
one-dimensional system obtained by Sokolewal’. The Refs. 2—6 for quasi-one-dimensional electron systems. The
value ofn; can be calculated from the known resistance ofelectrons charging the substrate create a random potential in
the channel. Both methods of calculatingled to nearly the which charges move on the surface of liquid helium. This
same value. Estimates show that electron chains with a megwtential is responsible for electron localization in liquid
separatiora~(4—5)x 10~ *cm were obtained in the present channels. A very weak temperature dependence of mobility
work. at T<0.9 K (dependenc@) may point towards the quantum-

During charging of the liquid helium surface, the sub- mechanical nature of the motion of charge carriers. Appar-
strate(nylon threadlremained uncharged as a rule. However,ently, tunneling of electrons between potential wells formed
in the case of a rapid variation of temperature of the celldue to the presence of electrons localized on the substrate
some electrons could pierce the liquid helium layer andoccurs in this temperature interval. It must be noted that even
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a small random potential may lead to localization of charge = The above-mentioned chains can serve as a model for
carriers in a one-dimensional system. It should also be obverifying and studying a number of properties of one-
served that localization of electrons in channels must lead tdimensional systems, e.g., transport properties, localization
formation of cavities on the surface of liquid helium, which of charge carriers, and possible transitions to the ordered
may complicate the nature of movement of these electronsstate.

We also determined the frequeney, of plasma oscilla- The authors are obliged to V. N. Grigor’ev for his inter-
tions in a system of parallel conducting channels, which wa®st in this research and for fruitful discussions of the results.
calculated as a fitting parameter from the valuesspfand
G; . It is interesting to note that the experimentally obtained
value of w, in the absence of localization was found to be
about an order of magnitude higher than the theoretical
value. It was found thab, decreases with temperature. This
result has not been explained so far. It is also worthwhile to
note that in the case of localization, the value«gf for the 1yu. Z. Kovdrya and Yu. P. Monarkha, Fiz. Nizk. Tem2, 1011(1986
dependence increases in comparison with the case of an [Sov. J. Low Temp. Physl2, 571(1986].

: 2Yu. Z. Kovdrya and V. A. Nikolaenko, Fiz. Nizk. Temp8, 1278(1992
uncharged substrate, as was observed by us for quasi one[SOV. 3. Low Temp. Phy<.8, 894 (1992].

dimensmn"f‘l electron SYSterﬁ_s- o _ 30. I. Kirichek, Yu. P. Monarkha, Yu. Z. Kovdrya and V. N. Grigorev, Fiz.
Thus, linear electron chains on the liquid helium surface Nizk. Temp.19, 458(1993 [Low Temp. Phys19, 323(1993].

are realized for the first time in this work, and the mobility of “H. Yayama and A. Tomokiyo, Czech. J. Phys, S1, 353(1996.

charge carriers in such a system is measured. As in tWO-SV' A. Nikolaenko, H. Yayama, Yu. Z. Kovdrya, and A. Tomokiyo, Fiz.
. . N o .~ Nizk. Temp.23, 642 (1997 [Low Temp. Phys23, 482 (1997].

d|men.3|0na.| systems, the m0b|l|ty IS determ'hed _by the in-syy. 7. Kovdrya, V. A. Nikolaenko, H. Yayamat al.J. Low Temp. Phys.

teraction with gaseous helium atoms and with ripplons. A 110 191(1998.

tendency towards localization is observed during charging of S-gg- Sokolov, Guo-Giang Hai, and N. Studart, Phys. Res1B5977

the substrate by electrons and the resulting variation of the 9.

potential in which the carriers move. Translated by R. S. Wadhwa
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Anomalously rapid transport of matter during dissolution of solid clusters of *He
in separated *He—*He mixtures

A. N. Gan’shin, V. A. Maidanov, N. F. Omelaenko, A. A. Penzev, E. Ya. Rudavskii, and
A. S. Rybalko

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences of the
Ukraine, 310164 Kharkov, Ukraink

(Submitted July 7, 1998
Fiz. Nizk. Temp.24, 1117-1120November 1998

The kinetics of growth and dissolution of a new phase during phase separation and
homogenization of solidHe—*He mixtures is studied experimentally. It is found that both these
processes have different kinetics, while homogenization is ensured by an anomalously

rapid transport of matter in the crystal. It is shown that the prevailing theories about diffusion
processes in a quantum crystal cannot explain the obtained result$99® American

Institute of Physicg.S1063-777X98)01211-Q

The first-order phase transition leading to isotopic phase In order to record the phase transition, we made precise
separation of solutions of quantum crystals3sfe in “He  measurements of the crystal pressure at constant volume in
was discovered by Edvards all However, the kinetics of the course of the transition. The Stratis—Adams pressure
such a transition remains unclear so far. Peculiarities ofjauge used for this purpose had a resolution of about 8 Pa.
phase transition kinetics in this system were studied in RefsThe obtained time dependence of the pressure reflects the
2-12 using various experimental techniques. However, thkinetics of phase separation as well as homogenization of the
results of measurements are not reproducible in most cassslution.
and depend on the past history of the sample. We studied phase transition kinetics during several

A good reproducibility of the experimental data was at-cooling-heating cycles for crystals with different densities
tained quite recently**?and made it possible to connect the corresponding to molar volumes 20.266%mole (pressure
kinetics of phase transition with peculiar diffusion processesn the homogeneous region was 35.99 )baand
induced by delocalized impurity excitations. It should be20.435 cnmole (pressure in the homogeneous region was
noted that the inverse process of phase transition of separat88.445 bar.
solid solutions into a homogeneous st@®mogenization Like any first-order phase transition, the isotopic phase
has practically not been studied so far. separation for a homogeneotise—*He solid solution begins

In the present communication, we describe the results ofvith the formation of stable critical nuclei of the new phase.
a series of investigations started in Ref. 12. The main attenthis is followed by the second stage of the phase transition,
tion is paid to the process of homogenization and its comviz., the growth of these nuclei and their transformation into
parison with the process of phase separation. The asymmethgc inclusions of the concentrated phase in the host hcp crys-
of these processes was indicated earlier bj?umjt the dif-  tal. We studied only the second stage of the phase transition,
ference between them is manifested more clearly upon which is ensured by a transport of impurity atoms from the
rapid cooling and strong heating of the samples. Such corsurrounding solution to the new phase inclusions. The in-
ditions were created in our experiments. verse process of transformation of a two-phase solution into

The measuring cell and the experimental technique usethe homogeneous state is associated with the dissolution of
by us were described earlier in Ref. 12. The sample was ibcc phase inclusions, which also occurs as a result of trans-
the form of a cylinder of diameter 9 mm and height 1.5 mm,port processes.
and the measuring cell did not contain any fine-pore sintered In order to eliminate the effect of the first stage of phase
heat exchanger, which could distort the phase transition kitransition associated with nucleation, the thermal cycling
netics. was carried out in the region of phase separation, so that the

Phase separation was initiated by rapid cooling of theaemperature at which cooling of the crystal was started was
crystal from homogeneous state to phase separation region glightly lower than the equilibrium phase separation tempera-
a rate of 3 mK/min determined by the cooling capacity of theture. Thus, thermal cycling led to a partial homogenization of
dilution refrigerator. The inverse transition to the homoge-the separated phases in the solution. However, the growth
neous state is induced by a rapid heatimgthin 1-2 min-  and dissolution of the new phase inclusions during phase
utes, the bottleneck in this case being the Kapitza resistanceransition completely reflects the transport of matter in the
between the crystal and the case of the cell. The time corerystal which is responsible for these processes.
stant associated with the Kapitza resistance is estimated at Figure 1 shows a typical time dependence of the varia-
20-50 s. tion of the pressure in the sample with a molar volume
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FIG. 1. Variation of temperature and the corresponding variation of crystal; sign of the coefficiena.

pressure during phase separation upon cooling frops225 mK to
T;=105 mK(curvel), followed by homogenization during heating back to
temperaturdl; (molar volume 20.266 cifmole) (curve?). The dashed line

corresponds to the approximation described by fornul@he inset shows . .
the dependence of the phase separation time on the number of cooling2€ assumed that, if the sample can be heated more rapidly by

heating cycle(V=20.266 cri/mole, curve2’; V=20.435 cnmole, curve  reducing the Kapitza resistance, the homogenization process
1. would become still faster.
In order to find the possible reason behind such an

anomalously rapid transport of matter during homogeniza-
20.266 cni/mole during both phase transitions, viz., phasetion of a two-phase solution, let us evaluate the effective
separation and homogenization. An analysis shows that thdiffusion coefficient which can ensure such a fast transfer of
increase in pressure during phase separdtiorvel) can be  3He atoms at the first segment of the curve in Fig. 2. Using
described by the exponential law the experimental data on separation kinetics obtained by us
earlier during stepwise cooling,it can be concluded that the

P=Po=A exp(~t/), @ variation of regimes shown in Fig. 2 corresponds to an equi-
wherePy is the final equilibrium pressure, ardthe differ-  librium concentration of 1.6%He. This means that 4.7
ence in pressures after and before phase separation. The10? of *He atoms were transported per cubic centimeter of
characteristic phase separation time wasl.2 h. the crystal during the first 30 seconds. For concentrated

It was found thatr decreases during thermal cycling of phase inclusions having a diameter 4uBn® this corre-
the sample, as can be seen in the inset to Fig. 1 for two molaponds to a densitp=3.9x10 8 cm™3. In this case, the
volumes. Starting from about the third cycle, the time con-mean separatiohbetween inclusions can be defined by the
stant of phase separation stops changing, which is apparentiygrmula
due to an improvement in the crystal quality after the first 13
heatings and coolings. The kinetics of pressure variation |=p~""=13.7 pm. @
shown in Fig. 1 corresponds to the fourth cooling-heating  Assuming that is equal to the diffusion length, we ob-
cycle. tain the effective diffusion coefficient

It can be seen from Fig. 1 that the homogenization ki- _
netics (curve 2) differs sha?ply from the phas(il separation Derr=1%/7=6.2<10"% cnvs, &)
kinetics. The homogenization kinetics of a separated solutiowhich is several orders of magnitudes higher than the quan-
is shown in greater detail in Fig. 2. The obtained time varia-tum diffusion coefficient measured in NMR experimehts®
tion of pressure cannot be approximated by a single expoFhe value of the effective diffusion coefficient corresponding
nential dependence. Two homogenization regimes can b@ the slower segmen? in Fig. 2 is 108-10° cn/s,
singled out, viz., a rapid nonexponential decrease in pressusghich is also much higher than the available NMR data for
during the first 30 s after the onset of the phase transitiosamples of such density and concentration.

(segmentl in Fig. 2) followed by an exponential decrease of Note that the distribution of atoms was uniform and iso-

pressure with a characteristic time constaht-200 s. The tropic during NMR measurements in which the main experi-

value of 7 decreases during thermal cycling in the samemental data on quantum diffusion of impurity excitations

way as during phase separation. Apparently, the rate of théHe in “He were obtained. Hence the spin diffusion coeffi-

first process is determined by the time of thermal relaxatiorcient measured under such conditions can be identified with
of the sample associated with the Kapitza resistance. It cathe self-diffusion coefficient fofHe atoms.
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An entirely different situation is realized during isotopic “E-mail: rudavskii@ilt.kharkov.ua
phase separation of solid solutions and their homogenization.
Under these conditions, the movement®sie atoms occurs
for quite high concentration gradients, which can signifi-
cantly alter the nature of transport of matter in the crystal. »
Note that, in addition to the transport #ile atoms, the effect 1D§50('19Eg§'ards’ A S. McWilliams, and J. G. Daunt, Phys. Rev. L%t
of transport of*He atoms from the surrounding matrix into 2y . Panczyk, R. A. Scribner, J. R. Gorano, and E. D. Adams, Phys. Rev.
the inclusions may also be quite significant. Since the diffu- Lett. 21, 594 (1968.
sion length determined by the size of inclusions is quite3P- N. Henriksen, M. F. Panczyk, and E. D. Adams, Solid State Commun.
small in this case while the molar volume of the inclusions is 42' ?S?Eérl:;%erg’ W. C. Thomlinson, and R. C. Richardson, J. Low Temp.
much larger than that of the matrix, this process may turn out phys.g, 3 (1972.
to be quite effective. 5. lwasa and H. Suzuki, Proc. LT—17, North Holland Phys. Pap531

On the other hand, we can estimate the lower limit of the ,(1984- , .
time constant of the phase transition during ballistic motion V. A Mikheev, V. A. Maidanov, and N. P. Mikhin, Fiz. Nizk. Temg2
p g 658 (1986 [Sov. J. Low Temp. PhysL2, 375(1986].

of ®*He quasiparticles with a characteristic velotity V. A. Mikheev, V. A. Maidanov, N. P. Mikhiret al, Fiz. Nizk. Temp.14,
563(1988 [Sov. J. Low Temp. Phyd4, 309 (1988].
v=aA/h, 4 8V. A. Mikheev, A. A. Golub’ V. A. Goncharowet al, Fiz. Nizk. Temp.

. : : . 15, 540(1989 [Sov. J. Low Temp. Phy<5, 304(1989].
wherea is the atomic spacing andl the bandwidth forHe 9R. Schrenk, O. Friz, Y. Fujiet al, J. Low Temp. Phys34, 133 (1991).

impurity particles in solid*He andh Planck’s constant. The 10s. ¢, J. Kingsley, I. Kosarev L. Roobet al, J. Low Temp. Phys110,
velocity estimate obtained by using this formula is 359(1998.
v~10"1 cm/s. which corresponds to the time constantllV- A. Shvarts, N. P. Mikhin, E. Ya. Rudavslet al, Fiz. Nizk. Temp21,

* _10-2 . 717 (1995 [Low Temp. Phys21, 556 (1995].
™ ~10 “ s. The experimentally observed valuesf are 2o, N. Gan'shin, V. A. Maidanov, N. F. Omelaenket al, Fiz. Nizk.

higher than this lower limit. Temp.24, 815(1998 [Low Temp. Phys24, 611(1998].
The obtained results indicate that the transporftéé  *°S.C.J. Kingsley, V. Maidanov, J. Saunders, and B. Cowan, J. Low Temp.

. . . L Phys.110, (1998 [in press.
atoms Ca.nno.t be diffusive, at least in the beginning of thq“A. R. Allen, M. G. Richards, and J. Schratten, J. Low Temp. PAys89
homogenization process. (1982.

The possibility of hydrodynamic transport @fle quasi-  v. N. Grigorev, B. N. Esel'son, V. A. Mikheeet al, Pisma zh. Ksp.

particles under the conditions of our experiments cannot be Teor. Fiz.17, 25 (1973 [JETP Lett.17, 16 (1973] (see also V. N. Grig-
ruled out orev, Fiz. Nizk. Temp23, 5 (1997 [Low Temp. Phys23, 1 (1997)].
) 1A, F. Andreev and I. M. Lifshitz, Zh. Esp. Teor. Fiz.56, 2057 (1969

The authors are grateful to V. N. Grigor'ev for fruitful [JETP2S, 1107(1969].

discussions. Translated by R. S. Wadhwa



LOW TEMPERATURE PHYSICS VOLUME 24, NUMBER 11 NOVEMBER 1998

CHRONICLES

In memory of Sergei Vasil’evich Vonsovskii
(1910-1998)

Fiz. Nizk. Temp.24, 1121 (November 1998[S1063-777X98)01311-5

Sergei Vasil'evich Vonsovskii, Member of the Russianrole played in the development of solid-state physics
Academy of Sciences, founder and director of the Ural Refesearch by the Kourov scientific seminars organized and
search Center of the Russian Academy of Sciences for margonducted regularly for several decades by Academician
years, an outstanding physicist and leading organizer of th¥onsovskii. These meetings were always distinguished by
research activity in Russia, expired on August 11, 1998.  Persistent originality of topics, an excellent choice of quali-

The research activity of S. V. Vonsovskii and his schoolfied speakers, and high level of organization.
resulted in fundamental contribution to the foundation and ~ Sergei Vasilevich was adored by everybody who had
development of a whole range of vital trends in modern theo!n€ Pleasure of knowing him. His name will always remain
ries of magnetism of solids and magnetic phase transitiond'! the h'5t°r¥ of science, an_d his C(_)Ile_agues_ and pupils will
Many generations of physicists learned the subject of magqlways cherish fond memories of him in their hearts.

netism from his monographs. It is hard to overestimate the Editorial Board
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