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NMR investigations of restoration of longitudinal equilibrium magnetization in phase-separated
solid ®He—*He mixtures are carried out in the temperature range 1-200 mK. It is found

that below 100 mK, the results depend on the energy of tipping NMR pulses, while at the lowest
temperatures the restoration of magnetization becomes nonmonotonic. The obtained results

are explained on the basis of a proposed model in which both magdepirelattice and thermal
relaxation are assumed to take place between the Zeeman system and the latti@98 ©

American Institute of Physic§S1063-777X98)00112-1

1. INTRODUCTION the lattice may lead under certain conditions to the second
_ _ o _ "bottleneck” effect; in this case the restoration of equilib-
The interest to experimental and theoretical investigariym magnetization of the sample can be described by at

tions of isotopic phase separation in solide—*He mixtures  |east two exponential&ee, for example, Ref.)6
increased considerably in recent yearsThis is due to the

fact that the kinetics of such a phase transition is quite pec
liar and is determined by quantum diffusion. Besides, phas
separation results in new quantum-mechanical systems wi
interesting properties. For example, the initial hcp mixture,

can decompose under quite high pressure into a concentrated . . oo
b 9 gnp owing the restoration of the equilibrium temperature of the

bce phase in the form of small inclusions of almost ptHe L
and a dilute hcp phase, viz., the matrix in which these inclu-SampIe' 7S.UCh a situation was observed, for example, by Tur-
sions are distributed. rell et al.” in NMR measurements for metals.

Spin-lattice relaxation in such a system was investigated ~Thus, the separation of the contributions from thermal
by us earlief: It was found that the concentrated bcc phaseand magnetic relaxation required special experiments in
of the phase-separated solution as well as bulk ptte  which pulses with different thermal power could be supplied
contains a region in which the spin-lattice relaxation tifife ~ to the sample. Such experiments are described in the present
is independent of temperature and can be successfully eRaper.
plained by a relaxation mechanism associated with direct
interaction between the Zeeman and exchange subsy$temg. EXPERIMENTAL TECHNIQUE

In contrast to bull®He, the “exchange plateau” region for A crystal with molar volume 20.3 cimole was grown

the concentrated phase of the phase-separated mixture §%-5 cell (Fig. 1) by the capillary blocking technique from a

tended down to millikelvin temperatures. gas mixture containing 3.18%de and had a length of 20

_ As regards the dilute hcp phase, the spin-lattice relaxym ang diameter 4 mm. The methods of sample preparation
ation timeT7 in it increases with cooling due to a decrease in

3 ~1 e aots and cooling are described in detail in Ref. 1. The epoxy
ghe He c_oncentrauon in it. Below_ 100 mK, thg amount of casingl of the cell with a capacitive pressure gagavas
He in this phase under the experimental condiftomas so

' , supplied with a centered silver heat excharngertended for
small that we did not expect any NMR signal from the thcooIing of sample4. Measurements were made by using a

phase. However, an analysis of restoration of Iongitudinabmsed NMR spectrometer operating at a frequency of 250
magnetization of the sample revealed the presence of relay; A sectional cylindrical receiving ciwas mounted in
ation processes with a very large time constant along Wjth the cell, while a saddle-shaped transmitting dilvas out-
even at very low temperatures. This process could not bgjge the cell. Thermal contact between the cell and the
described by a single exponential, and its origin remained, \cjear demagnetization stage was maintained through a sil-
unclear. We can indicate at least two possible reasons behiRgl, prace7. The latter can be regarded as a large thermal
this effect. bath with a temperatur&, measured by théHe melting

(1) A weakened coupling between the “exchange bath” andcurve thermometes.

(2) Another possible reason can be the preséatmng with

he magnetic spin-lattice relaxatipnf a thermal relaxation

f power released under the action of rf field on the sample.

he magnetization of thermally overheated sample decreases
this case, and then restored according to Curie’s law, fol-
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FIG. 1. Schematic diagram of measuring cell: cagibg pressure gage?),
silver heat exchanger, sintered with a silver sci@y sample(4), NMR
detector coil(5), NMR transmitting coil (6), silver cold finger(7), and
crystallization®He thermometet8).
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whereT$ and T¢ are the spin-lattice relaxation times in the
concentrated and dilute phases respectively, and the total
equilibrium magnetization of the sample is the sum of the
magnetizations of the two phases:

M(t)=M§ +M§ ., (D)

Mo=M§+M3. 2

In the experimental technique used by us, the first ap-
plied pulse rotated the longitudinal magnetization vector
through 90 or 270°, and the amplitutlk, of free induction
decay(FID) after the passage of the pulse was proportional
to equilibrium magnetization. In turn, the FID amplitude
U(t) after the passage of the second pulse was proportional
to sample magnetization restored during the timeapsed
between the first and second pulses. Sindét)/U,
=M(t)/M, expression1l) combined with(2) can be writ-

Us

ten in the form
-7l 5o o -7
exp ——=|+ —exp — .
Ti) Uo T

Typical dependences of the quantity<{U(t)/Uy) on the

U(t ug
L U _Ug

Uo Uy o

The time dependence of restoration of longitudinal magtimet elapsed between pulses of the first typ8°, 25 \) at
netization of the sample was measured by the standard twararious temperatures are shown in Fig. 2. It can be seen that
pulse technique. The parameters of pairs of pulses used ithe results of measurements for shiocoincide for all tem-

the experiments are given in Table I.

peratures, indicating the exponential restoration of longitudi-

The durationt, of pulses of the three types satisfied the nal magnetization with the same characteristic tim@2 s,

“adiabaticity condition’® tp<T’2‘ since the effective spin-

which can be naturally attributed to spin-lattice relaxation in

lattice relaxation timeT} in the concentrated phase of the the concentrated phase with the characteristic fifiethe

phase-separated solution wad0 ms. Consequently, each

first term in(3)), observed at higher temperatures dlso.

such pulse produces the same effect on the sample from the Fort>1s, the relaxation process is characterized by a

point of view of the dynamics of the magnetization vedtbr
of the sample, shiftindV to the xy plane(see Fig. L The

relaxation time much larger thaf{. It was proved by us
earlief that at high temperatures, the relaxation process with

macroscopic magnetization of the sample vanishes in a tima large time constant on the curves of restoration of longitu-

period of the order of 3 <T,, and the coherence of process-

dinal magnetization is the spin-lattice relaxation in the dilute

ing spins as well as any information on the properties of an rhcp phase with the characteristic tifi§ (the second term in

pulse is lost completely.
It should be noted that the amounts of ene@y liber-

(3)). It was mentioned above that the contribution of this
term at temperatures below 100 mK is negligibly small

ated in the transmitting coil in each of the three cases satisfgince, according to the phase separation diagraine, *He

the ratio 1:2:6 sinc@p~vgtp, tp~ 1N, and tyre= 3t
This must lead to different extents of sample overheating.

3. RESTORATION OF LONGITUDINAL MAGNETIZATION

Since both(concentrated and dilut@hases make contri-
butions to the total magnetizatioM(t) of the phase-

concentration in the dilute phase is so small that the NMR
signal is difficult to single out against the background of the
receiver noises under the given experimental conditions.
This is visually confirmed by the results obtained at 80 and
100 mK (see Fig. 2 the relative contribution of a signal
with a slow relaxation amounts to less thar0.01 of the
signal from the concentrated phase. The large spread in ex-

separated sample, the restoration of longitudinal magnetizgserimental points indicates that the amplitude of the signal

tion to its equilibrium valueM; must obey the law

TABLE |. Parameters of NMR pulses used in experiments.

Sequence Amplitude Pulse duration
Pulse type of pulses Vp, V tp, us
1 90--90 25 240
2 90-90 50 120
3 2704-270 50 360

with the slow relaxation is comparable with the noise level
under these conditions.

In this connection, we can indicate purely technological
possibility of the origin of a long relaxation time. Under the
conditions when the magnetization of the sample is restored
almost completely, i.e., the actual signal amplitudé) is
close to the equilibrium valug,, the measured value of the
amplitudeU;(t) may exceedJ, as a result of radio noises or
some other accidental reasons. In the course of computer
processing, such a result can be omitted in view of indefi-
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FIG. 2. Restoration of the longitudinal magnetization of a phase-separated -2.0

mixture at various temperatures. Sequence of type 1 pulses wagaesed
Table ).

FIG. 3. Restoration of the longitudinal magnetization of a phase-separated
mixture at 20 mK(a) and 1.5 mK(b). Curvesl, 2 and 3 were obtained by

niteness of the expressior - U;(t)/Ug], or the argument of  using pulses of types 1, 2, and 3 respectividge Table )l Solid curves
the logarithm should be treated as a modulus in order t orrespond to calculations based on form{l8), dashed curves are calcu-
avoid uncertainty. Thus, the specific contribution of the re-ated by formula(?).
sults of measurements withl;(t)<U, increases due to
omission of the results of measurements with(t)>U,,
which leads to an effective decrease in the averaged amplébtained at all temperatures of measureméfram 1.5 to
tude of the measured signals, and hence to “restoration” 0fl00 mK). As the temperature increases, the contribution
a NMR signal with a large time constant. from the signal with slow relaxation decreases as well as the

In order to verify the possibility of such an effect, we dependence of this contribution from the type of measuring
carried out a special computer simulation of such a situatiopulses. At~100 mK, this contribution has the minimum
by using a generator of random number as a noise imitatonalue, and the effect of the energy of pulses is insignificant.
Thus, we obtained a sequencerofalues ofU;(t)=U;(1 At higher temperatures, this contribution cannot be distin-
+ a)(1—exd —t/T,]) where|a|<1 is a random noise factor guished against the background of the signal from the dilute
and T, the preset spin-lattice relaxation time. For(t) phase. The results of measurements at 1.5(Fil. 3b de-
~U;, the behavior of the function [&a—U;(t)/U;] demon- serve special attention. In this case, the slow relaxation re-
strated the emergence of a relaxation with a large time congion is characterized by especially long time intervdéns
stant7z>T,, although such a relaxation was not defined byof seconds and the effect of pulse energy is the strongest. A
the initial formula. For this reason, we processed initial re-broad but clearly manifested peak appearing nears is
sults obtained here withly as a fitting parameter without worth noting.
taking logarithms in order to eliminate this type of effects.
Semilogarithmic coordinates were chosen for better visual-
ization of the experimental data presented below. 4. PHYSICAL MODELS AND EQUIVALENT DIAGRAMS OF

It can be seen that as the temperature decreases furtheye sampLE
the “relative contribution” of the signal with a slow relax- . .
ation increases, and the spread in experimental data becomgg-ond “Potteneck” model
smaller. Typical results of measurements obtained by using In an analysis of magnetic and thermal relaxation in a
the three types of pulsésee Table)lat 20 mK are presented complex system like solidHe—*He mixtures, it is expedient
in Fig. 3a. In all the three cases, rapid restoration of magneto single out main subsystems coupled through certain resis-
tization (T{=0.2s) during the first 1-1.5 s changes into atances, which leads to different temperatures established in
slow relaxation described by at least two exponentials, anthese subsystems. Radiofrequency pulses in NMR experi-
the effective contribution of the signal with slow relaxation ments affect directly the Zeeman subsystem characterized by
increases with the energy of the pulses. Similar results werthe temperaturd, and heat capacity
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change subsystefl.This means that the characteristic time

C z TZ of relaxation between the tw@xchange and phonpisub-
systems can increase wix and become comparable with
the time of relaxation between the Zeeman and exchange
subsystems. In other words, the system acquires another
“bottleneck,” and two relaxation processes with the corre-
sponding time constants; and g, must be taken into
consideration.

R Such a situation in the general case was considered in

ZE Ref. 6; the solution of the problem on restoration of longitu-
dinal magnetizatiorM ,(t) of the Zeeman subsystem after
the application of a NMR pulse can be written in the form

C T C T t t
E E L L My (t)=Mq 1—aexr{——)—b exr{——) )]
TZE TEL

where the parametessandb are functions of the heat ca-

_ . pacity and resistance of individual subsystems; it follows
FIG. 4. Topology of magnetic energy relaxation from the Zeeman sub-ﬂ,(?m the initial conditions thaa+b=1.

system to the lattice in the concentrated phase of a phase-separated so E . | d d in Fig. 3 d
mixture. IndicesZ, E, and L correspond to the Zeeman, exchange, and xperimental data presented In Fig. 3a were compare

lattice subsystems respectively. with the results of calculations based on formgfa with
three fitting parameterd) (a, 7zg, andrg ). The results are
shown by dashed curves in Fig. 3a. With such an approach,

h2w? good agreement with the experimental data cannot be
CZ:4|(B-|-? N, (4) reached by any fitting of parameters. This refers to all the

available data, including the results corresponding to lower

wherew is the Larmor ]‘requencw the number ofHe nu- temperature$Fig. 3b), for which the curves describing the
clei, andkg Boltzmann's constant. It was proved in Ref. 4 restoration of longitudinal magnetization have peaks.

that the energy is transferred from the Zeeman subsystemto analysis proved that the obtained experimental data

the lattice for the concentrated phase of a phase-separatf.giee Figs. 3a and 3tcan be described quantitatively by
mixture in a wide temperature range through the exchangg,niementing formuld7) with the third exponential term.

bath. In other words, energy is supplied to the exchange suly,ever, this term could appear only in the presence of an
system having the temperatufg and the heat capacity additional thermal bath in the diagram in Fig. 4 and corre-

3h%zF sponding additional relaxation channel, which is hardly
Ce=gigrz N () probable from the physical point of view. The strong effect
of the type of NMR pulses on the relation between the pa-

(Jis the tunnel frequency of thiHe—He exchange andthe  rametersa and b in (7) cannot be explained either by this
number of nearest neighbomnd then to the phonon bath of model.

the sample, having the heat capacity

C 12 Nk T 6
5 T NEB Op) ® Thermal relaxation model
where@®y, is the Debye temperature. Another possible reason behind anomalous restoration of

This mechanism operates as long as strong coupling exengitudinal magnetization of the system at ultralow tem-
ists between the exchange subsystem and the lattice, i.e., theratures can be associated with the fact that the energy of
value of Tg coincides with the lattice temperature. The to- NMR pulses supplied to the sample is not only transferred to
pology of energy transfer for such a case is shown in Fig. 4the Zeeman bath of th#He nuclei, but also causes liberation
where the role of the “bottleneck” is played by the resis- of a certain amount of heat in the transmitting coil. In turn,
tance between the Zeeman and the exchange subsystemtHhis can give rise to heat flow from the casing of the experi-
was proved in Ref. 4 that in this case the spin-lattice relaxmental cell to the sample. Such an approach requires that
ation time in the concentrated phase of the phase-separatachendments should be made in the equivalent circuit dia-
mixture is independent of temperature virtually in the entiregram of the system under investigation presented in Fig. 4.
range of the existence of this phase. In order to analyze possible heat flows, it is convenient to

As the temperature decreases, the heat capacity of thengle out one more subsystem associated with the casing of
phonon subsystem of the concentrated phase decreasestlie cell having the temperatuiigg and the heat capacig .
accordance with formulé) and becomes equal to the heat We also assume that the heat simkiclear stageis an ex-
capacity of the exchange subsystem at a certain temperatuternal bath and can be regarded as a perfect sink since it has
(~100 mK), and the heat capacity dfle under further cool- an infinitely large heat capacity, and temperatur&,. The
ing is mainly determined by the heat capacity of the ex-corresponding equivalent circuit diagram is shown in Fig. 5.
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. 1 1
CZ T4 NMR pulse CBTB:_R_LB(TB_TL)_R_BO (Tg—To). t)]

After the passage of a NMR pulse, the lattice subsystem
of the sample having the heat capadly and temperature
Rz £ T, receives a thermal flux from the cell casing through the

I W R resistanceR g and is connected with the heat sink through
LB .
I— N = the resistanc® ;.
I[Ce Te c, T -rVW\N‘— Cg Tg It follows from Ref. 4 that the coupling between the
|L Ji — lattice in the concentrated phase of a phase-separated mixture
““““““““““ —3 and the exchange bath having the heat capaCiyis so
strong that the exchange bath temperatfilipecan be re-
RLo RBo garded as approximately equal T9 ; at any rate, the char-

acteristic time of establishing equilibrium is much shorter
thanT{~0.2s. In order to simplify the model, we assume

C T the exchange subsystem and the lattice to be a single system
having the same temperaturge, = Tg=T, and the total heat
capacity Cg, =Cg=C,_. Then the heat balance equation

FIG. 5. Schematic diagram of thermal and magnetic relaxation in a phasqivritten for theEL svstem in analoagy witli8) has the form
separated sample after the application of a NMR pulse. The subdBriutd y 9y i8)

0 correspond to the casing of the cell and the nuclear stage of refrigerator.
Arrows indicate the directions of energy fluxes.

. 1 1 .
CELTEL:R_BL (Te=TeL) — R_LO (TeL—To)

1
) T Rio (TeL—T2). 9
Let us suppose that all the subsystems have their own ZE

equilibrium temperatures till NMR pulses are supplied. After
the passage of a NMR pulse, the hé&atliberated in the
casing of the cell heats it byT as compared to the initial
temperaturdgy: (Tg=Tgot+ 6T). Neglecting the change in

This equation(9) also takes into account the coupling
between the exchange-lattice system and the Zeeman sub-
system having the temperatufe through the thermal resis-

. ) tanceR,g.
Ce upon such a. small heating, we can wri@g=CgoT A similar equation for the Zeeman subsystem has the
=Cg(Tg—Tp). This causes the heat fl@=CgTg fromthe 5/

casing to the sample through the resistaR¢g having the

meaning of the Kapitza boundary resistance as well as to the . 1

thermal bathC, through the corresponding Kapitza resis- Czlz=- R_ZE (Tz=Tey). (10)
tanceRgg. In this case, the equation describing the change in

the temperaturdz after the passage of the pulse has the  Equationg8)—(10) form a system of three linear nonho-
form mogeneous first-order differential equations in the variables

TABLE Il. Parameters obtained by fitting E¢18) to experimental results by the least square method;
7x=RkCs is the rated thermal relaxation tinfsee text

To, mK Pulse type  ATI/T, AT\ /AT, B 71, S T2, S 73, S T, S

15 1 0.29 1 0.08 92 0.4 0.46

15 2 0.57 1.97 0.08 90.4 0.42 0.45

7 1 0.26 1 2.11 70.5 5.7 <0.1

7 2 0.53 2.04 2.0 70 4.6 <0.1

7 3 15 5.77 1.67 62.2 7.2 <0.1 -
20 1 0.23 1 1.25 114 128 <0.1 62
20 2 0.44 1.91 1.16 11.6 125 <0.1 -
20 3 1.3 5.65 0.86 16.0 1.4 <0.1 -
60 1 0.034 1 14 11.7 2.4 <0.1 5.8
60 2 0.07 2.06 19 10 2 <0.1 -
60 3 0.2 5.88 1.7 11.5 0.6 <0.1 -
80 1 0.03 1 0.56 6.6 0.5 <0.1 4.5
80 2 0.058 1.93 1.35 7.58 0.04 <0.1 -
80 3 0.17 5.67 1.35 7.6 0.01 <0.1 -
106 1 0.007 1 1.0 6.0 15 <0.1 6.4
106 2 0.009 1.29 1.0 5.0 2.0 <0.1 -
106 3 0.015 2.14 1.0 5.0 2.0 <0.1
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T,, TeL, andTg. Eliminating the remaining variables, we cannot have the same sign. Since we can prove that the co-
obtain a third-order differential equation  : efficients in(12) are proportional ta5T, expression(12) for

the temperature of the Zeeman subsystem Wi can be
written in the form

andd gppearing i11) can b(_e expressed in terms of the heat T,=Tol 1+ ﬂ A exr{ _ i)

capacities and thermal resistances of the subsystems. The To T1

general solution of Eqg11) has the form t ¢
t +B exr{——)—(lﬁtB)ex;{——)H, (16)
e T3

Ti:TO+Ai eX[{—— 2

71
t
+Bi exp — —
T2

wherer;, 75, 73 are the characteristic relaxation times. The
initial conditions for solutions have the form

a;i;i+b;i—i+CTi+(Ti_To)d:0, (11)

where the subscript=B, EL, Z, and the coefficients, b, c,

i.e., is a function with a peak describing the overheating of
t the Zeeman system at a ratel/m; by a thermal pulse from
+Gi exp( N _)' (12 the transmitting coil and subsequent thermal relaxation with
two characteristic times; and 7,.
Let us suppose that the amplitude of the NMR signal
from the overheatedT;>T,) Zeeman system i&J*(t),

73

Ag+Bg+Cg=6T, (13)  while the amplitude of the signal from the non-overheated
(Tz=Tp) system isU(t)=Uq[1—exp(—t/T})]. In this case,

AeLtBeL+Ce =0, (14 in accordance with the Curie lagjwe assume that the Zee-

A,+B,+C,=0 (15) man system is a paramagnet in the entire temperature range

o o i under investigation we can write
and indicate that at the initial instant only the casing of the

cell is overheated byT, while the lattice as well as the U*(t) To

exchange and the Zeeman subsystems have the equilibrium {j 1 —expg —t/TS)] T, (17
temperaturel . It should be noted that Eq§l4) and (15)

imply thatAg,, Bg., andCg, as well asA,, By, andC,  or, taking into accoun¢15) and (16),

Uol1—exp(—t/TS)]

*:
U = AT/ T ool —t/ ) + B exp—t/ry) — (14 B)exe —t/ )]’

(18

where AT/To=AdTI/T, has the meaning of relative over- sponsible for the observed effects. The only exception are the
heating of the Zeeman subsystem. Equafib8) describing results obtained at 106 mK, when overheating is so small
experimental data has five free parametérs, 7, 73, that its effect can hardly be distinguished against the back-
AT/T,, andB). Thus, solid curves in Figs. 3a and 3b are theground of noises.
result of fitting of formula(18) to experimental data by the As regards the characteristic relaxation timas 7,
least square method. In can be seen that the results of calcand 73, their dependence on the type of applied pulses is
lations are in good agreement with the experimental data. weak, confirming our initial assumption on the negligibly
Figure 3b shows that dependen(d®) also successfully small change in all heat capacities and thermal resistances
describes the peaks appearing at the lowest temperature, andder overheating. It should be notes that the complex de-
the given model explains the emergence of these peaks tpendence of the fitting parameters appearing in fornilé
the arrival of the thermal front from transmitting coils. It is on heat capacities and thermal resistances complicates the
interesting to note that qualitatively similar results were ob-derivation of explicit expressions for these quantities. Nev-
tained by Turrellet al.” in NMR experiments for metals at ertheless, the increase in the paramei@/ T, during cool-
ultralow temperatures. ing can be qualitatively associated with a decrease in the
The results of processing of all the experimental data byalues ofCz andC, , while the increase im; and 73 under
using formula(18) are presented in Table Il. It should be these conditions is clearly caused by an increase in thermal
noted above all that the ratio of the parameté® T, ob-  resistances appearing in the mode€lg. 5, whose compo-
tained by using the three types of pulses mentioned above aents are the conventional thermal conductivity as well as
each temperature are close to 1:2:6, which coincides with théKapitza jumps” at the interfaces between the media. The
ratio of the energies liberated by a pulse of each type. This iseal cell containing phase-separated solid mixture is a system
a direct evidence that the ratio of overheating of the Zeemawith distributed parameters, while the schematic diagram in
system taking into account the assumptions made in the corrig. 5 illustrates a system with concentrated parameters. This
struction of the model is also the same. This also means thalifference also complicates the comparison of the obtained
the thermal energy liberated in the transmitting coils is reresults with the available data from the literature concerning
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sume that the slow relaxation time is mainly determined by”F_O”OVt\)'in% tf}f t(f;aditiong"ycad;p;ed JerminLochJ@;ee, fo,; exa'\rT/:p(Ije, él;i&re-
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- - - - - _ . capacity, and the coupling between the baths is the energy exchange be-

ciated with Kapitza re_sgstan&é,l.e., «=RkCsg using the L een them.
values of R(T)=3-T °(K/W) measured earlier in the
same celi* and extrapolating the data on heat capacity of theT, » <. . y .
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Thus. NMR experiments in phase Separated solid A. Abragam and B. Bleanelectron Paramagnetic Resonance of Tran-
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3He—*He mixtures proved that the energy exchange betweers. . Turrell, G. Eska, N. Masuhara, and E. Schuberth, J. Low Temp.
the Zeeman subsystem and the lattice at ultralow temperagPhstO, 151(1988.
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Equilibrium states are calculated for a planar hexagonal antiferromagnet in a magnetic field
oriented in the basal plane. As the field is rotated in the basal plane, a number of first-order phase
transitions accompanied by magnetization jumps are observed in the range of metastable

states in the system. The range and equilibrium parameters of the thermodynamically stable
domain structure formed in the vicinity of such transitions are determined. Magnetization

curves in RbMnG are analyzed. ©1998 American Institute of Physics.
[S1063-777X98)00212-9

INTRODUCTION fields cause a significant rearrangement of the magnetic
structure and induce a number of spin-reorientational phase

Hexagonal antiferromagnets, including halides of thetransitions® However, the available theoretical results on
type ABX; as well as several other magnétdform a fairly  the equilibrium structures of hexagonal plane antiferromag-
large group of compounds among magnetically ordered crysaets in a magnetic field applied to the basal plane pertain
tals. The magnetic ordering in such crystals is of quasi-oneenly to selected symmetry directiofts.
dimensional type: antiferromagnetic ordering along the hex- In this work, we study the effect of hexagonal anisotropy
agonal axis is several orders of magnitude higher than thand magnetic field on equilibrium spin configurations of
exchange interactions in the basal plane. The comparativ@lane systems. It is shown that in a certain range of the
weakness of relativistic interactions in chains and exchangplanar magnetic fieldd, a magnet undergoes several first-
and relativistic interactions between chains results in a divererder phase transitions accompanied by magnetization
sity of magnetic structures in this type of magnets. For exjumps. Phase diagrams are constructed and phase transition
ample, ferromagnetic exchange interaction between chaimgurves calculated, while the equilibrium states in competing
dominates in the plane antiferromagnet CsjNind hence a phases are also calculated.
collinear plane structure is realized in this case. The antifer- We also calculated the equilibrium parameters and the
romagnetic exchange interaction taking place in the basdioundaries of thermodynamically stable domain structure
plane of CsNiC] leads to the formation of trigonal antifer- formed in the vicinity of the orientational phase transitions.
romagnetic lattices. In turn, structures with a uniaXilg., The obtained results are used for analyzing the experimental
in CsNiBr;, CsMnk, CsVCk, KNICl5) or planar type anisot- results of the static magnetic properties of RbMn€&d
ropy (CsMnBr, RbFeBg, etc)* are realized in trigonal lat-
tices. Finally, modulated magnetic structures are observed in
CsCuC} and RbMnBg.® 1. ENERGY AND EQUILIBRIUM STATES

A magnetic field applied to the basal plane causes vari-
ous spin-reorientational phase transitions in the systems un- In the framework of the phenomenological theory, the
der consideratiof-*®" In particular, such transitions have standard expression for the free energy density of a hexago-
been studied intensively in recent years in frustrated trigonahal two-sublattice antiferromagnet without Dzyaloshinskii
structures(see the literature cited in Ref).BNumerous ex- interaction and placed in an external magnetic field has the
perimental studies demonstrate the dominating role of hexform
agonal anisotropy in the formation of equilibrium states in .
the magnetic systems being considered here. In this connec- E=AMy-M2=H: (M1 +Ma)+Ea, @
tion, it is especially important to study collinear plane anti-where M; is the magnetization of theth sublattice,\ the
ferromagnets. Materials of this type, whose static as well asonstant of exchange interaction between sublatticesEand
rf properties have been studied most intensively includeghe magnetic anisotropy energy dengityr the magnets un-
CsNiF; (Neel temperature Ty=2.65K), CsMnk (T der consideratiorEA<>\M§, i.e the anisotropy is weakWe
=53.5K) and RbMnGJ (Ty=94.6 K) 2>780n account of a  shall also assume that the temperature is much lower than
relatively weak hexagonal anisotropy, even weak appliedhe ordering temperature so that paraprocesses can be

1063-777X/98/24(12)/6/$15.00 852 © 1998 American Institute of Physics
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disregarded, i.e., the conditioM;| =M, is preserved in the a
magnetic field M, being the saturation magnetization.
In the analysis of the energyl), it is convenient to go
over to the total magnetization vector and the antiferro-
magnetism vectok:

M1’2=M0(mi|). b
Since|M4|=|M,|=M,, we havem-1=0, m?+1?=1. D
In the region of weak fields for whicli<\Mg, the

total magnetizatiohm|< 1. Hence terms with components
can be disregarded in the expression for the anisotropy en-

ergy densityE, .

The potential of the investigated systdf) in compo- ¢
nentsm and| can be written in the form
E=2My(AMom?—H-m)+E,. 2)

The anisotropy energy of a hexagonal crystal can be written
by taking sixth-order terms into consideration:

Ea=Kal 2+ Ky(1Z+19)2+ % [(+il)8+(1,=il1)8]. (3

If the second-order anisotropy coefficidfi>0, the an-
tiferromagnet is an easy-plane antiferromagnet withs the
easy plane. The last term in E@) describes the anisotropy
of magnetic properties in the basal plane of the crystal.

Minimizing the potential(2) in m under the condition
m-I=0, we arrive at the following expression for equilib- ¢
rium magnetization:

J

r

"

i3 Y )
2 2

FIG. 1. Functional dependence of ener) (6) for some values of mag-
netic field:h=0 (a), in the region of metastable stais, in the field of PT1

m= ﬁ [H —(H- a) . a]. (4) (c), and outside the region of metastable stdths
0

Here we have introduced the unit vectee=1/|l|, which is

collinear with. _ _ ¢=ml6+mk/3A(B>0), ¢=mrki3(B<O). (7)
Substitution of(4) into (2) gives
1 In the fieldh=0, the minimum of the potentidb) cor-
E=—5r [H2—(H- a)?]+E,. (5  responds to collinear phases£0) with ¢ from (7) (see
Fig. 13. On the other hand, the application of a very strong
In a magnetic fielcH lying in the basal plane, the anti- magnetic field in the basal plane suppresses the effect of the
ferromagnetism vector in the equilibrium state also lies in theanisotropy(3). Thus, spin configurations characteristic of an
same plane. Introducing betweena and thex-axis, and the isotropic antiferromagnet, i.e., states in which the antiferro-
angley betweerH and thex-axis, we can present the energy magnetism vectaris perpendicular to the applied field, must
density(5) in the form be realized in high magnetic fields. Since degenerate states
£ sgr(B) (7) cannot vanish instantaneously, we come to the conclusion
O= —h2 cog 20— 20 + cos 6o, that a region of metastable states must exist on the
\B[Mg 2¢=24) 6 % h, hy-phase diagram of the magnet under consideration. The
boundary of this region is determined by the standard tech-
he H B 6K3 ® nique from the system of equationb/de=0, d’®/d¢?
2MV|B[Mg’ AME’ =0. Eliminating ¢ from this system of equations, we arrive

o ] at the following expression for the lability curve:
The equilibrium states of the system are defined as func-

tions of the anglep by minimizing the potentia(6). For any [h® cos G+ sgn(B)9(4h*—3)/16]

values of the field, the states withand ¢+ 7 have the same

values of the energy6) corresponding to them. This is due X Vh*—1/4+h® sin 6y/9/4—h*=0. )
to the energy equivalence of magnetic configurations with

antiparallel antiferromagnetism vectdrs Depending on the sign dB, the closed curve$8) are

The hexagonal anisotrofid) defines in the basal plane rotated relative to one another through an angk(see Fig.
the direction of preferred orientation of the antiferromag-2). The lability fields attain their maximum values at the
netism vector(easy axes sharp tips of the curve®) (h;=+/3/2, the angles/ are de-
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FIG. 2. Phase diagramis, h, of a planar hexagonal antiferromagnet for
B>0 (a) andB<0 (b). ) .
0 0.5 h 1.0 1.5
fined by formulas (7)), and the minimum field values 0.3
h,= \/1/2 are attained along the directions rotated through an o
angle of 30° to(7). 0.2
In order to study the evolution of the system, we con- ©
sider the variation of the potentiéh) upon an increase in the < 0.1
magnetic field for different fixed values of the angleThe E> )
application of a magnetic field to the basal plane violates the . . )
collinearity of magnetic structures and removes the degen- 0 04 0.8 1.2

eracy: the spin configurations in which the magnetization h
vector forms the smallest angle with the applied field vector

define the absolute energy minimum, while the remainin
solutions of (7) are transformed into local miniméneta-
stable states(Fig. 1b). Finally, local minima merge with

local maxima and vanish from the lability cur{@®). Outside _ .
y cur@ are PT1 curves induced by the components of the magnetic

the range of metastable states, the endfyhas the form * . s
shown in Fig. 1d. The situation in which the magnetic field isf'?Id perpendicular to the directio8). For example, phases

directed parallel to one of the antiferromagnetism vectord”!

corresponding to the ground state in zero fiedde(7)) de- 1 , 1
serves special attention. On thgh, phase diagraméFig. P17 [2w—arcco%h - 5”
2), these symmetry directions have the corresponding seg-

IG. 3. Components of equilibrium magnetization at the PT1 cuhie
<h,, =0 (B<0): m, (& andm, (b).

ments of straight lines % 5 1”
@,=— |27 +arccosh — = ||, (10
lh|<h;, ¢=m/6+mk/3(B>0), 4 2
Ih|<h,, ¢=mki3(B<0), ) are realized on the cunjé|<h,, =0 (9) for B<O.

Let us determine the value of magnetization along this
connecting the origin of coordinates to the sharp tips of theeurve. For the magnetization components, we obtain from
lability curves(8). The degeneracy of the ground states of(4)
the system is partially preserved upon a variation of the mag-
netic field along the straight ling®) (Fig. 19. As the field m,=hV[B[(1-a3),  my=—hy\[Blayay.
increases, the potential barrier separating the ground states of Substituting the equilibrium values af, and ay, we
the system decreases, and both minima merge at the shasirive at the field dependences for magnetizatiig. 3):
tips into a single extremum corresponding to spin configura- 1
tions with the antiferromagnetism vectbiperpendicular to (1_m@_= M+ on2
the magnetic field. Upon a further increase in the field along MMy h\/E(%— L+2ho,
the direction(9), i.e., forh>h,, the vectoll remains perpen- 1
dicular to the field, and the evolution of the system takes —m{!=-m{?=7 h\|B[3-2hZ.
place as a result of the rotation of sublattice magnetizations
towards the direction of the field. It follows from the above digression that the magnetic
Let us discuss in detail the degeneracy of states ofield component, induces in this case a PT1 between the
curves(9). An analysis shows that these states have oppositehaseq11). This transition is accompanied by a magnetiza-
values of the magnetization components perpendicular to thigon jump (of the componentn, (11)). In this case, the sharp
applied field. Thus, the departure of the magnetic field fromtip h=h;, =0 corresponds to the termination of PT1.
the directions defined b§g) leads to a violation of the phase (Here, ¢, ,=m/2.) Similar phase transitions are also ob-
equilibrium states shown in Fig. 1c. The energy of one of theserved on other curve®).
states decreases while that of the other increases. Such a Equilibrium and metastable states for the potent@l
situation is typical of field-induced first-order phase transi-were studied earlier for two symmetric directions of the field
tions (PTJ). In other words, it can be stated that cur8s in the basal plane, i.e., along the easy magnetization axes, as

(11)
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well as along directions forming an angle of 30° with the (e)
easy axeS.The results obtained by us for these directions x
coincide with those obtained by Bar'yakhtar and Sobdlev,

who analyzed the evolution of magnetic states in a field par-

allel to the easy axis and concluded that a second-order phase
transition occurs foh=h, from the symmetric phaseL h

(h>h,) to a low-symmetry phase with the antiferromag-

netism vector directed at an angle to the fiefd<h,) (see,

for example, Ref. 10 The component of parallel to the _ﬁ
field plays the role of the order parameter. We have shown in

this work that the “nonsymmetric phase” regions on the

h,hy, phase diagranicurves9) are PT1 curves, while the

values of the fieldh=h; are points of termination of the
corresponding PT1. Formally, these critical points can be

treated as isolated second-order phase transition points.
However, since any deviation of the field from the easy axis

lowers the symmetry of the phake h (“blurs” the transi-

tion), such a transition cannot be observed physically. Theg. 4. Regions of existence of domains in a spherical sample.
guestion of limited applicability of the second-order phase

transition concepts to spin-reorientational phase transitions

in magnets has been discussed in general by Bar'yakhtar )
et alll We shall also study the domain wallBW) for the DS

It is also worth noting that the critical curvé8) have a under consideration. For the sake of definiteness, we shall
shape characteristic of lability lines in magnets with a sponSonsider the PT1 curve f@<0, ¢=0, [h[<V3/2. In this
taneous magnetizatiofe.g., the StonerWohlfarth astroid @€, the domain wall separates the domains in which the
for a uniaxial ferromagné®'3 as well as in easy-plane te- €auilibrium statesp; and ¢, are defined by formulés). In
tragonal antiferromagneté. particular, the anglep of rotation in such a DW is 60° for

In the framework of the theory of Whitney's smooth _h=Q (see Fig. 1?1and decreases monotonically \{vith_increas—
mapping singularities, the lability curves are singular linesind field, vanishing at the poirjh|=/3/2 of termination of
describing thebifurcational variations in the systems and PT1. Sincem<1 in the entire range of PT1, it can be as-
displaying two possible types of mapping singularities, viz.Sumed that the DW energy is defined only by the quartity
folds, i.e., curves of type8), and gathers, i.e., sharp tips. Let us find the energy densifi and the distributionp(x)
Numerous examples of mathematical problems describin§! theé domain wall under consideration. The energy density
such critical processes in physics, engineering, biology anf! @ DW and the distributiorp(x) are defined by the stan-

(e)
h

other areas can be found in Refs. 15 and 16. dard relations®
0
Ec= | “2Ja[®(p)—Dolde, (13)
®1

2. DOMAIN STRUCTURES

1/2
. . . . .. ¢ o
It is well known that in multisublattice magnets of finite xzf do, (14)

size, demagnetizing fields stabilize the domain structure 0 [P(@)=Po
(DS) comprising of competing phase domains in the regior\,\,here@g and ) are the equilibrium values of the angpein
of the field induced PT1! Such multidomain structures adjacent domains, which are defined by formui@s a the
are analogous to the domains of a demagnetized ferromaggnuniform exchange interaction constant, @]@:q)(‘pg)

net. —d(0%) Substituti . .
. o o @ ubstituting the expression fdr(¢) into (13), we
In the thermodynamic approximatidhthe equilibrium obta(in 2) g P

states for a two-phase DS are defined by the equation

~ 2a 0
H'®=H+47MoN-[mYé +mPg,], 12 Eec= \/? f“;z(cos 20+/b) V—cos 2+ 2+/bde,
1

whereH; is the field corresponding to PTE; and &,=(1 (15)

— ¢,) are phase fractions of the two-phase DS, his$ the
tensor of demagnetizing coefficients. Substituting i(8)
the expressions far,, m) andm(®, we obtain the depen-
dence of the equilibrium values df, ¢;, and ¢, on the
external fieldH®. For & ;=0 and,(;y=1, formula(12)
defines the walls of the DS. Figure 4 shows thi@h{” . 30 12
diagram for a spherical sample wiB<<0 (N=1/3). The X:j de.
hatched area corresponds to the region in which DS is ob- 0\ 2(cos 20+ \/B) \ —cos zp+2\/5

served. (16)

whereb=h2+1/2.

Figure 5 shows the results of numerical integration of
the DW energyEy=Eg/\a as a function of the external
field. Similarly, for the distributionp(x), we obtain
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0.8 teractions as well as microinhomogeneities of the crystal
play an important role. For example, sharp jumps in magne-
tization observed by Bazhaet al’ for certain directions of
the planar field are probably due to the stability loss of meta-
= stable states formed in a part of the domains, and not to the
w 044+ orientational phase transitions in the bulk of the magnet.
However, some results on the investigation of magneti-
zation curves are in accord with our conclusions on phase
transitions induced by a planar field and the related transi-
tions of stable domain structures. Thus, in a magnetic field
s ) parallel to one of the easy axes, the field dependence of the

0 04 0.8 1.2 longitudinal magnetization in weak fields displays a charac-
h teristic nonlinear regionlike the one shown in Fig. 3a
FIG. 5. Energy of a domain wall at the PT1 curve. while the magnetization curve becomes linear in stronger

fields (H>15kOe atT=4.2 K).

If the magnetic field intersects the region of existence of
domains along directions not coinciding with cur&, the
fractions of phases in DS are not equal, the magnetization
3 EVOLUTION OF MAGNETIC STATES component normal to the field is nonzero, and its field de-

pendence is close to that shown in Fig. 3b. These conclu-

So far, detailed investigations of the magnetic properties;jons are also in good accord with the results obtained by
of easy-plane hexagonal crystals have been carried out onb(

in RbMnCl; singl s aT=4.2K."8| joned  22nanet al
n nCl single crystas_ at=2.c R t was mentione It follows from what has been stated above that the ef-
in these works that the investigated samples of RbMnCl g S :

. ) X . 4 . . fect of magnetic field on equilibrium states must be studied
contain regions with different orientations of antiferromag-

netism vectorg(antiferromagnetic domaipnsSuch domains

The dependences (&)= ¢(x/\a) for some values of
the external fielch are presented in Fig. 6.

in monodomain samples. In this connection, it should be

are created in antiferromagnets during the formation of afiecalled that the formation of antiferromagnetic domains is
ordered state upon a transition from the paramagnetifot advantageous from the energy point of view since the
phase® On account of the degeneracy of the ground staténcrease in the system energy due to the formation of domain
(see(7)), hexagonal easy-plane antiferromagnets have threwalls is not compensated by a decrease in any of energy
types of domains with different orientations of the antiferro-contributions. This distinguishes such domain structures
magnetism vectofthe states with and —I are physically from regular magnetic domains in which the energy increase
equivalent. It was also found that magnetostriction leads todue to magnetic inhomogeneities is compensated by a gain in
rhombic distortions in domairfsThus, the samples studied the energy of demagnetizing fields. Equilibrium geometrical
in Refs. 7 and 8 consist of three types of orthorhombic doparameters of regular domain structures are determined by a
mains whose axes are rotated through 60° relative to ongympetition between these opposing factors in the overall

a_mother. Such a mu!t|doma|n structure hampers_the formaénergy balance of the system and can vary easily under the
tion of thermodynamically stable states, and the field depen-

o . . ffect of external paramet netic field and tempera-
dences of magnetization are mainly determined by comple? ect of external parametefsnagnetic field and tempera

irreversible processes in which elastic and magnetoelastic iﬁyre),' Convers.ely,. the antlferrgmagnet|c domains owe their
origin to the kinetics of formation of the ordered state upon

cooling of the sample below ettemperature. They are dis-

2n/3 tributed randomly over the bulk of the magnet and their
shape changes only slightly under the effect of external
7n/12 agencies?®
According to the results obtained in Refs. 7 and 8,
a strong magnetic fieldexceeding the lability field(8))
¢ n/2 violates metastable states, and a phase litth is realized
in all antiferromagnetic domains. It can be expected that
such spin states are preserved in domains even upon a de-
Sm/12 crease in the field. This method was earlier used for sup-
pressing metastable states in cubic helimagfetsAnother
Tc/36 method of formation of monodomain states is associated

with cooling of the sample in a magnetic field. This method
was used by Andrienko and Prozordv&lowever, it was

FIG. 6. Structure of domain walls for some values of magnetic field at thefound thatl cool.mg from room temperature to helium tem-
PT1 curve. peratures in a field
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H~10kOe does not affect significantly the resonance prop*E-mail: bogdanov@host.dipt.donetsk.ua
erties of the investigated samples of RbMaCl
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Screening of the electric field of a test charge by monolayer and double-layer composite fermion
systems is considered taking into account the influence of the sample boundary. It is shown

that the test charge field is partly screened in the system at distances much larger than the magnetic
length. The value of screening as a function of distance depends considerably on the filling

factor. The effect of variation of the value of screening in a double-layer system upon a transition
to a state described by the Halperin wave function is determined19@8 American

Institute of Physics.S1063-777X98)00312-0

The model of composite fermions was proposed byJaintwo-layered system if the pseudospin, which corresponds to
to describe the systematically fractional filling factors ob-the layer number, is introduced. The emergence of general-
served in experiments on fractional quantum Hall effect. Itized states of the type 5 results in the appearance of new
was shown in Ref. 1 that the Laughlin wave function has adifferent from monolayer filling factors corresponding to
topological structure equivalent to that of a system of comthe Hall plateau. In particular, the quantum Hall effect
posite quasiparticles carrying the statistical charge and themerges for a filling factor=1/2, which is indeed observed
statistical gauge field flux. In the mean field approximation,in experiments:’ Moreover, for certain fixed values of the
the interaction of composite quasiparticles with the gaugdilling factor in two-layered systems, a phase transition be-
field is reduced to the action of a self-consistent field whichtween different generalized Laughlin states becomes possible
partially screens the external magnetic field. Consequentlyjpon a change in the separation between the 1dyers.
the fractional quantum Hall effect in the electron system  Thus, a two-dimensional electron gas in the fractional
emerges as an integer quantum Hall effect in a system gjuantum Hall effect regime is characterized by a complex
composite fermions. system of classification of ground states, the transition be-

Lopez and Fradkfand Halperin, Lee, and Reddevel- tween different states occurring upon a variation of the ex-
oped the Chern—Simons formalism for describing a systenternal magnetic field or of the separation between the layers
of composite fermions. The starting point for such a formal-(in double-layer systems
ism is the Lagrangian of fermions interacting with the  In this work, we study the effect of screening of the
Chern—Simons gauge field. In this formalism, the mean fiel®xternal electrostatic potential by a system of composite fer-
approximation corresponds to the stationary configuration ofions as a function of its ground state structure. We consider
the effective Lagrangian of the gauge field obtained as &he screening of the field of a test charge located at the
result of functional integration with respect to fermion fields boundary of a semi-infinite medium with permittivity hav-
in the expression for the partition function of the system. Théng at a certain distance from the boundary a two-
formalism allows us to introduce systematically the correc-dimensional electron lay€or a double layer systenin the
tions to the mean-field solution by expanding the effectivefractional quantum Hall effect regime. Since the electron
Lagrangian in small deviations of the gauge field from thesystem in this case is incompressible, there is no screening at
mean-field configuration. a large distance from the test charge, although the electric

The approach developed in Refs. 2 and 3 was generafle|d may deviate considerably from unscreened field of the
ized by Lopez and FradKinto the case of a double-layer t€st charge at finite distances. The specific form of the de-
system. A specific feature of such a system is the possibilitpendenceE(r) is defined by the type of the state in which
of formation of generalized Laughlin states whose multiparthe system is located. Thus, the effect considered in this
ticle wave function is characterized by an additional set ofWork may be used for identifying the topological order pre-
zeros for coinciding,y coordinates of electrons in the op- vailing in the system as a function of external parameters.
posite layerghere and below, the-axis is chosen normal to
the two-dimensional electron layefThe wave function for
such generalized states was proposed by HalpeXithough
the original analysis presented in Ref. 5 concerns a mono- To begin with, let us consider the problem of screening
layer system of unpolarized electrons, the wave function proin an infinite medium containing a two-dimensional electron
posed by Halperin can be easily generalized to the case oflayer in the fractional quantum Hall effect regime. In order to

1. MONOLAYER SYSTEM IN AN INFINITE MEDIUM
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describe the system, we consider the model of spinless fer- 1 ~

mions W (it is assumed that electrons are completely polarSt (a,A)= 5 J dt d?q[ (a% (q)+A% ()T} ,(a)(a,(q)
ized in spin interacting with the two-dimensional Chern—

Simons gauge field,, and the electromagnetic fiekl, . The

A CS,

action of the system has the form +A (@) +az (@I Xaa,(q)]+ 5

S=Scr+ Sem: 1)

em f dt d*q do, A% (0,0)1157(0,0,)A,(,0,),
where
(7)

_ 2 ; o

SCF_j dtd r[\lf*(r) 10yt p—ap—eh where the subscriptg and » assume the values 0 and 1

corresponding respectively to zeroth and transverse compo-
?) nents of the fields, andA,, in the (x,y) plane(in Eq. (7),

'V++eAp'2\If b
IVatat () S 300

2m we disregard the contribution of the compon@ptwhich can
be put equal to zero without any loss of generality in the
Sor=—— f dt d®r (¢ E2—B?). 3) time-independent problem under considerati@amdq is the
8m wave vector component parallel to the,y) plane. In Eq.
In Eq. (2), m is the mass of composite fermiong, the (7 Ao(d)=€A(q,2=0), A,(q) =(e/c)As(q,2=0),
chemical potentialp=d,a,—dya, the “magnetic” compo- 2 .
nent of the gauge fieldAP'=i,A,+iyA,; Vo=i,dy+iydy, Y (q)=— 1 ( q o |2qw 1 , )
and ¢ the number of gauge field flux quanta transported bya  *’ 2mwe | —iqwcE; wg(Z,+N)
composite quasiparticlép is even. It is assumed that the .
distribution of composite fermions along tteaxis is de- cS(q) = 1 0 iq )
scribed by adéfunction. Transverse gauge is used for the ol )= 27me \—iq O
field a(d;a;=0). For the electromagnetic field also, we used
transverse gauge in the plangA,+ d,A,=0). s(q2+q ) 0
Functional integration with respect # in the expres- I57a, qz)_ 0 (D)) (10)
sion for the partition function of the system 9
In Eq. (8), we have introduced the notation
=j D¥*DW¥Da, expiS) (4) Ne1 o
. =_ j@=x
gives the following effective action for a system of interact- (@) [sgn(Ber) J'e Z’o nZ‘N
ing gauge and electromagnetic fields:
nl xm-n-t .
. _ 1 X (m=m) Ly ()1
Se(a,A)=—i Trin|id;+u—ag—e ~5m :
o dL™ "(x) )]
_ e 2 X | (m=n=x)LM"(x)+ 2x —ax (11
X 'V2+a+EApI f dt d? X

where x=(qle0)%/2, lex=(N27ng) 2 is the effective mag-
xi aob+ S (5) netic length,w.=2mny/(MmN) is the effective cyclotron fre-
2w quency, andL" "(x) is the generalized Laguerre polyno-
mial. The quantities(ll) are computed through Green’s
current—current functions for the fermion system in a field
B (the temperature is assumed to be equal to)z&xpres-
sions of the type(11) were first derived in the theory of
27Co anyons’
Beft=B— W No, (6) Integration over fluctuations of the fielal leads to the
following expression for the action of the electromagnetic
where ng is the average electron concentration. The fracield:
tional qguantum Hall effect is observed for an integral number

The condition of stationary configuration of the actith)
upon variation of the fieldy, defines the value of the self-
consistent effective field acting on composite fermions:

N of filled Landau levels in a fiel8, which corresponds to 1 2w ,

the filling factor »=N/[ N+ sgnBe)]. S(A)=,— | dtdqdq,d*qAL(d,d)A ,,(A)A(G,4;)
We shall confine the subsequent analysis to a consider- 1

ation of the part of the effective actidb) that is quadratic in i f dt da.d?g A* Hem

fluctuations of the fieldsi, and A, . In order to solve the Gd"aA,(0,0,11,,(9,,A,(0.0,)

" we
problem considered here, we take only time-independent (12)

fluctuations into account. Expansion of the acti&hin the
vicinity of the stationary configuration gives where
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e? wherer is the distance up to the test charge, and
Ay ()=—5——
M (q) 277(1)(;A2 , qquO
, F(r)=r<| dqgJ(qr) A i, (22
9’2 igc two(S1+ @A) 27 Tg=0

' (Ji(x) is the Bessel function
To complete the picture, we also present the expression

—igc rw(S1+@A;)  c 2wi(Z,+N)

(13 for the zcomponent of the magnetic fie(ébr z=0) induced
with by the test charge:
Ap=34(3,+N)—32, (14) Eex€’ S+ A
17 20\%2 SB,(r)=— ecxs qu qdb(qr) —Al_f 21. (23
Ap=(1-¢31)?— @Zo(Z,+N). (19 R

In this expressior{23) also, we have omitted the correction
emerging in the regio20). For characteristic values of the
parameters and fa,,,= e, the numerical estimate f@iB, is
found to be smaller than 1 Oe for all i.e., the effect is of
?heoretical interest only. From the experimental point of
view, the most important effect is associated with the devia-
1 , , om . tion of F(r) from zero in formula21), which may be of the
o J' daA L, (Q)AL(0,0,) +11,,,(,02)A,(0,02) = d,0] o, order of unity for finite values of, while the specific form of
(16)  the dependencg(r) is determined to a considerable extent
by the ground state of the quantum Hall system and is modi-
fied significantly upon a transition to another Hall step. The

Here and below, we omit the arguments of the functigns
andA; to keep the expressions simple.

Action (12) leads to the following expression for the
electromagnetic field potential in a system with a test charg
€ext Placed at the origin:

wherejo=eq/(27) %2 The solution of Eq(16) is sought in

the form following two sections are devoted just to an analysis of this
C.(a) effect in a semi-infinite medium.
AL(8,9,)= e (17)
z

Consequently, we obtain the following expression for the2. MONOLAYER SYSTEM IN A SEMI-INFINITE MEDIUM
quantity Ao(q,q,):
47Tj0

Ay(Q,q9,)=
0(0,92) q2+q§

Let us now consider the geometry which appears to be
ge'c ?wA; +g%e?Ss, |7t most appropriate for observing the screening effect. We shall
&= e2c‘2w§(22+ N)+qwA, assume that the test charge is located at the surface of a
(18 semi-infinite medium with permittivitys. At a distancea
from the surface, the medium contains a two-dimensional
electron layer in the fractional quantum Hall effect regime.
We shall seek an expression for the screened field of a test
charge at the interface.
Disregarding the nondiagonal components of the tensor
A, we can present Eq16) in the geometry under consider-
ation as follows:

In the electrostatic limit ¢—c0), formula (18) is re-
duced to the form
47Tj0 1 fqzo
A =
o(d,d,) e qz_,_qg Ay — 3,

wherefqzezq/swc. Formula(19) differs from (18) signifi-
cantly only for

1+

, (19

1 . ,
2 _ | gl(dz—az)a
a<gz w ) dqz(e Fod®
S : 9%+,
The values ofq satisfying this inequality20) are several teq g —5— | Ac(a,90) =0, (24)
orders of magnitude lower than the characteristic scale of z e 2

wave vectors of the problem|_}. A consideration of the \yhere

difference between Eqg18) and (19) in the region(20)

leads to a very weak screening of the electric field of the test 6. = ﬂ 8(q,) +i E P(i) (25)
charge at large distances. Here and below, we shall not ana- % 2 z 2 dz)

lyze this very weak effect, but confine to the approximate-rhe solution of Eq(24) is sought in the form
expressior(19). Note that this approximation corresponds to

negligible nondiagonal components of the tendoin Eq. Ag(a.0,) = C1(q)+Cp(q)ez? 26
(16), which will be taken into consideration in the following ol42)= o?+q2 '
sections.

The expression for the component of the screened cleds 2 result, we arrive at the following expression for the
electrostatic field in the planex(y) at the interface:

tric field of a test charge parallel to the plane, calculated from

(19 for z=0, has the form €ext
. Ep(r)=— 75 (1+Fy()), (27)
—_ e
Ep(r)=— —7 (1+F(r)), @) here
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0

reeeee] 2 1
" ' SCFIJ dtd?r X { WE(n)| i+ p—aw—eAo— 5=
o - k=1 2m
.. .ol'..' 7 e 2 2
—0.05'— ... .o' / perr = x =;ﬁ X |V2+ak+EAEI) :|lPk(r)+ Z @kkrakobkr],
—_ LR -— - V= Kk =1
:_ \‘ // — - v=5/11 (29
-0.10 I\ whereA,, and AE' are the scalar and vector components of
\|/7/ the electromagnetic field potential in the layjerand
O = ¢ _S) (30)
-0.15} T 2m(e?=5?) \-s o )
0 é i é é In this equation(30) ¢ ands are the numbers of gauge field
10-5 flux quanta carried by a composite quasiparticle, which cor-
r, cm

respond to the statistical charges of quasiparticles in the
FIG. 1. Relative screening of the test charge field by a monolayer systerm>aMe Igyer and n the' adjoining layer rESpeC“Yé‘b’l_S even
while sis an arbitrary integer For the sake of simplicity, we
confine the analysis to two equivalent layers. Fractional
guantum Hall effect in the systef@9) is realized for filling

e, factorsv=2N/[(¢+sS)Nx1] (v=2v;, wherey; is the fill-
Fa(r)= g r j dg Ji(qr) ing factor per layer Carrying out a procedure analogous to
_20a the one in Sec. 1, we arrive at the following expression for
% qfgZoe 29) the action of the electromagnetic field of the syst@9):

Ay—fSo(1+(e—1)(e+1) e 299 L
with &' = (s + 1)/2 SA)=5 [ dtPAAL(@ A DA )+ S,

The dependencg,(r) is shown in Fig. 1 for filling fac- (31
tors v=1/3, 3/7,5/11. Calculations were made by using theyhere
following values of the parametersny=10tcm2
m=0.25m,, £=12.6,a=500A. It can be seen from the - 1
figure that the system has a significant screening of the elec- Ao )
tric field of the test charge at distances considerably larger

than the magnetic length. As the filling facterapproaches Matrices A* and A~ in Eq. (32 are defined by formulas
the value 1/2, the dependenég(r) becomes oscillatory. (13)—(15) in which the parametep is replaced byp+s and
Note that an increase in the valueafveakens the effect. A @ — s respectively. Note that although formulé9) and(30)
decrease in this parameter leads not only to an increase in thgcome meaningless fgr=s, the expressioné31) and(32)
amplitude of the eﬁeCt, but also to a wider range of fllllng remain valid even in this case. The Situati@n:s corre-
factors for whichF, oscillates as a function of the distance. sponds to infinite rigidity of the antiphase oscillations of
In particular, numerical computations for the geometry coNngauge fields. Going over if29) and (30) to new variables
sidered in Sec. 1 lead to an oscillatory dependdf@g for  corresponding to synphase and antiphase oscillations, we
all filling factors corresponding to the fractional quantum must consider for the integration variables in the cases
Hall effect. In order to observe these oscillations, we Mushnly synphase oscillations of the fields, and put the vari-
measure the electric field inside the dielectric medium. Forab|e Corresponding to antiphase oscillations equa| to zero. It
the case considered in this section, oscillations emerge whesyn pe easily verified that in this case also we arrive at the
the effective magnetic length becomes of the order of 2a. relations(31) and (32).
For the geometry in which the-coordinate of the first

and second layer is equal tea and — (a+d) respectively,
3. DOUBLE-LAYER SYSTEM IN A SEMI-INFINITE MEDIUM we obtain from(31) the following equation for the scalar

potential of the system:

Let us now consider the screening of the field of a test 1

charge by a double-layer electron system. We shall consider _—_ J dq;{e“qfq?a[(/\go(q)+A50(q))(1+é(qZ’q£)d)
a systergn in which the states described by Halperin’s wave 4w
functior® are realized. Such a system can be described by _ gt -
introducing two types of Chern—Simons fields corresponding (Ao @)~ Ao @) (&9 + &%) ]
to statistical charges belonging to composite quasiparticles in +8q 7q’(q2+qzqé)}A0(qaqz’) =jo, (33
opposite layers, and to an additional term in the Lagrangian z e
of the system, which is nondiagonal in gauge fields. Thevhere the nondiagonal components of the tensofsand
action of the system has the form A~ are neglected as before.

AT+A™ A=A

- R R -~ |- (32
AT—=A" ATH+A™
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ably for these two cases. An experimental observation of
such a sharp variation in screening upon a slight variation in
the separation between layers points towards a phase transi-
tion between different ground states in a two-layer system.
Note that the situation considered in this work differs from
the one considered by us in Ref. 10 where we studied screen-
ing in a two-layer system in an infinite medium with two test
charges located in adjoining layers. In such a case, the
screening of the test charge field depends only on parameter
¢+s, and the variation of the spatial distribution of the
charge induced during a phase transition between general-
ized Laughlin states is associated just with a variation of this
parameter with a simultaneous reversal of the sigBgf.

Only a few of the possible transitions satisfy this condition.
In particular, the transition considered above for2/5
(which is most suitable for observation since it corresponds

FIG. 2. Relative screening of the test charge field by a double-layer systerf@ lowest level in th_e hierarchy of th_G_ generalizeq _LaUQh"n
for v=2/5, p=2, ands=2 (solid curvé and ¢=4, s=0 (dashed curve state$ does not satisfy such a condition. The origin of the

effect considered in this work is associated with the asym-
metric arrangement of the test charge relative to the two-
layer system. In particular, this is manifested in that a de-
crease in the separation between layers leads to a suppression
of the effect.

Thus, we have considered in this work the screening of
the field of a test charge by a monolayer and a two-layer
systems of composite fermions. The expressions for the
screened test charge field are obtained by taking into account
the effect of the interface. It is shown that a partial screening
of test charge occurs in the system at distances much larger
than the magnetic length. The specific form of the depen-
dence of the screened field on the distance from the test
charge is modified considerably upon a variation of the

The solution of Eq(33) is sought in the form

C1(q)+Cy(q)€%+Cy(q)€% Y
q’+a; '

As a result, we arrive at an expression for the electric field

whose form forz=0 coincides with(27) in which the func-
tion F4(q) is modified to the form

Ao(0,9,)= (34

Fan= 12 [ dagan

qsqefzqa

x Ry—(e—1)(e+1) 'S,e 292’ (39 ground state of the system. The observation of the screening
where effect as a function of the filling factor and separation be-
tween layergin a two-layer systemcan be treated as a pos-
Rq=(A2+—qu§EO)(A2’—quaio), (36)  sible experimental verification of the model of composite

fermions and the method of recording changes in the topo-
logical order in a quantum Hall system. The solutions ob-

tained in this work specify the case when the test charge and
(37)  the electric field detector are placed on the surface of the

In formulas (36) and (37), the functionsA; and A, are sample containing a two-dimensional electron layer. The ap-
defined by formula13) in which ¢ is replaced byp+s and  proach used in this work can be modified easily to describe a
¢— S respectively, andE§ =(1+e 9%, different geometry of the experiment.
It can be seen from formula85)—(37) that screening in
a two-layer system depends on parameters as well as
¢—S. Hence for a fi>§ed value of the filling factor which T3.K_Jan, Phys. Rev. Let63, 199 (1989,
depends only on the first of these parameters, the expressiary Lopez and E. Fradkin, Phys. Rev.48, 5246 (1997.
(35 differs for the cases=0 ands#0. Consequently, a 3B. I. Halperin, P. A. Lee, and N. Read, Phys. Rev4B 7312(1993.
transition from a state witls=0 to a state with nonzers :g- :-OHpeIZ and i IFragIEin, P:ytzeR?\é-ﬂilé E:1347(1995).
(such a.State cprreqund; to Halperin's wave fungtioi GY: W gl?::,nL. V‘\e/.viEnhZi.M.CB. ,Santgm“ a?,.Phys. Rev. Lett68, 1379
be manifested in a variation of the dependence of screened gy,
field of a test charge on distance. 7J. P. Eisenstein, G. S. Boehinger, L. N. Pfeifé¢ral, Phys. Rev. Lett68,
By way of an example, let us consider a system with 1383(1992. o
filling factor 2/5. In such a system, the fractional quantum (Dl'g\g%sm(’ka' A. H.MacDonald, and S. M. Girvin, Phys. Rev38 1932
Hall effect may correspond to sets of paramet@rs4 and oy 4. Chen, F. Wilczek, E. Witten, and B. I. Halperin, Int. J. Mod. Phys.
s=0) and (¢=2 ands=2). Figure 2 shows the dependence B 3, 1001(1989.
F.(r) for these two cases for the same values of the systemPD- V- Fil, Fiz. Nizk. Temp.24, 905 (1998 [Low Temp. Phys24, 681
parameters as in Sec. 1 and f=400A. It can be seen 998.
from the curves that the dependenéggr) differ consider-  Translated by R. S. Wadhwa

1 I -
Sq=fa20|5 (Eq)®A; + 5 (Eq)?A; —fqEqEq Zo|.
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The point-contact spectroscopy is used to study singularities of the electron—phonon spectra of
heterojunctions made of different metals Cu—Quat. % Fe¢ and Cu—Au. Measurements

at high frequencies made it possible to distinguish and identify contributions to the spectrum from
the nonequilibrium phonon relaxation. ®998 American Institute of Physics.
[S1063-777X98)00412-5

Point-contact spectroscopy, i.e., the measurement ofith a radius 1um of the tip formed by sharpening electro-
nonlinear singularities in the electrical conductivity of point chemically a copper wire of diameter 0.25 mm with a resis-
contacts at low temperatures, is a very effective tool fortance ratiodRsp0/ R4 >~ 85. Measurements of PC spectra were
studying the spectra of elementary excitations including thenade by using modulation technique involving the recording
electron-phonon interactiorf&Pl) in metals and alloy$2 A of the second harmonic of the modulation current in low-
large number of experiments were carried out on heterojundrequency experiments and of the rectified voltage amplitude
tions, viz., point contacts made of different metals. The spein high-frequency measurements. A detailed description of
cific nature of heterojunctions led to the discovery of somethe measuring technique is given in Ref. 11.
new effects, such as superposition of the EPI spectra of the The PC spectra of a Cu—Qud at. % Fe junction are
metals in contact;® asymmetry of point-contadPC) con-  presented in Fig. 1 for two polarities of the applied bias
ductivity with respect to the polarity of the applied voltdge, voltage: the electron flux fov>0 is directed from the cop-
and the asymmetry of the EPI spectr@ingularities of the per electrode towards Cfe). The spectra were measured at
PC spectra of bimetallic contacts revealed in these investiganodulation frequencies of 0.2{curve 1) and 79.5 GHz
tions were explained satisfactorily in theoretical wérkSin (curve2). The dependence for the frequency 0.21 GHz fully
which nonlinear contributions were calculated in the conduc-coincides with the dependence obtained by the conventional
tivity of heterojunctions, taking into consideration the pro- low-frequency modulation techniqdeand is a correct re-
cesses of electron scattering as well as the kinematics gfroduction of the analogous spectrum for the contact in
processes of reabsorption of nonequilibrium phonons. IRef. 6.

“dirty” contacts with a small mean free path of electrons It can be seen from Fig. 1 that the PC spectra of the
and phononsgthermal regime of point-contact spectroscppy heterojunction Cu—Qlre) are considerably asymmetric. In
the asymmetry of electrical conductivity is attributédo the  addition to a well-defined singularity at low bias voltages
contribution from the Seebeck thermoelectric effect. Thecaused by scattering of the conduction electrons by the mag-
asymmetry of PC spectra in contacts with a diffusive motionnetic moments of iron impurity atom@ondo effecj, the

of quasiparticles is explained by the drag of conduction elecspectra reveal a considerable difference in the height of the
trons by the flow of nonequilibrium phonons from the regionphonon lines foreV~*17 meV, as well as in the level of

of current concentration to the bulk electrodés. the background signal for large values of the bias voltage. In

The recently developed method of high-frequency PCorder to emphasize this, a part of the spectrum for negative
spectroscopy'? makes it possible to study the kinetics of voltages is inverted to the region of positive bias voltages
relaxation processes and to single out the contributions to th@urve 3). The asymmetry of the spectrum is enhanced in
PC spectra from various mechanisms of quasiparticle scattemeasurements at a frequency 79.5 GHz. This can be judged
ing in the junction. In this communication, we present thefrom a decrease in the intensity of the phonon singularity at
results of experimental investigations of asymmetric effect®V~ +17 meV. The curves for 0.21 and 79.5 GHz are spe-
in heterojunctions carried out by using the high-frequencycially normalized foreV~ —17 meV and coincide in the re-
PC spectroscopy. Measurements were made at 4.2 K agion of the Kondo minimum. The justification for such a
point contacts between copper and an alloy of copper with procedure comes from the fact that in these energy regions
at. % iron, as well on point contacts between copper andhe nonlinear contributions to the contact conductivity are
gold. For the Cu—Cul at. % Fe, the bulk electrodes form- associated with rapid processes of electron scattering by
ing the point contact are characterized by practically identiphonons and magnetic impurities with characteristic frequen-
cal phonon spectra, but have quite different degrees of pwies (~10s 1)1 considerably exceeding the current
rity. Electrodes in Cu—Au point contacts were made ofmodulation frequency in the experiment. Besides, all mea-
metals of identical purity, but having quite different phonon surements were made for extremely weak sigal$ wV),
spectra. The copper electrode was in the form of a needlehen the amplitude of the signal being measured depends

1063-777X/98/24(12)/5/$15.00 863 © 1998 American Institute of Physics
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FIG. 1. Spectrum of a Cu—C(L at. % Fe point contact, measured at a
frequency of 0.2Xcurvel) and 79.5 GHZcurve2). Curve3 describes the T.K
part of dependencél) inverted from the region of negative bias voltages.

For V>0, electrons are injected into G&e) alloy. FIG. 2. Temperature dependence of differential thermo-emf of the couple

Cu—Cu (1 at. % Fe (curve 1) and the values oAS(T.) calculated by
formulas (1) and (2) for different frequencies, GHZ: 0.2(curve 2), 79.5
(curve 3), and corrected data for 79.5 GHaurve 4).

linearly on the power of the electromagnetic radiation.

According to the results obtained in Refs. 8, 10, cON-gjecrodes because of the introduction of structural defects
tamination of one of the electrodes in the heterojuncli@, 54 syrface contamination into the volume of the contact
a decrease in the elastic mean free path of electrons in thlfuring its formation. However, the quantitipsandL appear
electrodg leads to an identical weakening of intensity of ; {he same proportion in formulad) and (2) connecting
spectral singularities and of the background signal amplitudqg{g(vc) with AS(T.) andV, with T, respectively, and hence
in both electrodes. However, the results presented in Fig. }.o «an compare the experimental dependeiR#¥,) ob-
show that although the ratio of the phonon intensity peak tq,ineq by us for the asymmetric part of the differential resis-
the background is identical for both polarities of the b'astance with the temperature dependeB¢&) of the differen-
voltage, their absolute values differ significantly. Moreover a1 thermo-emf for the Cu-Q&e couple, selecting
the asymrr_1etry of the spectra is observed for bc_)th fre(_Werﬁ'denticc’il scale factor along the vertical and the horizontal
cles %t_w,h'Ch measurements were made. Following Na'dyuL‘ixes. The results of such a comparison are presented in Fig.
etal,” it is reasonable to assume that the asymmetry of the tha scale factor for curve was chosen equal to 1.47, so
PC spectra observed in our experiments is associated With o+ the values oA S(T,) calculated by using formulél) do
the contribution from the Seebeck thermoelectric effect tq,,: axceed the thermo-emE(T) for the Cu—C(Fe
the signal being measured. For small elastic and i”eIaStiEoupIe?‘a'”The relation between the contact temperature and
mean free paths of electrons and phonons in the contagf voltage across it has the form
(Ii Je,lr ,1pn<<d, whered is the contact diametgrwhich is
typical of the thermal regime of PC spectroscopy, the depen-  Tc[K]=1.4TK/mV]V [mV],
dence of the asymmetric part of the differential resistance ofyhich is practically identical with the data obtained by Naid-

a heterqjung[ion on the applied bias voltage is defined by the,k et a1® Curve 3 in Fig. 2, calculated for a modulation
expressiof frequency of 79.5 GHz for the same value of the scale factor,
p1po 172 is slightly higher than the dependence for 0.21 GHz, and the
(Lipat Lop1)(pit pa) 1) deviation increases with the contact temperatwatage.

Let us analyze the possible reasons behind such a discrep-
whereR{(V) =1/ Ry(V") —R(V7)], Ry=Ry(V=0) is the  ancy. It is well knowr® that the phonon drag thermo-emf is
contact resistance,, andp, are the resistivities and; and  inversely proportional to the phonon—electron relaxation
L, the Lorentz numbers for the two constituents of the contime, i.e., Sy 7/(7+ Tpn_e), Where 7 is the characteristic
tact, andAS is the differential thermo-emf of the metals in time of other relaxation processes. Consequersly,de-
contact. The relation between the contact temperature ansteases upon a slowing down of the process of energy trans-

g( Vo) =RoAS(T,)

the voltage across it is described by the expression port from phonons to the electron subsystem of the metal. In
10> 12 high-frequency experiments atQ)=79.5GHz Q7

T.=|V| . (2 >1),2, nonequilibrium phonons do not have time to transfer

(Lip2+Lop1)(pitp2) their excess energy to electrons during a period of the rf

The quantities in the radicand are the characteristics ofield, and the contribution from the drag effect to the thermo-
metals in the direct vicinity of the contact and hence mayemf must become weaker in contradiction to the data pre-
differ considerably from analogous parameters for bulksented in Fig. 2. Apparently, the normalization of the PC
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spectra in Fig. 1, which is usually carried out by the high-
frequency PC spectroscopy for taking into account the elec- 7 a
trodynamic mismatching of the contact with the high- 10
frequency guide at various frequenctéss not quite correct 2
for our experiments. This is due to the fact that in this case
the nonlinear contribution to the electrical conductivity of
the contact has a frequency-dependent compoBgmtith a
significant frequency dispersion even for small contact volt-
ages. Hence we believe that it would be more realistic to
normalize the asymmetric components of differential resis-
tance for different rf modulation frequenci@sCurve 4 in
Fig. 2 shows the thermo-emf of the contact calculated by ) . : . . .
using formula(1), proceeding from the normalized values of
the asymmetric part of differential resistance at a frequency
79.5 GHz. It can be seen from the figure that in this case, the
dependencelS(T,) lies below the curve for a frequency
0.21 GHz, which is in complete accord with the above-
mentioned expected decrease in the contribution from the
drag thermo-emf. The difference in the cunzand4 is of
the same order of magnitude as the absolute value of the
thermo-emf of phonon drage.g.,~1.5 uV for coppey.®
Theoretical dependences AfS(T,) (curves2 and4 in
Fig. 2) for both frequencies of the rf field differ from the
temperature dependence of the thermo-emf of a CyF€u
couple. However, it must be borne in mind that calculations c
are based on formulas for the thermal regime of PC spectros- 10
copy, while the high-intensity line of the phonon spectrum of 2
copper in the PC spectra of Cu—Ee shown in Fig. 1
indicate that the actual regime of the flight of electrons in the
contacts under investigation was diffusive. Hence it should
be certainly interesting to calculate the kinetics of thermo-
electric phenomena in point contacts at high frequencies in
order to understand the nature of the ongoing processes and Fm '
to carry out a more correct comparison of the obtained ex- 1 234 5§
perimental data with the theory. 1 L
The second series of experiments was carried out on 0 20 eV meV4o 60
Cu—Au heterojunctions formed by metals of identical purity '
(electrolytic copper and gold were ugebut ha\/ing quite FIG. 3. Spectra of a Cu—Au contact with resistafge= 3.3() for different
different phonon spectra. Since the contacts were formed urﬁ)_olarities of the applied bias _voltgge: posi_tive potential at the copper elec-
rode (curve 1) and the opposite bias polarifgurve 2). Measurements are
controllably as the two bulk electrodes approached eachmde at frequencies 3747 ), 0.7 (b), and 3.7 GHZ©).
other, individual volumes of copper and gold could differ
considerably in the bulk of the contact. This led to a corre-
sponding modification of the overall PC spectrum from acannot be attributed to the thermoelectric effect considered
decrease in intensity to a complete disappearance of th@bove for the Cu—Qre) contacts. Since the spectra of the
spectral lines characterizing one of the electrodes. Hence w@u—Au point contact shown in Fig. 3 do not display any
carried out our investigations only on those heterojunctiong@nhancement of asymmetry upon an increase in bias voltage
whose PC spectra were a superposition of the spectra @&s in the case of Cu—Ckie) contact shown in Fig. )l and
electron—phonon interaction of copper and gold. Figure Jince the values of the absolute thermo-emf for copper and
shows the spectrum of one such contact, measured at diffegold are identicat® the thermoelectric contribution to the
ent modulation frequencies for two polarities of the appliednonlinearity of the current-voltage characteristics must be
bias voltage. The observed singularities correspond to theegligible.
peaks for transverse and longitudinal branches of the phonon The asymmetry of the PC spectra of Cu—Au heterojunc-
spectra of contacting metals whose position is indicated byions, which is analogous to the one shown in Fig. 3, was
arrows in the lower part of the figure. It can be seen fromfirst investigated experimentally by Naidyuk and Yanson
Fig. 3 that the intensity of the spectral lines varies considerwho interpreted their experimental results by using the theo-
ably upon a reversal of the polarity of the applied bias volt-retical computations of the drift of electrons dragged by non-
age, but the level of the background signal at high energiesquilibrium phonong:*® According to Itskovich and
does not depend on polarity and remains constant. Shekhtert® the diffusion drag of nonequilibrium phonons
The above-mentioned singularities of the PC spectrdrom the bulk of the contact to massive banks in the case of

05
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a strong elastic scattering of phonons in the conthegd) geometricalK-factor which is more weakly directional for
accelerates the electron flow in one conductor and retards @?). The coefficienQ(w) is defined by the kinetics of non-
in the other. For a bimetallic contact, the phonon drag ofequilibrium phonons in the contact and for a complete pho-
electrons in normal processes of electron-phonon scatteringon reabsorption, its value is equal to about 0.3 at the Debye
leads to a decrease in the intensity of the PC spectrum of thenergies for the model of the contact in the form of a long
metal into which electrons are injected, and increases thehannef® The first term in formuld3) is the PC spectrum of
amplitude of the spectral line of the other conductor. If thethe EPI, the second corresponds to the renormalization of
electron-phonon umklapp scattering processes dominate inthis spectrum caused by the interaction of electrons with the
metal as in the case of scattering by transverse acoustimonequilibrium phonons, the third to the background in the
phonons in copper and gold, the sign of asymmetry is respectrum for high energies, and the fourth term determines
versed. The degree of asymmetry, i.e., the ratio of the asynthe asymmetry of the spectrum for different directions of the
metric and symmetric parts of the spectrum, is proportionaturrent through the contact.
to the ratiol,/d. The drift drag does not affect the back- If the current modulation frequency is quite high
ground in the PC spectrum whose level must be preserved)r,, .>1), the correspondence between the number of
for both polarities of the bias voltage applied to the contict. nonequilibrium phonons and the instantaneous value of the
The data presented by us in Fig. 3a are in good agreealternating voltage across the contact is violated. The number
ment with the results obtained by Naidyuk and Yarfsamd  of acts of reabsorption of phonons occurring synchronously
completely fit into the theoretical concepts presented in Refwith a change in voltage is reduced, and the amplitude of the
10. Indeed, it follows from Fig. 3a that injection of electrons background part of the spectrum decreases. The remaining
to the copper electrodes increases the intensity of the peak abmponents of the spectrui3) are characterized by the
transverse phonons line for copper(~17 meV). For the electron—phonon scattering timére_pn<7pn-e» Q7e_pn
opposite polarity(injection into the gold electrodethe in-  <1), hence their magnitude must remain unchanged in the
tensity of transverse phonons line for gold increase¥ ( investigated frequency range. The experimental results pre-
~10meV), the background level remaining the same forsented in Fig. 3 are confirmed by the mechanism of modifi-
both curves. Using the values of the characteristic parametersation of the PC spectrum at high frequencies considered
(pl) for copper and goff from the formulaR,=8[(pl);  above.
+(pl),]/3md?, we can determine the contact diameter  Thus, we have observed in this work the effect of the
(d~20nm). The difference in the spectra shown in Fig. 3aelectromagnetic radiation frequency on the asymmetry of the
can be used to estimate the elastic mean free path of phononsrrent—voltage characteristics of different types of hetero-
in the contact. The obtained valués~1-2 nm coincide junctions, which is associated with the specific features of
with the earlier estimate’s'* An increase in the current the relaxation of nonequilibrium phonons. The obtained re-
modulation frequency to 0.7 GHz, close to the frequency ofults considerably supplement the results of previous
thermal relaxation of the contact, did not lead to any changénvestigation$:” In conclusion, it should be remarked that
in the PC spectrunisee Fig. 3b In experiments at a fre- theoretical computations of the asymmetric effects in bime-
quency of 3.7 GHZFig. 30, comparable with the character- tallic contacts at high frequencies and their comparison with
istic phonon—electron relaxation frequenéfesn gold the experimental results presented here are undoubtedly of
(7on-e=2 GHZ)) and in copperd,- .=5 GHz)), the spec- considerable interest.
tral asymmetry was preserved but, as expected, the back- L . )
ground level decreased considerably due to a decrease in the 1he author is indebted to I. K. Yanson for his continued
contribution to the spectrum coming from reabsorption ofattention and support in the course of this research, and to

nonequilibrium phonons at high frequenc?és. A. G. Shkorbatov for fruitful discussions.

In order to interpret the results of rf measurements, we

use the expression for the PC spectrum of a heterojunctioff;Mal- balkashin@ilt kharkov.ua _ _
This is an expected result since the modulation frequency of 0.21 GHz is

from Ref. 10: much lower than the characteristic frequency of slowest relaxation process
in the contact, viz., the relaxation of temperature with a characteristic

d3v 2 d, frequencyfr~1 GHz 13
qaz (leV)~ E — [ggl)ﬂe\/] )+Qn(lev )g(nz) IThe characteristic phonon relaxation time in copper with Debye energies is
n=1 Ufr Ton-e~ 2% 107%s, while the opposite inequality holds for the frequency
0.21 GHz.
eVl (2) dw 9The theoretical values oAS on curve3 cannot be reduced simply by
><(|e\/|)+ 2 0 Qn(w)gn (@) X magnifying the scale of the coefficient, since this would lead to a consid-

erable increase in the contact temperature in rf measurements for the same
values of the d.c. bias voltage, which contradicts the experimental résults
. (3) indicating a decrease in contact heating upon rf modulation.

+(—1)" sgneV)gi(leV))
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A non-traditional point of view to the nature of anomalous skin effect is proposed on the basis

of an analysis of the problem of coupling modes in the electron plasma of a metal. It is

shown that the anomalous skin effect in an applied magnetic field is in fact the result of interaction
and coupling of a number of intrinsic electromagnetic modes excited due to nonlocal effects

and specific properties of doppleron modes. It is proved that the magnetic field dependence of
anomalous skin effect is determined by the shape of the Fermi surface of the metal and that

the classical anomalous skin effect in the model of free electrons is just a special ca$898©
American Institute of Physic§S1063-777X98)00512-X

Dedicated to I. M. Dmitrenko and A. M. Kosevich, pio- conventional model of free electrons, we consider here some
neers in electron physics of metals, “who, consuming mid-simple, but typical and quite realistic models of the FS and
night oil in studies diligent and slow, teach themselves, withprove that the magnetic field dependence of skin effect is
painful toil, the things that other people knowfrom Piet  determined to a considerable extent by the properties of real
Hein) FS. The “classical” anomalous skin effeffor a spherical
F9) is generally a special case of the phenomenon.

(2) In strong magnetic fields, the solutions of the disper-
sion equation describe the spectrum and attenuation of elec-

Skin effect is closely related to the problem of excitationtromagnetic waves forming a system of coupled modes. In
and propagation of electromagnetic waves in conducting meeertain ranges of extrinsic parameters, these modes possess
dia and is one of classical effects in the electrodynamics ofypical features determiningtogether with historical rea-
metals. In relatively “dirty” metals, the so-called normal song their names. We prove that anomalous skin effect in an
skin effect takes place, and the wave vedtgyof the elec-  external magnetic field can be interpreted as the result of
tromagnetic wave obeys the relatiépe (iw/v)Y2 In pure  coupling of these electromagnetic modéselicons and
metals at low temperatures, the interaction between the cuttopplerons in the given caseThe existence of the dopple-
rent and the electric field becomes nonlocal, and the skinmon mode and its hybridization with gelicon are associated
effect becomes anomalotis® The wave vectok,&<(iw)®  with nonlocal effects and specific properties of dopplerons
and is independent of the electron relaxation frequency distinguishing them from the series of collective excitations
which points to a collisionless mechanism of attenuation obf other types.
waves. Heraw is the frequency of an electromagnetic wave.
The developed theoretical methods were naturally eXtendeHeti

to metals in an external magnetic figttl*=® It was proved avkIHIG. W that the FS of th al
that the presence of the magnetic field weakly affects th@EOMetry I _”Z' € assume that the ot the metal pos-

anomalous skin effect in a certain region of fields and fre-S€Sses rotational symmetry relative to taxis. The disper-

guencies. sion equation for the circularly polarized field components
At first sight, anomalous skin effect has been studied E==Ex*iE,) in this case has the form

extensively by the present time: Nevert.heless, it is expedient k2c?=4miwo.(K), (=*polarization, 1)

to carry out a detailed analysis of this phenomenon once . . _ _

again, especially anomalous skin effect in an external magheréo.= o~ ioy, is the conductivity defined by the in-

netic field. The present paper is devoted to such an analysit£gral over the Fermi surface:

Our attention will be concentrated on the following two as- 2 re? Imlvfdpz

pects of the problem. o (k)=i 2ah)? Jrs ot iv=wg—ko,’

INTRODUCTION

We confine our analysis to the spectra of electromag-
¢ modes in an infinite translation-invariant medium in the

V)

(1) The anomalous skin effect exists due to nonlocal
effects in the conductivity of a metal. Consequently, certainHerev, andp, are thez-components of the electron velocity
preferred groups of charge carriers on the Fermi surfe6g ~ and momentumy, is the electron velocity component per-
take part in the formation of skin components. As a resultpendicular to thez-axis, andw.=eH/mc is the cyclotron
the solution of the dispersion equation is determined to drequency.
considerable extent by peculiarities of the electron energy We shall describe the shape of the FS by the functional
spectrum and hence is “model-dependent.” Along with thedependenc&(p,) = 7(mv, )2, whereS(p,) is the area of the

1063-777X/98/24(12)/7/$15.00 868 © 1998 American Institute of Physics
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section of the FS by the plang=const. We write Eqs(1) (0S/ap )/ 10S/ap |,
and (2) using the relatiorv,= — (dS/dp,)/27wm and intro- o
ducing the dimensionless parameters N PL a
~
L 3 w3c? v-iw 3 \\\
q= wg ' 3 —m, 7= e \\
in the form \
F%8=F.(q), (= polarization, 4 X 0 g
o B p,/R,
F ( )= 2 Sgr(m) S(pz)dpz \\ A
=4 _N(Zﬂﬁ)s FS 1ii'yiQ(‘9S/‘9pz)/|‘98/apz|m' \C
(5) N
In EQs. (3)—(5), v =39 dp,|w/27rm;|3S/ dp,| is a certain N\

typical value of the derivativéS/dp, (maximum value in
the present cagew,= (4mNe*/m)* the plasma frequency,
F.(q) a nonlocal factor in the conductivity of.
==+i(NedH)F.), sgnfn) the sign of the cyclotron mass,
andN the carrier concentration defined as

-2 [ s ;
= 2ah)? FSS(DZ) p;. (6)

In this paper, we do not consider the excitation of elec-
tromagnetic waves in a metal and the complicated boundary
problem associated with it and confine ourselves to an analy-
sis of solutions of the dispersion equati@vhich was solved
numerically. The zeros of the analytically defined function
f=%09%—F. were determined by the Muller method
(generalized method of secantsith deflation’ The nature ) o
of the roots of the dispersion equation was also determinef®: & Dependence of the normalized derivativi/p,)/| 7S/ 7ps|m on

b . h hi hod of th luti £ 1h . Pz/po for modelsA, B, andC [see Eq(8)] as well as the “parabolic lens”
y using the graphic method of the solution of the equatlon(PL) model and the cylindrical F&long thez-axis(Cl) (a) and the same for

modelsD andE (see(12) and(13)) (b).

-1

MODELS OF FERMI SURFACE: CONDUCTIVITY OF METAL

The existence of the FS is associated with the Fermi
degeneracy of conduction electrons in metals. An important
property of real FS is the existence of extremal cross sectiofS, Which is described by an increase or a decrease in the
S(Pr) =Sm(dSdp,=0) and cross sections with extremal value of the parametar relative to the valuem=2 on the
values of the derivativéS/dp,. We consider here the mod- solutions of the dispersion equation. The functiég for
els of FS for which the quantitypS/dp,| as a function op,  these three models has the form
varies continuously from zero to a certain vald&/dp,|, .

Naturally, we choose simple models to simplify the deriva- Féziz [( — iz In 1+_qu E} 9)
tion of an analytic expression for conductivity and the nu- 4q q 1-9 ¢
merical solution of the dispersion equation. 171 1+ gl
In the region of relatively low frequencies and strong ~ FB=_ [—1/2 In _qm+ —In(1-g?)
fields we are interested in, which is defined by the inequali- 319 1-q aq
ties 2
u
w<v<o,, 7) e arctarig’?) |, (10)
collisions can be neglected. Consequently, we calculate the 5 1 1
functionF . (5) in the limit y—0(F.|,—o=F). FSZF [(—3—1>In(1—q)— —+1]In(1+0q)
Let us consider several FS models, assuming for the sake q q q
of definiteness that all the surfaces are of the electron type. 2 2
Three of them will be described by the even function + ?Jr 3l (11)
S(p)=mpg(1=[x|", |x|=L. ®)

The curves describing the functiontS/dp, and F, are
Here and belowx=p,/py. Model A(n=2) is the basic shown in Fig. 1a and in the inset to Fig. 2 respectively.
model and is the well-studied model of free electrons. Two  The fourth modelD) described by the expression
other models, viz., mod@(n=3) and modelC(n=3/2) are 5 5 5

proposed to determine the effect of distortions of a spherical  S(P2) = Tpa(1—ax*—b[x[%), [x|<1, (12
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tained dependences describe uniquely the spectrum of elec-
W 3t — ReF, tromagnetic modes for any values of the extrinsic parameters
o b - ImF, o andH.®

1. Figure 2 shows the spectra of electromagnetic modes
in the “—" polarization for modelsA, B, andC. The graphic
solution of the dispersion equatiorisee inset to Fig. 2
shows that one of the spectral branches corresponds to a
purely real gelicor(G) solution of the dispersion equation in
the “—" polarization for all values of¢ larger than certain
threshold valueg,,,. Besides, one mor@oppleron solution
(D) of this equation exists in a relatively narrow rangeéof
For g2>1, the functionsF, become complex-valued due to
collisionless damping of electromagnetic waves associated
with the Doppler-shifted cyclotron resonan@SCR. The
formal condition for the DSCR is the vanishing of the de-
nominator of the integrand if2) and (5). Consequently,
points a; are not solutions of the dispersion equation, and
solutions also become complex-valued < ¢,,. In the
“ +" polarization the unique solutionG’) existing for all
model is a damped gelicon. These solutions are not shown in
Fig. 2 to simplify the figure.

The solution of the dispersion equation in modefor
FIG. 2. Spectrum of electromagnetic modes in the™polarization for ~ é—0(H—0,w=const) coincides with the well-known solu-
modelsA, B, andC (qumerical splutiqn of Eq(4) with 'conducti\'/ity 9, tion qu(gﬂ-im)m which was obtained earlier in zero mag-
(10), and(11) respectively. The inset illustrates graphical solution of Eq. - - -
(4) for modelsA, B, andC. The curves describe the functioR§, F5, and ne_tIC field. It is natural to a_ssume that all th? SOIUtIor.}S ob-
F§ . Straight lines a and b describe the left-hand side of(Ejn the “—" tained by us foR < ¢, describe anomalous skin effect in an
polarization for successively large valuesft is the left-hand side of Eq.  e€xternal magnetic field. There are two such solutions for
(4) in the “+" polarization; G andD are the gelicon and doppleron solu- each model in the *" polarization, which differ only in the
tions respectively, an@' is a damped gelicon. sign of the phase velocity of the wave, i.e., the sign of the

quantity Re(é).
It can be seen from Fig. 2 that the value of &g(for

is a “hybrid” of models A and B.? In this equationa+b  model A is virtually independent of¢ up to the gelicon
=1,a>0, andb>0. We do not write here the expression for threshold, while Im§¢) decreases monotonically to zero with
F§ since it is very cumbersome. The curves describing théncreasingé. Hence the impedance of alkali metals depends
function #S/dp, in modelD for various values of the param- Weakly onH for £&<&.° In the region of smalk, we have
eterb/a are shown in Fig. 1b. |g?|>1, and hence the solution of the dispersion equation is

The functiondS/ap, in modelsA—D has extrema at the determined by the asymptotic form of the functigf) in the
points p,= + o, at whichS(p,)=0 and#2S/gp2+0. Con-  essentially nonlocal limit®>1:Fo— +3i/4q+3/g°. The
sequently, the functions) > are finite forg?=1 even in  Second term can be neglected, and we obtain ftdjrthe
the collisionless limit, although the denominator in the inte-following well-known expression:
grand in(5) vanishes at these points fgf=1 (singularity of .2 13
the “weak logarithm” type; see the “hierarchy” of singu- k= E “’ZL“))
larities in Ref. 8. For this reason, we consider for compari- 4 cup
son one more modé€E) of the “corrugated cylinder” typé:

(15

We shall call the anomalous skin effect defined by the
S(p)=Sp+S; cogmx), |x|<=1. (13)  asymptotic formFyxi/q(y—0) the “classical” anomalous
skin effect.

For g?<1 in the limit y—0, F, is obviously a pure
real-valued function. Fog®> 1, FS cross sections appear for
which the denominator in the integrand (&) and (5) van-

Here Sy, $;<S,, and py are the model parameters. The
curve describing the functiofS/dp, is presented in Fig. 1b.
In this model, the expression fér,, i.e.,

FE=(1—g?) %2 (14)  ishes, i.e., electrons emerge for which the DSCR condition
has a root singularity fog?=1 (cf. insets to Figs. 2 and)4 95/ 1
—pz =+_ (16)
|9SI9p,lm g
ANALYSIS OF SPECTRA OF ELECTROMAGNETIC MODES is observed. As a result, the dissipative component of con-

ductivity becomes nonzero fa>>1. It can be seen from
We present numerical solutions of the dispersion equa¢l6) that for g?>1, “resonant” cross sectionS, (p,= py)
tion graphically in the coordinategto<k/ w3, éxH/w3. In  are localized near extremal cross sectiSpsof the FS(see,
the limit v— 0, these coordinates are universal since the obfor example, Fig. L Consequently, the asymptotic form of
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Im(F,) for large values ofy? is determined by the behavior 2

of the functionS(p,) and its derivatives in the vicinity of

these cross sections. Using the expansion of the function — |Re (qg)l

S(p,) at the pointp,, defined by formulg16), we can easily Q --- Im{(q&)

derive from (5) the following expression for the function FQ

Im(Fo): 5
wp
o

sgb

vs?

i

Im(Fo)= (17)

Pz= Pz 1

. h

Here SV'=4'S/g9p}, and V is the volume occupied by elec- \
trons. It can be seen frofl7) that the asymptotic form of \\

the function Img5) in the model of free electrorisnodel A) e

is determined by the fact that the second derivative TERCI:

S =const, andS,~S,, in the limit g*>1. 0 T Saea..

Using (8), we can write(17) in the form

_om S n+1l 18
T YD s, 2n(n—1)° (18) 1

. . . 0 0,4 0.8

It can be seen that the anomalous skin effect is classical only Ex H/ o'/3

for n=2: Im(F5)=F3mi/4q in the limit g>>1. For example,
we have ImFg)=I7ri/3q1’2 for model B and ImFg) FIG. 3. The spectrum of electromagnetic modes for maiéh the “+”
::577-i/3q2 for model C. Consequently, the spectra of elec- polarization_. Forb/a=0, modelD coincides with modelA (see Eqgs(8),
tromagnetic modes for models B and C in the region of (12), and Fig. 1.

small ¢ differ significantly. Naturally, it should be borne in
mind that the form of the spectra is also determined by the
asymptotic form of the function REf) since |Im(Fp)|

Im(Fg)

2. Let us now analyze an important aspect of the prob-

A Q lem under investigation, associated with the correctness of
>Re(Fy) only for model A. On the other handim(Fo)l  the choice of the FS model. In view of the presence of an

=Re(Fp) focr model B and ||m(FOC)|<ReQ:§) for modelC,  jnversion centerS(p,) is an even function op,. We as-
where Rek)<0. It can be seen from Fig. 2 that the spectragme thap,=0 at the inversion center. If the functi®{p,)

of electromagnetic modes for moddélsB, andC differ radi- g gnalytic at this point, it can be presented in the form of an
cally in the region of anomalous skin effect. In contrast toexpansion only in even powers pf:

modelA, both imaginary and real componentsqé#f increase ) .
indefinitely for &~0 in modelB and tend to zero in model S(p,) =ap+asp;+azp,+... . (19

C. Such a qualitatively definite form of the spectra is pre-j, this connection, a very important question arises: must the
served.for anyn>2 anQn<2 respectively. This IS @ssoci- fynction S(p,) be analytic since the functiof8) is not ana-
ated with the asymptotic form of the second derivatg/@ lytic at the pointp,=0 for n=3 andn=3/2? We cannot

for p,—0 (p,,—0 for §—0) since its magnitude is inversely give an answer to this complicated question here and confine
proportional to the number of resonageffective® electrons ourselves only to an analysis of analytic functioB&,).
participating in thg formation of spin c;)mponent of the field. T function(8) for n=4 is such a function. In this case,
F(ozr) models described by formu(@), S*—0 for n>2 and however, the expression fét, was found to be so compli-
S*¥)— for n<2. It should be noted, however, that electron cateq that we could not obtain a numerical solution of the
relaxation must be taken into account 6+ 0. For this rea- dispersion equation. It was proved above, however, that
son, the values of Rgf) and Im@¢) for £=0 are equal 10 14qe| B provides a correct qualitative description for the
their values for§:§|wc=v. It should also be noted that in the spectrum of electromagnetic modes for 4 also. An insig-
two limiting casegn—< andn— 1), formula(8) describes nificant quantitative difference is for example, that for small
two more characteristic FS models. In the first limit, we go¢ and n=4, the curve lies above the corresponding curve
over to a cylindrical(relative to thez-axis FS for which  obtained for modeB. This is due to a continuous transition
Fo=1, sincev,= 0 for all electrons, and nonlocal effects are to a cylindrical FS fom—~. Model (8) of a FS withn=4
absent. As a result, the dispersion equation has only twobviously describes a specific particular case. For this rea-
solutions:G andG'’ (see the straight line and curken Fig.  son, we consider a more realistic model, retaining the first
4). In the other limit, we have the model of “parabolic three terms in expansio(l9) and assuming that the next
lens”®® for which 9S/dp,=const and ImEy)=0(F,=(1 terms are negligibly small for small values pf. In this
—0?) Y since the DSCR condition is satisfied only fgf ~ case, however, we cannot obtain an analytic expression for
=1. Nevertheless, the dispersion equation for this model hathe functionF,. This model can obviously be approximated
solutions describing anomalous skin effect. The spectrum ofualitatively by modeD (12) which is a “hybrid” of mod-
electromagnetic waves corresponding to these solutions ils A andB. For b/a=0, modelD coincides withA, while
qualitatively similar to the spectrum for modél for b/a—~ we go over to modeB. Figure 3 shows the
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spectra of electromagnetic modes in the™ polarization
for model D, which were obtained for different values of the — ReF,
parametetb/a. It can be seen that the solutions of the dis-
persion equation become functions of the quargityr small

& even for relatively small values di/a. As a result, the
anomalous skin effect described by these solutions is not
“classical” any longer.

3. It was noted above that the type of anomalous skin 3F
effect for small¢ in the model of free electronsnodelA) is
determined by the asymptotic form of the dissipative com-
ponent of conductivity forg?>1 since ImEy)>Re(F,) in
this model for largeg?. Consequently, it is natural to assume 2
that anomalous skin effect for the model of free electrons is
associated with collisionless absorption of electromagnetic ]
waves due to DSCR. It was noted above, however, that LL -
|Re(Fo)|=Im(Fo) for g>>1 in the case of larga andn~1. 1
However, complex solutions of the dispersion equation ex- foi R G
ists for these models also, which describe the skin effect that T L
is anomalous but not “classical” by nature. We do not con- -~
sider here the correctness of application of such models. It is \
important for us that solutions indicating that the skin effect 0 1 &, 2 3
in a magnetic field may not be due to collisionless damping Ex H/ o'/3

of electromagnetic waves exist in principle. This fact is il- , _ '
lustrated by solutions of the dispersion equation for the PLT'C: 4. Spectrum of electromagnetic modes for mdgl@iumerical solution

. of Eq. (4) with conductivity (14)). The symbols of circular polarization are
model. _For this reason, we anal)_/?e the SPeCtrum of ele_Ctrc%'hown in squares. The inset illustrates the graphic solution of @jgnd
magnetic modes from a nontraditional point of view. With- (14). The curves describe the functi&t (14). The straight line describes

out any loss of generality, we use modgel(13) for this the functionFg in the local G—0) limit. Straight lines a, b and ¢ describe
purpose. the left-hand side of Eq4) in the “—" polarization for successively large

Fi 4 sh th t f elect ti d values of¢, d is the left-hand side of E@4) in the “+" polarization; G and
Iguré 4 shows the spectrum or electromagnetic mo eB are the gelicon and doppleron solutions respectiveély,is a damped

for modelE. It can be seen that in contrast to modaisC, gelicon, andG, andG| present a gelicon and a damped gelicon in the local
the doppleron solutionD) is purely real-valued for all limit.

&> ¢, This is due to the fact that the singularity in conduc-
tivity (14) in model E is of the root type(cf. the graphic
solution of the dispersion equation in Figs. 2 and The
simplicity of expressiori14) for the functioan allows us to
write the dispersion equation in the form

Q& « k/w'/3
FO ’;q2€3

-

electrons obeying the DSCR conditi¢h6) at this point and

in its neighborhood. All the three solutions fér &,,, obvi-

ously describe anomalous skin effect in an external magnetic

5 2 , 2 9 2v_ 9.8 field for modelE. For smallé, they coincide with solutions
(4°=0G, (A"~ dg,)(q"~dp) = —q7/ &, (200 obtained for modeA to within the factor 3r/4 on the right-
hand side of15).

whereg?=1 is the equation of the straight line correspond- ~ Just as in the case of modefs-D, the phase

ing to the edge of collisionless damping of waves due to=@/K) and group ¢4=dw/dk) velocities of a doppleron

DSCR in Fig. 4, andqéL:qé, = &3 are solutions of Eq4) ~ for modelE have opposite directions in contrast to those of a

L

: - L gelicon. This can be easily verified by using Ed) which
in the local limit (curvelL in Fig. 4). It can be seen that the leads in the limity— 0 to the following relation:

dispersion equation written in such a form can be regarded as
the equation of three coupled modes. Two of them can be
naturally identified as the gelicon and the damped gelicon
modes, while the third can be called the DSCR mode, or
doppleron. It can be seen from E@O) and Fig. 4 that cou-
pling of modes can be neglected for relatively large values otonnecting the values af, andv,,. The inset to Fig. 4

& far away from the point of mode degeneradgy=(1). As  shows that3< dF, for a doppleron, while for a gelicon we
the value of¢ decreases, th&- andD-branches of the spec- have £&2>dF,, which confirms what has been said above.
trum converge and are coupléi be more precise, hybrid- Consequently, the doppleron and gelicon modes having
ized for £=£(Em=(27/4)9). As a result, the solutions of phase velocities of the same direction, but propagating to-
the dispersion equation in the—" polarization become wards each other, are hybridized. This explains the hybrid-
complex-valued in the rangeé<é&,, i.e., a “non- ization of theG- and D-branches of the spectrum and the
transparency” region or “gap” is formed. It is important to formation of the “gap.” In the opposite case, spectral
note that the point of mode coupling lies below the straightoranches are not coupled together, but are “pushed apart,”
line qzzlzqéD=2/3 for ¢é=¢,,. Consequently, there are no which is illustrated by the structure of the spectrum of

U CR)

§3 ' (21)

Ugr= 2v ph
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(Im(Fg)=0), the dispersion equation has four purely real-
valued solutions in the limiy— 0. SolutionsG; andG, are
of the gelicon type an®, andD, of the doppleron type. For
Im(Fg)#0, point G, is not a solution of the equation any
longer since Ré{p)<Im(Fg) in the corresponding range of
D2/|\ 4 g2. The solutionD, is essentially real-valued if the value of
LG, ReF,) (to be more precised(ReF))/dq?)* is large
.................... A enough as compared to IRy). For v+ 0, all the four solu-
3L 0 1 qQ? 9 tions become complex-valuédlt can be seen from Fig. 5
that the gelicon G;) and the doppleron¥;) modes are
coupled in the vicinity of a certain valug=¢&,,,, and both
solutions become essentially complex-valued§eré,,,. As
the value of¢ decreases further, one of the mdatiee one for
which vy, andvy, have the same sigris now coupled with
the doppleron mod®, in the vicinity of the second critical
value é=¢&,,. As a result, foré<é&,, we go over to the
conditions of anomalous skin effect, which is “classical” in
the region of quite smalk: Im(F5)~=i(1+8 Y/q for g2
>1.

CONCLUSIONS
FIG. 5. A fragment of the spectrum of electromagnetic modes in thé

polarization for modeE’ (numerical solution of Eq(4) with conductivity ;
(22)). The inset illustrates the graphic solution of E¢#. and (22) in the In”this paper, we analyzed the nature and forms of

limit y—0. The curves describe the functioﬁg' (22). Straight lines a and anqme}lous skin effect ,m normal metals in an eXte,maI mag-
b describe the left-hand side of E@) in the “—" polarization for succes-  NetiC field. The analysis was based on the graphic and nu-
sively large values of, G, is a gelicon solutionD, andD, are doppleron ~ merical solutions of the dispersion equation. We considered
solutions; poinG, is not a solution of the equation since Rg(and ImE) a few simple but typical FS models in order to establish the
are of the same order of magnitude in this rangeof relation between the peculiarities of the electron energy spec-
trum and the details of the spectrum of electromagnetic
modes. The main results obtained here can be formulated as

coupled modes in gelicon-phonon resonance under the cofRllows.
ditions of strong coupling of a gelicon with soufi. (1) From the classical point of view, anomalous skin
We analyzed several simple models of the FS andkffect is associated with nonlocal effects in conductivity and
proved that the anomalous spin effect can be interpreted alRe existence of the region of collisionless absorption of
the result of coupling of weakly damped electromagnetiovaves. The functiorFyi/q in the limit g>>1, and the so-
modes of gelicons and dopplerons. Let us now consider futions of the dispersion equations are almost independent of
more complex modelE') consisting of two electron sur- H in the region of relatively weak fieldsee Fig. 2, modeA,
faces(13) having the same volumeNg=N,=N), but dif-  and Figs. 4 and)5 The analysis of the spectrum of electro-
ferent values of9S/dp,|,. In this model, the functior .. magnetic waves for models—D proved that in actual prac-

has the form tice such a mode can be realized if all the terms in expansion
' (19) except the first two can be neglected for snmll Oth-
E' _ H 2 21-1/2 H 2 2~27-1/2
Fi=[A%iy"=q7] " [(Axiy)"=B7q7] 75 (220 erwise, anomalous skin effect is not “classical” any longer

whereq=kuvm /we; B=|0S/9p,|ma!|3S/Ip,|m1 . Subscripts since the solutions of the dispersion equation can depend
m1 andm2 mark the parameters corresponding to the firsgignificantly on magnetic field. It should also be noted that in
and second groups of electrons respectively. In contrast t&€0 field this leads to a dependence of anomalous skin effect
(14) and (22), y#0, which facilitates the identification of ©n the quantity.

different spectral branches. In this case, we assume that (2) We proposed a nontraditional point of view to the

m= const andv=const for all charge carriers. nature of anomalous skin effect. It was shown that anoma-
Figure 5 shows the fragment of the spectrum of electrolous skin effect can be interpreted as the result of coupling of
magnetic modes for mod@&@'’ with the parameters electromagnetic modes: gelicons and dopplerons. The
mechanism responsible for coupling of these modes involves

N=10"* em™  |3S/dp,|n/2nti=10° A1, nonlocal effects leading, first, to the emergence of a dopple-

23 ron solution of the dispersion equation, and second, to hy-
bridization of the gelicon and doppleron spectral branches.

The graphic solution of Eq$4) and(22) shows(see the This results in the emergence of a “gap” in fields smaller
inset to Fig. 5 that if we neglect collisionless damping than the threshold value since the solutions of the dispersion

w=10F s1, »=2x10° sl pB=1/3.
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The influence of heating of two-level systems on low-temperature spin—lattice relaxation is
studied. Effects of the type of a “phonon bottleneck” are investigated in amorphous substances in
which the role of resonant phonons is played by resonant tunnel two-level systems.
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The heating of “resonant phonons” during spin—lattice magnitude and hence affect the hierarchy of relaxation
relaxation is known as the “phonon bottleneck effe¢This  mechanisms. For this reason, the study of one-quantum
effect has been reliably established in electron spin—lattic®SLR involving TLS taking into account possible heating of
relaxation’~* According to some indicatiors,’ this effectis  the latter systems is of considerable importance. This com-
also manifested in the nuclear spin—lattice relaxationmunication is devoted to an analysis of this problem for the
(NSLR). modulation mechanism of relaxation proposed in Ref. 9.

What has been said above refers directly to NSLR in 1. Let us consider an amorphous sample a fraction of
amorphous materialgglasses as well as dielectric crystals whose atoms form a TLS in a magnetic figtt}, oriented
with defects. It was provéd'! that a significant role in along thezaxis. Using the model of spin analogy+* we
nuclear relaxation in these materials is played by two-levetan write the Hamiltonian of interacting two-level systems in
systemgTLS) responsible for additional channels for energy the form
flow from a nuclear spin systefiNSS to a thermostatan
aggregate of phonons in the case under investigatibine Hp=> Hp(m)+Hpp. 1)
analysis was based on the prevailing ideas concerning the m
nature of the relaxation process, according to which the TLShe first term in this expression is the pseudo-Zeeman en-
ensuring energy removal from relaxing spins remain in therergy of a TLS, written as the sum of the energies of TLS

mal equilibrium with the lattice during the entire process. At packets with identical quasi-Zeeman frequencigsin the
the same time the first-order relaxation studied by Buishviliexpression for the Hamiltonian

et al®> ! and associated with modulation of constants of
d|polle—d|pole mte_rac'uon between the nuclear spins Qf _th(? HD(m)Iﬁme dJ'Zm' ©)
matrix and the spins of electron shells of paramagnetic im Tm

purities by TLS tunneling from one region of an asymmetnc.l_he second term contains the part of interaction between

potential well to another is a one-quantum process. This Prar o responsible for spectral diffusion and is defined as
cess involves resonant exchange of energy between the

nuclear spin and the TLS, during which the NSS interacts ey
directly only with a comparatively small part of the TLS HDD:ngn i%n Bimjn(dimdjn+dimdjn)' ®)
with quasi-Zeeman frequencies which are close to the Zee-
man frequency of nuclei. In other words, the situation in thisWhere om=En/%; Eq=(eh+A%)" is the energy differ-
case is completely similar to the one-phonon relaxation, an§nce between the levels of TLS,, the asymmetry param-
heating of resonant TLS can generally take place in thé&ter, Ay the binding energy due to tunnelindy the TLS
course of NSLR when the heat capacity of NSS is considerpseudospin with the properties of spin 1/B;;~1/64
ably larger than the heat capacity of resonant TLS on the on& yzﬂ'rpvzl’i?}, v— the TLS—phonon coupling constaptthe
hand, while the rate of energy supply from relaxing nuclei isdensity of the materialy the velocity of sound in it, and;;
higher than the rate of energy removal from resonant TLS tahe separation between TLS.
the thermostat on the other hand. We neglect the secular part of the interaction between
The “phonon bottleneck” effect can not only change the TLS belonging to packeh as compared to the quasi-Zeeman
temperature and field dependences of the observed NSL&ergy of the packet, retaining for it only the role of the
time, but also increase this time by two-three orders offactor ensuring “instantaneous{from the point of view of

1063-777X/98/24(12)/4/$15.00 875 © 1998 American Institute of Physics
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the characteristic time scale of a relaxation propessab- H=Hy+H’, (7)
lishment of thermal equilibrium in packets. The part
where
H. .= A . d? d?, 4
oP n;n % mln T @ H0=H|+§ Ho(m)+H,,

of interaction between packets, where the constang 8
. . . . . . . min ’:HDD+H|D+HDL' ()
NBimjn' is also omitted in Hamiltoniafl) since it does not

affect the form of kinetic equations describing the relaxation ~ 2. Let us go over to a semi-thermodynamic description
process under investigation. However, this part must b@f the NSLR process. Taking into account the presence of
taken into account in the calculation of corresponding correfast randomization sources in the NSS and TLS packets and
lation functions that determine some coefficients in thisPresuming the presence of such a source in the thermostat
equation. The remaining part of the interaction between TLglattice), we regard them as thermodynamic subsystems char-

is neglected. acterized by the temperatur@s, T,,, andT_ respectively.
We write the NSS Hamiltonian in the form to the Zee- In this case, NSLR is the process of establishment of com-
man energy of the system, i.e., plete thermal equilibrium in the quasi-equilibrium system
comprising the thermodynamic subsysteiNSS, TLS pack-
ets, and thermostat
Hi=—ho 3 |f (5) b

We shall describe the time evolution of this system by

(@, is the Zeeman frequency of the nuclear spins of the maysing the method of nonequilibrium statistical operator

13 ; ; i
trix), neglecting the secular component of the dipole—dipol (NSO)."* After simple calculationgsimilar to those made by

) . A . . Buishvili et al®161%, we obtain the following system of
interaction of nuclei in view of its comparative smallness.

However, this component still plays the role of a source Ofeq_uations in the high-temperature approximation in nuclear

randomization in the NSS, which establishes thermal equi§pms'

librium in the nuclear Zeeman reservoir during the tife dg, Bi— B(E))
of transverse relaxation. We also assume that the Tigis at C Te ©
smaller than the characteristic time scales of the relaxation !
process. IB(E) P*B(E) B(E)-B BE)-BL
The Hamiltonian describing the interaction of nuclear ot =D JEZ2 Te, Te, | (10
spins with TLS and responsible for the relaxation mechanism
under investigation follows from the Hamiltonian of dipole Wwhere
dipole interaction of nuclear spins of the matrix with electron 1 T =, 6v3(a)
spins of paramagnetic impurities in the representations cho- 7 = 7 fiofs(S0)” 72—, (19)
sen for describing TLE* '®i max
1 1.7 (?)2<I+I_)wG(E/h—w) (12)
H'D:_Z% 2 JEm CH A Te 2 570 N000 A2 .
2
xsi(drer dj‘m)sin Om s (6) D= % b, (13)
L=max
where 1 12E?
oF" = (@ngh?I ) (I FE (6, 0y); Ter  mpuSh B (19
] Am Here B(E,) is the reciprocal temperature of a TLS with en-
sin Hm:E_m; ergy E,, f,p the relative concentration of TLS, the rela-

) ) _ _tive concentration of paramagnetic impuritie§,,x the
v and (—g) are the gyromagnetic ratios for matrix nuclei maximum energy of splitting of tunnel TLR) the diffusion

and electrons of impuritiesgt-0), | the separation between ¢oefficient obtained earliéf, and G(E/% — w,) the Fourier
the minima of the asymmetric potential well of the TO8Be  {ansform of the correlation function

neglect the spread in,), Mo is the radius vector connecting

the jmth nucleus with theuth impurity, F* is ther;; func- (di (hd; )

tion depending on the meridionab{) and azimuthal §;;) Gm(t)= W

angles(its explicit form will not be required in our analysjs 'm~tm

and SfL the electron spin. While deriving Egs(9) and(10), we considered limited

Expressiongl), (5), and(6) must be supplemented with spectral diffusion in the ensemble of TLS, assuming that the
the HamiltoniarH of the lattice(thermostgtand the Hamil-  diffusion length is smaller thamw, . In this case, an active
tonian Hp_ describing the interaction of the TLS system role in NSLR is played only by TLS with quasi-Zeeman
with the thermostat, whose explicit forms will not be re- frequencies from a frequency interval of the order of diffu-
quired either. Thus, we can write the initial Hamiltonian de-sion length in the vicinity ofw, . The remaining TLS rather
scribing the interacting NSS and the lattice in the form play a passive role in this process and can be included in the
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thermostat(as if often done in an analysis of the “phonon T*. Consequently, we can assume in our gualitative analysis
bottleneck” effect.1* While deriving Eq.(9), we assumed that a subsystem of resonant TLS characterized by the same
that B(E) changes insignificantly over the correlator width reciprocal temperaturg, and consisting of TLS packets be-

G (t)=G(t) and neglected the first moment of the cor-longing to the energy interval of the order b near the

relator frequencyw, is formed in the aggregate of TLS at the initial
~ ~ stage of the relaxation process. As regards the remaining
(di" (d; ()d; d;) TLS packets, they can be assumed to be in equilibrium with
Gmn(t) = (7 d ddy the thermostat, forming a single entity withtitit was men-

tioned above that such a simplified approach is often used in

which is small in the high-temperature approximation. Weanalysis of the “phonon bottleneck” effett.
also took into account the fact that only resonant TLS with ~ The equations describing the next stage of NSLR includ-
energiesE~E,=fw,>|p play an active role in the NSLR ing the relaxation of the NSS and the subsystem of resonant
(herelp is the spectral diffusion length which will be esti- TLS to the thermostat can be obtained from the initial system
mated below. Finally, Eq.(10) is supplemented with a term by multiplying Eq. (10) by (1/4)(N,pE%Enay, integrating
describing the relaxation of TLS to the lattice. The source ofwith respect taE over the intervak, = | for 8(E) =8, and
this term is the interactio” 5, whose explicit form is bor-  substituting the values @(E,) = 8, into Eq.(9). This gives
rowed from Ref. 15.

Concluding the section, we observe that the limiting case % =_ M % =_ Bo— B — Po— AL (15)
in which the width of the NMR line is much larger than the dt Tp = dt Tol Too
width of the Fourier transform of the correlatBr,(t) canbe | pare
considered in complete analogy with the case analyzed
above. In this limiting case, the Fourier transform of the TLS 1 ) 2( a) _
correlator in expressiofl2) is replaced by the Fourier trans- T_pI: 2 fs( 0) (Ig1o)| —77— | (hl2p);
form of the nuclear spin correlator

(16)

Tip=Ti, is defined by expressiofiLl) and To=TeL by

. - { (t)l ) expression(14). The system of equatiord5) formally co-
' (“’)_ f dte {, +| > incides with that obtained in Refs. 1, 4 while analyzing the
phonon bottleneck effect, and its consequences are well
T (1) =Mt/ +gmiHyh, known. If T,;>T,_, the subsystem of resonant TLS remains

in equilibrium with the thermostat during the entire NSLR

3. Let us now analyze qualitatively the system of equa-process B,= ), while the NSS relaxegaccording to the
tions (9) and (10). It is natural to expect that when the ther- first equation from(15)) to the thermostat during the time
mal equilibrium between the NSS and the thermostat is vioT,, which is independent of magnetic field and temperature
lated, heat transfer emerges first of all between the NSS and the given case. This obviously corresponds to the conven-
the TLS packets belonging to a narrow energy rahge tional NSLR. If, howeverT,<T, , the “light” subsystem
—E||~#%l7p, where 75=128wv%a®B Emadi/fip iS the of resonant TLS whose heat capacite,= 1/4 kg
time of correlationG(t) given in Ref. 17. Since the value of X (2l /Emad(BE)?Nip] is much smaller than the heat ca-
T, is virtually the same for all these TLS packets and is ofpacity of the NSS is the first to attain equilibrium with the
the same order of magnitude dg |, we can assume that NSS during the time of the order @, (short stagg after
these packets will have the same temperature in the course which the resulting combined thermodynamic subsystem
heat transfer, forming together a certain “initial” thermody- NSS+TLS comes in equilibrium with the thermostat over
namic subsystem. It can easily be seen that the heat capaciye time T, =T, |,/I,>T, (long stage The total relax-

of this subsystem is given by ation time is virtually determined by, which is longer than
1 Tip, i.e., the NSLR time that would have been observed
e* = = Kg(2%/ ToEma) Nip (BLE))? under given conditions in the absen_ce_of heating of resonant
4 TLS, by a factor ofo=T, /Ty, . It is important thatT,_

«(HoT.) 2. Thus, we can see that the heating of resonant
TLS slows down NSLR and also changes the field and tem-
perature dependences of relaxation time. In the opposite lim-
iting case, the field and temperature dependencds, oére
slightly modified and assume the forfiy ocHg 2T *2.

Concluding the section, we give some numerical esti-
mates. Assuming thalp~10"4, f~10%4, y~10 *erg,
1 Emax—4%X10 %erg, p~3glen?, v~4x10cm/s, a~5
TDNT_EI- X107 %cm, 1/a~5X107% y~25x10°G™ s g
~10'G sl T~102K, Hy~3%X10°G, (30)2~ 1/4,
At the same time, spectral diffusion “smears” the energy((135)%)~1/4, {I515)~1/2, we obtainT,~2x10 *s and
supplied from the NSS over a “distance” of the order of 7p~3x10 3s, i.e., the NMR line width is larger than the
diffusion lengthl,~DT* during the time of the order of width of the correlatorG(t). Using the corresponding ex-

(here N|p is the number of TLS per unit volume of the
sample and is negligibly small as compared to the heat ca-
pacity of the NSS. It follows hencéccording to Eqs(9)
and (10)) that if Te <TgLs the temperature of the TLS
subsystem formed durlng mutual relaxation with the NSS
tends to the NSS temperature at the rate

6v 2(a)

1 = -
=7 DA e
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pressions for kinetic coefficients, we obtaim* ~0.8 guently, the ensem_ble of resonant TITS can be formally treated, as before,
X102s, D~7.6X 10742er92_571’ | p~2.5% 10*22erg, Tpl fil\?e? tit:]etrrr]r;oﬂysnl_aémc subsystem, which however, does not participate ac-
~4x1071s, andT, ~10s. It follows hence that the high- Y ’

temperature approximation in nuclei, the hierarchy of time—
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The form of the exciton absorption band fob Imolecular chains and their luminescence are
investigated in glass matrices of various composition and in Langmuir—Blodd#\t

films under selective excitation. It is shown that the exciton absorption bandXarhkins is

always asymmetric. The shape of the low-frequency edge of their absorption band

changes from the Gaussian to the Lorentzian depending on the method of obtainibg of 1
chains due to a change in the diagonal and off-diagonal disorder in molecular chains. Under
selective excitation of D molecular chains, the effect of considerable luminescence band
narrowing is not observed. This is associated with statistical properties of the exciton absorption
band and with relaxation processes in the materials under investigation in the excited state.

© 1998 American Institute of Physids$1063-777X98)00712-9

1. INTRODUCTION solution of the problem concerning the effect of disordering
on exciton dynamics were made just fbaggregates both in
From the moment of their discovery in 1930'S, the experiment4r®'2%and in the theoreticki~'7 aspects.
J-aggregatesmolecular chaing remained exotic objects of An analysis of the effect of disorder on the spectra and ex-
chemical investigations for a long time. During the last de-citon dynamics of D systems was based on the model of a
cade, however, the situation has changed radically. A numeompletely noncorrelated diagonal disordering associated
ber of fundamental physical results on exciton dynamics irwith the Gaussian distribution of optical transition frequen-
these systems were obtained by usihaggregate$-** The  cies in individual molecules forming all system. Knaph
concept of exciton delocalization played the key role in theproved that the full width at half maximum\(@Eeyuy) Of the
interpretation of these resulté.'’ The degree of delocaliza- absorption band fod-aggregates is smaller by a factor of
tion of an exciton inJ aggregates is usually expressed inN%/2 (N is the number of coherently coupled molecules in the
terms of the number of coherently coupled molecules in a-aggregate than A vgyy Of the absorption band for iso-
molecular chairt?~!" Delocalization of an exciton in a lated molecules. Besideb| appears in the relation connect-
J-aggregate is determined by two physical parameters, vizing the radiation decay constant for excitonsliaggregates
resonant  dipole—dipole interaction and diagonalwith the radiation decay constant for an electron excitation in
disorderingt>~1’ individual molecules: the time of exciton radiation decay is
It should be noted that an analysis of the effec{diag-  smaller by a factor oN than the radiation decay constant for
onal and off-diagonaldisordering® on the electron states of an electron excitation in individual molecul¥s®In other
1D systems extends far beyond the application specificallgvords, the results obtained in Refs. 14—-17 make it possible
to J-aggregates and is of general importaft€® The over-  to connect independent experimentally observed quantities
whelming majority of publications in this field are of theo- with exciton delocalization id-aggregates.
retical type, and the conclusions have not received a detailed It was established in the same simple approximation of
experimental verification. For example, the well-known gen-noncorrelated diagonal disordef?that this disorder leads to
eral concepf®concerning complete localization of electron asymmetry of the exciton absorption band iB kystems.
(and any other® excitations in D systems with an indefi- The form of the absorption band is described by half the
nitely small diagonal disordering gives riieom the experi-  Gaussian contour from the low-frequency side and half the
mental point of view to the following questiongwhich are  Lorentzian contour on the high-frequency sfdé? Such an
quite important even todayis this statement applicable to asymmetry of the exciton absorption band was observed in
actual ID systems? how can the quantitative characteristic o KhB crystal$® and inJ-aggregates of P&**and TDBC®
the degree of delocalization of electron wave functions be  Knoestef* analyzed a more complex model of diagonal
obtained from the results of experiments? and how can thdisorder with interstitial correlation, which can be estimated
disorder of actual D systems be monitored and controlled?only on the basis of experiments on two-frequency
Some answers to these questions were obtained as a ©umping®* The shape of the exciton absorption band for 1
sult of analysis of the spectra and dynamics of exciton excisystems is insensitive to the degree of correlation of diagonal
tations inJ-aggregate$-®1213Considerable advances in the disordering'”?* Experiments with two-frequency pumping

1063-777X/98/24(12)/8/$15.00 879 © 1998 American Institute of Physics
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were carried out for) aggregates of PfCand TDBC® It centration of 10% M is initiated by adding a fraction of dis-
follows>® that the correlation scale of diagonal disordertilled water. Only in this case the association of molecules is
amounts to 50-100 molecules fdraggregates in PfCand  observed, and the narrow long-wave absorption band for
several hundred molecules faraggregates in TDBE® On  J-aggregates appeaisA gradual increase in water concen-
the other hand, the exciton absorption band¥@aggregates tration in the binary solution did not lead to a monotonic
in PIC (Avpwim=34 cmi )?® is much narrower than that for increase in the number of associated molecules. We found
J-aggregates in TDBCAvpym=240 cmi %).° These contra-  that the fraction of associated molecules changes abruptly
dictory results are not quite clédrand indicate that the from 30 to 45% when the water content in the binary solu-
model of correlated diagonal disorder requires further detion is ~50%. A further increase in water concentration from
tailed investigations. 50 to 80% led to an insignificant increase in the number of
In analogy with D systems?*>%9t was assumed for associated molecules. The binary solution prepared in this
a long time that off-diagonal disorder irDlsystems is mani- way and containingl-aggregates and nonassociated mol-
fested similarly to diagonal disorder. It was proved, ecules of S120 was poured into glass cells and cooled to
however;*** that off-diagonal disorder associated with asuperfluid helium temperature. If we assume that a
random distribution of distancésrientationg between near-  J-aggregate consists of 50 molecules of S1&€cording to
est molecules in al system leads to a change in the con-estimates given below, the number of coherently coupled
tour of the low-frequency edge of the exciton absorptionmolecules in al-aggregate of S120 amounts to 25),30e
band in the D system. In this case, it is described by half actual concentration of free S120 molecules daggregates
the Lorentzian contour like the high-frequency edg&€:*?*  (a J-aggregate is treated as a single molecinethe glass
This fact has not been confirmed experimentally so far. limatrix is of the order of 10° mole/l. For such concentra-
should also be noted that the degree and type of disorderingons, the interaction between free S120 molecules and
in experiments with real system$*'#131%Ryirtually re-  J-aggregates is ruled out completely, and the overall absorp-
mained uncontrolled. tion spectrum of the investigated samples is an additive sum
Having analyzed the known methods of obtainingof the absorption spectra of nonassociated molecules and
J-aggregates in solutioh$”*?’and monomolecular layef§,  j.aggregates.
we drew the preliminary conclusion that the method of ob-  Molecular layers of S120 were deposited on glass sub-
taining J-aggregates used by us earffef’ can make it pos- strates prepared preliminarily according to the Langmuir—
sible to monitor and control the disordering in molecular Blodgett technology® Molecular piles of S120 molecules
chains, which would apparently provide a real opportunity towere stacked on a substrate to form two-dimensional struc-
verify experimentally the basic concepts concerning the eftures of the “brick-laying” type?®
fect of disordering on the exciton spectra and exciton dynam-  \While processing experimental spectra, we used, in ad-
ics in 1D systems, which were formulated in Refs. 12, 13,dition of minimization of the standard deviation, the visual
18-22. representation of the result of approximation in the form of
This research aims at a detailed analysis of the contougieviations of experimental points from the approximation
of the low-temperature exciton absorption band ofcurve. In the ideal case, statistical noises in the experimental
J-aggregates in 1-methyl-bctadecyl-2,2iodide cyanine spectrum should be distributed uniformly relative to the ap-

(5120 in glass matrices of various compositions and inproximation curve which is taken as the zero line.
Langmuir—Blodget(LB) films?® as well as at an analysis of

the luminescence spectrum fédraggregates under selective

excitation to the absorption band. 3. DISCUSSION OF EXPERIMENTAL RESULTS

The absorption spectrum of the samples under investiga-
tion was an additive sum of the narrow absorption band for

Absorption and luminescence spectra of the samples unl-aggregates of S120 and a broad absorption band for non-
der investigation were recorded by automated spectroflucassociated S120 molecules. In order to analyze the form of
rimeter based on the monochromatdDR-23. The mono- the exciton absorption band fdraggregates, we had to de-
chromator was controlled and spectra were recorded by usingrmine the effect produced on it by the absorption band of
electronic moduli manufactured in the CAMAC standard.S120 molecules. The most important case that will be con-
The CAMAC crate was connected through an interface withsidered in detail is observed in a glass matrix with 50% of
a PC based on an INTEL-286 processor. water, when the intensity of the absorption band for indi-

Low temperatures were attained by using an optical hevidual S120 molecules is higher than the intensity of absorp-
lium cryostat P-46 with evacuation of helium vapor. Thetion band forJ-aggregategFig. 1). In order to choose the
cooling rate for the samples was constant when the cryostabrrect number and type of contours for approximating the
was filled with liquid nitrogen and helium in each experi- experimental spectra by the least squares method, we pro-
ment. ceeded from physical considerations following from experi-

The technique used for obtaininljaggregates of S120 ments. Above all, we were interested in the shape of the
in solution was borrowed from Ref. 27. The essence of thidong-wave edge of the absorption band for S120 molecules,
method is that the association of molecules into the initialwhich could produce the strongest effect on the absorption
S120 solution in dimethyl formamidédDMFA) with a con-  band ofJ-aggregates.

2. EXPERIMENTAL TECHNIQUE



Low Temp. Phys. 24 (12), December 1998

05

Optical density
o e
w >

T T

o
()
T

0.1

0 Wi 1 e N

[

16000 17000 ‘18000 19000 20000

0.04

Error

OFWWW
-0.04__ ) ! | |

16000 17000 18000 19000 20000

v,cm-!
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bution of noises relative to the zero linky the sum of two
Gaussian contour€; (Avpypm=1206 cn', \ =528 nm)
and G,(Avpwuwm=1005 cm %, X .=492 nm) (Fig. 2. The

The absorption spectrum of S120 molecules in a binar);iescrlptmn using two Lorentzian curves deteriorated the ap-

solution with 15% of watefwithout J-aggregatescontained

the principal peak X ax=528 nm) and an oscillatory repeti- o o : ) .
492 nm) (Fig. 2. The absorption spectrum of spectra of individual molecules in dielectric matrices of vari-

tion (A na=

S120 molecules was described best ofwk mean the mini-
mum standard deviation and the criterion of uniform distri-
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FIG. 2. Absorption spectrum of S120 molecules in the glass matrix DM-
FA:B with 15% water [=1.5K): deviation of experimental points from
the approximation curve@;+G,) (a) and (L;+L,) (b). (TheL, contour

and the overall theoretical curves are not shpwn

proximation considerably especially near the long-wave edge
(Fig. 2b. This is in accord with the fact that low-temperature

ous structure are broadened nonuniformly as a rule and are
described by Gaussian contod?s3* Normalizing the ab-
sorption spectra presented in Figs. 1 and 2 to unity, we su-
perimposed them on the same diagréffig. 3). It can be
seen that the spectrum of individual S120 molecules in a
binary solution with 20% of water exactly coincides with the
absorption spectrum of S120 molecules in the presence of
J-aggregates. Consequently, we can rightfully use two
Gaussian contours for approximating the absorption band of
S120 molecules in the spectrum shown in Fig. 1. We ap-
proximated the absorption band fdaggregategsee Fig. 1

by symmetric and asymmetric Lorentzian and Gaussian con-
tours as well as the asymmetric compound Gauss—Lorentz
contour with different half-width of the components. The
best approximation of the spectrum presented in Fig. 1 was
obtained by using two Gaussian contou@;(Avewum
=1176cm Y, N ,=527.5 nm) andS,(Aveywuy=995 cm L,
Amax—=493.3nm) and an asymmetric Lorentzian contour
La(Aveywum=380cnit, X =580 nm). The parameters of
the Gaussian contours are close to those used for approxi-
mating the spectrum of S120 molecules without the absorp-
tion band forJ-aggregategsee Fig. 2. The contour ampli-
tudeG; in the region of the absorption band &hggregates

is negligibly small(equal to zero at the low-frequency edge
of the J-bangd. Consequently, the effect of the absorption
band for S120 molecules on the absorption band of
J-aggregates is insignificant, and thdand can be singled
out from the overall spectrurtsee Fig. 1 by subtracting the
experimental absorption spectrum for S120 molecules or two
contoursG,; and G, with the parameters obtained from the
approximation. The results of such a subtraction in both
cases are identical and are presented in Fig. 4. The same
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FIG. 4. Absorption band fod-aggregates of S120 at=1.5 K in the glass matrix DMFA:B-1:1, approximated by an asymmetric Lorentz cont@irand
by a compound Gauss-Lorentz contdby; in the glass matrix DMFA:B-1:2.5 approximated by a compound Gauss—Lorentz confmuand by an
asymmetric Lorentz contoyd).

figure shows a comparative approximation of thkand by  content of watei(see Fig. 4 coincides with those predicted
an asymmetric Lorentzian conto(Fig. 43 and a compound for 1D systems with diagonal disorderftgf? and observed
Gauss—Lorentz contouiFig. 4b). It can be seen that the earlier forJ aggregates of PIC and TDB:'213The micro-
Gaussian function describes worse the low-frequency edgecopic mechanism of the emergence of diagonal disorder in
of the J-band since the statistical spread deviates noticeablthe molecular chain of d-aggregate is associated with fluc-
from the zero lingsee Fig. 4l In the dielectric glass matrix tuation of local molecular fields leading to the well-known
DMFA:B=1:2.5, theJ-band was broader than the absorp-nonuniform broadening of optical transitions of impurity
tion band of nonassociated S120 molecules by a factor ofenters in crystals and glass&s> The change in the shape
several units! and hence the effect of this band on theof the long-wave edge of the absorption band for
J-band was even smaller. However, we singled out thel-aggregates in the glass matrix with a low content of water
J-band in the same way as above for the sake of unificatioisee Fig. 4 should be attributed to the emergence of off-
in the glass matrix with a high water contefsee Fig. 4¢ diagonal disorder in the molecular chafit® It is well
the absorption band fal-aggregates is described most suc-known that water molecules play a key role in the formation
cessfully by a compound asymmetric Gauss—Lorentz conef J-aggregates: in the absence of wafeaggregates are not
tour. The application of an asymmetric Lorentz—Lorentzobserved®?’ Consequently, a small number of water mol-
curve in this case deteriorated the approximation of the execules in a binary solution can lead to the formation of im-
perimental spectrum considerakifyig. 4d). perfect molecular chains with a random spread in separations
Our analysis shows that the shape of the exciton absorgeetween nearest neighbors or random relative orientation of
tion band forJ-aggregates in the glass matrix with a high molecules. Both factors ultimately lead to fluctuations in the
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resonant dipole—dipole interaction, and hence to the emer- 1.0

gence of off-diagonal disordéf:131824 a
In our experiments, we traced the variationobgym 5 _ i

and the position of the peak of tlleband and the absorption % 0;8 A Ve = 480 cm 1

band of nonassociated S120 molecules upon a variation in & i

the composition of the glass matrix. As a result of transition = 0.6 !

from the glass matrix DMFA:B1:1 to the glass matrix S Lorentz Lorentz

DMFA:B=1:2.5, the absorption band of individual S120 & ¢4}

molecules was broadened by 25.4¢nand shifted to the

long-wave region by 45cit, which is usually observed

upon an increase in the polarity of dielectric glass 0.2-

matrices’*2 At the same time, the value dfvgyy for the

absorption band ofl-aggregates remained practically un- 0 L i

changedsee Fig. 4, and the peak of the band was shifted to 16000 17000 18000

the long-wave region by 16 cm. The observed long-wave 0.08 -

shift of the peak in the)-band as well as in itA vy IS 5 0 kA% .

apparently determined by the joint operation of two mecha- ~0.08 Rl .

nisms. On the one hand, an increase in water content in the 16000 17000 18000

glass matrix reduces the degree of disorded-aggregates, v em-t

and their exciton absorption band must be shifted to the 1.0 ’

short-wave region and become narrowel® However, on
the other hand, an increase in water content leads to an in-
crease in the overall polarity of the dielectric glass matrix, 0.8
which must shift the absorption band dfaggregates to-
wards the long-wave regions in accordance with the Lippert
rule®® and its broadening. In this case, the absorption band of
nonassociated molecules obeys only the Lippert Tule-
deed, theJ-band and the absorption band of nonassociated
S120 molecules shifted in experiments by different values as
a result of an increase in the water content in the glass 0.2
matrix.

The absorption spectrum of an LB film virtually did not
contain a band corresponding to nonassociated S120 mol-
ecules. The absorption band dfggregates of S120 in the

b
A Veyum= 480 cm-?

0.6

Lorentz

Optical density

0.4 Gauss

1 |
16000 17000 18000

LB film was asymmetric in shap@-ig. 5 and was charac- 0.08 .

terized by a much larger value d&fvgyyy than that for the g 0

glass matrix(see Fig. 4. The shape of thd-band could not w -0.08 1 i

be described correctly by an asymmetric Lorentz—Lorentz 16000 17000 18000
contour or by an asymmetric Gauss—Lorentz cont@ee v, cm-!

Fig. 5. In both cases, the statistical spread of the points in _ _

the experimental spectrum relative to the approximating cont!G- 5. Absorption band fod-aggregates of S120 dt=1.5K in the LB

tour noticeably deviates from the zero lifféigs. 5a and 5b film approximated by an asymmetric Lorentz cont¢ar and by a com-
- y g : 1o pound Gauss—Lorentz conto(l).

The absorption band fakaggregates of PIC in a LB fillis

described best of all by an asymmetric Lorentz—Lorentz con-

tour, which was attributed to a considerable off-diagonal dis- : .
. . . rameters of luminescence of nonassociated molecules and

order. Off-diagonal disorder is also observed for‘]_a reqatedd

J-aggregates of S120 obtained in a LB film, but it is smaller ggreg '

than in the glass matrix with a low water contésge Fig. 4. ™ oM
A comparison of the values af gy for the absorption =T8N 03=m, 1)

band ofJ-aggregates in the LB filnfsee Fig. % and in the
glass matrixsee Fig. 4indicates that their diagonal disorder wherer; ando; are the luminescence time and the full width
in the LB film is much larger. at half maximum of the absorption band féraggregates,

It was noted above that the numbbr of coherently and ry and oy, are the same quantities for nonassociated
coupled molecules in all system is a very important pa- molecules.
rameter determining the dynamics of exciton If we use the experimental results on luminescence ki-
excitations'?>~" The value ofN for J-aggregates can be es- netics for J-aggregates of S12®and nonassociated S120
timated proceeding from two independent experimentallymolecules as well as the values &ty for the J-band
observed quantitié$1’sinceN appears in relations connect- and absorption band for nonassociated molecules, we can
ing the spectral characteristics of absorption and kinetic pasubstitute the following values of parametéfsr the glass
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FIG. 6. Luminescence band fdraggregates of S120 under selective excitatiom-atl.5 K in the glass matrix DMFA:B-1:2.5(a) and in the glass matrix
DMFA:B=1:1 (b).

matrix DMFA:B=1:2.5 into relation (1): 7;=0.12ns, For the glass matrix DMFA:B 1:2.5 in which the lumines-
™m=3.2Ns,0;=382 cml, oy=1460cml. It follows from  cence ofJ-aggregates is mainly due to emission of free
the two independent relationd) that delocalization of an excitons!®'**¢-3%he luminescence band was characterized
exciton in J-aggregates of S120 &i=1.5K amounts to by Appyuu=118.8cm? for Ag=574.4nm andAvpyum
25-30 molecules. The number of coherently coupled mol=112.9cm? for \g=579.3 nm(Fig. 6. In the case when
ecules in a-aggregate is determined by the resonant dipole-the luminescence band dfaggregates is formed by the lu-
dipole interaction tending to delocalize an exciton as well asninescence of free and self-trapped excitBis*¢-3%n the

by diagonal disordering having the opposite tendency. Thesglass matrix DMFA:B=1:1, the scanning of the laser line
three parameters are connected through the following generalithin the absorption band af-aggregates from 579.4 to
relation* 582.9 nm led to a change dfvgyy Of the luminescence
band from 761 to 603 cit (Fig. 6b). It can be seen from the

A 32
Vo N+—7;.3’_ (20  figure that the narrowing of the luminescence band occurs at
( ) the long-wave edge formed by the luminescence of self-

whereA characterizes diagonal disorder avidhe resonant trapped exciton&®1136-39
dipole—dipole interaction. In experiments on selective excitatiggee Fig. §, a fre-
Using formula(2) and substituting the value &f deter- quency shift was always observed between the peaks of the
mined from(1), we obtain the average diagonal disorder inlaser line and the luminescence bandJedggregates. This
J-aggregates of S120 in the units of resonant dipole—dipolshift decreased and ultimately vanished when the laser line
interaction A/V~0.2 (V~600cm ! according to the esti- was displaced towards the long-wave edge of the absorption
mate obtained from the experimental spel&in the nearest band of J-aggregates. For example, this shift for the glass
neighbor approximation matrix DMFA:B=1:2.5 was 162cm® for A\g=574.4nm
Selective excitation of luminescence daggregates to and 62.6 cn? for A\g=579.3nm. Such a shift for the glass
the exciton absorption band by a narrow-bansvgym matrix DMFA:B=1:1 was larger than for the matrix
=0.2cm ) laser with a tunable frequency did not lead to aDMFA:B=1:2.5 for the excitation at the same wavelength.
considerable narrowing of their luminescence bérig. 6). For example, forAg~579nm, this shift amounted to
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276.9cm! for DMFA:B=1:1 and 62.6 cm' for DMFA:B  exciton absorption band aFaggregates of S120 in a glass
=1:2.5(see Fig. 6. The spectral shift of the luminescence matrix with a high water content coincides with that pre-
band of J-aggregates under investigation was not observedlicted earliet"?*for 1D systems with diagonal disordering.
for the excitation at the long-wave edge of the absorptionA change in the shape of the low-frequency edge of the
band(to the bottom of the exciton bahdsee Fig. 6h absorption band fal-aggregates in a glass matrix with a low
The absence of a considerable narrowing of the luminescontent of water and in a LB film is associated with the
cence band of free excitorisee Fig. 6acan be explained by emergence of off-diagonal disorder in molecular chains. The
two factors. First, the absorption of a photon id-aggregate absence of a considerable spectral narrowing of the lumines-
occurs in a segment containiy molecules, whose length cence line forJ-aggregates under the excitation of their lu-
changes in each act of absorption and is localized at randofifinescence by a narrow-band laser is due to statistical prop-
over the entire physical length of theaggregaté®!® For  erties of the absorption band fal-aggregates and the
this reason, a singld-aggregate can form the entire absorp-presence of nonradiative relaxation processes occurring in
tion band observed in experiments. It should be noted thdhe excited state. The results obtained here demonstrate the
the optical absorption band for simple impurity centéos possibility of controlling the type of disorder in molecular
or moleculg in dielectric matrices of various structure is an chains constructed from molecules of the same type, but by
additive sum of uniformly broadened lines belonging to eacHlifferent methods and under different conditions.
impurity center separatef)~3* However, the absorption

band of an ensemble dfaggregates cannot be presented as Thg a“‘hofs are grateful to V. Tkachev for his help in
preparing LB films.

the sum of uniformly broadened spectral contours corre: .
sponding to each individudlaggregate with the correspond- 06zgh'5 research was supported by INTAS Gréo. 96-

ing function of nonuniform broadeninty;3* and hence the
effect of selective excitation of luminescence in an isolated
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We consider the energy stored in a one-dimensional ballistic ring with a barrier subjected to a
linearly time-dependent magnetic flux. An exact analytical solution for the quantum

dynamics of electrons in the ring is found for the case when the electromotive force multiplied
by the electron chargee, is much smaller than the interlevel spacidg,Electron states
exponentially localized in energy space are found for irrational values of the dimensionless ratio
A=A/2es. Relaxation limits the dynamic evolution and the localization does not develop

if Ais sufficiently close to a rational number. As a result the accumulated energy becomes a regular
function of A containing a set of sharp peaks at rational values with small enough
denominatorgfractional pumpin@ The shape of the peaks and the distances between them are
governed by the interplay between the strength of backscattering and the relaxation rate.

© 1998 American Institute of Physids$1063-777X98)00812-3

1. INTRODUCTION of the external magnetic field variation, or the transmission
amplitude through the barri¢by the gate potential®ne can

_ Physical properties of mesoscopic system are strongly,fuence the interference pattern, and in this way change the
influenced by quantum interference of electronic Sté‘tes'dynamics significantly.

Anderson localization of ele_ctrpﬁsmlvers_al fluctuatlons of Disordered conducting rings have been extensively dis-
conductancé,as well as periodic magnetic field dependence

f th d . dt ¢ ’ f multiol cussed in connection with energy dissipation in mesoscopic
ot thermodynamic- and ransport properties ot Muttiply Con- o 4jjic systemé® Gefen and Thoule€ have suggested
nected devicege.g., metallic ringsare important examples.

. . L . . that randomly distributed impurities lead to the so-called
Previous extensive studies in mesoscopic physics wer . o ; .

; ; . ynamical localizationof electrons inenergy spaceThis
concentrated mainly on thermodynamics, as well as on IInearhenomenon similar to Anderson localization in real space
response of nanostructures to dc or slowly time-varying elecP ’ pace,

trical and magnetic perturbations. At the same time, relgShould exist even in ballistic rings, i.e., when the elastic

tively little is known about thenonlinearresponse of meso- mean free path is much bigger than the ring's diameter. To

scopic systems to a time-dependent bias. In general, aff More precise, the electron energy as a function of time
electron driven by an external time-dependent force does néthould saturaterather than increase without bourtds is
conserve the energy. In spite of the fact that energy is nogXPectéd to happen in a perfectly ballistic ring without any
conserved, interference processes remain crucially importafffiPurities at aff). In the saturation regime the time-averaged
if the phase breaking rate is much less than the rate charaglectric current vanishes. Consequently, a slow-varying mag-
terizing dynamicalredistribution of the electron wave func- netic flux ®(t) through the ring induces a circular slowly
tion between different states in energy space. varying currentonly in the presence of phase breaking pro-
In this paper, we consider an example of such a systenfessesThe role of these processes was analyzed numerically
namely a single-channel mesoscopic ring subjected to a nof? Refs. 9 and 10.
stationary perpendicular magnetic field, linearly dependent Dynamical localization in energy space, as well as
on time. We concentrate on the energy accumulation in sucAnderson localization in the real space, occurs duelde
a system as a function of time. To investigate the role ofstructive interferencef partial waves with random phases
interference, we take into account electron backscatterinfprming the electron state. However, in our case the nature of
from a single potential barrigf‘defect” ), embedded in the the randomness is dynamicf. the case of so-called kicked
ring. It is shown that tuning either the time derivative rotatot3. Consequently, the interference is crucially sen-

1063-777X/98/24(12)/9/$15.00 887 © 1998 American Institute of Physics
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sitive to the rate of change of magnetic flux, scattering am- E E E
. . . . 1-1 | 1+1
plitude against the barrier, etc. As was shown in Refs. 13 and ~ ~ ~
14, for certain values o (t) the energy-space propagation \'Aj V \"Aj
of the electrons can in the single-impurity case be mapped v § '
onto the real-space motion of a particle ipariodic poten- 'O }\-J\ O
tial. Such a Bloch-like state results in the conductance be-
havior qualitatively similar to the one of pure rings. FIG. 1. Diagram showing coincidence of flux-driven energy levetsre-

At the same time according to numerical stuﬂ:ﬁé%the sponding to clockwise and anti-clockwise motion of electrons around ring
T . atfa special flux valuécf. text).
electron appears localized in energy space at other rates 0
magnetic flux variation; the energy pumped into the systems

saturates as expected for disordered systems. This resullt0 o th h th ds to f d tteri
makes the crucial importance of the rate of change of flug 2oV roug € gaps corresponds fo forward scattering

clear; by tuning the time derivative of the fluike., the in- while reflection from the gaps is similar to backscattering.

duced electromotive force in the ringne can crossover :[Lh? ;?port_ant dltffere?ctg ”0;".‘ the .usual |Tpurltybptroblem IIS
from one regime to the other, and in this way control the at there 1S no transiational invariance at an arbitrary value

energy pumping. This is the subject of the present p&per. of .the driving force. This .invarifance s on_Iy fgresent. for
We shall show that the scenario of the crossover is agatlonal valu.esp/q of the d|mgnS|onIes§ .rat|.A. I.n. this
follows. Consider the conductance of the rig),defined as case we arrive at a superlattice cc.mtalnmg‘lmp.url_tles”
the ratio between the circulating current and the electromoper_ unit cell. As a result, the mc:tlon a_llo’r,‘@-a>_<ls IS d_e-
tive force #=—®/c induced in a ring of radius, by a scribed byq allowed bands, t.he velocity” beinge=E

magnetic field linearly dependent on time. If scattering is~A7/to (hereto=h/eZ=d,/d is twice the time interval
strong,G %~ 2. As the scattering strength decreases, a set dfétween two sequential Landau—Zener scattering events
peaks in theG(%) dependence appears. The peaks correSince the upper bounq of the Brillouin zone |s'm/qA,. th_e
spond to rational valuep/q of the dimensionless ratio Corresponding bandwidth for the motion alogaxis is
A=A/2e#, whereA =#2Ng /mr2. HereNg is the number of W=vednhi/qA=4mhit/toq. At rational valuegp/q of the
filled electron states whilm s the effective mass. The shape duantity A the electron experiencesp2otations around the
of the peaks as well as the distances between them are gdid While the enclosed magnetic flux changesdpguanta.
emed by an interplay between the heighof the potential ~AS @ result the «motion» of the system aldBgxis can be
barrier and the relaxation rate, the maximum value ofg ~ Mapped onto the motion of a quantum particle in a one-
being determined by the condition¥/q=#%v/es. Here dlmensmnal periodic _po_tent_|al, the corre;pondmg elge_nstates
r=exp(—£,1%) is the effective amplitude of Zener tunnel- bemg extgnd_ed. Ip/q is irrational .the equivalent potential is
ing through the energy gaps in the electron Spectrum('quash.perlodlc It turns out tha_t in such a case the corre-
#.=w2V2[2Ae. The peak structure near a maximum can peSPonding states are then localiz@ge belowin spite of the

described by the interpolation formula fact that there is no real disorder in the system. The localiza-
tion length in energy spaceR,., can be estimated for
2 hvA , hvA p A=plg+e, |e|<1/q as follows. At finitez the phase mis-
g=r (hv)2+(eéfq)282+ 79 W e=A— a match with respect to the case of ratiode+ p/q can be

(1) ascribed to a quasiclassical potentidi(E)=caE with
a=8mh/Aty. This potential gives rise to band bending
Hereg=G/G,, Go=e?/h, while 7 (¢) is a smooth function which creates semiclassical turning points for the modes
of &. If |e|=<7%q? the function~ 1, beyond this region it propagating along thE-axis. The localization length can be
decreases ds| increases. As the barrier becomes more transestimated as half the distance between the turning points
parent, 7——1, the inter-peak distancé&etermined by the produced by the upper and lower band edges,
maximum value ofg) decreases. Finally, the peaks overlapR,,.=W/2«|e|=A 7%94q|e|. Consequently, the localization
forming the conductancg= A/7% v independent of the barri- time ist.~4Rc/ve~to/d|e].
er's properties. The manifestation of localization in the energy pumping
To understand the result conjectured above let us cordepends on the produet,,.. At vt,.>1 localization has no

sider the electron energy levels in the vicinity of the Fermichance to develop and the band picture of energy pumping is
level, Eg, where the energy dispersion can be considered a®levant. The conductance is estimated(cfs with Ref. 7
linear. In a ballistic ring, one has then two sets of adiabatidcG=P/#?, whereP is the average energy accumulation rate.
energiesk,(P) corresponding to clock- and counterclock- The quantityP, in its turn, is determined as( SE)N¢s;. Here
wise motion(Fig. 1). The scattering from the barrier opens SE~v¢/v is the energy accumulated by a single state, while
gaps for the flux valueg =Er+1A/2,1=0,£1,£2,... the  Ngx(SE)~E/A is the number of involved states. It follows
energy levels for clockwise and counterclockwise motion cothat g~ 729(A/Av). If vt,,<1, on the other hands is de-
incide. Consequently, the energy pumping into the system btermined by hops between intraband localized states. In this
a slowly varying magnetic flux can be mapped onto the oneease, SE~2R,., and we obtaing~#vA7%%(e£ge)>.
dimensional motion of a quantum particle in the field of These estimates are consistent with the first term in(Eq.
periodically placed scattererécf. Refs. 6, 7 and 13 The paper is organized as follows. In the following sec-
Landau—Zener tunnelingwith the amplituder introduced tion the theoretical model is described and basic expressions
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for the electrica! current are obtained. Thesg expressions_ are g+t =T"o(0)T, ®)
analyzed and discussed in Sec. 3, the details of calculations R
being outlined in Appendices. where operatofl is
T = 7i‘:DA
2. THEORY T=e""?0(t0,0). 9)

Using (7) and(8) it is easy to prove that the average current
(3) is time-independent,(t) = const=Il. Having in mind the
The following model is employed. The electron systemsymmetry propertie§7) and(8) it is convenient to divide the

A. The model

is described by the Hamiltonian integration interval £,t’) in (6) into the intervals—ty/2
t —mty<t’<ty/2—mty, m=0,1,.... In this way one can ex-
It 0)=—Ao,| i 7 + C + Hmp( @) (2)  press the average currenas
0
Here oy are Pauli matrices. We are interested in the current, | =" g-2vm 7(§-m3Fmn) — Ty J, (10)
averaged over the tinig, m=0
1 [t = wherev=ty/2, while
I(t)= 0 ft, dt’ Tr pj (3) 4 e )
J=— dte (1),

wheret. =t+t,/2, to J—ty2

]\E(Ie/ﬁ)[}?’/,g’b] '}7: ftolz dtthﬁ(t). (11)
is the current operator. The single-electron density marix, ~to2
is calculated from the equation 1 (o2 to/2 -

. Ji=— dt’e " ()d(t).
ap i R to J-tg2 Ju
— =7 A= v(p= T 7], @) | _
Thus the average current is expressed in terms of the opera-
wheref is the Fermi function. tors J, .7, J, defined along the time intervatty/2, to/2
which are dependent on the dynamics between the succes-

B. The average current sive Landau—Zener tunneling events, and by the opeﬁator

The formal solution of Eq(4) can be expressed in terms which describes the long-time dynamics. Below we shall

of the evolution operatofi(t, t'), which satisfies the equa- show that long-time behavior of the system is actually deter-
mined by the eigenstatég) and eigenvalues exf) of the

tion " of
. dU(“'):,%(t’t,) unitary operatoiT .
dt
with the initial conditionli(t, t)=1. It has the form C. Analysis of the operator T

As was shown above, one has to analyze the unitary

operatofT in order to understand the long-time dynamics. Its
igenstates and eigenvalues are determined by the equation

f)(t)=vf;dt’e”(t/_”ﬁ(t,t’)fo[.}/(t’)]0+(t,t’). (5)

The average current can be expressed through the Heisef
berg operators for the currerjt(t), and the velocity in en- 'T'|/3):exp(i/3)|ﬂ>. (12

ergy spacey(t), In the following, we restrict ourselves to the case of weak

j(H=0%(t,0]ju(t,0), scattering, i.e., we assume that the relevant matrix element
] (which corresponds to a momentum transfe2pg) is much
0(t)=0"(t, O)f[.7(t)]0(L, O) smaller than the interlevel spacingy, For|V|<A the impu-

rity potential is important only near the crossings of “clock-
wise” and “counterclockwise” adiabatic terms, that takes
place at the times,,= mty/2. As a result of scattering, gaps
are created in the adiabatic spectruntat,,. Beyond the
adiabatic approximation, these gaps can be penetrated by
Landau—Zener tunneling.

ei&_}f(t,(P)efi&::(}/(t_,_to,go) @) . Qonsequently, one can disprimﬁnate betwegn rather large

time intervals of ballistic evolutiofwith the duration~t,/2)

one obtains the symmetry properties of the operalord  and small intervals of Landau—Zener tunneling. The typical

as
1 ty t’ ’ n ~
I(t):t—f dt’f dt’e " TOTL (o (t)].  (6)
0 Jt_ —®©

Using the symmetry property of the Hamiltonié®)

ando: duration of the later intervals is ytoh/A (cf. with Ref. 18.
Q(t+tg,t +to)=€%0(t,t")e 1 Thus atAty/A>1 the Landau—Zener tunneling is indeed

B B essentially confined within narrow intervals and therefore
p(t+ty)=€*p(t)e'?, can be described in terms of the scattering matrix



890 Low Temp. Phys. 24 (12), December 1998

S=expli o) V1— 7 expli 010,) +i71oy].

The physical meaning of is the probability amplitude for
Landau—Zener “forward scattering,” i.e., to the transition

13

Gorelik et al.

B =*pBo(a)—4mar, r=0,+1,+2,...

At the same time it is evident that at rational values
a=p/q the operatorT, according to(14), possesses the

into the state with the same angular moment while traversingansiational symmetryRITR;9=T. Consequently, the

the interval of non-adiabatic motion. It turns out that the
guantities of interest here are independent of the phéges
and 6, . For simplicity we putfy= 6,=0.

Having in mind the periodicity ofp we introduce the
vector basis

eii(NF+n)<p l 0
)

In this representation, the operafbl(g) can be treated as an
operator acting on direct product and pseudo-spins&
+) spaces,

-'I\-: \/Eféel Tao, g e4i man

+i7>, So.@e? TR, g (14)

The operator®k. andf are defined as

R.|n,s)=|nF1s), h

n,s)=n|n,s),

a is the fractional part of the quanti#k= A/2e” introduced
above, whiles .. = (o, *iay)/2.

The most interesting situation is the case of weak relax
ation, vty<<1. This inequality means that the relaxation time
iS much

longer than the interval between successive

eigenstates of the operatdrhave the Bloch form while the
spectrum ofl can be represented by a band structure. In this
case the relation€l6) also generata complete sedf eigen-
states provided structure ohe bands known.

Using (10) and(12) one can express the average current
in terms of eigenvalues and eigenfunctions of the opeftor

2 S (5(n), Vi () (4:(0),Virg(0))

BA N l—exd —2v+i(B8 —B)] '

17)
where we denotda,b) the scalar product in pseudo spin
space.
Using the equalityv?= 72 originating from the defini-

tion (15) and the propertie€l6) of the eigenfunctiongz(n)
we can express the constatitin the form

lo

272= 2 |(¥5(n), Ve (n"))|?,
B.B'

(for anyn,n’). In the limit 7<1 we get the following ex-
pression for the average current

(18
lo

v
- 2__
% RY P2 +sir? &,

Landau—Zener transitions. It can be shown by a direct calwhere

culation that if this inequality is met then the operatdmsnd
7 acquire the forrtY

:]Ilo\’\/® 6n’n/ y

5(‘:\7® 50‘n50’nr y

wherel=|e|A/7% is the amplitude of the persistent current
while

.1 .~ .
V= > (0,—So,S")=7%0,— T/1— TZO'y . (15
Under the same conditions -ﬁlj_:|07'2.

The unitary operatoil (as it can be shown by direct
calculation possesses the properties:

R.TR,=e *™T, ¢, T*(—M)a,=T(f).

These properties result in the following relations between the

eigenstates of the operatTAﬁr
YN+ M)= g 4ram(N),
ayp(—n)=4_g(n).

At irrational values ofa these relations allow one to gener-
ate a complete set of eigenstates provid%g is known(see

Appendix A). Hence, in this case the spectrumotan be
expressed in the form exg"), where

m=0,+1,...,
(16)

A 1
Q=20 (g, Vip(n), @p=3 (B~ Bo)

and ¢z (n) is any solution of the Eq(12) (as follows from
(16), the expressiori18) does not depend on the choice of

To find the eigenstates and eigenvalues of the opefator
explicitly it is convenient to introduce the operators

2 é mal2

T

Bxma
2

O,.=0+ o.®sin 27an—

19
L=0_0,0d™"+ 8¢, o_ge maN+iA2 19

As follows from the definition(19)

2dmal B*rma

2

Uzl=1- o.®sin 2ran—

(0._0.+"S+®e—iwan+0_+0__®éwan—i[3/2)_

1-7

By direct calculations one can show that the operaftor
— &P can be rewritten in the form
T=dP=Q[R,U . +0_]L Y, (20)

where the operato® is
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O=(ir80_@e ™R _iman (-1 2. Rational values of &=p/q). Since the problem is
- translationally invariant im-space the eigenstates can be la-
+(i7So, ®e? ™R, ™ML U R_. beled by a quasi momentur (0=<.%<2/q). The spec-

trum is now given by? B= B (%),
From the definition(20) and Eq.(12) one obtains the equa- g e B ()
. . . -1 . 1
tion for the auxiliary functiondg(n)=_L""¢4(n), BE()=2mal r+ 5

[R:U.+U_]dg(n)=0, )

which is equivalent to the set of equations for the compo- *— arcsir{ 74 sing (F—2mar+m);, (27)
nentsd.. z(n)=(s.,dg(n)). The set reads as q

d. g(nN)+d. g(n+1)

2dm2 B+ ma
+ = sin 27ran—

wherer=0,1,...—1.
An expression for the Bloch functiofig(n) for the case
of rationala-values is given in Appendix B.

d= 4(N)=0.  (21)

2
Introducing the function D. Final results
m _ _ In the strong localization limit(?—0) one obtains the
d. g( ) if m is even following expression from Eq(18) for the current(and di-
B(m)= (22)  mensionless conductancesee Appendix €

m+1

dﬁ(T) if m is odd 2

(28)

2 2
Izlokfj(ZRloc) , g=mhv (e/)2( Rioc

Consequently, in the “irrational” case the average current
tends to zero, whe@— 0.

one can reduce the set of difference equati@isto a single
equation forB(m)

B(m+1)+B(m—-1) In the “rational” case the current can be expressed as
2dmal2 ,B—wa) | 1- \/— q-1 3
+ sinl ram+ B(m)=0. (23 = = " 4 i —
2 lo 2 dZ1054° P2+ sin? &
Thus, the vector equatiofl2) is reduced to the scalar equa- (29)
tion (?3) for B(m). Its s.olut|on allgws oneto detgrmme both _ BL( - BE( ) ) q-1 A
the eigenstates and eigenvaluesTofsee Appendix B o= 5 v Q= Z (PpyVbp)
The results are different for the cases of rational and n=0
irrational a. with the help of(16) and (27). Here ¢Bf(n) is the Bloch
(see Appendix B term in EQ.(29) determines the contribution from the intra-
ﬂ:Bri =+mqa—4mar, r=0+1+2 ... (24) _ba_nc_j transiti(ins to the average currgnt. Formally, it_t_ends to
_ infinity when?— 0. Consequentlythe intraband transitions
At p=a the eigenstate has the form determine the singular behavior of the currémthe rational
eFiman2n=l) <o _ e ik+ix(k) case. These conclusions are in agreement with the results of
Yrg=———— dke'k(z"l)( ik m)), numerical calculations in Ref. 13.
2 0 e . . .
25 An exact expression for the e|genfunct|o¢[;r:(n)
shows the limiting transition to the expressi¢®5) as q,
where p—o, p/g=const. The current calculated according to Eq.
I _ (29 also remains continuous. Thus, EQ9 (with large
7 cosl(k—m/2) o
x(k)=— T snmal (26) enoughp and g) can be used as a good approximation for

sin mral

irrational a-values. The results of such a calculation are

The infinite serie26) converges for almost all irrational shown in Fig. 2.
values ofa, and y(k) is an analytic functior(see Appendix
B). Consequently, all eigenfunctions are exponentially Iocal3 DISCUSSION AND CONCLUSION
ized, the localization lengtR,. in energy space being

The following two assumptions have been implicitly

2 _ A2 2 _ A 2
Rioc=A(BIN%8)—(BINIB)°] made in our consideratiofi) the electron dynamics are gov-
AV2[ 2 erned by a linear dispersion laWi) the energy gaps as well
(E) {'21 S 7af O |- as the scattering matricésare the same for all the energy
levels involved.
One can see that in the vicinity of rational valygs) of a Assumption(i) is valid if the number of involved states

the localization lengttR,, diverges as\ 79/ (2m7qla—p/q|) (limited by the relaxation rajeis much smaller tharNg.
in agreement with the qualitative estimates given above. This is the case if{v/A)?(A/e®)Ng>1. The first factor in
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number of scatterers the randomness in the energy gap dis-
tribution will increase tending to make the distribution truly
random. This would strongly affect the “fractional” regime

of energy pumping and presumably suppress the absorption
peaks in Fig. 2. This crossover from the picture considered in
this paper to a case of more than one scatterer is a way to
introduce disorder into the probletn.

Another approximation is that we have allowed for re-
laxation in the simplest possible way by using a single relax-
ation time in the Eq(4) for the density matrix. This assump-
tion is adequate if the relaxation is caused by a transfer of the
electrons inreal spacebetween the ring and a surrounding
reservoir. If the electron energy spectrum in the reservoir is
continuous, then the lifetime of an electron state in the ring
with respect to this mechanism is almost independent of its
quantum numbers. The mechanism discussed above allows
2 ‘ us to describe electron states in the ring as pure quantum

0.8 states, the relaxation rate being the decay through escape to
1 W the reservoir. The exact results obtained above are relevant
0.7 for the case when such an «escape» mechanism dominates.
1203 Internal inelastic relaxation processes in the ring can in prin-
0 p/q 1 ciple lead to a significant difference between phase- and en-

w ergy relaxation rates. Such a situation requires a separate

treatment. However, in the most interesting case of efficient

1/1,

v=05 Landau—Zener tunneling, the intrinsic inelastic processes
must involve large momentum transfer and therefore they are

1.2 strongly suppresset.
o T \W/ 0.9 In conclusion, the quantum electron dynamics problem
> 08 in a single-channel ballistic ring with a barrier, subjected to a
04: 0.7 linearly time-dependent magnetic flux has been solved ex-
“l actly. Exponential localization in energy space has been
1=03 proven. Finally, we have shown that the dc-current exhibits a
0 p/q 1 set of peaks with fractional structure when plotted as a func-

2. The normalized currentl, as a function ofa—p/q for different tion of the induced electromotive force. This structure is

Landau—Zener tunneling amplitudes o= || A/% . The value§=0.05(up- stron_gly sensitive to the barrier height, as well as to the re-
per pane), 0.2 (middle panel, 0.5 (lower panel for the dimensionless re- laxation rate.
laxation rate was used. Arrows indicate the positions of maxima. This work was supported by the Swedish Royal Acad-

emy of Science$KVA ), The Swedish Research Council for
Engineering Scienced§ FR) and by the Research Council of

this product is small while the two others are large. How-Norway. We also acknowledge partial financial support from
ever, it can be concluded that the criterion can still be metNTAS Grant No 94-3862.
under realistic experimental conditions.

Assumption(ii) is valid if the Fourier component of the

impurity (barriep potential, V,=/V(¢)&?"¢de, is essen-

tially n-independent for the relevant interval of &n

<1/vt,. This is the case if the scattering potential is con-APPENDIX A
fined to a region of width6p<2mvty,. Note that the in-

equality vto<1 is essential for maintaining a noticeable en- 10 prove that the functionfiz(n)} form a complete set
ergy pumping. it is necessary to check the Parseval identity

If there are two point scatterers in the system the dis-

tance between them may be treated as the width of one bar- 2 N BT -
rier potential. So in the case of well separated impurities = [y (M]* @4 (n')=6pnl. (A1)
(8o~1) the interference from different point scatterers will

generate a quasiperiodic dependence of the g¥Rs
xcosfidp). This circumstance will generate an additional

As it follows from Eq.(16),

quasiperiodic disorder in scatteriigondiagonal disordgr . . B

The problem whether this type of disorder is enough for ¥ (M= (r), ¢ (N=0,[¢ (—n)]*.
localizing electrons in energy space at any value of the flux

rate needs further considerations. Nowever, for an increasingherefore, one arrives at the set of equalities
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Substituting(B3) for G(k) we getA=\,=27ar and, as a

Z ['ﬂf(n)]*@lﬂr_(n’):(fyz g (—ne[g (—n")]* oy consequence, the expressi@4) for the eigenvalues of op-

=ay2 g (n)e[g (M]* oy

=0y 2 L9 (MT* @y (n")
Having in mind, that
X+ a'y)A(Ta'yZT Tr 5(,

one finally obtains

T

eratorT.
Solving Eq.(B4) at A=\, by the Fourier method, one
gets the following expression for the functiguik) = x, (k)

7 cosl(k—mar—m/2)

Ty Xr(k):_; T sin 7al (B6)

It is known (see, e.g., Ref. J%hat for almost allirrational
numbersa (that means excluding a set of irrational numbers
of zero measupethe inequalityja— p/q|>C/qg? can be sat-
isfied. Herep, g are integer numbers, whilé depends only
on a. One can show that this inequality leads to a conver-

z [¢i(n)]*®¢i(nr)zi2 Ty (N ]* @ (n') gence of the seriefB6) for almost all a As a result, the

=|“Z (G (1), (1) =S

In this way the Parseval identityAl) is proved.

APPENDIX B

We search for a solution 23) in the form

) 2w )
BB(n)=e*"Tz"“2’2J’0 dke M g(k).

functionug(k) can be analytically continued into the region
In 7<Im k<—In 7.
Because of that the functidBg(n) given by (B1) decays as

a7 " atn— +o, and therefore the eigenstates of operator
T are exponentially localized

b) Rational a=p/q

In this case Eq(23) is symmetric with respect to trans-
lation n—n+2q. Therefore its solution has the Bloch form,
(B1) and as a consequence the functiog(k) defined by(B1)
appears singular. Thus at ratiored p/q one can look for

Substituting(B1) into (23) one gets the following equation the solution of(B2) in the form

for the 2m-periodic functionu g(k):

ug(k)=exdikr+i¢(k)]

Ug(k+ma) =" eIy o(k— rra), (B2) 1k w a
where szzo ol si §+T—wam+7 ) (B7)
—ik . . . . .
_ o 4(x) is a delta function. Substituting this anzatz into (B)
Glk)j==i1In 1+ires N=p-ma. (B3) and using the relationship
The ways to solvéB2) are different for irrational or rational g-1 X g-1 X
a > 8sin = —mam||= >, & sin=+ma—mwam|,
m=0 2 m=0 2
a) Irational & we reconstruct it as
In this case one can look for the solution (&?2) in the q-1

form
ug(k)=exdikr+ixg(k)]

wherey z(k) is 2m-periodic continuous function andis the
arbitrary while numbery z(k) is determined by the follow-

ing difference equation with constant coefficients:
Xp(k+ma)— xg(k—ma)=N—2mar+ G(k+\/2).

=0,

”J}{g}mzo 5( sir{; + % —ram

AL =expil(k+mwa)

This equation has solutions if and only if the right part is

orthogonal to all the solutions of uniform equation
f(k+ma)—f(k—ma)=0.

If ais an irrational number one can easily check that there is
only one solution of Eq(B5) within the class of integrable

—expi| {(k—ma)+N\N—2mar
(B4 +Gq| kit 3]+ “Z/” (B8)
2 2
where
(B5) G(k)=Go(k)+A(k),

1 27 . ,
Ak)=5— % JO dk’ e mak=kKHG (k")

functions, namelyf (k) = const. Keeping this fact in mind we _
integrate both parts dB4) over the variabld from — 7 to 7 2 74 sin q(k— m/2)

= — arctan

to find the value ofn at which the solution ofB4) exists. q 1-79cosq(k—m/2)"
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To obtain(B8) we used the fact, that

. N [N F
expiA k+§ —expiA
gq-1 .
k 7
X > 8 sin =+ —— —mam||=0.
m=0 2 4

From Eq.(B8) one can see that it is enough to fititk) to

satisfy the equatioriZ{{}=0 and therefore, similarly to the

Gorelik et al.

Thus, the expression®11), (B12), and (B13) together

with (22) provide 2y eigenstates of the operatdr for a
given value of 72" which plays the role of quasimomentum.
Consequently, one obtains the complete set of eigenfunctions

of operatoﬁ' while .%Z" scans the interval € 77'<2/q.

APPENDIX C: LIMIT OF STRONG LOCALIZATION

To provide the strong localization limi#(—0), one for-

case of irrationak, the problem is reduced to a difference mulates the following statements.

equation with constant coefficients,
{(k+ma)—{(k—a)

+A

)\—%')
— | (B9)

At rational a=p/q Eq. (B5 has the solutionf(k)

k+)\
2

=\N—2mar+Gg

=expilgk, 1=0,=1,%=2,... Consequently, the r.h.s. part of

Lemma 1:For unitary operatoP, defined according to
P=S80,®6 manL Sy gdmR_dman

there is the following operator equality
prip=eimat,

Consequently, operatd? translates one of the eigenstates of

Eq. (B9) must be orthogonal to this function rather than to athe operatofT(|8)) to another statd3+2ma).

constant as in the case of irratiorlOne can check that the

integral of the r.h.s. part ofB9) times f(k)=-exp(lgk),
I #0 vanishes for any. Integrating Eq(B9) overk one gets
the dispersion equation fon(.7%),

AT
2 - .

If N\(%) satisfies this equation, the solution (@9) is

0

LK==

=1 |

)\—Zwar+A( (B10)

, 7 cosl(k—mar—m/2)
1 sin 7ral

(B11)

Here the prime indicates that the terms with-mg,
m=1,2,... are omitted.

From (B10) one gets the following expression for

A=\ ()

2
N (F)=2mar+ g arcsir{rq sing (F—2mar+ 77)},
(B12)

for r=0,1,....—1 and, as a consequence, the expressio

(27) for (7).
The expression for the Bloch functiaf(n) correspond-
ing to the eigenvalua, _o(.Z)=A(%), has the form

'ﬂ(n) — ei,Zf‘nIivran(Znt 1)

-1 ) e +
qu e74iﬂn-amn+i§;1 f+((%{)e |§mt|§(§m)
=0 f- (e ég=ma) |
(B13)

where

T NH
g,ﬁ(.,%)=—7+27ramt (2;{/1),

o COSQ(F+m)I2 12
COSON (7)) 12
and {(k)=¢, (k) is defined by Eq(B11). In the limit p,

g—op/g=const one gets the expressi@¥) for the case of
irrational a.

fi(.%)=[1i T

Lemma 2:The operatord, A, P, V defined above, meet
the operator equality

V=P*AP-TPTAPT"
(the proof can be obtained by direct substitugion

Basing on these statements one can express the matrix
element(); in Eq. (18) as

Qp=(Bo,VB)=[1-&Fo=P)( By, P APB)
=[1-€Po P Y((Bo+2ma) A(B+2ma)).

Consequently, we can rewrite the E4.8) for the average
current in the form

P si? @,

| ~
— = R
42 0 e, ()

where

fp=23 (g, (n).AYp(M)).

l:]'herefore, in the strong localization limit one has

lo

=49 X (P, (.M (), Agg (M)
n,B# Bg

2 2
:7/( K R|OC) .
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We have carried out low-temperature x-ray diffraction studies gyf@lerite polymerized by

low quasi-hydrostatic pressure of 1.1 GPalrat563 K. It is established that at room

temperature in freshly prepared samples three phases mainly coexist, viz. a compressed cubic
phase with the lattice parametas=13.94 A, an orthorhombic Ophase with the lattice
parametera=9.12 A, b=9.82 A, c=14.60 A, and a rhombohedral phase of symm&8m

with the parametera=9.20 A andc=24.27 A. Mechanical grinding or annealing at

573 K entails depolymerization of sintered samples and restoration of the fcc structure of pristine
Ceo- During annealing in air, intercalation of fullerite lattice by oxygen molecules occurs as

well as a substantial amount of some new phase is formed, most probably with tetragonal
symmetry, the chemical composition and structure of which have not been determined. The
microhardness of polymerizeds£is higher than that of single crystal samples roughly four-fold
at room temperature and by a factor of 2.6 at liquid nitrogen temperature. Analysis shows

that polymerization and grain boundaries give contributions to the microhardness of sintered
samples but we did not succeed in separating these two contributions. The temperature
dependence of the microhardness of polymerized samples exhibits a jump in the vicinity of
260 K, where pristine g, fullerite undergoes the fcc-sc phase transition. We think that this jump
is due to a partial destruction of the polymerized state under indentor as a result of shear
straining in inhomogeneous stress fields. Annealing of polymerizg@iCa temperature of 573

K, which restores the fcc phase, leads to a considerable decrease in microhardness, the
hardness “jump” near the fcc-sc transition extends in temperature and shifts to lower
temperatures. €1998 American Institute of Physids$1063-777X98)00912-3

1. INTRODUCTION often even more difficult because of a pronounced texturing
of the separate phas&sThe polymeric phases formed sur-
Pure fullerite Go, the molecules of which are bound by vive, when irradiation is turned off or external pressure is
weak van der Waals forces, is orientationally disordered agelieved. Also, a rather short anneali(®-3 hour$ at com-
room temperature and normal pressure with a face-centergshratively low temperaturesT& 523 K) leads, as a rule, to
(fco) lattice of space symmetrFm3m. At T=260K, a depolymerization and restoration of the fcc structure typical
phase transition occurs to a partially ordered phase with af pristine fullerite G.
cubic lattice of lower symmetryRa3.! Despite the great number of research works on the de-
Exposure of thin G films to visible or ultraviolet velopment of polymerization technology in bulk polycrystal
radiatiort® as well as to high pressures and temperatures ofpecimens, the properties of each of the polymeric phases,
bulk samples of g*~1°results in polymerization of & In and theP—T diagram of fullerite, and many other important
the polymerization process the nearest neighbor molecules qfuestions still remain to be answered. In particular, these are
Cso connect into linear chains, four- or six-member rings bythe influence of thermobaric conditions in the preparation of
double bonds of the hexagonal faces through 2,2 cycloaddsintered samples on their final phase composition and phase
tion reactior®~1°This gives rise to one-dimensional ortho- structures, homogeneity of the polymeric state at different
rhombic, two-dimensional tetragonal and two-dimensionaktages of its formatiofiespecially, under low pressurés1
rhombohedral phases, respectively. The samples can devel@Pg and at moderate temperatures up to 573riechanical
one or more phases depending on external factors. Qualitand other physical properties.
tive analysis, whichper seis not a simple problem, is quite In this paper we used powder x-ray diffraction and

1063-777X/98/24(12)/8/$15.00 896 © 1998 American Institute of Physics
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structure-sensitive microindentation to study,Gullerite  lines from the reference materiélectrolytically pure cop-
samples polymerized by low pressure and then depolymepen. Use of the reference material made it possible to reduce
ized by mechanical destruction or thermal treatm@gotv-  the error in the lattice parameters of separate phases, which
temperature annealingThe structure, the lattice parameters is particularly important when studying their temperature de-
of separate phases, the surface morphology and microhar@endencies. However, because of the multiphase state of the
ness are studied within the range from liquid-nitrogen tosamples studied the error in the lattice parameters of the
room temperature. phases observed was somewhat highed.05% than that
for pristine fullerite.

The microhardness was measured in the 80—300 K tem-
perature range by the technique described in Ref. 13. The

The samples under consideration were prepared fronYickers microhardneskl, was calculated from the expres-
99.98% pure pristine fullerite 4 by sublimation. The sion:
sample powder was subjected to hydrostatic compression up
to 1.1 GPa using the technique close to that of Ref. 11. After Hy=1.854/(2a)?, 1)
that it was kept at 563 K for five hours, then cooled down to . ) ) L
room temperature and the pressure was removed. As it folVNere 2 is the diagonal length of an indentatioR,is the
lows from the results in Ref. 11, such a treatment must leadldentor load. At room temperature the indentor load was
to polymerization of fullerite. Indirect evidence that the po-9-01 and 0.2 N. The temperature dependenceéigfwas

lymerization of the samples was fairly complete was theirStudied aP=0.1N. The results obtained were produced by
insolubility in solvents(for example, in benzenewhere Standard statistical methods.
pristine G dissolves.

The x-ray diffraction studies and the measurements of
microhardness were carried out on fragments of the sinteregl RESULTS AND DISCUSSION
materials. The flat surfaces of these samples of typical size _ _ )

5% 5 mm served as the reflecting surface in the x-ray studies 1 XY diffraction studies
These were also used to measure microhardness at room Phase composition and phase structufide range of
temperature. pressures 1 to 2 GPa and temperatures 500—-650 K is an

The initial macroscopic flat surface of a sample was acintermediate one as far as the polymerization conditions of
tually somewhat rough. Therefore, for low temperature meafullerite Cgo are concerned. Usually, several phases start to
surements, when there was no possibility of finding an areéorm here simultaneouslyorthorhombic, tetragonal, rhom-
suitable for indenting and the pricks were to be made blindlybohedral, and othgr which can be strongly disordered in
the sample surface was polished. The polishing was repegpolymer chain length and orientation. The extent of polymer-
edly conducted in a mechanochemical way with benzeneization and the structure of the respective phases, in addition
wetted suede. The layer removed from the sample in a singl® temperature and pressure, are controlled by other factors,
run of polishing was 5—1% thick, i.e., several times larger viz., hydrostaticity, the rates of heating and/or compression,
than the depths of indentation dips in the preceding experiexposure time at the extreme conditions, grain size, and so
ment. The total number of microhardness measurements pefierth. The randomness of the forming phases are to a large
formed on a sample at different temperatures was approximeasure determinétiby the fact that the polymerization
mately 200. process takes place in the fcc phase where, due to the almost

The next cycle of measurements was carried out orfree molecular rotations, there are no preferable directions
samples subjected to mechanical or thermal treatment whicligr establishing covalent bonds. Owing to the joint effect of
as suggested i, should produce destruction of the polymer- all the above-enumerated factors, the orthorhombic phase
ized state. To measure the microhardness and to perform thieat forms at relatively low pressures differs in structure and
preliminary x-ray diffraction studies, a sinter fragment waslattice parameters from that found at higher pressuties
annealing in air alf=573 K for three hours. For another low-pressure orthorhombic phase is now conventionally
series of x-ray experiments some samples were powdereghlled O1%). We shall return to this intermediate phase when
and measured without any annealing or after annealing atiscussing our own results. According to Agaforenal,®
573 K for two hours. the lattice parameters of the’Ophase area=9.1A,

The x-ray diffraction experiments were made inkGu b=9.8 A, c=14.7 A for polycrystal samples and, according
radiation. The polymerized samples of,Gvere studied at to Moret etal,'® a=9.14 A, b=9.90 A, c=14.66 A for
temperatures ranging from 80 to 300 K, the stabilization asingle crystals.
every temperature point being better tha6.05 K. To ob- Below we analyze our x-ray powder diffraction results
tain reliable data on phase composition, phase structure, andking into account the above facts. A general view of the
lattice parameters at separate reference p68@s120, 175, most typical diffraction patterns obtained at room tempera-
293 K), the x-ray diffraction patterns were recorded over atures, is shown in Fig. 1. The sample contains several crystal
wide range of reflection angles @=8-150°). At other phases and a minor amount of highly dispersed or amor-
temperatures the records were taken within a limited anglphous phas€~10% of the total sample volumeas evi-
range covering the most intense x-ray reflections. In additiomlenced by the broad halo at reflection angle® 2
to the reflections from the samples, the x-ray patterns contair 14—26°, (which corresponds to si®/\=(7-13)- 10 ?).

2. EXPERIMENTAL
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No detailed analysis of the dispersed phase has been madeeHtablished, the line diagrams for these phase in Fig. 1 are
should be noted that the amount of this phase remained aplotted without any absence rules. The line spectra in Fig. 1
most unchanged in all the experiments. correspond to the refined lattice parameter values, which at
The coherent reflections of the diffraction pattern isroom temperature area=9.12 A, b=9.82 A, c=14.60 A
formed by the scattering from at least three phases, vizfor the orthorhombic O phase, and a=9.20A,
orthorhombic (0), rhombohedralR), and cubioC). Atthe  ¢=24.27 A for the rhombohedral phagim hexagonal set-
same time we do not rule out the tetragofial phase, whose ting). These values are in reasonable agreement with the
reflections in angular positions coincide partially with thoseavailable data known in the literature for partially or com-
from the O and R phases. Such a composition of thepletely polymerized phases. An additional indication that the
samples polymerized as indicated above corresponds to olymerization of the samples was sufficiently complete was
“mix” region in the (P,T) space where all the phases in- the lack of any peculiar features in the temperature depen-
volved can coexist, as suggested by Sunddiieh the basis dencies of the x-ray diffraction reflection angles or the inter-
of all the currently available experimental data. It is ratherplane separations within the 80—293 K range that could be
difficult to separate and analyze reliably every individualsignatures of the phase transition observed in pristige C
phase, with the exception perhaps of the cubic one, in view A major part of the structure results presented here has
of the fact that a very large number of broad reflections frompreviously been reported at the 1997 Joint International
these phases are superimposed one on another. Among thieeting in Paris.”” When indexing the diffraction pattern
whole set of reflections, only a few weak ones can be readilyhere we used the assumption that, in addition to the rhom-
assigned as pertaining to the cubic and no other phase. Estiohedral phase, our samples contain a tetragonal component.
mation of lattice parameter of this phase yields a low value©One of the arguments for that conclusion was the fact that
a=13.94 A, which corresponds to a lattice strongly com-the formal statistic of the r.m.s. procedure for the T phase
pressed as compared to pristine fullerite. A possibility forwas noticeably better than for the orthorhomHi@) one.
such a phase was previously discussed in the literature foknd moreover, according to accepted notions, the T phase is
samples subjected to high-pressure treatrfiént;# this  situated much “closer” to the sample preparation conditions
phase is presumably a partially polymerization state withthan the complete O phase. However, we must admit that our
randomly distributed dimers, short chains, etc. Partial polysamples correspond to a certain intermediate polymerized
merization leads to enhanced interaction and smaller latticetate with far from complete phasésr phasg¢ which are
parameters; we estimate the corresponding effective intervalearly understood “limit” phases with complete polymer-
pressure to be about 0.1 MPa. ization within planes(111) or (100), or along directions
Separation of other phases was carried out by comparin@10). To all appearance, the “path” from the fcc phase to
the room-temperature patterns with the line-spectra calcuhe tetragonal one inevitably “passes” the orthorhombic
lated for all the phases known for polymerized fullerite. Thestage, the gradual crossover from the O to T phase being
relevant line spectra are given in Fig. 1. As the source datanplied as the appearance of “closing jumpers” across the
we took calculated lattice parameters for the R and T phasgsolymeric chains within plane(100.Y The polymeric
from? for the O phase front* and for the cubic phase “jumpers” will be randomly distributed so that the phase
from.* Then the lattice parameters were refined, using thevill remain orthorhombic on the average, approaching the
whole set of experimental reflections. The calculated lingetragonal one as the number of crossing jumpers increases.
diagrams for the R and T phases were constructed using the The relative content of the polymerized phases was
specific modeffor the structures of space group symmetriesevaluated from the intensity ratios and the angular positions
R3m andimmm respectively, which are commonly accepted of the observed set of reflections and under the assumption
for the “high-pressure” polymeric phases. Since the spacef no texture in the samples under study. To within 5% the
groups for both C and Ophases have not been clearly relative amount of the Oand R phases are 0.55:0.45.
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24 30 FIG. 3. Relative variation of the eIemenrary cell \(olumes with temperature
: b for _the rho_mbohedral phase and pristine fulleritgy, Cboth normalized
against their own value¥ at temperature 80 K. The data for purg,@re
<_ taken from?!
Q
24.25¢ ‘ 0.2%. The lattice parametey varies noticeably over the
whole temperature range, especially near room temperature.
Figure 3 shows relative variations of the elementary cell vol-
umes with temperature for the rhombohedral and pristine
fullerites, both normalized against the values at 80 K. The
data for the Ilatter phase are taken from our
24.20—n ' 200 ' 300 measurement®:?! As seen in Fig. 3, in contrast to pristine
T,K fullerite, for which distinct discontinuities are present at the

phase transition poin260 K) and during the orientational
FIG. 2. Temperature dependence of the lattice parametan{_ic (plotsa glassification T<100 K), the volume of the R phase exhib-
and b, respectively of the rhombohedral phase of polymerizeg,CThe . . .
values of parameters are given in hexagonal setting. its a weak uneventful increase with temperature. The overall
R-phase volume change from 80 to 300 K, 0.98%, although
being smaller then for pristine fullerités.75%%), neverthe-

Temperature effectThe lattice parameters of the’ O less exceeds the volume increment for the fhase. This
phase obtained at room temperature allow us to conclude thateans that the thermal expansion of the R phase is notice-
polymerization entails a considerable shrinking within theably larger than that of O As polymerization progresses,
basal plane, the lattice parameter on the average diminishirthe anharmonisms of lattice vibrations and, hence, the ther-
by 8.9% as compared to the pristine fcc phase. Polymerizanal expansion are expectédo decrease. The “inverse”
tion makes change the volume per moleculg Gpproxi- effect obtained here for the temperature-related variation of
mately by the same quantit{8.6%. In such hard crystals the volumes of the R and ‘Ophases might reflect the fact
with stronger intermolecular interactions, one could expect @hat our samples were not equilibrium states, possibly owing
rather weak temperature dependence of the lattice parane the peculiarities of the polymerization proced(pesssure
eters. We do not give the lattice parameters of thepflase  nonhydrostaticity and relatively low temperatyre3em-
as a function of temperature since, as mentioned before, thjgerature can initiate relaxation processes in such samples that
phase is an intermediate one exhibiting instabilities uporprovide an extra contribution to the volume increase.
thermocycling. Nevertheless, it is necessary to note that the DepolymerizationMechanical grinding of a part of the
smoothed lattice parametarincreases over the range 80— initial polymerized sintered sample led to recovery of the fcc
293 K as a monotonic very weak function, the net relativestructure of pristine g This can be inferred from the dif-
increment not exceeding 0.03%. The lattice parameters alonfgaction patterns taken on powder samples. Of interest are the
axesb andc change by 0.1% and 0.09%, respectively. Theappreciable broadening and the low intensity of the reflec-
elementary volume of the orthorhombic polymer €hanges tions, which are typical of strongly strained samples. Subse-
insignificantly with temperature: within the same tempera-quent annealing af=473 K relieved the stresses caused by
ture range the overall change is about 0.23%. the grinding.

The temperature dependence of the lattice parameters of The structure studies on large-size sintered samples
the rhombohedral phase is shown in Fig. 2. The effect oBhow that annealing at 573 K in air leads to depolymeriza-
temperature on the lattice parametetand the thermal ex- tion and formation of the equilibrium fcc phase. We present
pansion in basal plane of the polymerized stagevertually in Fig. 4 part of a diffraction pattern from an annealed
unobservable below ~150 K and shows a very weak ten- sample. Note that the reflections of all the phases become
dency of expansion at higher temperatures. The overall inappreciably narrower than in the source polymerized sample
crement of the parametarfrom 80 to 293 K does not exceed and the characteristic halo disappearécf. Fig. 1).
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FIG. 4. X-ray diffraction pattern of depolymerized;{after annealing at
573 K in air. The indices of the reflectiorikkl) correspond to the fcc phase
of the initial Gy, sample. The asterisks indicate reflections from the new
tetragonal phase.

We attribute these changes to the relieving of a part of inter-
phase stresses and crystallization of the amorpkougne-
grain component. The indexing refers in Fig. 4 to the planes
of the cubic(fcc) phase that re-emerges upon annealing. The 500 600 700 800 900 1000
respective lattice parametea=14.21 A, turns out to be Hy , MPa

somewhat larger then in pristine fullerite. Such an expansion

can be due to air components penetrated into the sampFéG- 5._Histogr§1ms for.impression diagor(a_) and microhardnesgh) on
the basis of 57 impressions on the polymerized €lirface under a load of

d_unng annealing, ,VYhICh in turn must decrease the O”_entaﬁzo.l N at 263-275 Kthe temperature effect dr, is negligible in this
tional phase transition (fc&a3) temperature. Intercalating range.

oxygen molecules ©are knowR? to occupy octahedral

voids, whereas the transition point can vary within 3 to 20 K,

depending on the £concentration. As inferred from micro- that the relative scatter of the impression diagonal goes far

hardness data, the orientational phase transition in annealégyond the measurement errer0.15 u). The scatter may

samples decreases by roughly 15 K. be due to the inhomogeneous structure of the sample. The
However, under our annealing conditions, part of therelative scattetcoefficient of variatiop, which is the ratio of

sample can interact with the air components thereby helpinthe standard deviatioad to the average value, amounts to

a new phase to forniFig. 4). The reflections of this phase 6.3% for impression diagonals s¢,;)~0.96u, (2a)

(marked with asterisksare seen in the diffraction pattern. =15.2u and 11.8% for microhardnessd, =90.2 MPa,

The nature of this new phase or compound was not detefy —764.7 MPa).

mined in these experiments. Attempts to index reflections of * For single crystal g2° the coefficient of microhardness

the new phase within cubic, hexagonal, or rhombohedral latyariation is lower(9%), which suggests a higher degree of

tices were unsuccessful. The best fit was attained for a tEInhomogeneity of our polymerized samples.

Numbers of measurements

tl’agonal lattice with parametel’a= 9.08 A, c=24.69 /8\-, The error can be reduced apprecia&mich is Very im-
which however does not add much to our understanding obortant to estimation of the temperature dependence of mi-
the nature of the new phase. crohardnessif we used microhardness averaged omém-

Examination of annealed fragments of sintered samplegressions rather than its individual values. For the averaged
as well as the measured microhardness give evidence @hicrohardness the standard deviation decreases inversely
\Y

=sdy_/nY2 In Fig. 5b sd; =11.9 MPa and the relative
\ \Y

error of the average value drops to 1.6%.

Histograms Since the studied polymerized;Ssamples The temperature dependence of microhardness was stud-
are multiphase ones, we might expect a polymodal distribuied on the surface with no fewer than 5 to 10 impressions at
tion of impressions in sizéand microhardne$sThe histo- each temperature. The values averaged over these impres-
grams of impressions of various diagonals and microhardsions were used to plot temperature dependencies of micro-
ness based on 57 measurements RE0.1IN and hardness. At low temperatures the error of the average mi-
T=263-295 K(where temperature variations of microhard- crohardness was two to three times highe8—5% (because
ness are typically very slightare shown in Fig. 5. It is seen of the smaller number of measurement futgn it is in Fig.
that the distribution is actually single-modal. This may be5b.
because the impressions produced by the indentor were Loading effectThe typical correlation between the load
larger in size than the single phase regions. It is also seeapplied to the indentor and the squared diagonal of the

3.2. Microhardness
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polymerized G@g is shown in Fig. 6. It is seen that in the 160 200 ] 300
range of load studie®@—0.2 N microhardness was constant. T.K
Microhardness was independent of load both on the initial
(non-polishedl and on the polished surfaces. The average o c
values of microhardness varied slightly after polishing the 25
sample, i.e., the sample studied was quite homogeneous in its °
micromechanical properties over its depth. This helped us to °
derived the temperature dependence of microhardness on one 20k °
sample. - °
Temperature effeciThe temperature dependence of mi- K") . °,
crohardness of polymerized;gds shown in Fig. 7b For com- & 15k . °
parison, Fig. 7a shows the dependehkgT) obtained ear- s o o
lier on single-crystalline fullerite 2> Both the E> . Y,
dependencies are shown in the relative coordinates in Fig. o 0 “hm-ef
7c. Of interest are the following basic features. 10
(). In the whole temperature range studied the micro- 1 L L
hardness of polycrystalline polymerized,@vas higher than 100 %0?( 300

that of nonpolymerized single crystals{ 3.8—4.5 times

higher at room temperature and 2.6 times higher at liquidFIG. 7. Temperature dependence of the average microhardness for pure
nitrogen temperature. A two-fold increase in microhardnes§ingle crystal G (indentation in the(100 plang** (a), and polymerized

a oo temperature was observed by he auffam Gy 8 %% *ASC Pt G b e e b e s
Samp.les under highR=2 GPa) pressur_e dt= 623_ K. Cgo (O) in relatixé units oﬂ—IV(T)/H‘\), ()2/95 K) is shown in figurge(c). ¥

(ii). The temperature dependencies of microhardness
taken on non-polymerized crystals and on polymerized

samples of g, display a sharp increase in microhardness afullerite, depolymerization beneath the indentor might be due
240-260 K, i.e. in the temperature region of the fcc-sc phasto non-uniform shear strains.

transition in pure G, The fact seems to be surprising. Ac- The slope of the microhardness versus temperature curve
cording to x-ray diffraction data, there is no phase transitiorfor polymerized samples within the 77-175 K range was
in polymerized samples at this temperatures. The studies anly one half of that observed forggsingle crystalgcf. Fig.
acoustic and dissipative properties of the polymerig C 7¢). This is in agreement with the d&faon the temperature
phase did not detect any visible anomalies at these temperdependence of the elastic modulus of polymerized &hd
tures eithef® This behavior of microhardness may be attrib- cubic fullerite in the low temperature region.

uted to destruction of the polymerized state in the region of  Annealing effectMeasurements at room temperature on
the indentor impressions due to high stresses. This confornes non-polished surface of annealed samples show that the
with the above discussed depolymerization caused by grindaverage value of microhardness decreased from 765 to 440
ing of polymerized fullerite. As shown iff, for Si crystals MPa. When a thin surface layer was polished off, the value
under high pressures phase transitions are possible in a narf microhardness was even lowét,,= 337 MPa.

row layer of the material beneath the indentor. In the case of Optic microscopic observation of a polished surface of
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Hy=Hy, +Kud™%% (©)

whereHy is the microhardness of a single crystdl is the
material constant. The measurement sHowsat the depen-
dence(3) hold for Al, Cu and their alloys. The constalit,
is three to five times higher thaf,, .%°

Using the above relations and the values of microhard-
ness measured on poly- and single crystals gf @e can
estimate the grain size ensuring the difference postulated in
the assumption: the higher hardness of the polycrysiglsC

H, . MPa

0 ' b ; only due to the hardening effect of the grain structure. For
i o Cgo Crystals only Young’s modulus and the bulk modulus
300 . . were found experimentally: ~ E=20 GPa°
& i o B=12-14 GPa&*
= 200tk s — ° Hereafter, the estimation is based on the value
> s 8 3 8 B=12 GPa. The shear modulus can be calculated from
T ° u=E/(3—E/3B)~8.2 GPa. Estimation from Friedel's re-
100 sults gives K,~05MPacm®® and Ky=~4K,
! ~2 MPacm’®. To obtain the experimentally observed dif-
X . . . ference in microhardnessA@,~600 MPa) of poly- and
0 0.05 0.10 single crystals, the grain size should be=(K,/AH,)?
P,N ~10 ° cm. This corresponds to the lower limit of grain

, , sizes in x-ray diffraction studies on polycrystal samples.
FIG. 8. The effect of load on the microhardness of two different phases Note thatK lculated by the f la for brittl
formed after three hour annealing of a polymerized sample in air at 573 K: (_) € that, Wa_s Calculate y the Tformula Tor bn _e
undentified phasés), fcc phase of G (b). materials. For plastic £§5 the K, value may prove overesti-
mated. Then, the grains ensuring the above difference in mi-

crohardness of poly- and single crystals should be even

an annealed sample revealed regions of differenfmaller. _ . _

reflectivity—light and dark. This suggests phase inhomoge- _ The above analysis shows that fine-grained structure and
neity of the sample caused by annealing. The light and darROlymerization contribute to hardening of fullerite subjected
regions differ in microhardness and have oppossite—load to thermobaric treatment. So far, it is hardly _p055|ble to sepa-
dependencietsee Fig. 8 The latter is accounted for by the até t_he effect of the_se two factors. It is pertinent to note that
fact that under high loading onto the indentor, the imprespossmle depolymerization beneath the indentor makes a non-

sions become comparable in size with the single-phase r&ontrollable contribution to hardness. _
gions. In this case the formation of the impression is influ-  The authors are sincerely indebted to Prof. B. Sundqvist

enced by the neighboring phase. for kindly reading the manuscript and giving several impor-
One of the phasehe light regionswas close in micro- ~ tant remarks that substantially improved this paper.
hardness to single crystallinegg According to x-ray dif- The authors, S.V.L., V.D.N., and L.S.F., wish to thank

fraction data,.this is_ the or.dinarly fcc phase. The other phas&le Swiss National Science Foundation for the partial finan-
(the dark regionk still not identified, was harder. The tem- cial support of this work through a program CEEC/NIS,
perature dependence of the average microhardness of SamanFoject No 7UKPJ04864, A.V.S. acknowledges the financial

aIsp changed after annealing: thg region of growidg support of the Swedish Natural Sciences Research Council
shifted towards low temperaturggig. 7b. It should be (INFR)
all

noted that securing data for each of the two phases over
the temperature interval is very difficult.
; ; : *)E-mail: isakina@ilt.kharkov.ua

The higher microhardness of polymerized polycrystal-,,; i .
. . : . E-mail: alex.soldatov@physics.umu.se
line G0 can be attributed to two factors—the fine-grainedurhs, in particular, can be inferred from optical measurem¥Hitwhich
structure and polymerization. It is known that the correlation give evidence that the average direction of these chains in those interme-
between the yieId poinrp of a polycrystal and the grain size ((ji?_tg phases that could be termed as orthorhombic differs strongly from
d is well described by the Hall-Petch relatith: '

1J. D. Axe, S. C. Mooss, and D. A. NeumarStructure and Dynamics of

op,=0pt K,d~ 95, 2
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vecto)). Friedel's estimate agrees well with experimental re- Amster, Scienc@59, 955(1993. _
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sized can be described with a similar relation: L. J. Rothberg, K. B. Lyons, H. L. Carter Jr., A. F. Hebard, R. Tycko,



Low Temp. Phys. 24 (12), December 1998 Isakina et al. 903

G. Dabbagh, J. J. Krajewski, G. A. Thomas, and T. Yagi, Scigtt® 'N. A. Aksenova, A. P. Isakina, A. |. Prokhvatilov, M. A. Strzhemechny,
1570(1994. A. V. Soldatov, and B. Sundqvist, iRecent Advances in the Chemistry
°1. 0. Bashkin, V. I. Raschupkin, N. P. Kobelev, A. P. Moravsky, Ya. M. and Physics of Fullerenes and Related Materi&@s S. Ruoff and K. M.
Soifer, and E. G. Poniatovs{yETP Lett.59, 279 (1994]. Kadish(Eds). The Electrochemical Society, Inc., Penningt®897, 97—
81, 0. Bashkin, V. I. Rashchupkin, A. F. Gurov, A. P. Moravsky, O. G. 42, p. 687.

Rybchenko, N. P. Kobelev, Ya. M. Soifer, and E. G. Ponyatovsky, 18y, A Davydov, L. S. Kashevarova, A. V. Rakhmanina, A. V.

7‘]' Phys.: Condens. Mattér 7491(1994. ) . Dzyabchenko, V. Agafonov, P. Dubois, R. Ceolin, and H. SzWaiTP
A. P. Moravsky, G. E. Abrosimova, |. O. Abrosimova, |. O. Bashkin, Lett. 66, 120 (1997)].

R. A. Dilanian, A. F. Gurov, N. P. Kobelev, V. I. Rashchupkin, O. G. 19 .

! - ! ! ’ . V. A. Davydov, L. S. Kashevarova, A. V. Rakhmanina, V. Agafonov,
Rybchenko, Ya. M. Soifer, V. Sh. Shekhtman, and E. G. Ponyatovsky, in R Ceolinvyand H. Szwarc, Carb@s, 735(1997) 9
Recent Advances in the Chemistry and Physics of Fullerenes and RelathL'S For%]enko V D N(;ltSik S V Lubenet.s V. G. Litsman. N. A
Materials R. S. Ruoff and K. M. KadisHEds), The Electrochemical L o v v v

Society, Inc., PenningtofL995, 95-10, p. 952. Aksenova, A._P. I;akina, A. I. Prokhvatilov, M. A. Strzhemechny, and
8M. Nunes-Regueiro, L. Marques, J.-L. Hodeau, O. Bethoux, and R-S-Ruoff, Fiz. Nizk. Temp21, 465(1999 [Low Temp. Phys21, 364

M. Perroux, Phys. Rev. Let74, 278(1995. 21(1993]- _ _
9L. Marques, M. Nunez-Regueiro, and M. Perroux, Phys. Rev543 S. V. Lubenets, V. D. Natsik, L. S. Fomenko, A. P. Isakina, A. I. Prokh-
R12633(1996. vatilov, M. A. Strzhemechny, N. A. Aksenova, and R. S. Ruoff, Fiz. Nizk.

10A. M. Rao, P. C. Eklund, U. D. Venkateswaran, J. Tucker, M. A. Duncan, Temp.23, 338(1997 [Low Temp. Phys23, 251(1997)].
G. Bendele, P. W. Stephens, J.-L. Hodeau, L. Marques, M. Nunez??S. A. Myers, R. A. Assink, J. E. Schirber, and D. A. Loy, Mater. Res. Soc.
Regueiro, |. O. Bashkin, E. G. Ponyatovsky, and A. P. Morovsky, Appl. Symp. Proc359, 505 (1995.

Phys. A: Mater. Sci. ProcesA64, 231 (1997. 2N, P. Kobelev, Ya. M. Soifer, I. O. Bashkin, A. P. Moravsky, and E. G.
1p_-A. Persson, U. Edlund, P. Jacobsson, D. Johnels, A. Soldatov, andPonyatovsky, Mol. Mater7, 261 (1996.
B. Sundqyvist, Chem. Phys. Le®58 540(1996. 24, Kailer, Y. G. Gogotsi, and K. G. Nickel, J. Appl. Phy81, 3057

12B. Sundqvist, O. Anderson, U. Edlund, A. Fransson, A. Inaba, P. Jacob- (1997.
sson, D. Johnels, P. Launois, C. Meingast, R. Moret, T. Moritz, P. A.25E_ Q. Hall, Proc. Phys. Soc. London, SectBB4, 747 (1951).
Persson, A. Soldatov, and T. WagbergRacent Advances in the Chem- 263 Friedel,Dislocations Pergamon Press, Oxfofd964).
istry and Physics of Fullerenes and Related Materi&@s S. Ruoff and 27y | Trefilov, Yu. V. Miman, S. A. Firstov, Fizicheskije Osnovy

K. M. Kadish (Eds). The Electrochemical Society, Pennington, Inc.  prochnosti Tugoplavkikh MetalloKiev, Naukova Dumkg1975.
(1996, 96-10, p. 1014. 28E. O. Hall, Nature(London 173 948 (1954).

13 i .
B. Ya Farb’er, N. S. Sidorov, V. I. Kulakov, Yu. A. lunin, A._N. I1zotov, 297, S. Taha and F. H. Hammad, Phys. Status Solidh#19, 455 (1990.
G. A. Emel'chenko, V. S. Bobrov, L. S. Fomenko, V. D. Natsik, and S. V. sog Hoen, N. G. Chopra, X.-D. Xiang, R. Mostovoy, Xianguo Hou, W. A.

I;iL;l:r))enets, Sverkhprovodimost: Fiz., Khim., Tekh2393(199)) (in Rus- Vareka, and A. Zettl, Phys. Rev. &, 12737(1992.
. a3 . ; .
) . . J. E. Schirber, G. K. Kwei, J. D. Jorgensen, R. L. Hitterman, and
14 ’ il ’ ’
agggnic:]q;setézullerenes under High Pressureggeview), Adv. Phys. B. Morosin, Phys. Rev. B51, RC12014(1995.
. . 2 . :
15y, Agafonov, V. A. Davydov, L.-S. Kashevarova, A. V. Rakhmanina, H. A LUde}:"g’ w. HH F'e’ F. W. Hornung, K. Grube, B. Wagner, and
A. Kahn-Harari, P. Dubois, R. Ceolin, and H. Szwarc, Chem. Phys. Lett. G. J. Burkhart, Z. Phys. B6, 179(1994.
267, 193(1997.
16R. Moret, P. Launoais, P.-A. Persson, and B. Sundqvist, Europhys4Ggtt.  This article was published in English in the original Russian journal. It was
55(1997). edited by R. T. Beyer.



LOW TEMPERATURE PHYSICS VOLUME 24, NUMBER 12 DECEMBER 1998

LOW-TEMPERATURE PHYSICS OF PLASTICITY AND STRENGTH

Internal friction peak in Csl single crystal at liquid helium temperatures
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Acoustic relaxation in undeformed and plastically deformed Csl single crystals is studied using
the composite oscillator technique at frequencies (1<T° Hz in the temperature range

2-15 K. Plastic deformation leads to the emergence of an internal friction peak localized in the
temperature range 4-5 K. It is shown that the peak is shifted towards higher temperatures

upon an increase of the vibrational frequency and corresponds to a thermally activated relaxation
process with very low values of activation enetdy=1.9x 10~ eV and the attack frequency
vo~6.7x10°s™1. The interaction of sound with dislocation kinks migrating in the second-order
Peierls relief is considered as a possible mechanism of peak formatiod99® American

Institute of Physicg.S1063-777X98)01012-3

INTRODUCTION as the statistics of barrie(®1 the case of strongly disordered
The study of crystalline materials by acoustic Spectros_structure}s makes it possible to obtain a unique and noncon-

copy methods at liquid helium temperatures and in the Subt_radicto_ry description of all the main peculiarities in acoustic
kelvin temperature range makes it possible to detect locdf™OPerties of solids at very low temperatures. _
structure rearrangements limited by overcoming potential ~L-OW-témperature singularities in thermal properties of
barriers of very small height of the order of 75-10 3 eV. crystalline an_d amorph(_)us materials are als_o closely r_elated
Relaxation peaks on temperature dependences of interntq the acoustic anomalies under consideration. For this rea-
friction and smeared step-like changes of elastic moduli a§On: the problem of low-energy structure rearrangements is
functions of temperature are experimental evidences of thedBteresting not only from the point of view of fundamental
processes. Such peculiarities were detected in the investig80lid state physics, but also for many important applications,
tion of a number of metallic crystals like Nb® Mi,” and €. for the development of methods of precision low-
aluminun? at temperaturesT<10K. Another type of tempe{?ture measurements and detectors of gravitational
anomalies also associated with low-temperature rearrang#.aves.
ments of atomic structure were observed in an analysis of the [N some cases, it was possible to impart a microscopic
temperature dependences of elastic moduli of amorphou®€eaning to the phenomenological model of low-energy
solids (glasse® and crystals with a large number of structure rearrangements applied for interpreting specific ex-
defects!®~1*We are speaking of a linear increase in elasticPerimental observations by using the concepts and terms of
moduli upon cooling, a logarithmic run up to a peak at tem-dislocation physic§®#*°In the physics of dislocation, we
peratures of the order of 0.1-1 K, and a logarithmic decreaseften encounter elementary structural processes limited by
in the subkelvin temperature range. overcoming low energy barriers, e.g., the formation and dis-
Atomic mechanisms of these rearrangements and acouplacement of kinks on dislocation lines. This facilitates the
tic anomalies associated with them are apparently differergpplication of dislocation models for interpreting low-
for different crystalline and amorphous materials. Howevertemperature acoustic and thermal anomalies. The authentic-
both type of anomalies can be successfully interpreted on thig&y and unambiguity of an interpretation in this case can be
basis of the phenomenological model of double-well energyconsiderably improved by using a controllable change in the
states and two-level tunneling systems. This model assumea®lume density and parameters of dislocation kinks, which is
that individual elements of the structu¢groups of atoms  possible under special types of therfand acoustit® load-
distributed densely over the volume of a solid have differening or preliminary plastic deformatich.
configurations with close values of potential energy, which  So far, acoustic anomalies of dislocation origin were de-
are separated by low energy barriers. Transitions betweetected in the regions of very low temperatufies 10 K only
such configurations can occur through thermal activation omn metallic crystals. In this communication, we prove that the
through quantum tunneling and are stimulated by elastic viintroduction of dislocations in alkali-halide crystal Csl also
brations. An analysis of relaxation and resonant interactioeads to the emergence of an internal friction peak at liquid
of elastic vibrations with these rearrangements taking intdielium temperatures. The peak is localized in the tempera-
account thermal fluctuations and quantum tunneling as wellure range 4-5 K for vibrational frequencies (3-7)

1063-777X/98/24(12)/4/$15.00 904 © 1998 American Institute of Physics
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X10° Hz. A displacement of the peak on the temperature
axis upon a change in vibrational frequency indicates that it 20
is a result of resonant interaction of elastic vibrations with a
thermally activated low-energy relaxation process with acti-
vation energyU~1.9x10 3eV. -

1. EXPERIMENTAL TECHNIQUE 15

Low-temperature acoustic properties of a Csl crystal
were studied using the method of a two-component compos- -
ite piezoelectric vibrator. The samples were in the form of a
right parallelepiped with cross section 2.2 mm and
length 11-13 mm. The longitudinal axis of the samples had
the crystallographic orientatiofi10 with a possible devia-
tion not exceeding 2°. The samples were cut by the spark- L
erosion technique from a Csl single crystal grown in vacuum
and were polished on a soft wet cloth to attain the required
geometrical size. The end faces were polished by fine abra-
sive to make them plane-parallel and to attain good acoustic
contact after gluing with the piezoelectric vibrator. Final fin- L
ishing of the surface was carried out by chemical polishing
in methanol. The orientation of single crystals was deter-
mined by using Laue diffraction patterns. After annealing for 0
8 hours at 500 °C and polishing, the samples were glued to
quartz piezoelectric resonators.

Acoustic measurements were made in the frequencyiG. 1. Peaks on temperature dependences of decrefrwintibrations of
rangew/2m~(1-7)X 10° Hz. Longitudinal standing waves 2 Csl monocrystalline sample initiated by plastic deformation and their dis-

. . . lacement upon a change in the vibrational frequency: undeformed sample
were excited in the samples at frequencies close to 1, 3, $Curve 1) and deformed samplecurves2-5). The values of resonant fre-

and 7 har.mo_nics of quar.tz. The résonance frequency Qfuency w/2m and temperatureT,, of the peak: X 10°Hz (curve 1),
forced oscillations of the vibrator and the active electric re-1x10° Hz, T,,=? (curve2), 3x 10° Hz, T,,=3.9 K (curve 3), 5x 10° Hz,

sistance at resonance were measured. The results of measufe= 4.2 K (curved), and 7x10° Hz, T,=4.5K (curve5).

ments were processed by the method proposed by us

earlier!® the logarithmic decremens of vibrations and

Young’s modulusE of the samples were measured at differ-€asy slip systemg100{110 typical of Csl. Undeformed
ent harmonics of the vibrator after preliminary testing of thesamples had the initial dislocation density of the order of

parameters of quartz resonators. 10* cm ™2, the average density of dislocations after deforma-

The temperature dependences of the decrement and redi#n being of the order of 1cm™.

nance frequency were measured in the temperature range
2-15K ata congtgnt amplltu_de of uItraspnlc Qeformatlon ofz' DISCUSSION OF EXPERIMENTAL RESULTS
the order of 10° in the region of amplitude-independent
absorption of ultrasound. The measurements were made in a Figure 1 shows temperature dependences of the decre-
helium cryostat with evacuation 8fle vapor to a pressure of menté for one of the samples, obtained at different frequen-
290 Pa. The sample with the quartz transducer was mountegles. The decrement of the undeformed sanipleve 1 in
in the heater of the working chamber immersed in liquidFig. 1) had a very small magnitude of the order of
helium at a temperature approximately equal to 1.4 K. HeaRx 10>, indicating a perfect initial structure of the samples.
transfer between the walls of the chamber and the sampl@ this case, a weak monotonic increasedris observed
was ensured by gaseous helium under a pressure afpon cooling.
2x 10° Pa. Temperature was measured by a gallium-arsenide After deformation, ultrasound absorption increases con-
resistance thermometer TSAD-2. Such experimental condsiderably and acquires a strong temperature dependence. The
tions made it possible to cool the samples to 2 K. Intermedecrement increases monotonically upon cooling at the fun-
diate temperatures in the interval 2K<15K were at- damental harmonicd/2m~10° Hz), displaying a tendency
tained with the help of an electric heater and were stabilizedo saturation below 3.2 K, after which absorption becomes
by a semi-automatic temperature control system. almost temperature independent in the temperature range
The measurements were first made on an undeforme®.2—2.6 K (curve 2). The absolute value of at T~2.2K
sample, which was subsequently subjedteithout detach- attains the value 5 10" *, indicating a considerable inelastic
ment from quartg to plastic strain of the order of 3% by deformation in the sample. As the frequency of vibrations
compression along its longitudinal axis at a rate of 46> increases, thé(T) dependences for a deformed sample ac-
at room temperature in a specially designed microdeformaguire clearly manifested peaks whose positions on the tem-
tion machine. Plastic deformation was carried out along thgerature axis depends on frequency: with increasing fre-

T.K
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FIG. 2. Effect of plastic deformation on the temperature and frequency .
dependences of the Young modulBsof a monocrystalline Csl sample: FIG. 3. Frequency dependentg(w) of the temperature corresponding to
undeformed samplécurve 1) and deformed sampleurves2—4). The val- the acoustic absorption peak:. points gorrespond to experlmgntal data pre-
ues of resonant frequenay/2m: 1X 10° Hz (curvesl and 2), 3x 10° Hz senteq in Fig. 1, and the straight line is the plot of the funct@®ncorre-
(curve 3) and 7x 10° Hz (curve4). For the sake of visualization, the mea- spondlrjg to the values of the parametér-1.9x10 eV and ry~6.7

sured values of the Young’'s modulus are reduced to the temperature 15 K10°s™.

corresponding to the upper limit of the temperature interval under investi-

gation.

Figure 3 shows that the values Bf, recorded at three high-
est harmonics of the piezoelectric vibrator are correctly de-
qguency, the temperatur€,, corresponding to the peak is scribed by relatior{2). For the parameters of relaxation pro-
shifted regularly towards higher temperatur@sirves3-5). cess, we obtain from Fig. 3 the following empirical
It should be noted that the presence of a peak on cirve estimates:
(Fig. 1) remains disputable since technical potentialities of _ _
the experiment did not allow us to study the temperature U~1.9x10"° eV, r=6.7x10° s @)
interval T<2 K. A low-temperature relaxation process with parameters
Figure 2 illustrates the effect of deformation on the tem-(3) appears in a Csl crystal as a result of plastic deformation,
perature and frequency dependences of the dynamic Youngand hence it is connected with fresh dislocations in a certain
modulusE(T,w). As a result of deformation in the vicinity way. Such low values of activation parameters of the process
of temperatured ,, corresponding to absorption peaks, tem-reduce considerably the range of possible dislocation mecha-
perature dependences of the Young’s modulus acquire redsms which can be used for interpreting the observed acous-
gions in which the modulus increases sharply upon coolingtic absorption peak. In our opinion, the most probable reason
These anomalies can be interpreted as fragments of smearkehind the observed anomaly in acoustic properties of Csl is
step-like changes corresponding to relaxation absorptioresonant interaction of sound with a chain of dislocation
peaks. kinks participating in thermally activated diffusion in the
Thus, a significant increase in dislocation density in asecond-order Peierls relief. With such an interpretation, the
Csl single crystal as a result of plastic deformation leads t@®nergyU has the meaning of the height of the lattice poten-
the emergence of an acoustic relaxation peak at liquid heliurtial relief for dislocation kinks. The operation of this mecha-
temperatures. Going over to the interpretation of the peakjism is described in detail in Refs. 5 and 6, where it was
we assume that it is a consequence of resonant interaction ufed for interpreting the low-temperature peak of acoustic
sound with a system of uniform thermally activated relax-relaxation in niobium.
ators for which the temperature dependen¢€) of relax- It should be noted in conclusion that an unambiguous
ation time is described by the standard Arrhenius formula physical interpretation of the low-temperature anomaly in the
_ acoustic properties of a Csl crystal observed by us here re-
m(T)=vg " exp(U/KT), (@) quires additional acoustic exp{-}riments in theytemperature
whereU is the activation energy and, is the effective at- rangeT<2 K extended towards low temperatures as well as
tack frequency. In this case, the frequency dependenc@e detection and analysis of dislocation structures emerging
Tm(w) of the temperature corresponding to the peak is dein the crystal as a result of plastic deformation. Such experi-
termined by the conditionn7(T,,)=1 which leads to the ments are planned for nearest future.
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Photoinduced changes of the effective magnetic fiel@’Be nuclei at the G) site are detected
by the Mssbauer technique in YBECUy o5 Fé&y0930s3. The effect is found to be

reversible for several hours in the temperature range 100—300 K1998 American Institute of
Physics[S1063-777X98)01112-9

In recent years, a large number of papers have been déetra phase and is observed in the spectra of oxygen-deficient
voted to investigations of the effect of light on HTSC samples of YB&Cu,_,>Fg)30s.5.*° The three quadru-
samples. To study this effect, various optical techniquesgole doublets correspond to three nonequivalentlCsites
were used and measurements of conductivity, magnetizatiomccupied by iron, and are analogous to the doublets in the
etc., were madésee the review by Yu and HeedeMoss- spectra of samples with-65> 658
bauer spectroscopy is used extensively for studying the prop-  |n order to identify the sextet, we made Mabauer mea-
erties of HTSO(see reviews in Refs. 2 and.3However, this  syrements on samples aligned in a magnetic field. It is well

technique has not been used, to our knowledge, for studyingnowrf that finely disperse YB4ACu, _,>Fe,) 30, s powder
photoinduced effects in HTSC. In this communication, wejn 5 viscous filling acquires a cylindrical texture in a mag-

present the results of investigation of the $8bauer spectra peiic field, so that the-axis of the crystallites is oriented
of the YBa&(Cly o,”'Féy.09306.3 Samples exposed to light in along the applied magnetic field. If the effective magnetic
the temperature range 100-300 K. _ (we shall use the terms effective or hyperfine in the follow-
The YB&(Cuo o2’ Fe 09306+ 5 Sample, which was pre- jn) field at the nucleus has the same probability of being
pared by the standard ceramic technology and annealed {ionteq relative to the direction of-quanta(nonaligned

vacuum, was found to be in the semiconducting tetra-phasgample the ratios of areas of the sextet components are
(Og+ 5=6.3). Weassume that the sample contains oxygen—3.2.1.1.’2.

. . o S YR 3:2:1:1:2: 3(Fig. 1b.” If the effective field at the nucleus is at
defective regions that are characteristic of nonst0|ch|0metr|?ight angles to the direction of-quanta, the sextet compo-
compositions. The initial samplgelled was crushed into a i

S ; nent areas are in the ratio 3:4:1:1:1:4:Bhe areas of sextet
powder of grain size~10 um to increase the area of the omponents in an aligned samgféig. 13 are nearly in the
material being exposed to light. In order to improve the heaf °P g g y

. ' ame ratio if thec-axis in the experiment is parallel to the
removal, the powder was wetted with paraffin and place direction of they-quanta so that the magnetic moments of
between a mica film and an aluminum foil reflecting light. ra 9

The effective™Fe thickness was less than 0.2 mgicm the antiferromagnetically ordered iron atoms lie in thb)-

We measured the Misbauer spectra of samples beforepl"’m_:_ar'1 its of 260-300 K
illumination, during illumination with a flux density 13 and e results of measurements at temperatures B

40 mW/cn?, as well as after illumination. Samples were ex- were analyzed according to the technique described in Ref. 8
posed to radiation from a He—Ne laser with radiation wave{the guadrupole _splitting at these temperatures practi_cally
length 632.8 nm in the CW mode. The thermal stabilizationd©®S not change in comparison with the magnetic splitting
of the sample was carried out in a cryostat. Storage of thd was found that for a given site, the electric field gradient
spectra “after illumination” was carried out at the tempera- (EFG) tensor componenY/z; is positive and parallel ta.

ture of illumination (without warming. Before storing the The asymmetry parametey of the EFG tensor is~0.2.
spectrum, the sample was warmed to room temperature pri¢#ence this position corresponds e which occupies the

to illumination and kept at this temperature for more thanCu(2) site. This result is in accord with those obtained in
two days. As a result of illumination, the sample temperaturdrefs. 4 and 5.

(measured by a differential thermocoupldid not rise by The electric quadrupole interaction energy is an order of
more than 1.1 K aff=290K for an optical flux density magnitude lower than the magnetic dipole interaction en-
13 mWicnf. ergy, the EFG asymmetry parameter is small, and hence the

The Massbauer spectrum of YB&u, o Feyo9:0s3  €nergy-level diagram can be described correctly by a formula
samples(Fig. 1) is a superposition of a Zeeman sextet andfor the axially symmetric EFG with its symmetry axis at
three quadrupole doublets. The sextet is characteristic of theght angles to the magnetic axis:

1063-777X/98/24(12)/3/$15.00 908 © 1998 American Institute of Physics
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FIG. 2. Temperature dependence of effective fieldZ#e nuclei at the
Cu(2) site for a YBa(Cly o5 F& 093063 Sample in the darkO, solid line)

and under He—Ne laser irradiatidnl], dashed ling The inset shows the
dependence of effective field at 273 K on the density of luminous flux
incident on the sample.
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sextet lines. Thus, the mean values of the line width depend

: " . ; " : : upon the optical flux density as follows: 0.50 mm/s for un-
-8 -4 0 4 8 exposed samples, 0.48 mm/s for a flux density 13 m\&/cm
V,mm/s and 0.47 mm/s for 40 mW/ct Hence the effective field at

FIG. 1. Mssbauer spectra of YBEU 57, 9.0 ! powder aligned in the iron nuglei decreases at this site over the entire_volume of
a magnetic field at 295 Ka) and nonaligned powder at 290 #). The  the crystallite, while the light penetration depth is of the
insets show the first and sixth lines of the sextet in the demkve1) and  order of the wavelength. This points towards the migration
under illumination(curve 2). Spectral decomposition is shown in the model of photoinduced excitations over the volume of the Crysta|-
of three quadrupole doublets and a magnetic sextet. lite.

Measurements made after the termination of the illumi-
nation show that the effect is reversible. Unlike persistent
photoconductivity’ where the effect is preserved at low tem-
peratures for several days, the hyperfine field at Fe nuclei at
where g, is the nuclear gyromagnetic ratio for the given the Cu2) site is restored in less than an hour.
nuclear level,u, the nuclear magnetorti, the effective We assume that the mechanism of decrease in the effec-
field at the nucleusm,=1,(1—1),...,—1 (I is the nuclear tive field at®>’Fe nuclei occurring as a result of illumination
spin, | 4= 1/2 for the ground state, arig=3/2 for the excited is identical to the mechanism proposed for explaining persis-
stat§, Q is the nuclear quadrupole moment, awd, the tent photoconductivity. It is believéd° that electron-hole
EFG tensor component. The separation between the lines jairs are created in the Cy@lane upon illumination. Elec-
the sextet can be used to calculate the effective field at thi#zons are transported and localized in Guhains, while
nucleus and the value of the quadrupole splitting. hole charge carriers in the Cy@lane enhance the conduc-

It was found that the illumination of a YBa tivity of the material. The localization of electrons at the
(Cup o2 F&y 093063 Sample leads to a decrease in the sextetraps in CuQ chains is responsible for the emergence of
splitting, and hence a decrease in the effective field¢  long-lived ordering of oxygen in chains, stretching of
nuclei occupying the @) site. The insets to Fig. 1b show chains!*~**photoinduced separation of the sample into tetra-
the displacement of the first and sixth sextet lines under iland ortho-phase regiof$and an increase iff, associated
lumination. Figure 2 shows the temperature dependence afith the formation of a secondary potential relief in the
the effective field at the nucleus in the temperature rang€uG, plane by charges in Cu@hains!® We believe that the
100-300 K. The values of the field are for samples in theelectrons participating in indirect exchange interaction which
dark and upon illumination in the optical flux of density leads to the antiferromagnetic ordering of atomic moments at
13 mWi/cnt. The splitting of a sextet does not change duringCu(2) sites are excited upon illumination. Hence a decrease
continuous illumination for three days. It is found that anin the number of these electrons leads to a decrease in the
increase in the flux density of the optical radiation incidentexchange interaction parameter resulting in a lowering of the
on the sample causes a further decrease in the effective fieldagnetization of sublattices and Neel temperature, and is
at the nucleugsee inset to Fig. 2 manifested in a decrease in the hyperfine field at the nucleus.

The variation of the effective field, determined from the Thus, it can be assumed that the change in the hyperfine field
line shift, occurs over an hour. This is indicated by the ab-at the nucleus is proportional to the change in hole concen-
sence of broadening of the lines during storage of the spedration.
trum in the first few hours after beginning of the exposure.  Attributing the small decrease in isomeric shift of the
Moreover, a decrease in the magnetic splitting as a result afextet upon illumination to the second-order Doppler effect,
exposure is accompanied by a decrease in the width of thee obtain the value of heatingl.3 K). The quadrupole

eQV.
EmQ: _gIManml_(_l)lm'Hl/Z%,
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splitting of the sextet in the investigated temperature rang&our (characteristic storage time for the "Skbauer spec-
remains practically unchanged in the dark and under illumitrum) after the termination of irradiation. According to our
nation €QV,,/2=(0.50+0.04) mm/s). The relative area of earlier results on a considerable departure of the temperature
the sextet remains unchanged during illumination. Hence opdependence of the spectral area from the Debye—Waller
tical radiation does not create long-lived local distortions ofcurve below 100 K the energy of coupling of an electron to
the crystal structure in the nearest coordination spheres @ trap can be assumed to be of the order of 100 K.
these iron nuclei since new lines in the spectrum would Thus, we conclude that the photoinduced variation of
emerge otherwise. This leads to the conclusion that photoirhole concentration is a reversible phenomenon. Hence if per-
duced holes are distributed uniformly over the crystal vol-sistent photoconductivity exists in samples of a given com-
ume and the time of their localization ¥Fe nuclei at C(2) position, it is apparently due to an increase in the mean free
sites is less than 10 s (lifetime of the >’Fe nucleus in the path of carriers caused by an ordering of oxygen in the
excited state Hence the effect of illumination oR’Fe at  chains.
Cu(2) sites is manifested only in a decrease in the effective  Hence the Mesbauer studies of the effect of photoirra-
field at the nucleus. Note that the observed decrease in thdiation on HTSC samples show that the effective hyperfine
magnetic splitting upon illumination is equivalent to heatinginteraction field at C(2) sites decreases in proportion to
by 8.5-11 K, i.e., much larger than the real heating whichillumination, which is associated with a decrease in exchange
amounts to just 1.1 K. interaction caused by an increase in the hole concentration.

The width of the sextet lines decreases upon exposure tdhe effect is reversible in the temperature interval 100—-300
light. The higher the irradiation intensity, the narrower theK, and the hole concentration is restored within an hour after
lines. Since the photoelectric effect occurs only in a thinthe termination of illumination. The width of the Mebauer
surface layer, it must be admitted that electron—hole pairspectral lines decreases as a result of irradiation due to an
migrate over the bulk of the crystallite to a depth of the orderordering of oxygen vacancies and an elongation of CuO
of 5 um. Otherwise, the Mssbauer spectrum would show chains. Apparently, the ordering of oxygen distribution leads
the superposition of sextets with different magnitudes ofto an increase in the mean free path of the carriers and may
splitting, resulting in a broadening of lines. The mean widthbe responsible for persistent photoconductivity.
of sextet lines(0.50 mm/$ is larger than the typical values
(for example, it is equal to 0.21 mm/s for metallic iron. The «¢_ i lukashov@ilt. kharkov.ua
most likely reason for such a broadening of lines foZu
sites is the spread of local fields due to nonuniform distribum A. 3. Heeger. Int. J. Mod. Phys 7837511993
“9“ of oxygen Yacandes in Cq@hains' Hencel it is appro.— 2P.' Boolchand a.nd D.gM<’:Dar.1ie.I, Hyp.erfigellnteratz 125 (igga.
priate to associate the decrease in the line width under illu2|. felner and I. Nowic, Supercond. Sci. Techr@)l121 (1995.
mination to redistribution of oxygen in chains, which “I. S. Lyubutin, T. V. Dmitrieva, and V. G. Terziev, ZhKEp. Teor. Fiz.
decreases the number of nonequivalent positions. (102 1615(1992 [Sov. Phys. JETRS, 873(1992].

. . . S. Nasu, H. Kitagawa, M. Yoshidat al, Hyperfine Interact55, 1355

A nearly linear dependence of hyperfine field on the ra- 799
diation flux density(see inset to Fig. 2indicates the pres- 6v. v. Eremenko, D. V. Lukashev, K. M. Matsievékiand V. L.
ence of a large number of free electron traps, which leads to i’gzgnlggchuk, Fiz. Nizk. Temi22, 1383(1996 [Low Temp. Phys22,
linear dependence of ho.le.concent[ratlon on the number OI(7G. WEerthe?gﬁ,Méssbauer Effect Principles and Applicatiorisew York
photons incident per unit time. This dependence must be- 194,
come sublinear upon an increase in illumination, when thedw. Kundig, Nucl. Instrum. Method48, 219 (1967.
hole concentration exceeds considerably the number of\/l-gléKudiﬂovy A. I Kirilyuk, N. M. Kreineset al, Phys. Lett. A151, 358
traps.15 . . . 1°(G. YEJ) H. Lee, A. J. Heegeet al, Phys. Rev. B45, 4964(1992.

It can be seen from Fig. 2 that the decrease in hyperfineig. Osquiguil, M. Maenhoudt, B. Wuytst al, Phys. Rev. B49, 3675
field caused by illumination in the temperature interval 100— (1994.
300 K is constant to within experimental error. Conse-'?D- Lederman, J. Hasen, I. K. Shullet al, Appl. Phys. Lett.64, 652
quently, _the relative \_/aria_tio_nA(H”/H“) in the_ field at the 13&/1.9\9/’.4){5remenko, I. S. Kachur, V. G. Piryatinskaga al., Physica C262,
nucleus induced by irradiation decreases with temperature.s4 (199¢.
Hence it can be concluded that the thermally activated pro*T. A. Tyson, J. F. Federici, D. Cheet al, Physica C292, 163 (1997.
cess of liberation of localized electrons slows down upon éSC. Kittel, Introduction to Solid State Physid®kussian trans], Nauka,
decrease in temperature. On the other hand, the field at the"°Sco" (1978
nucleus at 100 K is restored to its initial value in about anTranslated by R. S. Wadhwa
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The results of experimenf€. Y. Hanet al, Low Temp. Phys24, 305(1998] on the influence
of quasi-hydrostatic pressufe on the superconducting transition temperaftigen

polycrystalline samples of cuprate compoundsBa&CaCus0, (TI-2223) with the initial value

of T,=129K and the maximum valu€.=255.4K atP=4.3 GPa are considered. A
hypothesis on the existence of two mechanisms of the effect of pressurgismproposed on
the basis of an analysis of the nonmonotonic dependentg ofi P. The first mechanism
operating in the pressure ran§e<3 GPa is connected with the anisotropic deformation of the
crystal lattice of individual graingcrystallites in the plane of cuprate layers Cy@nd

with a change in the oxygen doping of layers. The second mechanism operating in the pressure
rangeP>3 GPa is due to hydrostatic compression of the ionic lattice and an increase in
the bulk concentration of charge carrigi®les in view of the electroneutrality condition.

© 1998 American Institute of Physids$1063-777X98)01212-2

1. Hanet al? reported recently on a nearly two-fold in- strong anisotropy in the dependenceTgfon P; in the di-
crease in the superconducting transition temperature in gection of different crystallographic axes. For example, the
high-T,, superconductofHTSC) Tl Ba,Ca (ClsO1g. 5 (TI- derivatives dT,/9P; for an optimally doped layer-chain
2223 under pressure from the initial valdg =129 K under  single crystal of YBaCu,0,_; (Y-123) along different axes
zero applied pressure PE0) to To*=255.4K at have different signs: dT/./dP,= —(1.9—2.0) K/GPa,
P=4.3GPa(~400 kbaj. This sensational result naturally jT_/9P,=+(1.9-2.2) K/GPa, andT./dP./dP.=—(0.1
requires an additional independent verification and confirma- g 3) K/GPa. Anisotropy in the plangb of the layers is
tion (or denia) in other laboratories. It is reasonable, how- agsociated with the presence of ordered CuO chains

ever, to carry out a preliminary analysis of the experimenta‘Lﬂong theb-axis, which serve as an oxygen reservoir for
data obtained in Ref. 1 and to compare them with the ava”doping D cuprate layers of Cupwith free holest

able numerous results on the dependencd ofon P for On the other hand, according to experimental data,

various cuprate metaloxide compour@OcC). 9T.19P,~1.6 KIGPa, dT,/dP,~2.0 KIGPa, anddT,/
It is well known that the dependence ®f on hydro- JP.~—2.8 KIGPa. for layered crystals F,CaCyOg, s

?éa;ICS(rI;C():tL?IOY%raeSgug for (:Buip;?tg MOCC:: SgCh issvzeLra (Bi-2212). This is due to nearly isotropic properties of these
' » oD+ x ) Bl2olp G -1t thby, Y crystals in theab plane of the layers and a change in the

2-5 . . .
weak, “while for the ceramics HgB&3, 1Ct,O, with the conditions of doping of cuprate layers Cu®ith holes from

i I fT.=135K (f = h ivati
maximum value ofTo=135K (for n=3), the derivative the side of intermediate oxide layers BiO and SrO under

dT./dP=1K/GPa. As a result, it has become possible to , .
attain for Hg-1223 the values oF.~(150—155) K in the pressure. The same type of anisotropy is apparently observed

pressure rang®~ (5-10) GP&,” and later the record-high for dTc/oP; of layered crystals Tl-Ba-Ca-Cu-O and
value of T,= 164 K atP =31 GPa® Hg—Ba—Ca—Cu-0. The application of an isotropic hydro-

The pressure dependence Bf in Tl-Ba—Ca—Cu—O static pressure must lead to almost complete compensation of

compounds was also investigated intendef$but the value ~ the effectdTc/dP=%;dT./oP;~0, for single crystals of

of T, for TI-2223 could be elevated onlyyb5 K from  these cuprate MOC. .

T.=128K to T,=133K at P=13GPa. Nevertheless, an However, polycrystalline samplépressed powders and
anomalously high value of the derivativelT,/dP  ceramic$ with arbitrarily oriented crystallographic axes in

~2.5K/GPa was observed for polycrystalline samples of TI-different grains(granuleg can exhibit anisotropic properties
2223 in the pressure ranges2 GPa>1° in individual crystallites(i.e., contributions of different com-

At the same time, experiments on anisotropic uniaxialponents ofdT./JP;) under certain conditions of compres-
compression(or extensioh of single crystals of YBa sion and stacking even under the action of quasi-hydrostatic
Cw0,_5' and BibSKL,CaCy0,> demonstrated anomalously pressure. This follows from a quite large valueddf./dP in

1063-777X/98/24(12)/3/$15.00 911 © 1998 American Institute of Physics
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HgBa,CaCuO, ceramics up to P=31GP& and in 3. The bell-shaped dependenceg(F) in the pressure
Tl,Ba,Ca,Cu;0, up to P=2 GPa’ range (3-5) GP4 is similar to the concentration dependence
2. The dependence af, on P presented by Haet al! ~ of T in cuprate MOC of the hole typewhich can be
indicates the existence dfo different mechanisms of in- approximated by a parabolic function of the number of holes
crease in T under pressureThe first mechanism leads to a X» Per copper atom, which is universal for all MGE!®
monotonic increase il from T, ,=129K at P=0 to _ 2
T.~175K atP=3 GPa, the increase ifi, in the pressure Te()=Tenl 1= ACh=Xm)"], ©
range 1.6 GPaP<3 GPa being nonlinear. The second where x,=0.16, and the coefficienA is chosen from
mechanism comes into play under high pressureshe condition of vanishing ofT.(x,) for x,=0.05 and
P>3 GPa and leads to a nonmonotofiell-shapetidepen-  x,=0.27, i.e.,A~82.6.
dence of T, on P with a peakT{'™~255K at P~4 GPa It was proposed earliéf that the concentration of free
(taking into account the spread of experimental pgints charge carriers(including doped holésin the ionic crystal
Since the slope T./dP=1.7 K/GPa for lowP virtually lattice of cuprate MOGs redistributed by virtue of the elec-
coincided with the derivativesiT. /9P, anddT./dP, inthe  troneutrality condition in fields of elastic deformatiovith a
plane of the layers of a B2212) crystal® we can assume that nonuniform dilatatiore(r) near macroscopic defects. Spatial
thelinear increase in T for P<1.6 GPaoccurs due to elas- inhomogeneity of the hole concentration,(r)=ng[1
tic deformation by compression in the ab plaéshe grains —e(r)] leads, in accordance wit8), to inhomogeneity of
(crystallites oriented in a definite way relative to the direc- the local critical temperaturg.(r) if the characteristic size
tion of the maximum valueP,,,, of incompletely isotropic  of defects(dislocation walls and piles, noncoherent grain
(quasi-hydrostaticexternal pressure. The finite residual re- boundaries, microcracks, etés much larger than the screen-
sistance belowl . can be due to the fact that optimally ori- ing length I and the coherence lengthy(lp~¢,
ented crystallites are separated by fragments with a nonopti~15—20A). In this case, the dependencd& gbn the strain
mal orientation of crystallites with lower values ©f or with  tensore;, in an anisotropic crystal is also quadratic and can
normal metal-type conductivity. be presented in the isotropic approximation in the form
Nonlinearity in the pressure dependence qf ifi the _ )
region 1.6 GPa P<3 GPacan be due to lattice anharmon- Te(8)=Teo+ Ce—(Ce)*/AATr, )
ismin crystallites compressed to the maximum possible eXWhereATm=Tcm—Tco, and the maximum value &, is
tent. Thus, theT(P) dependence & <3 GPa can be pre- ,iained for the dilatatios = 2AT,,/C.

sented in the form In Ref. 17, we assumed th&t, corresponds to the value

of T; in an undeformed crystal, arid,, and the paramete®
2 (1) (see Ref. 18noticeably depend on the doping level, and the

value of T, does not necessarily coincide with the value of
Tem in formula(3) for T, ate=0 in the general case, being
an unknown free parameter for each type of cuprate MOC.
We used for the paramet€ the empirical value€; in the
low pressure limit P—0), which correspond to the defor-
mation mechanism of the effect of anisotropicon T, con-
sidered abové®

We assume that a quadratic dependenck.afh & andP
similar to formula(4) is also valid under higher pressures
(but within the limits of elastic deformatioge: P) in the case
of hydrostatic compressionvhenthe average bulk concen-
tration of charge carriers (holes) increases by virtue of the
electroneutrality condition Taking into account the para-
bolic concentration dependen®, which can be due to the
nonmonotonic dependence Bf on the position of the Fermi
level relative to extended saddle-type singularities with a gi-
ant Van Hoveroot) singularity in the density of states on the
one hand??°and on the other hand, due to effects of strong
coupling leading to renormalization of the electron-electron
interaction constarft>’we present the dependenceTafon
P in the region ofP=(3-5) GPa in the form

T(P)=T(0 +dT°P+1d2T°
(P)=T(O+ 5 P+54p2

The corresponding dependence Tf on elastic strain
(dilatation &= &+ &y, of the lattice(wheree,, ande,, are
the strain tensor components in theplane of the layepsfor
exP has the form

Te(e)=T(0)+Ce+q(Ce)?, )

where the coefficienC is close to the absolute values of
Ca=—0T/dey andCp=— 9T/ dey, in a Y-123 crystal or
to C,~Cp=~300K in a Bi-2212 crystal, whereT,/dP
~1.7 K/IGPa andCe=(dT./dP)P~5 K at P=3 GPa.
The value of the coefficieng in (2) corresponding to the
value of T,~178 K atP=3 GPa and matching to the results
of experiments, is equal to 1.7, and the maximum strain is
small(¢=0.016, which corresponds to the applicability con-
dition for the theory of elasticity?

In the pressure range>3 GPa,the deformation mecha-
nism of increasing 7 attains saturationat T.~(175
—180) Kdue to complete isotropization of external pressure
(for extremely close packing of grains of the cuprate TI-Ba—
Ca-Cu-0 and the working substan@nd due to almost To(P)=T oo+ (Tem—Teo)[1—B(P—P)?], (5)
complete compensation of anisotropic positive and negative
contributions fromdT./dP; along different crystallographic where P,,=4 GPa, T.,=255K, andT,, is the value of
axes to the averagéotal) derivativedT./dP. (A similar  T.(P) atP=3 GPa and®=5 GPa, which is equal to 178 K,
saturation ofT, at P>2 GPa was observed by Lt al® at  i.e., the coefficienB=1 GPa. Figure 1 shows the com-
the levelT.=133K.) bined dependence df; on P composed fron(1) or (2) for
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T.(P), the experimenters apparently “missed” a compara-

¥240 tively narrow interval of intermediate pressungs-5 GPa.
5 For this reason, new “surprises” can be expected in this
=200 pressure range for other types of HTSC materiadsluding
the compound HgB&£aCu;O, characterized by the highest
160 superconducting transition temperafure
120;) *E-mail: pashitsk@iop.kiev.ua

. » . . 1C. Y. Han, W. Lin, Y. S. Wuet al, Fiz. Nizk. Temp.24, 305 (1998
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