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Abstract—Two-dimensional analytical equations for multifrequency kink groups were derived and solved
from general principles and without simplifications for any given amplitude of multifrequency forces. Kink
motion was analyzed. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Currently, interest in topological defects is increas-
ing [1]. Their properties are controlled by the interfacial
state of matter after violation of symmetry. In this
paper, we consider a kink, whose classical example is
the kink at a dislocation with a Peierls-type shape of the
barrier [2], as a topological defect. It is now considered
established that the motion of dislocations in GaAs-
type semiconductors with a high Peierls barrier is con-
trolled by the kink formation rate and motion velocity
[3–5].

A two-dimensional (2D) static nonlinear equation of
the kink for a quadratic sinusoidal barrier was derived,
solved, and analyzed in [3–8]. The kink profile, which
depends on an external action, was studied in the mov-
ing frame of reference. An external effect exceeding the
linear tension of a kink at a pole causes the kink to rup-
ture (a catastrophe). When writing the boundary condi-
tions, the translational symmetry of the barrier profiles
was taken into account: the y coordinates of the kink
ends were displaced by equal distances. A soliton dis-
continuity was also detected in the external force field
in the case of the one-dimensional (1D) dislocation
model [9]. A 2D equation of kink motion was derived
from general principles and without simplifications for
any amplitude of external force [10, 11]. An analytical
solution was found. Expressions for the longitudinal
and transverse components of the kink velocities were
determined.

Nonlinear 2D equations of motion for a group of
multifrequency kinks in a stationary external field were
derived, analytically solved, and analyzed in [12]. A
single-phase quadratic sinusoidal barrier with different
barrier amplitudes for dissimilar kinks and with the bar-
rier amplitude varying with frequency was used. Ana-
lytical expressions for the longitudinal and transverse
velocity components of the (x, y) segments of the
( p−x)th kinks were derived, as were the velocity ratios
and the condition for velocity equality for two arbitrary
kinks. In the absence of an external force, the transverse
and longitudinal velocities of the (x, y) segments of the
( p–x)th kinks are nonzero and have quite definite val-
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ues that depend on the minimum energies of kinks, kink
masses, and maximum barrier energies. Typical current
studies of kinks are based on 1D monatomic chains [9,
13, 14].

In this study, nonlinear 2D equations of motion of a
group of multifrequency kinks in external multifre-
quency fields were derived, solved, and analyzed. A
single-period quadratic sinusoidal barrier with different
heights for dissimilar kinks (with the barrier height var-
ied with frequency) was used. Analytical expressions
were determined for longitudinal and transverse veloc-
ity components of the (x, y) segments of the ( p–x)th
kinks, which were characterized by frequencies of nat-
ural oscillations of the barrier height and the frequency
shifts of the kink ends from relief valleys.

2. BASIC EQUATION

Let a 2D barrier G(r) be described by the square-law
sinusoidal function with the period a,

(1)

where G0(r) and Gmp(r) are the minimum and maximum
barrier energies, respectively; p = 1, 2, 3,… are the bar-
rier indices; ωptp + ϕp = q is the phase of natural oscil-
lations of the pth barrier height (hereinafter, the sub-
script p is omitted, including other parameters); ωp is
the frequency of natural oscillations of the pth barrier
amplitude; tp is the period of natural oscillations of the
pth barrier amplitude; ϕp is the initial phase of natural
oscillations of the pth barrier amplitude; r = (x, y, p, q);
and x and y are orthogonal coordinates. The barrier
energies remain unchanged along the x axis. The maxi-
mum heights Gmp(r) depend only on the coordinate y.
The coefficient hp > 0 at sin2q is temporarily omitted.
The dislocation at the valley bottom has an energy;
therefore, G0(r) is generally nonzero.
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The kinks are arranged so that their ends located at
x = ±∞, in which case dy/dx = 0 at x = +∞, are dis-
placed from the valleys y = 0, a, 2a, …, ( p – 1)a,
where p = 1, 2, 3,…, by y0sin2g1, y1sin2g2, y2sin2g3, …,
and yp – 1sin2gp for the 1, 2, 3,…, pth kinks, respectively,
whereas the second kink ends at x = –∞ are displaced
from the valleys y = a, 2a, 3a, …, pa by (y0 + a)sin2g1,
(y1 + a)sin2g2, (y2 + a)sin2g3, …, and (yp – 1 + a)sin2gp

for 1, 2, 3, …, pth kinks, respectively, (0 ≤ yp – 1sin2gp ≤
a/2) in the case of identical maximum barrier heights;
(θptpq + φp) = gp is the phase of forced oscillations of the
( p–x)th kink ends; θp is the frequency of forced oscilla-
tions of the pth kink ends; tpq is the period of forced
oscillations of the pth kink ends; and φp is the initial
phase of forced oscillations of the pth kink ends.

In principle, it is unnecessary to specify the phase of
forced oscillations gp of the second kink end in a fixed
frame of reference. This is the case when the (x, y) seg-
ments of the pth kink jump from the pth kink to the
neighboring ( p + 1) barrier into a pole point with a y
coordinate at the jump instant in the rupture region.
These segments are characterized by an energy equal to
the (x, y) segment energy at the pole point at the pth bar-
rier. Then, they are displaced to the pth valley bottom
with the release of energy (dynamic catastrophe) [3–5].
The kink segment jump is similar to quicksand trans-
port from a moving plowshare in a plowed field furrow
or a shepherd lash accompanied by a bang.

Linear tensions of the ( p–x)th kinks control the
potential energies of the kink segments with natural-
oscillation frequencies ωp, natural-oscillation periods
tp, and initial phases ϕp at each point of the ( p–x)th kink
profiles. These energies are equal to the energies of the
( p–x) barriers characterized by the same natural-oscil-
lation frequencies ωp, natural-oscillation periods tp, and
initial natural-oscillation phases ϕp at the same points
(dressing model). To analyze the processes in various
time intervals, one should use different designations for
forced and natural oscillations.

The kink profiles are controlled by the minimum
energies of the kinks, while the external forces acting
on the kink ends are equal to the barrier responses at
corresponding points. It is obvious that the external
action frequency cannot exceed the rate of response of
the kink profile to the external perturbation. A natural
kink differs from a model kink in that almost the entire
width of the active region of the kink is within a narrow
length range and only the insignificant remaining part
of the width corresponds to almost passive infinity. For
the ( p–x)th kink natural-oscillation phases q at the
points of the ( p–x)th kink-end shifts of yp – 1sin2gp at
x = +∞ from the valleys y = 0, a, 2a, …, ( p–1)a, the
( p−x)th of kink oscillation energies controlled by the
natural-oscillation phases q of the barrier energies at
the same points are given by

(2)

To derive the basic equations, the energy conserva-
tion conditions are written for the case when the sum of
the potential and kinetic energies of the kink segment is
equal to the doubled potential energy at each kink
point. In a nonconservative system, the potential energy
transferred to the kink is converted to kink kinetic
energy and then dissipated. At each point of the (x, y)
profiles of the ( p–x)th kinks with certain natural-oscil-
lation phases q and forced oscillation phases gp of the
kink ends, the condition for equal kinetic and potential
energies of the unit lengths of the kink segments, when
the ( p–x)th kink ends begin to arrange at the pth barrier
at points x and yp – 1sin2gp, is written as

(3)

where M is the rest half-mass of the unit lengths of the
kink (x, y) segments, (dy/dt)g(p)(p, q); and (dx/dt)g(p)(p, q)
are, respectively, the transverse and longitudinal veloc-
ities of the (x, y) segments of the pth kink with a certain
phase q of natural oscillations and phase gp of forced
kink-end oscillations. The condition for the zero sum of
the potential and kinetic energies was also used in [15]
when deriving the sine-Gordon equation to study the
dislocation dynamics in a 1D approximation.

3. DISCUSSION

Since the potential energy of the (x, y) segment of the
pth kink at a point near any point (x, y) at a certain phase
q of natural oscillations and phase gp of kink-end forced
oscillations is conventionally written as (see [3–5])

where the terms Gg(p)(r), expressing the energy of the
(x, y) segment of the pth kink with the same phase q of
natural oscillations and phase gp of forced oscillations
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of kink ends at points near the points yp – 1sin2gp, can be
written in a similar way; i.e.,

(4)

Substituting expressions (4) into Eqs. (3), we arrive at

The expression for the longitudinal velocities
(dx/dt)g(p)( p, q) of the (x, y) segments of the pth kink,
having a natural-oscillation phase q and a forced-oscil-
lation phase gp of the kink ends, takes on the form

or

We now consider a particular case of the barrier
energy profile G(r),

In this case, the kink-end energies G(x, yp – 1sin2gp, p, q)
at points (x, yp – 1sin2gp) with certain natural-oscillation
phases q of the (x, y) segments of the ( p–x)th kinks take
on the form

and the longitudinal velocities of the (x, y) segments of
the ( p–x)th kinks for the natural-oscillation phases q
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and the phases gp of forced oscillations of the kink ends
can be written as

(5)

As follows from expressions (5), the longitudinal
velocities of the (x, y) segments of the ( p–x)th kinks for
the natural-oscillation phases q of the barrier heights
increase under external action up to yp  yp – 1sin2gp
(yp = yp – 1sin2gp are the singularity points) at certain
pGm1, G0, and M, as well as with pGm1 and G0/M when
yp remains unchanged. At constant values yp – 1sin2gp,
the longitudinal velocities of the (x, y) segments of the
( p–x)th kinks increase with the barrier heights pGm1 or
with the barrier energies caused by changes in the
phases q of natural oscillations of the barrier heights. In
this case, the longitudinal velocities of the (x, y) seg-
ments of the ( p–x)th kinks are proportional to the
square root of the change in the maximum barrier
heights pGm1, as well as to the sinusoidal variation in
the phases q. This conclusion is consistent with the
experimental data on the linear dependence of the
velocity of 60° and screw dislocations on the stress in
high-purity crystals in the entire stress range studied
[16]. In the absence of external displacement, in the
case of a nonzero minimum linear tension, the longitu-
dinal velocities of the (x, y) segments of the ( p–x)th
kinks are identical (nonzero) and depend on the sinuso-
idal variation of the natural-oscillation phases q of the
barrier heights. Therefore, the velocities are varied (the
motion is alternatively accelerated or decelerated) and
independent of the maximum barrier heights (a new
method for stabilizing the kink velocities) but depend
on the ratio G0/M,

The instantaneous velocities of the (x, y) seg-
ments of the ( p–x)th kinks increase in the course of
the ( p–x)th barrier-energy increase caused by a change
of the natural-oscillation phases q of the barrier heights,
whereas a decrease in the instantaneous velocities of
the ( p–x)th kinks is expected in the course of the
( p−x)th barrier-energy decrease caused by the same
change of the natural-oscillation phases q. However,
when the sign in the expressions of the natural-oscilla-
tion phases of the barrier energies is reversed (1 – sin2q)
the phase dependence of the velocity also becomes
opposite.

The ratios of the longitudinal velocities of the (x, y)
segments of the ( p + 1)th and pth kinks characterized,
respectively, by the velocities (dx/dt)p + 1 and (dx/dt)p,
maximum barrier energies ( p + 1)Gm1 and pGm1, natu-
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ral-oscillation phases q(p + 1) and qp, and the phases
g(p + 1) and gp of forced oscillations of the kink ends are
written as

As follows from these expressions, the instanta-
neous velocities are higher for the kink which is char-
acterized by either a higher maximum barrier, a stron-
ger external action caused by the frequency field, or a
higher barrier energy controlled by the natural-oscilla-
tion phase of the barrier height.

We emphasize that, although the ( p–x)th kink pro-
files are arranged in two neighboring barriers with their
origin at the pth barrier and their end at the ( p + 1)th
barrier, the profile of each pth kink is in fact located at
the pth barrier and jumps to the ( p + 1)th barrier only
with a subsequent displacement to the bottom of the pth
valley. Therefore, when deriving the kink profiles from
the conditions for the minimization of their energy, it is
possible to proceed from the identical translational
symmetry of the ( p–x)th barrier energy profiles for a
certain pth kink with the maximum barrier amplitudes
pGm1 for the pth kink [3–5]. In fact, only the relaxation
segments of the ( p–x) kink profiles, determined from
the condition for kink energy minimization at the ( p +
1)th barrier and revealed when the profiles are fixed at
poles in the absence of external force, are arranged at
the (( p + 1)–x)th barriers with maximum heights ( p +
1)Gm1 different from the maximum heights pGm1 of the
( p–x)th barriers [3–5].

The transverse velocities (dy/dt)g(p)( p, q) of the
(x, y) segments of the ( p–x)th kinks at certain natural-
oscillation phases q of linear tensions and kink-end
shifts yp – 1sin2gp are written as

where (dx/dt)g(p)( p, q) are the longitudinal velocities of
the (x, y) segments of the ( p–x)th kinks characterized
by the natural-oscillation phases q of linear tensions
and the phases gp of forced oscillations of the kink ends.
The tilts (dy/dx)gp( p, q) of the (x, y) segments of the
( p–x)th kinks for the natural-oscillation phases q and
the phases gp of forced oscillations of the kink ends are
determined from expressions for the minimum energies
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of the kinks. If the barrier profile energies G(r) change
only along the y axis, which is defined by formulas (1)
and by the kink energies G(x, p, q, gp) at points (x, p, q,
gp) according to expression (2), the energies Ug(p)( p, q)
of the (x, y) segments of the ( p–x)th kinks characterized
by the natural-oscillation phases q and the phases gp of
forced oscillations of the kink ends are given by

These energies can be minimized using the Euler equa-
tions

from which the relations

follow if

(6)

The constants G0g(p)( p, q) are determined from the con-
ditions (dy/dx)g(p)( p, q) = 0 at y = yp – 1sin2gp, x = +∞ as

Relations (6) yield expressions for the tilts of the
(x, y) segments of the ( p–x)th kinks with certain natu-
ral-oscillation phases q of linear tensions and the
phases gp of forced oscillations of the kink ends,

The formulas for the transverse velocities of the
(x, y) segments of the ( p–x)th kinks take on the form

In the particular case of the absence of displacement
at gp = 0 and Gmp = pGm1, the transverse velocities of the
(x, y) segments of the ( p–x)th kinks characterized by
the natural-oscillation phases q and the phases gp of
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forced oscillations are given by the nonzero expres-
sions

Specifying certain points (x, y) at the barrier sur-
faces, phases gp of forced oscillations of the kink ends,
and kink natural-oscillation phases q, we can determine
the velocities of the (x, y) segments of the ( p–x)th kinks
for these kink points, since the shapes of the ( p–x)th
barriers characterized by the natural-oscillation phases
q and the forced-oscillation phases gp of the kink ends
necessarily define the kink profiles according to the
minimum kink energies.

4. CONCLUSION

Thus, in the case of multifrequency external forces
gp acting on the ( p–x)th kink ends characterized by nat-
ural-oscillation phases of linear tensions, nonlinear
equations of the kink group motion were derived for
single-period quadratic sinusoidal barriers with differ-
ent barrier heights in the transverse kink motion direc-
tion. Analytical expressions were derived for the longi-
tudinal and transverse velocity components of the (x, y)
segments of the ( p–x)th kinks characterized by natural-
oscillation phases q and frequency-dependent shifts of
the kink ends. The ratios of the velocities of two arbi-
trary kinks were determined as well. In the absence of
an external force, the transverse and longitudinal veloc-
ities of the (x, y) segments of the ( p–x)th kinks are non-
zero and are characterized by certain values which
depend on the minimum kink energies (if these are non-
zero), the kink masses M, and the barrier heights caused
by the natural-oscillation phases of the barrier heights.
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Abstract—Porous Si samples were investigated by the electroreflectance modulation spectroscopy. The pres-
ence of minibands, which are responsible for the existence of photoluminescence bands (red, green, and blue),
is revealed. It is established that the miniband responsible for the blue band vanishes upon the treatment of a
porous Si surface in H+ plasma. Passivation of the surface with hydrogen also leads to strain relaxation both in
porous films and in the Si substrate. The origin of electron states in the band gap of Si nanocrystallites is estab-
lished. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The optical properties of porous and nanocrystalline
Si-based light-emitting structures have attracted partic-
ular interest from researchers [1]. Porous Si samples
kept in air most often constitute nanocomposites com-
posed of nanodimensional Si crystallites in an environ-
ment of the SiOx oxide phase [2]. Such structures are
characterized by red photoluminescence (PL) at room
temperature [3]. However, blue and green PL bands
have also been observed for porous Si [3–6].

For porous Si samples unexposed to air (unoxi-
dized), the PL peak energy depends on the nanocrystal-
lite size, owing to the quantum-confinement effect [6–
10]. Due to this effect, the edge energy of indirect
absorption in Si (1.14 eV) increases with decreasing
nanocrystallite size [1, 6–10]. The band gap can
become as wide as 2.9 eV [11]. However, as was dem-
onstrated previously [10, 12], the indirect type of the
fundamental absorption edge for Si remains.

It is known [2, 6, 13] that both the intensity and
energy position of a PL peak also depend on the surface
treatment. A slow-varying PL constituent (red band) is
attributed to electronic states which are related to Si=O
double bonds for a nanocrystallite size less than 3 nm
[6, 14]. Rapid PL components for oxidized porous Si
samples are attributed to defects localized at the inter-
face between nanocrystalline Si〉  and SiO2 [4] or to
band-to-band recombination in Si nanocrystallites [15].

Hydrogen-containing complexes, for example, pol-
ysilanes and siloxenes, or hydride bonds can be centers
of radiative recombination [16, 17]. However, the expo-
sure of porous Si samples to air leads to a decrease in
the concentration of Si–H bonds and to an increase in
the content of hydride and oxygen-containing com-
1063-7826/03/3701- $24.00 © 20103
plexes [13, 18]. As a result of passivation of the surface
by hydrogen, the concentration of nonradiative-recom-
bination-centers decreases and the PL intensity in the
red spectral region increases [17, 19]. Theoretical cal-
culations demonstrate [6] that H-containing complexes
do not form levels in the band gap of Si nanocrystal-
lites.

The dispersion of an imaginary part of a dielectric
function calculated from transmission and absorption
spectra for a porous nanocrystalline Si layer has singu-
larities in the green and blue spectral regions [20].
Modulation spectroscopy of electroreflectance is a
method which is sensitive to van Hove singularities in
the energy spectrum [21, 22]. It was demonstrated that
this method is also applicable to porous Si [5, 23–26].

The existence of a direct transition in the red–orange
spectral region (1.7–2.0 eV) has been established [5,
26] using the method of electroreflectance modulation
spectroscopy. For this reason, the electroreflectance
method can also be used for investigations in the green
and blue spectral regions, where PL bands are
observed. The purpose of this study is to establish the
influence of H-containing complexes on the energy
spectrum of porous nanocrystalline Si using treatment
in H+plasma.

2. EXPERIMENTAL

Porous Si samples were obtained by electrochemi-
cal etching and stain etching. All of the samples were
exposed to air for one year. Porous layers were obtained
on KDB-10 (B-doped p-Si with a resistivity of 10 Ω cm)
Si(100) substrates via the electrochemical method in an
HF(20%)–C3H7OH (1 : 1) solution with an etching cur-
003 MAIK “Nauka/Interperiodica”
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rent density of 5 mA/cm2 [27]. Other porous Si samples
were obtained by stain etching. The KDB-10 Si(100) sub-
strate was treated with the laser beam of an Nd3+:YAG
laser, with an emission wavelength λ = 1.06 µm and
pulse duration of 125 µs, in order to generate defect
regions in the substrate [25, 28]. The Si substrate was
then treated in an HNO3 : HF (3 : 1) etchant for 5 s to
remove native oxide from the substrate surface. To form
a porous structure, the wafer was treated in an HNO3 :
HF : H2O (3 : 1 : 5) solution for 5 min [25, 28]. The
samples were treated in dc glow-discharge H+ plasma at
a pressure of 10 Pa for 6 min at a discharge voltage of
600 V and current density of 1 mA/cm2. The samples
were placed onto a flat cathode, which allowed for their
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Fig. 1. Electroreflectance spectra for porous Si obtained by
electrochemical etching: (1) prior to H+-plasma treatment
and (2) after treatment. a, b, and c denote the transitions.
intense bombardment by positively charged H+ ions
from the plasma.

The electroreflectance spectra were measured using
the standard electrolytic method at room temperature
[21, 22] in a wide spectral region from 1.5 to 3.8 eV. An
0.1 N KCl solution was used as the electrolyte. The
modulating voltage did not exceed 1 V, which corre-
sponded to the weak-field measurement mode. The
direct-transition energy (Eg) and phenomenological
broadening parameter (Γ) were calculated for a bypolar
spectrum by the three-point Aspnes method [21, 29]
and for a unipolar spectrum from the peak value and
half-width at half-height of the line, respectively.

3. RESULTS

The electroreflectance spectra for a porous Si sam-
ple obtained by electrochemical etching are shown in
Fig. 1. In the spectral region at 3.4 eV no direct transi-
tions, specifically the Γ25–Γ15 transition, which is char-
acteristic of bulk crystalline Si, were observed. Three
direct transitions were observed for a starting sample in
the spectral range of 1.7–3.0 eV: 1.95–2.0 eV (a region),
2.5–2.7 eV (b region), and at 3.0 eV (c region). After
the treatment of a sample in the H+ plasma (curve 2),
transitions in the red (a) and green (b) spectral regions
shifted to shorter wavelengths by 0.07 and 0.24 eV,
respectively. The electroreflectance spectrum changed
its polarity sign to the opposite one in the red spectral
region and was not detected in the blue region (c). The
transition energies and phenomenological broadening
parameters that were calculated from curves 1 and 2 in
Fig. 1 are given in the table. Since the type of the criti-
cal points for transitions in the red, green, and blue
spectral regions is unknown, the data for two-dimen-
Transition energies and phenomenological broadening parameters calculated from the electroreflectance spectra

Spectrum Spectral region  Polarity
 Transition energy Eg, eV Broadening parameter Γ, meV

2D 3D 2D 3D

 Fig. 1, curve 1 a – 1.95 1.95 200 170

b – 2.48 2.49 160 135

c Unipolar (+) 2.99 175

Fig. 1, curve 2 
(H+-plasma)

a Unipolar (+) 2.02 100

b – 2.72 2.73 110 95

Fig. 2, curve 1 – – 3.33 131

Fig. 2, curve 2 
(H+-plasma)

– Unipolar (+) 3.39 110

Fig. 3, curve 1 a Unipolar (–) 1.92 70

b – 2.34 2.34 100 85

c Unipolar (–) 2.84 100

Fig. 3, curve 2 
(H+-plasma)

a Unipolar (–) 1.89 80

b – 2.34 2.34 110 95
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sional (2D) and three-dimensional (3D) cases are given
in the table for spectra with different polarities.

A transition at the center of the Brillouin zone Γ25–Γ15
was observed in the electroreflectance spectra for a
sample obtained by stain etching (Fig. 2, curve 1). The
spectrum changed its shape to a unipolar one (Fig. 2,
curve 2) after sample treatment in the H+ plasma, and
the transition energy (Eg) increased (see table).

For the samples obtained by stain etching, three
direct transitions were also detected in the spectral
region of 1.5–3.0 eV (Fig. 3, curve 1) as was the case
for the samples obtained by electrochemical etching.
The signal intensity for this spectral region was an
order of magnitude lower than that of the region at
3.4 eV in Fig. 2. After H passivation of the porous Si
surface (Fig. 3, curve 2), the transition energies and
phenomenological broadening parameters remained
almost unchanged (see table). An electroreflectance
spectrum in the blue spectral region was also not
detected after treatment of a sample surface with
H+ plasma (Fig. 3), which is similar to the case of elec-
trochemically etched Si (Fig. 1).

4. DISCUSSION

A direct transition in the spectral region at 3.4 eV
was detected only for samples prepared by stain etching
(Fig. 2) and was not detected for samples prepared by
electrochemical etching (Fig. 1). We may assume that
the pore depth and porosity itself are lower at stain etch-
ing than at electrochemical etching. Since the thickness
of the porous layer is not very large in the case of stain
etching, we may argue that the electroreflectance spec-
trum, which is shown in Fig. 2, is related to the interface
between a porous layer and Si substrate. Correspond-
ingly, the electroreflectance signal for a sample
obtained by electrochemical etching is detected only

Energy, eV

103 ∆R/R

3.0
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2

3.5 4.0

4

0

–4

–8

Fig. 2. Spectra of electroreflectance from the Si substrate
under the porous layer obtained by stain etching (1) prior to
H+-plasma treatment and (2) after treatment.
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from the porous layer without participation of the sub-
strate. It was demonstrated that the dispersion of the
index of refraction for the porous layer that was
removed from the Si substrate had no peak in the spec-
tral region at 3.4 eV. This is in agreement with measure-
ments of porous Si obtained by various methods.

A unipolar electroreflectance spectrum is character-
istic of intrinsic semiconductors [30, 31]. Electron-
enriched surface regions of the heterojunction between
crystalline Si and oxidized nanocrystalline Si were
observed (in samples obtained by stain etching) [26].
The shape of the electroreflectance signal in Fig. 2
(curve 1) corresponds to an inversion of the surface
conductivity of the p-Si substrate. After treatment in
H+ plasma, the spectrum becomes unipolar (Fig. 2,
curve 2), which corresponds to intrinsic surface con-
ductivity (i-type) [26, 31]. A decrease in the enrichment
of surface regions with electrons is caused by the H pas-
sivation of positively charged bonds (Si–F, Si–OH) on
the surface of the porous layer. It is these bonds that give
rise to the negative sign of the surface charge [26].

The transition energy in the unstressed Si crystalline
substrate was calculated from the electroreflectance
spectra and was found to be 3.38 eV [32, 33]. The tran-
sition energy in the Si substrate under the porous layer
obtained by stain etching (Fig. 2, curve 1) is equal to
3.33 eV (see table). The transition shift to lower ener-
gies (from 3.38 to 3.33 eV) is indicative of biaxial com-
pression stresses in the Si substrate [34]. After treat-
ment of the sample in H+ plasma, the direct-transition
energy changed to 3.39 eV (see table), which is indica-
tive of relaxation of compressive stresses in the Si sub-
strate [34]. The stresses are relieved due to the H passi-
vation of defects at the interfaces between the oxide,
porous nanocrystalline layer, and crystalline Si.

The energy of direct transitions in the red spectral
region remained almost unchanged (see table) upon the
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Fig. 3. Influence of hydrogen on the electroreflectance spec-
tra of porous Si obtained by stain etching: (1) prior to
H+-plasma treatment and (2) after treatment.
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H passivation of the surface of a porous Si sample
obtained by stain etching (Fig. 3). For an electrochem-
ically etched sample, the transition energy in the red
spectral region varied slightly; specifically, it shifted to
higher energies (from 1.95 to 2.02 eV). A similar shift
was observed for the direct transition in the green spec-
tral region (Fig. 1): from 2.48 to 2.72 eV. The shift sign
was the same as for the spectrum related to the Si sub-
strate (Fig. 2).

Variation in the energies of direct transitions upon
H passivation of the surface can be associated with the
relaxation of stresses in the porous film itself (compos-
ite of Si nanocrystals within the SiOx matrix). Since the
thickness of a porous film after stain etching is very
small, H passivates mainly the defects at the interface
between crystalline silicon and the porous layer.
Because of this circumstance, no variation in the energy
of direct transitions is observed for this sample (Fig. 3).

The detected direct transition in the blue spectral
region (at 3 eV) vanishes after H passivation of the sur-
face (Figs. 1, 3). According to data on IR absorption
[18, 35], a band peaked at 3400 cm–1 (0.42 eV) is
observed for porous Si samples oxidized in air. This
band is attributed to Si–OH bonds. Upon passivation
with hydrogen, the following reaction proceeds:

(1)

Let us assume that Si–OH bonds give rise to a miniband
in the Si band gap and that this miniband is spaced at
0.42 eV from the valence band and, consequently, at
2.96 eV from the conduction band. Summation of these
values yields the transition energy at the center of the
Brillouin zone between the points Γ25 and Γ15 (3.38 eV).
The transition energy determined from the electrore-
flectance spectra yields a value of 2.99 or 2.84 eV for
various samples in the blue region (see table). Upon
H passivation of the surface due to treatment with
H+ plasma, the Si–OH complex decomposes into pure
Si and H2O, according to formula (1). In this case, the
miniband vanishes; this is detected in the electroreflec-
tance spectra of plasma-treated samples.

It is known that Si=O bonds give rise to a miniband
in the band gap of nanocrystalline Si. The energy of this
miniband is close to 1.7 eV [6], whereas the transition
energy, according to our measurements, is ~1.9 eV. An
Si=O double bond does not require high strain energies
or a large number of O or Si atoms since this bond is
most stable at the interface between nanocrystalline Si
and an oxide film [6]. Thus, stress relaxation in the
porous film upon its passivation with hydrogen does not
profoundly affect the direct transition in the red spectral
region (Fig. 1).

At the same time, the transition in the green spectral
region shifts to higher energies by 0.22 eV. Such a large
shift can be observed for a miniband which is induced
by less stable O–Si bonds on the surface of Si nanocrys-
tals. However, these should be relatively stable bonds,
since the direct transition does not vanish upon passiva-

Si–OH H++ Si+ H2O.+=
tion with hydrogen, in contrast to what is observed in
the blue spectral range (Figs. 1, 3). Such bonds can be
Si–(SiO3) bonds. It is known that the transition energy
for an amorphous SiOx film depends on x [36]. The
transition energy of ~2.4–2.7 eV corresponds to x ≈
1.25–1.5 [36]. Using previous data [37], we can determine
the approximate composition of the bonds in percent for
the amorphous SiOx film at x = 1.5: ~31.6% Si–(O4),
~42% Si–(SiO3), ~21% Si–(Si2O2), ~5% Si–(Si3O),
and ~0.3% Si–(Si4). From these results, it follows that
the Si–(SiO3) bonds are the most numerous in amor-
phous SiOx film at x = 1.5. The Si–(Si2O2) bonds (21%)
can also give rise to a miniband which is spaced at 2.4–
2.7 eV from the conduction band. To ascertain the char-
acter of the O–Si bond which gives rise to a miniband
at the energy of ~2.4 eV, it is necessary to carry out
additional measurements or theoretical calculations.
The surface Si=O, Si–(SiO3), and Si–OH bonds can
give rise to minibands in the band gap of Si nanocrys-
tallite, the only proviso being that an electron be local-
ized at these levels and that they, in turn, form a super-
lattice-like spatial structure.

The phenomenological broadening parameter is
inversely proportional to the relaxation time of electron
energy (Γ ∝  1/τe). Since the broadening parameters for
bipolar and unipolar spectra were calculated by differ-
ent methods, it is inappropriate to carry out a compara-
tive analysis of these spectra. We can only state that the
parameter Γ was almost the same prior to and after
H passivation of the surface of a sample obtained by
stain etching (see table). This confirms once again that,
due to the small thickness of the porous layer, H passi-
vates the defects at the interface between the crystalline
substrate and the porous layer during plasma treatment.

The phenomenological broadening parameter for the
transition in the green spectral region (Fig. 1, curve 1) for
an electrochemically etched sample was rather large
and decreased after passivation with hydrogen from
135–160 meV to 95–110 meV (see table). The H passi-
vation of defects leads to the following: electrons are
less scattered by defects, Γ decreases, and the structure
becomes closer to a perfect one.

5. CONCLUSION

The electroreflectance spectra of porous samples
obtained by electrochemical or stain etching and the
influence of H treatment on these samples were investi-
gated. Based on the results of investigation, the energy
spectrum of porous Si was ascertained. It was experi-
mentally demonstrated that the following minibands,
which manifest themselves in optical spectra, exist in
the band gap of the Si nanocrystal:

(i) A miniband at 1.9 eV (red–orange PL band).
According to Wolkin et al. [6], this miniband can be
related to a double Si=O bond.

(ii) A miniband in the green spectral region (2.4–
2.7 eV). This miniband can be induced by Si–(SiO3) or
SEMICONDUCTORS      Vol. 37      No. 1      2003
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Si–(Si2O2) bonds. The accurate determination of the
origin of this miniband is the subject of further investi-
gations.

(iii) A miniband at 2.9 eV (blue PL region). This
miniband is related to Si–OH bonds and is spaced by
0.42 eV from the valence band.

The H passivation of a porous Si surface by plasma
treatment leads to the relaxation of compression
stresses in porous films and in Si substrate. Scattering
of charge carriers decreases, and the miniband which is
caused by the presence of Si–OH bonds on the Si
nanocrystallite surface vanishes.
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Abstract—The interaction of fullerene C60 with poly(2,6-dimethyl)-phenyleneoxide (PPO) in free films was
studied by optical methods. The electronic structure of C60 in these polymer films was shown to have two states,
with the energy state of C60 bound to PPO being independent of the C60 content. Comparison of the photolu-
minescence spectra of PPO–C60 and polystyrene–C60 systems makes it possible to assert that the interaction
between the components of these systems occurs via π electrons of fullerene and π electrons of benzene rings
of the polymers. It is assumed that C60 in the polymer exists in two forms that differ in their electronic structure:
a molecular-dispersed state (in the form of complexes with the polymer) and as crystals (aggregates) of
fullerene. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Combining known properties of polymers (elastic-
ity and film-and fiber-forming ability) with such prop-
erties of fullerenes as electron deficiency and the ability
to interact with free radicals, one can obtain new poly-
mer materials with specific properties. Numerous stud-
ies of polymer–fullerene composites have been carried
out with this aim. The objective of this study was to
gain insight into the state of fullerene in composite
materials.

In this paper, we present the results of optical studies
of free films (without substrates) prepared from such
polymers as poly(2.6-dimethyl)-phenyleneoxide (PPO)
and polystyrene (PS) and containing different amounts
of fullerene C60.

2. EXPERIMENTAL

The PPO–C60 and PS–C60 films were prepared by
evaporating the solvent from a mixture of solutions of
polymers in chloroform and fullerenes in toluene with
subsequent drying of the films deposited on cellophane
substrates in a vacuum dryer to a constant weight [1].
We used PPO and PS with a molecular mass of 112000
and 230000, respectively. A microcrystalline powder of
fullerene C60 with 99.95% purity was used to prepare
the toluene solutions. The thickness of the films varied
in the range of 120–160 µm.

IR spectra of the PPO–C60 complexes were mea-
sured at room temperature with a Specord-M80 spec-
trometer.
1063-7826/03/3701- $24.00 © 20108
Photoluminescence (PL) of the PPO–C60 films was
studied at a sample temperature of T = 300 and 77 K.
Two experimental setups were employed. In one of
them, the PL spectra were excited by an argon laser
(radiation wavelength λ = 488 nm) and were recorded
using a synchronous phase detector and a FÉU-62 pho-
tomultiplier. The other setup used a DFS-52 spectrom-
eter that was equipped with an FÉU-79 photomultiplier,
which operated in the photon-counting mode. In this
case, a correction for the spectral sensitivity of the pho-
tomultiplier was introduced. An LCS-DTL-316 solid-
state Nd:YAG laser (λ = 532 nm) pumped by semicon-
ductor lasers served as an excitation source. The radia-
tion power of the laser beam could be varied from 1 to
200 mW, which, upon focusing this radiation to a spot
0.06 mm in diameter, corresponded to a power density
varying in the range of 35–7000 W/cm2. A better sig-
nal-to-noise ratio was attained in the second case.

3. DISCUSSION

The PL spectra of free-standing PPO–C60 films at
300 K excited by laser radiation with λ = 532 nm are
shown in Fig. 1. A pure polymer (PPO–C60(0.0%))

exhibits a PL band peaked at an energy of 1.915 eV.1

Addition of fullerene leads to the appearance of
another band (located at 1.76 eV in the spectrum of
the PPO–C60(0.5%) film). When the content of C60 in
the PPO films increases, this additional band increases

1 Hereafter, we will be dealing with mole fractions expressed in
percent.
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in intensity and steadily shifts to lower photon energies.
At the same time, the intensity of the PL band of pure
PPO slowly decreases according to nearly the same
law. The additional band in the film with the highest
content of fullerene, PPO–C60(4.0%), is located at
1.694 eV, with the band intensity of pure PPO being
nearly zero.

At the liquid nitrogen temperature (T = 77 K), the
PL spectra of the PPO–C60 films have a more complex
structure (Fig. 2). Two bands peaked at 1.69 and 1.75 eV,
respectively, are dominant in the spectra. In the sample
with the lowest content of fullerene, PPO–C60(0.5%),
the peak at 1.75 eV is the highest, while the 1.69-eV
band appears in the spectrum as a weak long-wave-
length shoulder of this 1.75-eV peak. As the content of
fullerene increases, the 1.75-eV band decreases in
intensity, whereas the 1.69-eV shoulder increases and
transforms into a dominant band (peaked at 1.70 eV in
PPO with 4% of C60).

Figure 2 also shows the PL spectrum of a PS–C60
film obtained by using a similar procedure. It can be
clearly seen that this spectrum virtually coincides in the
structure and energy position of its bands with the spec-
trum of PPO with 2% of C60.

The PL bands at 1.69 and 1.75 eV can be attributed
to radiative transitions in fullerene C60, some portion of
which is in an unbound (aggregated) state and the rest
is chemically bound to PPO. In the latter case, the elec-
tronic structure of fullerene changes in such a way that
the HOMO–LUMO gap increases, which we observed
previously for C60–(PS)n samples synthesized with the
opening of double bonds of fullerene [2–5]. Therefore,
we should assume that the fullerene molecules in PPO
with 4% of C60 are predominantly unbound to this poly-
mer; i.e., this film represents a mechanical mixture of
fullerene and PPO. By contrast, in PPO with 0.5% of
C60, fullerene is chemically bound to PPO (i.e., it exists
in a molecular-dispersed form), with a very small frac-
tion of C60 aggregates remaining unreacted.

The spectra of nearly all the samples in Fig. 1 indi-
cate that pure PPO contributes to PL. This contribution
decreases as the content of C60 in the films increases.
This fact indicates that the films contain PPO macro-
molecules that do not interact with the fullerene mole-
cules. A PPO–C60(1.0%) system is the most homoge-
nous (Figs. 1, 2): in this case, the largest amount of
fullerene is dispersed to a molecular level, interacting
with nearly all the PPO macromolecules.

The preparation of films from combined polymer–
fullerene solutions evidently cannot result in a chemical
reaction between the components accompanied with
the opening of double bonds in C60. Therefore, the
spectral changes observed result from interactions at
the level of π bonds. Identical energy positions of the
peaks in the PL spectra of PPO–C60 and PS–C60 sys-
tems (both containing 2% of fullerene) are indicative of
the similar nature of the interaction of these polymers
with fullerene. In this context, one may evidently
SEMICONDUCTORS      Vol. 37      No. 1      2003
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Fig. 1. Photoluminescence spectra of PPO–C60 films at
300 K. The content (%) of C60: (1) 0.0, (2) 0.5, (3) 1.0,
(4) 2.0, and (5) 4.0.
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assume that oxygen atoms from simple ester bonds in
PPO do not markedly contribute to the complexation.

Figure 3 shows the IR absorption spectra of the
same samples in the region of 520–590 cm–1. It can be
clearly seen that the IR absorption bands of fullerene in
the PPO film with 4% of C60 are located at 528 and
577 cm–1. This corresponds to the position of these
bands in the absence of interaction between fullerene
and PPO. As the content of fullerene decreases, these
bands undergo a slight shift, so that their positions in
the spectrum of the PPO–C60(0.5%) system correspond
to 528.5 and 578 cm–1, respectively. Thus, this shift
does not exceed 1.0 cm–1 (this experimental fact was
repeatedly verified). Therefore, the IR absorption spec-
tra of C60 also indicate that PPO chemically affects the
electronic–vibrational system of fullerene; i.e., they
point to the formation of PPO–C60 complexes. This
interaction manifests itself most clearly at low contents
of fullerene; however, the small shift of the IR bands of
C60 indicates that the resultant complex is more likely
molecular in nature rather than a charge-transfer com-
plex.

As can be seen from the PL spectra of the films at
77 K, the 1.75-eV band corresponds to the energy state
of the electronic structure of fullerene involved in the
PPO–C60 complexes. The position of this band does not
change, which indicates that the stoichiometry in all of
the cases remains the same, whereas the intensity of
this band corresponds to the efficiency of the chemical
process of complexation, i.e., to the concentration of
the complexes formed.

From these results we can draw the following pre-
liminary conclusions.

(i) Regardless of the ratio between the content of C60
and that of PPO during the preparation of the films
(during synthesis), the complexes formed are character-
ized by the same number of coordination bonds
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Fig. 3. IR absorption spectra of PPO–C60 films at 300 K.
The content (%) of C60: (1) 0.0, (2) 0.5, (3) 1.0, (4) 2.0, and
(5) 4.0.
between the fullerene molecule and PPO (or PS) and by
the same stoichiometry.

(ii) One can assume that the number of such bonds
in each complex is constant and exceeds unity. The
number of contacts between the surface of the fullerene
molecule with monomeric units of the polymer can
attain three to four or higher. The interaction between
the fullerene molecules with the polymer in their con-
tact areas occurs owing to overlap of the π systems of
C60 and benzene rings of PPO (or PS).

(iii) Fullerene has a low sensitivity to the structure
of a polymer with which it interacts. The system of π
electrons of fullerene interacts with the clouds of π
electrons of conjugated polymers, which surround the
fullerene molecules and form an envelope of π elec-
trons around them. The interaction of the two π systems
over the entire surface of C60 results in the formation of
polymer–C60 complexes. This causes the electronic
system of fullerene to change to a new state that is char-
acterized by the appearance of a 1.76 eV band in the PL
spectra of C60. One may assume that this state is univer-
sal, weakly depends on the type of conjugated polymer,
and is governed only by the interaction of the π system
of fullerene with the envelope of π electrons of the
polymer.

4. CONCLUSION

A comparison of the PL spectra corresponding to
different mole fractions of fullerene in films prepared
from poly(2,6-dimethyl)-phenyleneoxide shows that
the PPO–C60(1.0%) film is the most homogenous. In
this film, a macromolecule of PPO efficiently interacts
with a C60 molecule.

Therefore, in the sample PPO–C60 with 0.5% of
fullerene, molecular complexes of the components are
formed. In this case, fullerene in the polymer occurs
mainly in a molecular-dispersed form. By contrast, in
the PPO film with 4% of C60, the ratio [C60]/[PPO] = 6
and fullerene in this film forms crystallites (aggregates)
consisting of several C60 molecules that predominantly
interact with each other. In this case, the film is a
mechanical mixture of polymer macromolecules and
fullerene crystallites. Therefore, by employing an
appropriate molecular relationship between fullerene
and polymer and by choosing corresponding synthesis
conditions of complexation, one can ensure the disper-
sion of fullerene to a molecular level.
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Abstract—Electroluminescence spectroscopy has been used in a wide range of temperatures (77–300 K) and
driving current densities to study a laser heterostructure based on vertically coupled self-assembled InGaAs
quantum dots (QD). It has been found that lasing occurs via the QD ground state in the entire temperature range.
The temperature-independent position of the emission peak corresponding to the second excited state in QDs
is explained. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In studies of laser heterostructures with a QD active
region, much attention is being given to determining
which states are responsible for emission, in general,
and lasing, in particular [1, 2]. For example, a transition
from lasing via QD states to lasing via the states in a
wetting layer (WL) has been observed in such struc-
tures with a rise in temperature [3]. This was assigned
primarily to the considerable ejection of nonequilib-
rium carriers out of QDs. As shown in [4], the use of
arrays of vertically coupled QDs (VCQD) in an
InGaAs/GaAs system provided substantial reduction of
the carrier ejection from QDs to the WL.

In this paper, we report experimental results con-
cerning the emission spectrum of a heterostructure with
an InGaAs/GaAs VCQD active region. Special atten-
tion was given to a thorough study of the temperature
dependence of emission peaks. The main task was to
define which QD states are responsible for lasing at dif-
ferent temperatures.

2. EXPERIMENTAL

A separate-confinement InGaAs/GaAs heterostruc-
ture with a lasing wavelength λ = 0.98 µm was grown
by MBE on an Si-doped (001) GaAs substrate. The
structure comprised 1.5-µm-thick Al0.4Ga0.6As n- and
p-emitters, a 0.4-µm-thick gradient-index waveguide,
and a 0.6-µm GaAs contact layer. QDs were grown at a
temperature of 485°C, and all the other layers, at
700°C. VCQDs were obtained by the Stranski–Krast-
anow method with self-assembly in the course of dep-
osition of ten (In,Ga)As QD layers separated by
50-Å-thick GaAs buffer layers [4].

Stripe-contact samples (with a cavity length of 300–
500 µm) were pumped in the quasi-CW mode by 1.5-µs
1063-7826/03/3701- $24.00 © 20112
driving current pulses at a 5-kHz repetition rate. To
study the electroluminescence (EL) spectra in a wide
temperature range, T = 77–300 K, the samples were
soldered with their layers facing down onto a heat sink
and placed into a cryostat. The emission in the direction
normal to the epitaxial layers was investigated. Particu-
lar attention was given to suppressing feedback: the
mirrors were etched and covered with black paint hav-
ing a high refractive index. This method, eliminating
reemission and reducing the influence of the waveguide
to zero, has been described in detail elsewhere [5]. It
also provided a substantial increase in the lasing thresh-
old in the samples under study, thus widening the pos-
sible range of driving currents. In several samples, a
“window” was etched through the epitaxial layers to the
waveguide. This allowed study of the emission spec-
trum, with the effects of the emitter and contact layer
excluded.

3. RESULTS AND DISCUSSION

Figure 1 shows the emission spectra at the lasing
threshold. As can be seen, the number of peaks in the
EL spectrum increases as the temperature rises due to
the filling of higher levels. Figure 2 shows the temper-
ature dependence of the peak position for peaks I–IV. It
was obtained using the emission spectrum simulation
method described in [6].

Figure 3 presents the proposed structure of energy
levels. We believe that an electron state and three hole
states exist in a QD, with transitions (I–III) possible
between these states. Transition I corresponds to the
QD ground state, and transitions II and III, to the first
and second excited states, respectively. Transition IV is
the transition between the electron state of a QD and the
wetting layer (WL).
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As seen in Fig. 2, the shift of the first peak (I) with
rising temperature correlates with the temperature
dependence of the InAs band gap. The temperature
shift of the second peak (II) is much weaker, and the
position of peak III is temperature-independent.

A weak temperature dependence of the lasing wave-
length in QD heterostructures has been observed in [7–
9]. In [9], for a heterostructure with a single InGaAs
QD layer, this effect was explained as an active region
by the temperature-independent position of the maxi-
mum of gain. With temperature varied, the QD states
are modified in such a way that, at constant gain, the
distance between the quasi-Fermi levels (∆Ef) corre-
sponding to the electron and hole distributions in a QD
remains virtually unchanged. This means that the shape
of the energy distribution of these states follows the
increase in the broadening of the Fermi function as the
temperature rises. The energy distribution of states in a
QD is determined by inhomogeneous broadening
caused by inhomogeneities in the shape, size, and com-
position of a QD.
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Fig. 1. EL spectra of an InGaAs/GaAs QD laser hetero-
structure at the lasing threshold.
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Fig. 3. Energy levels responsible for radiative recombina-
tion in the heterostructure under study. e0 and h0: ground
states of electrons and holes in a QD, respectively; h1 and
h2: excited states of holes in a QD; H denotes the hole sub-
band in the wetting layer (WL).
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The data obtained show that the temperature depen-
dence of the lasing wavelength virtually coincides with
that of the band gap. Most likely, the distinctions
between our data and those from [9] are related to dif-
ferent experimental and pumping conditions. An anom-
alous temperature dependence of transitions II and III
can also be explained by strong inhomogeneous broad-
ening. A higher driving current density corresponds to
a spectrum recorded at an elevated temperature, since
the spectra were recorded at the lasing threshold, which
increases as the temperature rises. As seen in Fig. 4,
raising the driving current at a fixed temperature results
in a short-wavelength shift of the emission peak related
to a higher energy level. It can be assumed that this shift
may be on the order of the inhomogeneous broadening
of the corresponding level (up to 40–50 meV) [2]. As
the temperature rises, variation in the band gap and the
above-described effect of level filling are mutually
compensated. In the temperature range T = 77–300 K,
the band gap narrows by ~50 meV. We believe that the
above-described mechanism, according to which a shift
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Fig. 2. Temperature dependence of the peak positions of EL
spectra.
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Fig. 4. EL spectra of an InGaAs/GaAs QD laser hetero-
structure at T = 77 K. Driving current density: (1) 40, (2) 80,
(3) 160, (4) 320, (5) 640, and (6) 980 A cm–2.
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of the EL peaks is compensated for by a change in the
band gap with a rise in temperature and by an increase
in the driving current, results in the position of peak II
depending only slightly on temperature and that of peak
III remaining invariable over the entire temperature
range.

4. CONCLUSION
The emission spectra of a laser heterostructure

based on vertically coupled InGaAs/GaAs QDs have
been studied. The origin of spectral peaks related to
carrier excitation from the QD ground state with tem-
perature increasing has been thoroughly investigated.
In the whole temperature range under study, lasing
occurs via the ground state of QDs. The temperature
independence of the position of the emission peak cor-
responding to the second excited state of a QD is
explained.
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Tunneling Recombination in Silicon Avalanche Diodes
S. V. Bulyarskiœ*, V. K. Ionychev*, and V. V. Kuz’min**

* Mordovian State University, Saransk, 430000 Russia
** Ul’yanovsk State University, Ul’yanovsk, 432700 Russia

Submitted February 18, 2002; accepted for publication June 10, 2002

Abstract—Distribution of the tunneling-recombination current over the space-charge region in a p–n junction
was simulated mathematically. It is shown that the recombination rate saturates if the probability of tunneling
is low. An expression for current–voltage characteristics of the p–n junction in the case of tunneling recombi-
nation is derived. The current–voltage characteristics of silicon avalanche diodes containing dislocations were
studied experimentally. The results of numerical calculations based on the tunneling-recombination model are
consistent with experimental data. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Recently, the theory of recombination processes in
the space-charge region (SCR) of semiconductor struc-
tures has been modified radically. The Shockley–Read–
Hall theory is inapplicable to the structures in which
electrons and holes are spatially separated at localized
states and have to tunnel through potential barriers in
order to recombine. At the same time, portions of the
current–voltage (I–V) characteristics, when related to
the recombination in the SCR, provide useful and
important information about properties of recombina-
tion centers. Bulyarskiœ and Grushko [1] suggested a
generalized model of recombination for structures with
tunneling-connected regions. In this paper, we report
the results of studying the tunneling recombination in
silicon avalanche diodes that contain dislocations.

2. CHARACTERISTICS OF THE SAMPLES 
UNDER INVESTIGATION

In our investigations, we used commercial KD 2978
avalanche rectifying diodes as samples (Fig. 1). The lat-
ter incorporated silicon epitaxial p+–n junctions. The
structure is based on the p-Si:B substrate with a resistiv-
ity of 0.005 Ω cm. The p–n junction was formed by
growing an n-Si epitaxial film with a thickness of 18 µm
and resistivity of 0.07 Ω cm. A groove was etched off at
the site where the p–n junction emerged at the surface;
this groove was then overgrown with silicon oxynitride
using plasma-chemical deposition in an O2 and N2
atmosphere. The results of studying the capacitance–
voltage (C–V) characteristics showed that, in spite of
advances in epitaxial growth technology, the exponen-
tial model of a p–n junction [2] best fitted the diodes
under investigation; according to this model, we have

(1)Na x( ) Nd– N0
x x j–

λ
-------------– 

 exp 1– ,=
1063-7826/03/3701- $24.00 © 20115
where, in the case under consideration, N0 = 1 × 1017 cm–3

and λ = 0.25 µm. In expression (1), x = 0 corresponds
to the interface between the epitaxial film and the sub-
strate.

The samples from the prepared batch were sorted
according to the value of the reverse current. On the
basis of an analysis of C–V characteristics, we found
that the samples with increased reverse currents had
increased values of the parameter N0. This indicates
that the p–n junction is closer to the film–substrate
interface in these samples than in the samples with
smaller reverse currents. It is well known [3] that,
invariably, there are defects and imperfections (disloca-
tions, stacking faults, and so on) at the interface
between the epitaxial film and substrate. As the dis-
tance from the interface increases, the density of these
defects decreases. Numerical estimations performed by
us showed that the displacement of the metallurgical
p−n junction xj from the film–substrate interface for all
samples did not exceed 1.3 µm; i.e., the p–n junction

1

n-Si

p+-Si

L

xj

2
3
4
5

6

7

Fig. 1. The structure of the diodes under investigation:
(1) epitaxial film, (2) dislocation, (3) metallurgical p–n
junction, (4) film–substrate interface, (5) oxynitride, (6) sub-
strate, and (7) metallization layer. L stands for the width of
the space-charge region; and xj, for the displacement of the
metallurgical p–n junction.
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was always located in the region with a potentially high
density of defects. The difference in reverse currents
can be attributed to a nonuniform distribution of defects
over the area of the initial wafer. The defect density in
the SCR is higher in the samples with inferior charac-
teristics; correspondingly, the reverse current is larger.

In order to assess the role of surface currents, we
used the same technology to fabricate several batches
of samples that differed in their area. The results of
measurements showed that the forward current
increased in proportion to the structure area. This
means that this current has a volume origin; i.e., the
contribution of the surface current to the total current is
negligibly small.

3. HOPPING CONDUCTION
ALONG DISLOCATIONS

We measured the forward I–V characteristics in the
dc mode in the low-temperature range (130–150 K).
During measurements, the samples were installed in a
light-tight cryostat. The sample temperature was mea-
sured using a TSPN-5 platinum resistance thermome-
ter. The temperature was maintained constant to within
0.1 K.

The low-voltage portions of the measured I–V char-
acteristics are shown in Fig. 2 (points). The temperature
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Fig. 2. Experimental (dots) and theoretical (solid lines) for-
ward I–V characteristics of diodes with large reverse cur-
rents; the voltage dependences of the forward current are
shown for T = (1) 129.2, (2) 151.7, (3) 168.8, (4) 184.8,
(5) 214.0, and (6) 250.5 K. The temperature dependence of
the forward current at the bias voltage U = 0.2 V is shown
in the inset.
dependence of the current is linear when plotted as lnI
versus T–1/4 (see Fig. 2, inset); i.e., the Mott law

(2)

is obeyed. In (2), g(EF) is the density of states at the
Fermi level, k is the Boltzmann constant, a is the local-
ization radius for an electron [4], and β is a constant
calculated on the basis of the percolation theory [5]
(β = 21 for a three-dimensional problem).

Such a temperature dependence of the current indi-
cates that we have variable-range hopping conductivity.
The latter can be caused by dislocations that are located
along the flow direction of the current and intersect the
p–n junction (Fig. 1).

We found that T0 = 3.7 × 108 K from the slope of the
curve in the inset of Fig. 2. The calculated density of
states at the Fermi level is g(EF) = 6.4 × 1016 eV–1 cm–3.
It has been shown by Shklovskii and Efros [5] that per-
colation occurs in a narrow energy range in the vicinity
of the Fermi level; this range can be estimated using the
formula

(3)

The mean energy is ∆ = 0.1 eV in the case under
consideration, which yields a trap concentration Nt =
6.4 × 1015 cm–3.

Edge dislocations most profoundly affect the
p−n-junction parameters [6]. In the case of these dislo-
cations, the density of states within the dislocation core
is comparable to the intrinsic-atom density, whereas the
traps originate from the bond splitting by an atomic
plane. In the case under consideration, the density of
states is much lower. We may assume that the disloca-
tions under investigation are of the edge type; however,
a fraction of the dangling bonds are completed by
uncontrolled impurities and are electrically inactive.

4. SIMULATION OF TUNNELING 
RECOMBINATION IN A p–n JUNCTION

If there is a high density of localized states in the
SCR of a p–n junction, with this density exceeding the
concentration of free charge carriers, the latter are rap-
idly captured by traps [7]. Electrons and holes become
localized within different spatial regions. The charge
carriers have to tunnel in order to recombine.

I I0

T0

T
----- 

 
1/4

– ,exp=

T0
β

kg EF( )a3
-----------------------=

∆ d Iln

d kT( ) 1–
-------------------.–=
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An expression for the tunneling-recombination rate
in the situation where the energy distribution of local
states may be ignored can be written as [8]

(4)

where w = w0/Nt is the probability of tunneling divided
by the concentration of states over which transport
occurs, Nt is the concentration of local states, and n1 and
p1 are the concentrations of electrons and holes referred
to the localized-state level.

The concentrations of free electrons n and holes p
and p in the SCR can be found by solving the Poisson
equations. The probability of a tunneling hop per unit
time w0 is defined by an overlap integral, which can be
estimated from the formula [5]

(5)

where v  is the frequency of a characteristic phonon, r is
the hop range, and a is the electron-localization radius.
The hop range is equal to the mean distance between

impurity atoms, r ≈ .

In Fig. 3a, we show the results of numerical simula-
tion of the distribution of the tunneling-recombination
rates over the SCR width (L) in an exponential p–n
junction for various forward-bias voltages. In contrast
to the form of formula (1), the origin of the x axis is
chosen hereinafter at the SCR boundary in the p-type
region (the lower dashed line in Fig. 1). The p–n junc-
tion was approximated using the following parameters:
N0 = 1 × 1017 cm–3 and λ = 0.25 µm. It was assumed that
the temperature of the p–n junction was equal to 150 K.
Parameters of deep-level centers were specified as Et =
Ec – 0.7 eV and Nt = 5 × 1015 cm–3. The obtained depen-
dence features portions of steep rise, which are nar-
rowed with increasing forward bias applied to the p–n
junction, and a plateau portion. As was previously
noted [1], the tunneling-recombination rate levels off
for a low tunneling probability w.

For large values of w, expression (4) transforms into
the formula for the classical Shockley–Read recombi-
nation,

(6)

and the plateau for R disappears. In Fig. 3b, we show
the results of the R = f(x) simulation for a forward bias
of 0.2 V applied to the junction at a temperature of
150 K and for several values of w. As the tunneling
probability increases, the recombination rate ceases to
be limited by the tunneling transitions, the width of the
plateau in the dependence R = f(x) decreases, and the
curve takes a characteristic bell-like shape.

R

= 
cncpwNt

2 pp n1 p1–[ ]
cncp n n1+( ) p p1+( ) wNt cn n n1+( ) cp p p1+( )+[ ]+
---------------------------------------------------------------------------------------------------------------------------,

w0 r( ) v 2r/a–( ),exp=

Nt
1/3–

R
cncp np n1 p1–( )Nt

cn n n1+( ) cp p p1+( )+
--------------------------------------------------------,=
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Formula (4) can be used to calculate the I–V charac-
teristic of the p–n junction in the situation where tun-
neling recombination occurs in the SCR. The recombi-
nation-current density can be determined by integrating
the recombination rate (4) over the SCR, taking into
account expressions for concentrations of the free
charge carriers; i.e.,

(7)

The distribution curve R = f(x) cannot be approxi-
mated using an analytically integrable function. This
function is defined by the specific form of the p–n junc-
tion. Therefore, it has been suggested [1] that integral
(7) be calculated using the half-falloff procedure, in
which case only the behavior of the maximum in the
dependence R = f(x) needs to be known. Performing
this procedure, we determine the values of the concen-
trations of free charge carriers at the point correspond-
ing to the maximum of the recombination rate; i.e.,

(8)

jr e R x( ) x.d

0

L
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n ni
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Fig. 3. Distribution of the tunneling-recombination rate
throughout the space-charge region of an exponential
p−n junction (the normalized coordinates are used). (a) U =
(1) 0.1, (2) 0.2, and (3) 0.3 V. (b) U = 0.2 V; w = (1) 1.6 ×
10–28, (2) 4.6 × 10–27, (3) 8.4 × 10–26, (4) 1.1 × 10–24,
(5) 3.2 × 10–23, (6) 5.8 × 10–22, and (7) 6.9 × 10–20 cm3 s–1.
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Taking expressions (4) and (8) into account, we
obtain the following formula for the current density in
the case of tunneling recombination [1]:

(9)

The theoretical I–V characteristic was calculated
using expression (9) and by taking formula (5) into
account. The results of simulation are shown in Fig. 2
(solid lines). The parameters of the deep-level centers
were chosen to be Et = Ev + 0.45 eV and Nt = 6.1 ×
1015 cm–3. As can be seen from Fig. 2, the low-voltage
(near-origin) portions of the experimental and theoreti-
cal I–V characteristics are in good agreement with each
other. The previously determined parameters of the
traps are consistent with the parameters used in simula-
tion. Thus, the assumption that tunneling recombina-
tion and hopping conduction occur along dislocations
in the SCR of the p–n junction seems to be valid.

Theoretically calculated values of current are found
to be too large when higher forward voltages are
applied to the p–n junction (U > 0.3 V). Apparently,
other mechanisms of charge transport contribute signif-
icantly to the total current in this region of bias volt-
ages.

5. CONCLUSION
In this paper, the model of tunneling recombination

is extended to semiconductor structures with p–n junc-
tions. We studied the mechanism of charge transport in

jr
2kTL

Ud U–
-----------------=

×
wNt

2cncpni
2 eU/kT( )exp 1–[ ]

cncp n n1+( ) p p1+( ) wNt cn n n1+( ) cp p p1+( )+[ ]+
---------------------------------------------------------------------------------------------------------------------------.
silicon avalanche diodes. We determined the parame-
ters of deep-level centers involved in the formation of
recombination current. The results of analytical calcu-
lations of the I–V characteristics on the basis of the
model under consideration are found to be in good
agreement with experimental data, which validates the
choice of this model.
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Abstract—The contribution of charge carriers to the fourth-order modulus of elasticity β for n- and p-type sil-
icon under uniaxial tension along the [110] direction was analyzed in the approximation of small strains. The
effect of concentration on β was measured using spontaneous excitation of Lamb waves in bent plates with dif-
ferent doping levels. Experimental curves were used to determine the deformation potential constants of the
conduction band Ξu = 7 ± 1 eV and the averaged value of the deformation potential of the valence band

 = 5.6 ± 0.8 eV at room temperature. © 2003 MAIK “Nauka/Interperiodica”.Φ4〈 〉4
1. INTRODUCTION

The deformation of semiconductive crystals gener-
ally lowers their symmetry, which results in a shift of
the energy band edges of a semiconductor and the
redistribution of charge carriers [1–4]. A change in car-
rier energy is linear in strain and is determined by the
values of deformation potential constants. These con-
stants play a decisive role in the description of kinetic
effects [1], and also in acoustooptical and acoustoelec-
tronic processes [5]. However, the determination of
numerical values of these constants presents consider-
able difficulties and sometimes is very approximate.

This study is devoted to a theoretical analysis of the
redistribution of charge carriers in semiconductors with
isoenergy surfaces described by a multivalley model, or
by a model of corrugated spheres [1–4], and to the
experimental determination of some of the deforma-
tion-potential constants in n- and p-type silicon.

2. REDISTRIBUTION OF ELECTRONS
BY DEFORMATION

IN A MULTIVALLEY MODEL

The contribution of charge carriers to the properties
of lightly doped semiconductors is completely deter-
mined by a comparatively small number of electrons
which transfer to the conduction band and by holes
formed in the valence band. Therefore, almost all carri-
ers are located at the levels near the extrema of corre-
sponding bands.

It is known [1, 2] that the minima of the conduction
band in undistorted silicon (valleys) in quasi-momen-
tum space at a given energy have the form of ellipsoids
of revolution oriented along the 〈100〉  axes. In an
unstrained state, all valleys are equally occupied by
1063-7826/03/3701- $24.00 © 20015
electrons. Neglecting the term (equal for all valleys)
caused by the isotropic compression of a crystal, the
shift of a band edge under deformation can be
expressed as [1]

(1)

where Ξu is the deformation potential constant of the
conduction band characterizing the influence of uniax-
ial deformation and εij are the components of the strain
tensor in the coordinate system linked to the principal
axes of a chosen ellipsoidal isoenergy surface.

Let us consider the redistribution of electrons
between six potential wells under the tension of a crys-
tal along the [110] direction. We introduce a coordinate
system (x, y, z) related to the principle crystal axes. In
this system, for a given deformation, we have εxx = εyy

and ∆  = ∆ . For nonequivalent valleys, rela-
tion (1) takes the form

(2)

In the nondegenerate case, the equilibrium ratio of
populations is determined by the Boltzmann principle
[1, 2]; i.e.,

(3)
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where  is the energy of the valley bottom for an
undeformed semiconductor, kB is the Boltzmann con-
stant, and T is the temperature.

The quantity εxx – εzz can be expressed in terms of the
relative tension of a crystal along the [110] direction [3]:

(4)

Since the shear strain εxy equally affects all valleys (see
(1)) and does not cause redistribution of electrons, we
have

(5)

Expressions (3) and (5) and the electron conserva-
tion law n0 = 4n[100] + 2n[001] determine the equilibrium
populations of valleys in a deformed semiconductor:

(6)

Redistribution of charge carriers under deformation
results in an additional contribution to the elastic
energy density of a crystal; this contribution is equal to
the product of the change in electron energy (defined by
Eqs. (2)–(5)) and the electron concentration (defined by
Eq. (6)):

(7)

This quantity can be expanded into a series in powers
of small parameter ε.

To clarify the meaning of the terms in expression (7),
the nonlinear Hooke law and the elastic energy density
can be written as

(8)

Here, E0 is the Young modulus, and α and β are the lin-
ear combinations of the third- and fourth-order moduli
of elasticity. The addition of ∆W (7) to W (8), which
alters the coefficients at different powers of ε, accounts
for the influence of charge carriers on moduli of elastic-
ity under the deformation of a crystal. Irrespective of
the nature of the impurity, E0 and α decrease linearly
with increasing concentration of free electrons n0,
while β increases by

(9)
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Moreover, the relative change of β is much greater than
the change of low-order moduli. Indeed, the value of
the deformation potential Ξu for silicon lies within the
range from 8.5 to 9.57 eV [1, 4]. The ratio of moduli of
elasticity of the crystals are about α/E0 ≈ –6 and β/E0 ≈
200 [6]. Consequently, in a semiconductor doped up to
n0 = 1017 cm–3, the relative change of moduli of elastic-
ity at room temperature will be of the order

(10)

Therefore, in the following calculations we assume the
Young modulus to be independent of the charge-carrier
concentration.

It should also be emphasized that the modulus α in
(8) is a coefficient when there is an odd power of elastic
strain, therefore the alternating-sign contribution of this
term to elastic energy depends on the sign of ε. For
example, in the case of bending deformation, the
upper part of a plate is compressed with respect to the
neutral layer (αε3 < 0), while the lower part is stretched
(αε3 > 0), so that averaging over the cross section yields
zero. In contrast to this, any alternating-sign deforma-
tion for the term containing β results in the same
change in W. This feature was used in this study for the
determination of the contribution of nonlinear fourth-
order moduli of elasticity.

3. REDISTRIBUTION OF HOLES
UNDER DEFORMATION IN THE MODEL

OF CORRUGATED SPHERES

The isoenergy surfaces in a silicon valence band are
corrugated spheres. Being averaged over various direc-
tions of the wave vector k, they can be approximated by
the spheres [2]

(11)

where A, B, and C are the constants of the band struc-
ture; and the signs “+” and “–” correspond to the sur-
faces of light and heavy holes. In silicon, heavy holes
predominantly contribute to elastic properties; the frac-
tion of these holes amounts to 85% of their total num-
ber [1, 2].

In a high energy approximation, i.e., when the
kinetic energy of charge carriers kBT is considerably
larger than band splitting due to the deformation ∆Ev,
the distortion of the surface of heavy holes has the
form [3]

(12)
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Here, the term associated with isotropic compression of
a semiconductor is omitted; b are d are the deformation
potential constants for the valence band, D2 = C2 + 3B2.

For the tension of a crystal along the [110] direction,
we have

(13)

The components of the strain tensor should be
expressed in terms of relative elongation along the
[110] direction described by formula (4). For the ten-
sion in this direction, the following relation ensues
from the theory of elasticity [7]:

(14)

Here, c11 = 165.7 GPa, c12 = 63.9 GPa, and c44 = 79.6 GPa
[8] are the values of the elastic stiffness constants for
silicon. The ratio (14) is very close to 1 / 2.

Substituting expressions (4), (14), and (11) into for-
mula (13), and performing conversion to the spherical
coordinate system of the quasi-momentum space, we
find that the change in energy becomes proportional to
the strain

(15)

therefore, it is possible to introduce the deformation
potential Φ for a heavy-hole band.

In the high-energy approximation, carrier exchange
between surfaces of light and heavy holes is impossible
[3]; therefore, the carriers relax by executing transitions
between different points of the same surface. The num-
ber of these carries in the element of a solid angle dΩ
in the space of quasi-momenta in the absence of strains
and for isotropic dispersion law (11) is equal to
(p0/4π)dΩ, where p0 is the total hole concentration
within the surface. Redistribution of holes due to defor-
mation is determined by the Boltzmann distribution

(16)

The integration of the product of dp(Ω) into ∆
over the entire surface yields a deformation-induced
change of the elastic energy

(17)
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Expanding the exponent in (17) into a series in pow-
ers of ε and comparing the coefficient at the fourth-
power term with formula (8), we obtain the increment
of the fourth-order modulus of elasticity:

(18)

In view of formula (15), integration of (18) yields

(19)

If deformation is directed along the [100] axis, the
magnitude of 〈Φ4〉  is determined only by the constant b;
for the [111] direction, only by the constant d. This pro-
vides the possibility of experimentally determining one
of these constants from the concentration dependence
of β.

4. EXPERIMENT, RESULTS, AND DISCUSSION 

The modulus of elasticity β was measured by the self-
excitation of longitudinal oscillations in a combined
vibrator consisting of a single-crystal silicon bar elasti-
cally bent by the three-point method (Fig. 1) and piezo-
electric transducers attached to the bar ends. Details of
the experiment are described elsewhere [6, 9].

The silicon bars were cut from Czochralski-grown
dislocation-free single-crystal n- and p- Si wafers with
surfaces parallel to the (111) plane. The bars were cut
along the [110] direction, which coincides with the x
axis in Fig. 1. The parameters of the samples and the
results obtained are given in Tables 1 and 2.

The change in resonance frequency f of a longitudi-
nal wave in a combined vibrator [9] depends on the sag-
ging deflection l of a silicon bar in the following way:

(20)

Here, f0 is the resonance frequency in a system with
undeformed crystal, L and h are the length and width of
a crystal bar, and ξ is the distance between the supports
(Fig. 1).
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Fig. 1. Schematic diagram of crystal loading.
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Table 1.  Parameters of n-type silicon bars doped with phosphorus

Sample parameters
Samples

1 2 3 4

Resistivity, Ω cm 30 0.1 0.05 0.03

Carrier concentration n0, m–3 2 × 1020 9 × 1022 3 × 1023 8 × 1023

Length L, mm 67 68 66 65

Width w, mm 11 12 14 12

Thickness h, µm 330 450 480 500

Distance between supports ξ, mm 65 65 61 60

Resonance frequency f0, Hz 5253514 5343871 5243273 5578154

Modulus βL, Pa 4.9 × 1013 6.2 × 1013 6.4 × 1013 6.9 × 1013

Table 2.  Parameters of p-type silicon bars doped with boron

Sample parameters
Samples

1 2 3 4

Resistivity, Ω cm 3 0.5 0.1 0.05

Carrier concentration p0, m–3 4 × 1021 4 × 1022 5 × 1023 1 × 1024

Length L, mm 68 68 66 60

Width w, mm 10 12 14 12

Thickness h, µm 450 450 450 450

Distance between supports ξ, mm 67 65 60 55

Resonance frequency f0, Hz 7695353 7635351 7832791 7057815

Modulus βL, Pa 2.9 × 1013 3.1 × 1013 3.3 × 1013 3.4 × 1013
The experimental dependences of the frequency
change ∆f in the generation of longitudinal waves on
the squared sagging deflection l2 are shown in Fig. 2.
The observed distinctions in the slopes for doped and

(a) (b)
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l2, 104 µm2

f – f0, Hz

Fig. 2. Resonance frequency of the combined vibrator as a
function of squared sagging deflection for silicon; (a) n-Si
with resistivity ρ = (1) 30, (2) 0.1, (3) 0.05 and (4) 0.03 Ω cm;
(b) p-Si with resistivity ρ = (1) 3, (2) 0.5, (3) 0.1, and
(4) 0.05 Ω cm.
lightly doped silicon of n- and p-types are caused by the
contribution of charge carriers to the fourth-order mod-
ulus of elasticity (see formulas (9), (18)). As can be
seen from formula (20), the slopes of the experimental
curves allow the nonlinear βL modulus for the doped
samples to be determined (the lower index L); i.e.,

(21)

where β0 is the fourth-order modulus of elasticity of an
undoped semiconductor.

The Young modulus in silicon for the (111) plane,
which is isotropic with respect to elastic properties, is
equal to E0 = 169 GPa [10]. Using this value and
expression (21), we calculated the dependence of βL on
the concentration of charge carriers (see Table 2).

By using Eq. (9) and the slopes of the approximat-
ing straight line in Fig. 3, we found β0 = (3.8 ± 0.6) ×
1013 GPa and the constant of the deformation potential
Ξn of the conduction band for silicon at a temperature
of T = 288 K. The value Ξn = 7 ± 1 eV, obtained for the
first time by concentration anharmonicity, correlates
with the available data [1, 4].
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We will now clarify the applicability of the high-
energy approximation (and, consequently, formula
(18)) to p-type silicon. The kinetic energy of carriers at
room temperature is kBT = 0.026 eV, and the valence
band splitting under deformation (formula (15)) is on
the order of bε, where b ≈ 2 eV [4]. In our experiments,
the strain in a bent bar at the point of maximum curva-
ture (at x = 0, y = h/2, Fig. 1) is no greater than ε =
0.0003. Consequently, bε ≈ 0.0006 eV is considerably
smaller than the kinetic energy of holes. Therefore, we
can use Eq. (18) to calculate the deformation potential

for the band of heavy holes as  = 5.6 ± 0.8 eV.
This value is on the same order of magnitude as that
reported in [2, 4] for Φ in silicon under tension along
the [111] axis.

Φ4〈 〉4

1

2

8

6

4

2
0 2 4 6 8

β, 1013 GPa

N0, 1023 m–3
10

Fig. 3. Concentration dependence of the fourth-order elas-
ticity modulus for (1) n- and (2) p-type silicon at T = 288 K.
N0 stands for the charge-carrirer concentration.
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The procedure suggested in this study can be used to
determine other constants of deformation potential by
choosing the proper direction of deformation.
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Abstract—A complex temperature dependence of the introduction rate of E traps in the neutral and space-charge
regions of Schottky diodes based on n-GaAs and subjected to high-energy irradiation was observed at 77–580 K
in the situation where the recoil-atom energies were close to the threshold energies for radiation-defect production.
The experimental data were interpreted quantitatively using a model of metastable Frenkel pairs. This model
accounts for the processes of annihilation, recharging, and stabilization of a Frenkel pair in the material in relation
to the electronic (charge) state of the Frenkel pair components; this state is governed by the position of the Fermi
(quasi-Fermi) level and the sample temperature. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The influence of the electronic (charge) state of radi-
ation defects on the processes of their formation and
subsequent annealing in semiconductors has long
attracted the attention of scientists. This attention is
caused by the fact that the efficiencies of radiation-
defect annihilation and migration in a semiconductor
crystal lattice may depend to a great extent on the
defects' charge state, which, in turn, can govern both the
accumulation rates of these defects in the material and
the types of radiation defects which are prevalent under
the specified conditions of irradiation. Variations in the
doping level or in the conductivity type of the material
and the presence of neutral regions or space-charge
regions (SCRs) in the material give rise to variation in
the position of the Fermi (quasi-Fermi) level in refer-
ence to the levels of radiation defects, which can not
only radically affect the efficiency of the defects'
buildup but also govern the spectrum of radiation
defects in the material. Originally, measurements of
integral characteristics (such as the electrical conduc-
tivity and the carrier removal rate) were used to study
the radiation effects in semiconductors with various
levels of initial doping and different conductivity types.
These studies were mainly concerned with elemental
semiconductors, Si and Ge; notably, a high mobility of
intrinsic lattice defects is characteristic of these materi-
als at room temperature. As a result, the dominant radi-
ation defects in these semiconductors are complexes
involving intrinsic defects and chemical impurities and
they come into existence as a result of secondary
defect-formation processes [1]. The development of
deep-level transient spectroscopy (DLTS) has opened
up fresh opportunities for studying the efficiencies of
radiation-defect buildup and annealing in the same
1063-7826/03/3701- $24.00 © 20020
material by changing the charge state of the defect; this
state can be changed if the position of the quasi-Fermi
level is varied by applying a reverse bias to the structure
in the course of both irradiation and subsequent anneal-
ing of the sample. In contrast to previous measurements
of the electrical conductivity and the magnitude of the
Hall effect DLTS measurements make it possible to
keep track of the evolution of specific radiation defects.

2. EXPERIMENTAL
In this paper, we report the results of studying the

influence of the electronic (charge) state of so-called
E traps [2] on the efficiency of the buildup of these traps
in n-GaAs irradiated in a wide temperature range.
Extensive experimental data on the parameters of these
defects have been obtained; however, all measurements
have been performed for neutral regions of semicon-
ductor structures. In this study, we performed a com-
parative analysis of the efficiency of buildup of E traps
in the neutral regions and SCRs of Schottky diodes
based on n-GaAs irradiated with gamma quanta and
various particles.

We may note that, even as far back as 1962, Auker-
man and Graft [3] observed the effect of the Fermi level
position on the outcome of annealing of radiation
defects at temperatures in the vicinity of 500 K in
n-GaAs irradiated with electrons; measurements of
electrical conductivity were used. Subsequently [4], two
types of radiation defects were identified in n-GaAs sam-
ples irradiated with fast neutrons and annealed in the
aforementioned temperature region. These are (i) the
defects whose annealing is sensitive to the position of
the Fermi level in the band gap of the semiconductor
and (ii) the defects that are insensitive to the Fermi level
position; these specific characteristics of radiation
003 MAIK “Nauka/Interperiodica”
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Fig. 1. The (a) low-temperature and (b) high-temperature regions of DLTS spectra for the Schottky diodes based on n-GaAs and
irradiated with 60Co gamma quanta (T = 300 K, D = 6.5 × 1016 cm–2). Curves 1 and 1' correspond to the data obtained for the Schot-
tky diodes reverse-biased by a voltage of 9 V during irradiation; curves 2 and 2' are for the diodes unbiased during irradiation. The
EL2 trap is related to a growth defect.
defects were attributed to special features of neutron
irradiation, in particular, to formation of clusters of
radiation defects [4]. It was shown later using DLTS [5]
that the annealing stage under consideration corre-
sponded to annihilation of E traps; moreover, using the
example of an E3 trap, it was shown that the thermal
stability of this particular defect at about 500 K
depended on whether this defect is located in the neu-
tral region or in the SCR of diodes based on n-GaAs.
Mamontov et al. [6] showed for the first time that the
electronic state of the E traps affects not only the effi-
ciency of their subsequent annealing but also the rate of
their buildup in the case of gamma-ray and electron
irradiation [6].

In this paper, we generalize the previous results of
our studies, which were aimed at gaining insight into
the efficiency of the buildup of E3, E4, and E5 traps in
the neutral region and SCR of Schottky diodes based on
n-GaAs and subjected to irradiation in the temperature
range of 77–580 K, and show that the observed special
features of radiation-defect buildup can be accounted
for quantitatively in the context of the model of meta-
stable Frenkel pairs.

2.1. Samples and Experimental Procedure

In our studies, we used Au/Ti/n-GaAs(3 ×
1015 cm–3)/n+-GaAs(2 × 1018 cm–3) structures, the
active region of which was formed by vapor-transport
epitaxy using an AsCl3 system. The diodes were irradi-
ated with 60Co gamma-ray photons; 0.6- to 6.0-MeV
electrons; protons with energies of 5, 10, and 63 MeV;
12.4-MeV deuterons; 22-MeV alpha particles; and fast
neutrons from a pulsed nuclear reactor (E ≈ 1 MeV).
During irradiation, the diode structures were either
unbiased (U = 0) or a reverse bias with a magnitude of
SEMICONDUCTORS      Vol. 37      No. 1      2003
up to 40 V was applied to these structures. After cessa-
tion of irradiation, the reverse voltage was switched off
and then DLTS measurements were performed. Exper-
iments showed that there was a difference between the
efficiencies of buildup of the E traps in the neutral
region and the SCR of Schottky diodes under condi-
tions of isodose irradiation (Fig. 1). Since there are data
on the electrodiffusion of certain growth defects in
reverse-biased surface-barrier structures based on
n-GaAs [7], we measured the profiles of E traps in the
diodes irradiated with a reverse bias of various magni-
tudes that was applied to the structures. In addition, we
studied the influence of external bias applied to the
diodes irradiated without a bias applied on the DLTS
signal (trap concentration) in these diodes during a
postirradiation period equal to the irradiation time.
These studies showed that the observed difference
between the introduction rates of defects in the neutral
region and the SCR could not be caused by the elec-
trodiffusion of E traps under the specified experimental
conditions [8].

2.2. Model-based Estimates

In order to interpret the experimental dependences
of the buildup efficiency on various factors for the
E traps in the neutral region and SCR of diodes, we
used the model of metastable Frenkel (vacancy–inter-
stitial) pairs; in this model, it is assumed that the Fren-
kel pairs that formed during irradiation can, with cer-
tain probability, either annihilate or separate, depend-
ing on the ratio between the corresponding barrier
heights and the value of kT. It should be noted that this
model was suggested at the inception of studies of radi-
ation defects and was aimed at explaining the experi-
mental data obtained under various irradiation condi-
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tions (variations in the sample temperature, the radia-
tion flux density, and the doping level of the material)
[9, 10]. A detailed analysis of such models and their
applicability to various semiconductors can be found in
the book by Emtsev and Mashovets [11]. Numerous
experiments have shown that, due to a high mobility of
intrinsic defects in elemental semiconductors, second-
ary processes of defect formation acquire great impor-
tance; these processes include the formation of com-
plexes that consist of radiation defects and chemical
impurities and clusterization of intrinsic defects (e.g.,
formation of divacancies in Si). As a result, the model
of metastable Frenkel pairs has been used mainly for
low-temperature experiments.

The applicability of the metastable-pair models to
GaAs, including the case where irradiation is per-
formed at temperatures around 300 K, is based on the
following factors: (i) the experimental introduction
rates of E traps in neutral regions of diodes based on
n-GaAs are close to calculated rates, and the energy
spectrum of these traps is almost independent of irradi-
ation temperature (4–300 K), impurity types in the
material, and the method of its growth [2]; and
(ii) experimentally determined energy released during
annealing of a radiation defect at temperatures in the
region of 500 K is equal to about 8 eV [12] and is close
to theoretical estimates of the energy stored per Frenkel
pair [13, 14] and to the threshold energy for the forma-
tion of E traps (approximately 10 eV) [2]. All of this
suggests that the E traps observed in n-GaAs can be
assigned to the simplest intrinsic lattice defects. More-
over, a study of the orientation effects at the energies of
bombarding electrons of 0.2–0.5 MeV [2] and the inde-
pendence of the introduction rate of the E traps from the
composition of the Ga1 – xAlxAs [15] solid solution
made it possible to relate these traps to the Frenkel pairs
of the VAs–IAs type, which have various distances
between the components of the pair [2].

In quantitative estimations, we have taken into
account that a Frenkel pair is formed in several stages.
In the first stage, a protopair in the (V–, I+) charge state
is formed in a time which is close to the characteristic
time of interaction between a bombarding particle and
a lattice atom (the latter time is on the order of 10–14 s)
[16]. The protopair can then either annihilate or trans-

form into the stationary charge state in a time τ ≈ [  +

]–1 + [  + ]–1, which is governed by irradia-
tion conditions, i.e., by the position of the Fermi (quasi-
Fermi) level in reference to the defect levels and by the

sample temperature (here,  and  are the rate
constants for the emission and capture of electrons and
holes for a vacancy (V) or an interstitial atom (I),
respectively). Thus, the concentrations of Frenkel pairs
in different charge states may vary owing both to
recombination in the course of irradiation and to
recharging of these pairs; as a result, the pairs are trans-
formed into the stationary charge state by capturing

en
V I,

kp
V I, ep

V I, kn
V I,

enp
V I, knp

V I,
(emitting) the electrons (holes) with subsequent possi-
ble annihilation of the pair.

Since the aforementioned processes depend on the
spatial separation of the Frenkel pair components, we
studied the distribution of the pairs using the mean dis-
tance between the components (〈r〉) as a function of the
mean energy of recoil atoms (〈E〉). To this end, we took
into account that 〈E〉 ≈ Emln(Em/Ed) for irradiation with
charged particles and 〈E〉 ≈ (Em – Ed)/2 for irradiation
with neutrons, where Em is the highest recoil-atom
energy and Ed is the threshold energy for the atom dis-

placement. Using the expression rf = (1/π N0)ln(E0/Ef),
where E0 is the initial energy of a recoil atom, r0 is the
collision radius, and Ef is the recoil-atom energy after
this atom has traversed the distance rf [17], we can
derive a relation for estimating the mean distance
between the components of a Frenkel pair; i.e., 〈r 〉  ≈
(1/π N0){ln[(〈E 〉  – Ed + EM)/EM + 1]} or 〈r 〉  ≈
0.5a{ln[(〈E 〉  – Ed + EM)/EM + 1]}, where EM is the bar-
rier height for the migration of defects in the lattice and
a is the lattice constant. These estimates, as applied to
the E3 trap in GaAs (Ed ≈ 10 eV and EM ≈ 1.5 eV, with
a being equal to 0.564 nm), made it possible to plot
experimental dependences of the ratio between the
introduction rates of E3 traps into the SCRs and neu-
tral regions of the Schottky diodes versus 〈E 〉  and
〈r 〉 /a (Fig. 2). It follows from these data that, for
〈E 〉  ≈ 80–90 keV and 〈r 〉/a > 2.5, the rates of introduc-
tion of the E3 traps into the SCRs and neutral regions
of the Schottky diodes become equal. In contrast, for
〈E 〉  < 80–90 keV (〈r 〉/a < 2.5), we have pairs for which
the rates of introduction into the neutral region and
SCR of a diode differ, with this difference increasing as
the 〈r 〉/a ratio decreases. In what follows, we will refer
to these pairs as closely spaced pairs. Since the value of
〈E 〉  ≈ Ed(≈10 eV) is close to the threshold energy for
formation of E traps in GaAs irradiated with 60Co
gamma quanta, a large portion of protopairs formed
under gamma-quantum irradiation are closely spaced
pairs, which can either annihilate or be recharged and
convert into a stationary charge state, depending on the
irradiation conditions. As the recoil-atom energy
increases, the fraction of protopairs with large separa-
tion of their components increases, so that the probabil-
ity of annihilation for such pairs decreases. Thus, by
varying the recoil-atom energy and the position of the
Fermi (quasi-Fermi) level in the neutral region and
SCR, we can change the lifetime of Frenkel pairs in dif-
ferent charge states depending on the sample tempera-
ture. According to the data shown in Fig. 2b, Frenkel
pairs with closely spaced components can be conven-
tionally divided into two groups: (I) pairs with 〈r 〉/a <
1.25 (〈r 〉  ≤ 0.6 nm), for which the rates of their intro-
duction into the neutral region and SCR differ apprecia-
bly; and (II) pairs with 〈r 〉/a > 1.25 (〈r 〉  > 0.6 nm), for
which this difference is of lesser importance. We used

r0
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Fig. 2. Dependences of the ratio between the concentrations of the E3 centers in the space-charge region (SCR) and in the neutral
region (NR) on (a) the average recoil-atom energy and (b) the mean distance between the Frenkel pair components r divided by the
GaAs lattice parameter a. GaAs was irradiated with (a, b, c, d, and e) electrons with energies E = 0.33, 0.56, 1, 1.4, and 6 MeV,
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and 22 MeV; (i) 12.4-MeV deuterons; and (l and m) neutrons with E = 1 and 7 MeV.
the above reasoning to construct diagrams of the corre-
sponding reactions for the neutral region and SCR and
to choose the parameters of these reactions.

The processes of buildup, recharging, and annealing
of radiation defects in the neutral region can be repre-
sented in the following way:

Here, N1 and N2 are the concentrations of protopairs of
types I and II, respectively; ϕ1 and ϕ2 are the generation
rates of these protopairs; N10 and N20 are the corre-
sponding concentrations of these pairs in the equilib-

rium charge states 1 and 2; and  = n〈v 〉σ1 is the rate
of electron capture by an interstitial atom, where n is
the electron concentration in the conduction band, 〈v 〉
is the thermal velocity of electrons, and σ1 is the cross
section of electron capture by an interstitial atom.
According to the theory of annealing of correlated
pairs, we have taken into account that, if we consider the
pairs with closely spaced components and if the mobility
of one of the components (supposedly, the interstitial
atom) is higher than that of the other component, the fol-
lowing relation is valid: Ri(T) = νiexp(–Ei/kT); here,
Ri(T) is the annealing-rate constant, νi is the frequency
factor, and Ei is the barrier for recombination. We have
also taken into account that the barrier height depends
on electrostatic interaction between V and I.

N10 N1 N2 N20

electron capture generation

V–, I0 V–, I+ V–, I + V–, I 0ϕ1 ϕ2k'n k'n
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kn
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Similarly, the scheme of the corresponding reac-
tions proceeding in the SCR can be represented by the
following diagram:

Here,  and  are the concentrations of pairs I

and II in the stationary charge state; and  =
bσVT2exp(–EV/kT) is the rate of electron emission from
the trap level EV to the conduction band, where σV is the
emission cross section and b = 2.28 × 1020 cm–2 s–1 K–2

for GaAs.
On the basis of the above models, we numerically

processed the temperature dependences of the buildup
efficiencies for the E3, E4, and E5 traps in the neutral
region and SCR of the n-GaAs Schottky diodes under
irradiation.

2.3. Studies of Temperature Effects

2.3.1. The E3 trap (Ec – 0.38 eV). The E3 trap is a
deep-level acceptor (supposedly, VAs) and is formed in
irradiated GaAs as a result of a single displacement of
an atom in the As sublattice [18]. The parameters of this
defect in the neutral region have been much studied [2].
It has been shown that, in GaAs irradiated with 1-MeV
electrons, the E3 traps are annealed at about 500 K
more efficiently in the neutral region of diodes than in
the SCR [5]. Mamontov et al. [6] were the first to find
that the efficiencies of buildup of this trap in the neutral
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region and in the SCR of Schottky diodes based on
n-GaAs and irradiated with 60Co gamma quanta differ
significantly. An increase in the recoil-atom energy (in
the sequence of irradiations with electrons with E >
6 MeV, protons, alpha particles, deuterons, and fast
neutrons) causes the introduction rates of E3 traps in
the neutral region of Schottky diodes to become equal
to those in the corresponding SCR [19], which suppos-
edly results from a larger separation of V from I under
given irradiation conditions. This phenomenon was
studied in detail by us in a wide temperature range for
diodes irradiated with 60Co gamma quanta [20]. It fol-
lows from experimental data and the results of simula-
tions shown in Fig. 3 for gamma-ray irradiation that the
efficiency of buildup of the E3 trap (and, for the sake of
comparison, the E2 trap) in the neutral region is inde-
pendent of the temperature of the irradiated sample in
the range of 77–470 K. At higher temperatures, the
introduction rate for these defects decreases, which is
related to their annealing at temperatures in the vicinity
of 500 K. As follows from Fig. 3, the temperature
dependence of the introduction rate for the E3 trap in an
SCR has a complex form.

In order to quantitatively interpret the obtained data,
we used a model in which it is taken into account that
the E3 trap determined from the DLTS measurements is
related to VAs perturbed by the presence of neighboring
IAs [2]. In the neutral region of the diode under investiga-
tion, the Fermi level is located higher than Ec – 0.38 eV
in the band gap, so that the stationary charge state of the
acceptor level of this trap corresponds to E3–, whereas
the position of the Fermi level in the band gap of the
SCR is lower than Ec – 0.38 eV, which corresponds to

0.2

0 100

1
2
3, 4

200 300 400 500 600

0.4

0.6

0.8

1.0

1.2

1.4

1.6 6.0

5.0

4.0

3.0

2.0

1.0

0

T, K

NE3 × 10–14, cm–3 NE2 × 10–14, cm–3

Fig. 3. Temperature dependences of concentrations of the
(1, 2) E3 and (3, 4) E2 centers in the (1, 3) neutral and
(2, 4) space-charge regions of diodes subjected to isodose
irradiation with 60Co gamma quanta (D = 1.4 × 1017 cm–2,
tirr = 1.5 × 105 s). The circles and diamonds represent exper-
imental data; the solid and dashed lines correspond to the
results of calculations based on Eqs. (1)–(8).
the E30 state. There is no reliable data on the position of
the IAs level in the band gap of GaAs. For the model we
are using, it is necessary that IAs be a donor with a deep
level in the lower half of the band gap.

On the basis of the scheme of reactions for the neu-
tral region, we can write the corresponding kinetic
equations, the solutions to which have the following
form for the E3 centers in the neutral region under the
condition that R10 = R20:

(1)

(2)

(3)

(4)

Kinetic equations for the SCR can be written simi-

larly; under the condition that  =  ≈  = R2,
these equations have the following solutions:

(5)

(6)

(7)

(8)

Substituting the irradiation time t = tirr = 1.5 × 105 s
into the above solutions, we can obtain calculated tem-
perature dependences (see Fig. 3) for the E3 trap in the
situation where GaAs is irradiated with 60Co gamma
quanta; the following parameter values were used in cal-
culations: EV = 0.38 eV, σV = 6.2 × 10–15 cm2, σI = 1.9 ×
10–12 cm2, E2 = 1.75 eV, ν2 = 1011 s–1, E10 = E20 =
1.55 eV, ν10 = ν20 = 1013.5 s–1, ϕ = 9.4 × 108 cm–3 s–1, and
ϕ1/ϕ2 ≈ 1. Most of the above-listed parameters (EV , σV ,
E2, E10 = E20, and ϕ) are consistent with known results
of calculations [2] and experimental data; other adjust-
able parameters have reasonable values. In the general
case, the shape of the temperature-dependence curves
for the efficiency of buildup for the E3 traps in the neu-
tral region and the SCR depends on the irradiation
intensity (for the same concentration of introduced
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defects). As the duration of isodose irradiation is
decreased, the calculated curves shift to higher temper-
atures.

Qualitatively, the obtained temperature dependence
of the introduction rate of E3 centers in the SCR can be
explained in the following way. In the low-temperature
region (T < 80 K), pairs of type I are “frozen,” since the
recombination time τR(1/R1) > tirr = 1.5 × 105 s. In the
temperature range of 80 K < T < 200 K, N1 pairs recom-
bine intensely, which manifests itself in a decrease in
the introduction rate of E3 centers. In the temperature
range of 200 K < T < 490 K, electrons are emitted from
the level of VAs to the conduction band, which leads to
a decrease in the concentration of charged pairs N1 and
to an increase in the concentration of neutral (more sta-
ble) pairs . As a result, the introduction rate for the
E3 centers increases. Indeed, since N1  0 with
increasing irradiation temperature, most Frenkel pairs

should disappear with the annealing-rate constants  =

 ≈  = R2, which is conducive to the survival of an
E3 trap in the temperature range under consideration.
Finally, at T > 500 K, the intense annealing of E3 cen-
ters sets in.

A similar analysis can be performed in order to
describe the temperature dependence of the introduc-
tion rate for the E3 traps in the neutral region of Schot-
tky diodes. A high introduction rate of the E3 traps in
the neutral region in the temperature range of 77–500 K
is caused by the fact that the time of capture of a con-
duction-band electron by an E3 center (the time neces-
sary for conversion of this center to the stationary
charge state) is shorter than the time constant for anni-
hilation of a pair through the barrier E1. It also follows
from the results of the analysis that, in the well-known
annealing stage in the vicinity of 500 K, the fraction of
E3 defects residing in the SCR and having an anneal-
ing-activation energy of 1.75 eV increases in compari-
son with the traps annealed with an activation energy of
1.55 eV, which manifests itself in a corresponding shift
of the curves describing the introduction rate for the E3
traps to higher temperatures (see Fig. 3).

2.3.2. The E4 trap (Ec – 0.76 eV). This trap is also
related to a defect in the As sublattice. However, the
trap under consideration has a number of special fea-
tures, namely, the characteristics of its annealing differ
from those of other E traps, the threshold energy of its
formation has not been accurately determined, and the
E4 center is not susceptible to recombination annealing
[21]. It is assumed that this defect has a more complex
structure than that of other E traps and belongs to the
class of associated defects. It has also been shown that
an increase in the energy of bombarding electrons leads
to a more efficient buildup of E4 traps in the neutral
region of diodes compared to the buildup of E3 and E5
traps, which indicates that the threshold energy of for-
mation of the E4 defect is higher [22]. In addition, it is

N10*

R10*

R20* R2*
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found that the introduction rate for the E4 trap is higher
in the neutral region than in the SCR when the diodes
are irradiated with 1-MeV electrons at 300 K (Fig. 4);
these data differ from those for the E3 trap (Fig. 3).
Temperature dependences of the introduction rate for
the E4 defect in the temperature range of 77–500 K also
differ from those for the E3 trap. Specifically, the intro-
duction rate for E4 traps in the neutral region increases
with increasing temperature, which indicates that for-
mation of this defect is activation-controlled (Fig. 4).
These experiments demonstrate that the formation of
the E4 defect requires higher recoil-atom energies and
irradiation temperatures. We may assume that, in order
to form the defect under consideration, two neighbor-
ing atoms should be displaced in a single collision
event with the subsequent formation of an associated
center. A plausible model for formation consists in the
following. As a result of a single displacement event,
two neighboring Frenkel pairs come into existence with
the subsequent formation of an associated defect (a
complex). The latter may be represented by VGa – VAs or
VAs – VAs divacancies. However, the fact that the forma-
tion of a E4 defect requires overcoming a potential bar-
rier makes a model involving an antisite defect (in par-
ticular, the AsGa – VAs defect, which has been identified
in irradiated GaAs using the ESR method [23]) prefer-
ential. Notably, the E4 defect is formed in the SCR
almost athermally, which is possibly caused by a low-
ering of the barrier of formation of this defect as a result

of the Coulomb interaction between  and . By
contrast, the formation of the defect under consider-
ation in the neutral region requires overcoming a poten-
tial barrier with a height of 0.02–0.03 eV (Fig. 4).

2.3.3. The E5 trap (Ec – 0.90 eV). The characteris-
tics of the introduction rate for E5 traps are quite simi-
lar to those of E3 traps; specifically, the parameters of

VGa
– IAs
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Fig. 4. Experimental temperature dependences of the con-
centration of E4 centers in the (1) space-charge and (2) neu-
tral regions of diodes subjected to isodose irradiation with
electrons (E = 1 MeV, D = 1.2 × 1015 cm–2, tirr = 180 s).
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500-K annealing of these traps in the neutral region of
the diodes coincide, the annealing rates for both traps in
the SCR are lower than those in the neutral region, and
the buildup efficiency of these traps introduced by elec-
tron irradiation at 300 K into the neutral region is
approximately twofold higher than those introduced by
gamma-ray irradiation into the SCR. Temperature
dependences of the introduction rates for the E3 and E5
traps in the neutral region and SCR of the Schottky
diodes based on n-GaAs and exposed to 1-MeV elec-
tron irradiation are shown in Fig. 5. It can be seen that
the data for the traps E3 and E5 are almost identical and
are qualitatively similar to the data shown in Fig. 3 for
the E3 trap in the case of gamma-quantum irradiation,
which is consistent with the model concepts developed
for the E3 trap. The main difference between the data
shown in Fig. 5 and those shown in Fig. 3 consists in the
fact that the temperature dependences of the introduc-
tion rate for the E traps in the SCR are much less pro-
nounced in the case of electron irradiation. These
results can be easily interpreted using the data shown in
Fig. 2, according to which the value of 〈E 〉  is larger for
1-MeV electron irradiation than for 60Co gamma-quan-
tum irradiation (E ≈ 0.56 MeV); this circumstance
gives rise to a certain equalization of the rates of intro-
duction of the traps into the neutral region and SCR. As
the value of 〈E 〉  increases further, the introduction rates
for the traps in the neutral region and SCR become
exactly the same.

3. CONCLUSION

Our studies have shown that the introduction rate for
the E traps in the neutral region of Schottky diodes
based on n-GaAs and irradiated with particles whose
energies are close to the threshold energies for radia-
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Fig. 5. Experimental temperature dependences of con-
centrations of the (1, 2) E5 and (3, 4) E3 centers in the
(1, 3) neutral and (2, 4) space-charge regions of diodes sub-
jected to isodose irradiation with electrons (E = 1 MeV, D =
1.2 × 1015 cm–2, tirr = 180 s).
tion-defect production differs significantly from the
corresponding rate in the space-charge region in a wide
temperature range. We observed a complex temperature
dependence of the introduction rate for the E3 and E5
traps in the space-charge region of diodes and for the
E4 defect in the corresponding neutral region. As a
result of an increase in the recoil-atom energy (an
increase in the bombarding-electron energy or irradia-
tion with protons, alpha particles, and fast neutrons),
the introduction rates of E traps in the neutral regions of
diodes tend to become equal to those in the space-
charge regions, which is caused by a wider separation
of the Frenkel pair components with increasing recoil-
atom energy. Thus, the introduction rates for the E traps
in n-GaAs irradiated with particles whose energies are
close to the threshold energies for the displacement of
lattice atoms depend heavily on the position of the
Fermi (quasi-Fermi) level in reference to the radiation-
defect levels. This circumstance should be taken into
account when studying the effects of high-energy radi-
ation on semiconductor structures that contain regions
differing in their doping level and conductivity type,
i.e., neutral and space-charge regions. Moreover, exper-
imental data show that, when studying the dose depen-
dences of the GaAs electrical parameters, one should
keep in mind the following circumstance: the introduc-
tion rates for the E traps may vary as the Fermi level
position changes and approaches its limiting (pinned)
position in the vicinity of EV + 0.6 eV in the band gap
of irradiated GaAs [24].
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Abstract—The levels of vanadium in the band gap of n- and p-Si were determined using photocapacitance
measurements. It is shown that vanadium introduces levels only in the upper half of the band gap of n-Si;
these levels have ionization energies of about Ec – 0.21 eV, Ec – 0.32 eV, and Ec – 0.52 eV. By contrast, V
levels are located both in the upper and lower halves of the p-Si band gap: Ec – 0.26 eV, Ev  + 0.52 eV, Ev  +
0.42 eV, and Ev  + 0.31 eV. It is ascertained that the photoionization cross sections of all vanadium levels are
larger for electrons than for holes. It is shown that the concentration of electrically active vanadium centers
in n- and p-Si depends on both the concentration of shallow-level impurities and the time of vanadium dif-
fusion into Si. © 2003 MAIK “Nauka/Interperiodica”.
Vanadium levels in the silicon band gap have been
inadequately studied so far [1–4]. The ionization ener-
gies for these levels reported in several publications are
indicated in Fig. 1a. Henceforth, we report the results of
using the photocapacitance method to study the charac-
teristics of silicon doped with vanadium.

Crystals of Si:P and Si:B with a resistivity ρ = 5–
100 Ω cm were doped with vanadium using diffusion
from a vanadium layer deposited onto the silicon sur-
face; the diffusion was performed for 2–20 h at T =
1200–1250°C with subsequent cooling in atmospheric
air at a rate of about 10 K/s. The diffusion coefficient
of vanadium in silicon varies from 3.4 × 10–11 to 4.4 ×
10–10 cm2/s as the temperature increases from 1100 to
1250°C [5]. The resistivity of n- and p-Si increased
insignificantly after vanadium diffusion. This indicates
that both acceptor and donor levels are formed in the
silicon band gap as a result of doping with vanadium.

The Schottky barriers that formed after vanadium
diffusion were used as rectifying contacts to the n-Si:V
samples. These barriers were obtained via the vacuum
1063-7826/03/3701- $24.00 © 20028
evaporation of gold onto the n-Si surface. In the p-Si
samples, p–n junctions were preliminarily formed by
diffusion of phosphorus for 30 min at a temperature of
1250°C. The depth of the p–n junctions did not exceed
3–4 µm. The parameters and concentrations of the lev-
els were determined from measurements of photoca-
pacitance [6, 7].

The concentration of electrically active vanadium
centers depends on the conductivity type of as-grown
silicon crystals. We found that the concentration of
electrically active vanadium centers decreased in p-Si
as the boron concentration increased, whereas the con-
centration of these centers increased in n-Si as the phos-
phorus concentration increased.

In Fig. 2, we show the photocapacitance spectra of
diodes based on n-Si:V. The measured values of the
increment in the capacitance ∆C were recalculated to
the concentration of vanadium centers N using the con-
ventional method. It can be seen from Fig. 1b that vana-
dium introduces three levels into the upper half of the
band gap; the ionization energies of these levels are
Fig. 1. Ionization energies of vanadium levels in silicon according to (a) the data reported in [1–4] and (b) the results of this study.
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Ec – 0.21 eV, Ec – 0.32 eV, and Ec – 0.52 eV (Fig. 1b).
The total vanadium concentration increases as the dif-
fusion time increases. Induced photocapacitance [7]
was not observed in any of the n-Si:V diodes under
investigation; this means that either there are no vana-
dium levels in the lower half of the band gap or the
hole-capture cross section for these levels is smaller
than 10–19 cm2.

Measurements of the kinetics of photocapacitance
buildup in the diodes exposed to light with a wave-
length corresponding to extrinsic absorption made it
possible to determine the spectral dependence of pho-
toionization cross sections χ for vanadium levels.
According to the Lucovsky theory [8], we have

consequently,

Extrapolation of the function χ2/3(hν)2 = f(hν) to
zero makes it possible to determine the ionization
energy of deep levels ∆Eopt. In Fig. 3, we show the mea-
sured dependences f(hν) for χn and χn + χp in n-Si; here,
χn and χp are the cross sections for photon capture by an
impurity center when an electron and a hole are emit-
ted, respectively. It can be seen from Fig. 3 that experi-
mental dependences χ(hν) are in good agreement with
the theory [8]. Extrapolation yields χn = 10–17–10–16 cm2

for the level Ec – 0.32 eV in the range of 0.32 eV < hν <
0.45 eV and χn + χp = 10–17–1.02 × 10–16 cm2 for the
level Ec – 0.52 eV with allowance made for dual optical
transitions. The ascending dependence N(hν) for the

χ hν ∆Eopt–( )3/2/ hν( )3;∝

χ2/3 hν( )2 hν ∆Eopt.–∝
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Fig. 2. Photocapacitance spectra of diodes based on n-Si:V.
The vanadium diffusion times were (1) 2, (2) 10, and
(3) 20 h. The spectra were measured at T = 77 K.
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diodes based on n-Si:V is caused by the fact that the
relation χn @ χp is characteristic of vanadium levels.

Measurements of photocapacitance have shown
that vanadium introduces levels at Ev + 0.31 eV, Ev +

Fig. 3. Dependences χ2/3(hν)2 = f(hν) for vanadium levels
in the band gap of n-Si; the levels have ionization energies
of (1) Ec – 0.32 eV and (2) Ec – 0.52 eV.

2

0
0.2

1

0.3 0.4 0.5 0.6 0.7 0.8

4

6

8

10

12

14

16

hν, eV

χ2/3(hν)2, 1012 cm4/3 eV

2

1.4

0.2 0.4 0.6 0.8 1.0 1.2

1.5

1.6

1.7

1.8

1.9
315

310

305

300

hν, eV

N, 1013 cm–3 ∆C, pF

1

1'

3

2

2 1, 3

2'

3'

2, 2'

1, 1'

3, 3'

Fig. 4. The spectra of (1, 2, 3) photocapacitance and (1', 2',
3') induced photocapacitance of diodes based on p-Si:V.
The times of vanadium diffusion were (1, 1') 2, (2, 2') 10,
and (3, 3') 20 h. The spectra were measured at T = 77 K.



30 IGAMBERDIEV et al.
0.42 eV, and Ev + 0.52 eV into the lower half of the p-Si
band gap; notably, the level at Ev + 0.31 eV is formed
only if vanadium diffusion lasts for 10 h. If the diffu-
sion time is longer (20 h), this level is not observed in
the photocapacitance spectrum and the concentrations
of the Ev + 0.42 eV and Ev + 0.52 eV levels increase
simultaneously. An analysis of the photocapacitance
spectra for p-Si:V shows that the relation χn > χp is
characteristic of the Ev + 0.52 eV level as well. This fol-
lows from the observation of descending portions in the
dependence ∆C(hν) in the photocapacitance spectra [7,
9]. The levels in the upper half of the band gap, which are
observed in the measured photocapacitance spectra of
p-Si:V, have an ionization energy equal to Ec – 0.26 eV.

Generally, the results of studying the spectra of pho-
tocapacitance and induced photocapacitance for diodes
based on n- and p-Si suggest that the relation χn > χp is
indeed characteristic of all vanadium levels in the band
gap of silicon.
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Abstract—A new approach to the magnetosensitivity of transistor structures with diffusive transport of
injected charge carriers is suggested. It is shown that the conventional explanation of this mechanism for mag-
netosensitivity, which is thought to be based on deflection of the charge-carrier diffusion flow by a magnetic
field, is basically incorrect. Specifically, the term accounting for this deflection in the continuity equation van-
ishes; thus, the conventional theory predicts the absence of magnetosensitivity if there is no electric field in the
base. This fact is interpreted physically as being due to the circulation of currents excited by a magnetic field
along the lines of a level in the concentration field. In the suggested theory, boundary conditions of the third
kind (instead of the Dirichlet conditions) are specified at the collector junction. Notably, the absolute sensitivity
is governed by the difference between the concentrations of injected charge carriers at the most distant points
of the collector. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Magnetotransistors are bipolar transistors whose
structure and operating conditions are optimized in
order to obtain the highest sensitivity of collector cur-
rent to a magnetic field; these transistors have been
attracting much attention for the last two decades as the
most promising semiconductor magnetic-field sensors
[1]. The operation of magnetotransistors is based on the
effect of the Lorentz force on moving injected charge
carriers. One can differentiate drift- and diffusion-
related magetotransistors, depending on the type of
transport of injected charge carriers. The magnetosen-
sitivity of drift magnetotransistors is caused by redistri-
bution of the injected-carrier concentration in the base
bulk under the effect of a magnetic field, which brings
about a variation in the gradients of this concentration
at the interface with a collector and, thus, produces
changes in the collector current.

Until recently, the above viewpoint had also been
extended to diffusive magnetotransistors. The assump-
tion that there is a redistribution of the charge-carrier
concentration in the bulk (or, which amounts to the
same, that the carrier flux is deflected by a magnetic
field) was first used in the optimization of the simplest
structures of diffusive magnetotransistors [2]. This
assumption was then used later on in developing subse-
quent structural modifications and calculation proce-
dures (see, e.g., [3, 4]). However, when closely exam-
ined, this approach is found to be incorrect, which
impels one to reconsider the established concepts.

In this study, we determine more exactly the charac-
teristics of the magnetic-field effect on the diffusion
flow of charge carriers in the base bulk, demonstrate the
1063-7826/03/3701- $24.00 © 20031
inconsistency of the assumption that this flow is
deflected by a magnetic field, and suggest a consistent
interpretation of the magnetosensitivity of magne-
totransistors with idealized (purely diffusive) transport
of injected charge carriers (we ignore the effect of elec-
tric fields, including those caused by the recombination
current of the majority charge carriers).

2. EXPERIMENTAL DATA
AND THEIR CONVENTIONAL 

INTERPRETATION

Magnetotransistor structures can be formed both
with longitudinal (Fig. 1a) and transverse (Fig. 1b)
magnetic axes (according to [2] and [6, 7], respec-
tively), depending on the mutual orientation of the
magnetic-induction vector and the structure surface.

In the absence of a magnetic field, the vector fields
of the current density of injected charge carriers J are
symmetric with respect to the symmetry plane of the
structure, which causes the collector currents for elec-
trons and holes to be equal to each other. For diffusive
transport, we have

(1)

where the upper and lower signs correspond to elec-
trons and holes, respectively; e is the elementary
charge; and D and c are the diffusion (generally, ambi-
polar) coefficient and the injected-carrier concentra-
tion, respectively.

In the context of the mechanism under consider-
ation, it is generally agreed that a magnetic field gives
rise to redistribution of concentrations c; as a result, the
vectors J gain increments (deflections in the carrier

J eDgradc,±=
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Fig. 1. Structure of a horizontal diffusive magnetotransistor of n–p–n (p–n–p) type with (a) longitudinal and (b) transverse magnetic
axes. E stands for emitter; C1 and C2, for collectors; and B, B1, and B2 denote ohmic contacts to the base (external voltage is applied
to the contacts B1 and B2 if the drift-based operation is chosen; in contrast, these contacts are shorted to each other in the case of
diffusion-based operation).

M1 M2
flows) which are perpendicular to the initial direction of
these vectors, so that the balance between the collector
currents becomes disturbed.1 First of all, we will clarify
to what extent this viewpoint is consistent with experi-
mental data.

The electrical mode of a diffusive magnetotransistor
is specified uniquely by the emitter current IE (by the
injection level). It is conventional to characterize the
magnetosensitivity by the absolute sensitivity

(2)

and the conversion efficiency

(3)

where IC is the collector current and B is the magnetic-
field induction.

Experimental dependences of SR on the emitter cur-
rent (for the structures corresponding to Fig. 1a and
having the parameters listed in the table, with the
dopants for the p- and n-type regions being boron and
phosphorus, respectively) are shown in Fig. 2 (the data
for the p–n–p structures were adopted from [8]).

The choice of the conversion efficiency SR as the
characteristic of magnetosensitivity is preferable since
SR depends the least on specific parameters of the struc-
ture and the electric-operation mode (on the collector
extent, the diffusion length, and the emitter current) in
comparison with other characteristics. Generalizing

1 An alternative mechanism suggested by Vinal and Masnary [12]
is based on spatial modulation of the emitter current by the Hall
field EH. In turn, this field has its origin in the spatial separation
of charges under the effect of a magnetic field. As will be shown
in what follows, the charges are not separated under the condi-
tions of purely diffusive transport; taking this into account, we
will disregard this mechanism.

SA
∂IC

∂B
--------

B 0=

≡

SR IC
1– ∂IC

∂B
--------

B 0=

≡
SA

IC

-----,=
numerous theoretical results for various layouts of the
drift structures (see, e.g., [6, 9]), we can write

(4)

Here, r is the scattering factor, b is a characteristic geo-
metrical parameter (most often, the distance between
the collector and emitter), ϕT is the temperature poten-
tial, and ν is the mean velocity of injected charge carri-
ers. An expression for SR in terms of velocity is conve-
nient because the latter is a kinematic parameter and, as
such, is independent of the specific features of charge-
carrier motion (diffusion or drift) and is quite reason-
able since SR is defined by the Lorentz force, which
depends exactly on the velocity.

Using the assumption that the excess concentration
of minority charge carriers is much higher than the
equilibrium concentration and is equal to the excess
concentration of majority charge carriers, the condition
mc0/N ! 1 (m is the ratio between the drift mobilities of
the minority and majority charge carriers, c0 is the equi-
librium concentration of minority charge carriers, and
N is the doping-impurity concentration), and on the
basis of the well-known expression for ambipolar diffu-
sivity, we can write

(5)

where ρ ≡ ∆c/N is the injection level; and ∆c and µ are
the excess concentration and the drift mobility of
minority charge carriers, respectively. Assuming that
ν = D/L, where L is the diffusion length of minority
charge carriers, we obtain

(6)

SR
rb
ϕT

------ν .=

D ρ( ) ϕTµ 2ρ 1+
ρ m 1+( ) 1+
-------------------------------,=

SR ρ( ) µ*b
L

---------- 2ρ 1+
ρ m 1+( ) 1+
-------------------------------.=
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Here, µ* ≡ rµ is the Hall mobility. SR(ρ) increases
steadily for m < 1 and decreases steadily for m > 1.
Notably, the ratio of the limiting values of SR is equal to

(7)

Assuming that the mobilities of electrons and holes
in silicon are equal to 1500 and 500 cm2 V–1 s–1, we
obtain 2/3 for this ratio in p–n–p structures and 3/2 in
n–p–n structures (correspondingly, we have an increase
and decrease in SR as ρ increases).

Since the values of ρ are proportional to the emitter
current and taking into account the run of the curves in
Fig. 2 and the ratio between the limiting values of SR,
we may conclude that the notion about the deflection of
the flow of injected charge carriers by the Lorentz force
in the bulk (with allowance made for drift in the Dem-
ber field) is consistent with experimental data.

3. INFLUENCE OF A MAGNETIC FIELD
ON CARRIER FLOW IN THE BULK

It is conventional to base the theory of bipolar mag-
netosensitive semiconductor structures on the solution
of a system of equations [1, 10, 11] which includes, in
particular, the continuity equation for the charge carri-
ers of both types,

(8)

and expressions for the current densities of these carri-
ers,

(9)

where

(10)

is the current density in the absence of a magnetic field,
t is time, R is the recombination rate, and E is the elec-
tric-field strength.

In order to solve analytically the problem concern-
ing the concentration distribution, we have to substi-
tute (9) and (10) into (8), which yields

(11)

Here, we use the assumption that the vectors J and B
are mutually perpendicular, which makes it possible,
without loss of generality, to solve expression (9) for
J and transform this expression into the following
convenient form in the case of weak magnetic fields
(µ*B ! 1):

(12)

Let us consider the fourth term on the left-hand side
of (11); this term accounts for the influence of a mag-

SR ∞( )
SR 0( )
---------------

2
m 1+
-------------.=

divJ e∂c/∂t+− eR,±=

J J0 µ* J B×[ ] ,+−=

J0 ecµE eDgradc±=

µdiv c E,( ) Ddivgradc µ*µdiv c E B×[ ]{ }+−±
– µ*Ddiv gradc B×[ ] ∂ c/∂t+− R.±=

J J0 µ* J0 B×[ ]+−{ } / 1 µ*B( )2+{ }=

≈ J0 µ* J0 B×[ ] .+−
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netic field on the diffusion-related component of the
current. We obtain the following expression for diver-
gence:

(13)

The first term on the right-hand side of (13) is equal
to zero identically, whereas the second term vanishes if
the magnetic fields are uniform. Thus, the magnetodif-
fusion term disappears from the continuity equation
and further transformations, which theoretically
excludes the influence of a magnetic field on the distri-
bution of the injected-carrier concentration. An attempt
to attribute the magnetosensitivity of these structures to
the drift of charge carriers in the Dember field (taking
into account that, in general, drift makes an explicit
contribution to magnetosensitivity because the third
term in (11) is nonzero) runs into the same problem,
since the vector of this field is proportional to the con-
centration gradient.

Thus, the existing view about the origin of magne-
tosensitivity in diffusive magnetotransistors is consis-
tent with experimental data but is inconsistent with the
theory. In order to resolve this contradiction, we refine
the characteristics of the carrier transport described by
Eq. (11).

∇ ∇ c B×[ ] B ∇ ∇ c×[ ] ∇ c ∇ B×[ ]–=

=  B curl gradc⋅ gradc curlB.⋅–

Table

The structure type n–p–n p–n–p

The base resistivity, Ω cm 7.5 20

Electrode 
dimensions, 
µm

Depth of doping ≈3

Length of electrodes h 100

Effective base width x1 50 20

Width of collectors x2–x1 12 6

Emitter width 18 12

16

0 0.4

(a)

0.8 1.2

18

20

22

~~
6

0 2 4 6

7

8

9

~~

IE, mA

SR, %/T
(b)

SR, %/T

Fig. 2. Magnetoelectrical characteristics of a magnetotrans-
istor: conversion efficiency as a function of emitter current
for the (a) n–p–n and (b) p–n–p structures.
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Fig. 3. The level lines and the flow of the majority-carrier current when the charge-carrier concentration is constant at the interface
with collector (a) in the absence of isolating walls (according to Fig. 1b) and (b, c) in the presence of these walls (see Fig. 1a) in
(b) the absence and (c) presence of a magnetic field.
The fourth term in Eq. (11) is obtained from the
expression for the Lorentz force; the latter acts on the
charges that move with the velocity

(14)

which is directed perpendicularly to the level surface in
the concentration field (the isoconcentration surface
established before the magnetic field was switched on).
Thus, the Lorentz force is found to be directed at a tan-
gent to this surface. Obviously, the currents induced by
this force will only flow over the level surface (in the
plane perpendicular to B); since this surface is closed,
the currents will circulate and, thus, the divergence of
their densities will vanish.

Since a magnetic field does not cause the carrier
concentrations in the base bulk to redistribute, we have
to clarify the characteristics of carrier transport at the
base boundaries.

4. INFLUENCE OF A MAGNETIC FIELD
ON THE CHARGE-CARRIER FLOW

THROUGH THE BOUNDARY

When simulating magnetotransistors [10, 11], it is
most common to treat the boundary of the space-charge
region of the collector junction as a surface with a con-
stant concentration of minority charge carriers (the
Dirichlet conditions). Taking into account the forego-
ing, the switching on of a magnetic field should only
give rise to circulating currents JB of these charge car-
riers around the collectors (Fig. 3a) without perturbing
the concentration field. The presence of isolating walls
in the structure (Fig. 3b) cannot disturb the flow of
these currents and should only perturb the carrier con-
centration in the vicinity of the walls (Fig. 3c), which
neutralizes the isolation effect owing to variation in the
surface-recombination rate. Obviously, the collector
current, which depends on the carrier-concentration
distribution, will not change in the former case at all
and will not change in the latter case at least in the first
approximation. When there are walls, the collector-cur-
rent increments differing in sign are compensated at
opposite ends, whereas, in the case of incomplete com-
pensation, the response to a magnetic field is found to

νdif Dc 1– gradc,–=
be independent of the B direction, which is inconsistent
with experimental data. Consequently, the Dirichlet
conditions are inapplicable to the solution of the prob-
lem concerning the magnetosensitivity of diffusive
magnetotransistors.

It is clear from the above reasoning that the collec-
tor-current response to a magnetic field is possible only
if the component of the minority-carrier velocity (and,
consequently, the concentration gradient) in the collec-
tor-surface plane is nonzero. If the formulated condi-
tion is satisfied, then

(15)

where the normal component of the boundary current

(16)

gives rise to a collector current in the absence of a mag-
netic field, whereas the tangential component

(17)

gives rise to an additional component JB, which
depends on B. Here, ∂/∂l and ∂/∂n are derivatives along
the direction of the M1M2 curve (Fig. 1a) and along the
normal to this curve.

The collector current can then be expressed in terms
of a curvilinear integral along the M1M2 curve as

(18)

where

(19)

JC J0n JB+ J0n J0τµmn* B,+−= =

J0n eD
∂c
∂n
------±=

J0τ eD
∂c
∂l
-----±=

JC B( ) IC 0( ) eµmn* DhB
∂c
∂l
----- ld

M1M2

∫–=

=  IC 0( ) eµmn* DhB c M1( ) c M2( )–[ ] ,+

IC 0( ) eDh
∂c
∂n
------ ld

M1M2

∫±=
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Fig. 4. Distribution of (a) the space charge and (b) the electric and electrochemical potentials in the space-charge region of the col-
lector junction. The coordinate y = 0 corresponds to the boundary of the space-charge region. A minimum of the hole concentration
is attained at the point y0.
is the value of this integral at B = 0; h is the extent of
electron motion along the OZ axis; and the absolute
sensitivity of the diffusive structure

(20)

is governed by the difference of concentrations at the
collector ends.

We will now show that the assumption about non-
uniformity of the minority-carrier concentration at the
interface with a collector 

(21)

is indeed valid.

5. THE BOUNDARY CONDITIONS

Physically, condition (21) can be satisfied if the fol-
lowing two requirements are met:

(i) the concentration distribution along x (Fig. 1) is
nonuniform in the bulk; and

(ii) the concentration at the boundary depends on the
concentration in the bulk.

The first requirement is met by choosing an appro-
priate device structure, i.e., one that is in accordance
with the principle of its operation. The second require-
ment makes it necessary to reject the Dirichlet condi-
tions in favor of the boundary conditions of the third
kind. Such conditions seem to be reasonable taking into
account the fact that the diffusion-related flow should
be matched to the drift-related flow in the collector
space-charge layer; i.e.,

(22)

so that

(23)

SA

∂IC

∂B
-------- eµmn* Dh c M1( ) c M2( )–[ ]= =

∂c
∂l
----- 0≠

eD
∂c
∂n
------ eνdrc l( ),=

∂c
∂n
------

νdr

D
-------c l( ),=
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where νdr is a parameter that characterizes the charge-
carrier drift in the space-charge region of the collector
(in a rough approximation, this parameter corresponds
to the drift velocity in the junction); and l is a curvilin-
ear coordinate at the interface with the space-charge
region of the collector. We then obtain (21) taking into
account the first requirement that defines the depen-
dence of ∂c/∂n on l.

However, condition (23), as it is written, is practi-
cally unacceptable as a consequence of the uncertainty
in νdr caused by the appreciable nonuniformity of the
electric field in the junction and, thus, needs to be refor-
mulated.

To this end, we will determine more accurately the
concentration distribution in the space-charge region of
a reversely biased abrupt p–n junction (Fig. 4a). For the
sake of definiteness, we consider the junction portion in
the “bottom” part of the collector in Fig. 1a, where the
x and y axes define the tangential and normal directions
to the n-type base. The frequently used assumption that
electrochemical potentials are constant in the p–n junc-
tion results in the Dirichlet conditions and cannot be
accepted for the following reason. In the case of extrac-
tion from an electrically neutral base (Fig. 4b), we have

(24)

With allowance made for c(x, –W) > c(x, 0), where W is
the width of the space-charge region, we find that there
is a minimum in the charge-carrier concentration for a
fixed x at a certain point y0 ∈  (–W, 0). At the same time,
ignoring recombination in the depletion layer, we
obtain the following expression for the collector-cur-
rent density:

(25)

∂c
∂y
-----

y 0=

0.>

JC eµc
∂F
∂y
------ const y( ).= =



36 GLAUBERMAN et al.
Here, F is the electrochemical potential of minority
charge carriers. It follows from (25) that there exists an
inflection in F at y = y0, such that

(26)

where U is the electric potential.
Thus, the assumption that the potential F is constant

(or almost constant) in the space-charge layer, which
corresponds to the Dirichlet conditions, cannot be con-
sidered even a priori valid since this assumption is rad-
ically inconsistent with the fact that there is an inflec-
tion point in this region, which follows from physically
significant condition (24). In order to determine the
concentration distribution in the depletion region, we
rewrite (25) as

(27)

The conventional expression for the depletion-
region width in the case of parabolic bending of the
energy bands can be written as

(28)

where ∆ϕ ≡ ∆ϕ0 + VC, ∆ϕ0 is the equilibrium potential
difference across the junction, VC is an external bias
applied to the collector junction, and NB is the ionized-
impurity concentration in the base. As an example, we
consider the simplest situation where µ = const(E).
Then, using the dimensionless variables

(29)

we transform Eq. (27) into

(30)

On condition that ζ(–1) = ζ0, the solution to Eq. (30)
is given by

(31)

It follows from (31) that

(32)

where Φ is the probability integral.
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Since Φ tends monotonically toward 0.5 and takes a
value in excess of 0.4999997 even at VC = 0 (in which
case, (∆ϕ/ϕT)1/2 ≈ 5 for silicon at room temperature), we
may set Φ = 1/2. Then, returning to natural variables,
we obtain the following final expression for the bound-
ary condition of the third kind:

(33)

Here, cc = c(x, –W) is the concentration of majority
charge carriers in the near-boundary region of the col-
lector and lD is the Debye length in the base. It can be
seen that boundary condition (33) becomes homoge-
neous in the limiting case of very large values of VC.
This makes it possible to use expression (23) assuming
that

(34)

5. CONCLUSION

We have shown that the mechanism of magnetosen-
sitivity for transistor structures with drift-based trans-
port of charge carriers differs radically from the corre-
sponding mechanism in structures with diffusion-based
transport. In the former case, the sensitivity is caused
by the influence of a magnetic field on the motion of
injected charge carriers in the base bulk, whereas, in the
latter case, the field affects the charge-carrier motion in
the layer that adjoins the space-charge region of the col-
lector junction.

This circumstance impels one to reconsider the
established procedure for simulating diffusive magne-
totransistors. In order to determine the absolute sensi-
tivity, one has to calculate the concentration field of
injected charge carriers in the absence of a magnetic
field; the boundary conditions at the collector given by
(23) should be used with allowance made for expres-
sion (34). Thereafter, the value of this sensitivity should
be determined using formula (20).
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Abstract—The influence of the size effect in photoluminescence on two-photon absorption in the course of rera-
diation in undoped graded-gap AlxGa1 – xAs solid solutions was studied. It is shown that the efficiency of two-pho-
ton absorption increases as the extent of the crystal region under excitation increases. The factors affecting the ratio
between the contributions of the frequency- and polarization-related components of probability for two-photon
absorption to its spectral dependence were determined. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is well known [1–3] that the process of reradiation
of electroluminescence and photoluminescence (PL) in
graded-gap semiconductors brings about an increase in
the external quantum yield of radiation with increasing
size of the excitation region (the size effect of lumines-
cence). It has been shown by Kovalenko et al. [4] that
two-photon absorption makes an appreciable contribu-
tion to the PL reradiation at high excitation levels in
such semiconductors.

In this paper, we report the results of studying the
effect of the PL size effect on two-photon absorption in
the course of reradiation in graded-gap AlxGa1 – xAs
solid solutions.

2. EXPERIMENTAL

We studied undoped (with an electron concentration
n ≤ 1 × 1016 cm–3) epitaxial layers (epilayers) of
AlxGa1 – xAs solid solutions grown on GaAs substrates
from the bounded volume of the solution–melt. The
aluminum content decreased from x ≈ 0.36 at the het-
erointerface to x = 0 at the surface of the layers. Vari-
ation in composition over the layer thickness was
almost linear within the layer portion extending from
the substrate–layer boundary to the depth of ~0.7d0
(d0 is the total thickness of the epilayer). The band-gap
gradient ∇ Eg within this layer portion amounted to
350 eV/cm < ∇ Eg < 400 eV/cm; the value of ∇ Eg
decreased gradually when approaching the narrow-
gap layer surface.

The chosen values of ∇ Eg ensured, first, the drift
mechanism of transport of nonequilibrium charge car-
riers in the built-in quasi-electric field F = e–1∇ Eg (e is
the elementary charge) and, second, the equality
between the extent of the excitation region of the crys-
1063-7826/03/3701- $24.00 © 20038
tal and the thickness of the layer portion d' confined
between the rear narrow-gap and the front wide-gap
(illuminated) surfaces. This was based on the fact that
the effective displacement length of nonequilibrium
charge carriers l+ determined from the low-energy fal-
loff of the emission spectrum [5] (l+ ≈ 9–12 µm) was
comparable to d' for the specified values of ∇ Eg,
which was favorable for the transport of a high pro-
portion of nonequilibrium charge carriers to the rear
(narrow-gap) surface without their recombination in
the crystal bulk.

We studied the influence of the size effect on two-
photon absorption while varying the extent of the exci-
tation region in the crystal on both the front (wide-gap)
and rear (narrow-gap) surfaces. To this end, each epi-
taxial structure was cleaved into two parts, the surface
narrow-gap portion of the epilayer with a thickness of
(0.2–0.3)d0 was then removed from one of the parts,
and, finally, reverse angular lappings [6] were formed
on both parts of the structure in order to excite the PL
from the wide-gap side of the layers. Various sizes of
the excitation region d' were effected by scanning the
optical probe over the wide-gap surface of the reverse
angular lapping of the structure.

The PL was excited at 300 K by an optical beam
with a diameter of ~30 µm using argon-laser radiation
(the wavelength lexc = 0.488–0.514 µm). The excitation
intensity J was varied within the range of 1 × 1021 < J <
5 × 1022 cm–2 s–1. The PL spectra were measured con-
ventionally using an SDL-1 spectrometer and an FÉU-62
photomultiplier.

3. RESULTS

The PL spectra of the solid solutions under investi-
gation included an edge-emission band caused by
003 MAIK “Nauka/Interperiodica”
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band-to-band transitions. In Figs. 1 and 2, we show the
PL spectra I(hν) of the same layer without removing
the narrow-gap portion (in the following, the layer with
full thickness) and with a removed narrow-gap region
for various values of d' and J = const. It can be seen that
the band width is governed by the extent of the excita-
tion region d': as d' increases, the short-wavelength
wing of the band shifts to higher energies in the spec-
trum.

The shape of the epilayer-related emission band for
the full-thickness layer was similar to that reported by
Kovalenko et al. [4]. The PL spectrum of the layers
with a removed narrow-gap region had a fine structure.
Specifically, spikes with various intensities I and with
the number of spikes increasing as the value of d'
increased were observed against the background of the
continuous spectrum. The features of the fine structure
of the spectrum depended markedly on the excitation
level (Fig. 3). The fine structure was hardly observed at
small values of J. This structure was most pronounced
at intermediate excitation levels; a further increase in J
lead to smoothing of the fine structure; i.e., the number
and intensity of the peaks decreased. As the excitation
level increased, the spectra of the layers with a removed
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Fig. 1. The shape of photoluminescence spectra for a layer
with full thickness (∇ Eg = 380 eV/cm) for several values of
the excitation-region extent; d' = (1) 8, (2) 11, (3) 15, and
(4) 19 µm. The excitation intensity J = 1.6 × 1022 cm–2 s–1.
The spectra are normalized to unity and are arbitrarily
shifted along the vertical axis. Variations in the band-gap
width over the depth in the layer from the minimal value

 to the maximal value  are shown in the inset; the

excitation region is also outlined. The arrows indicate the
excitation direction.

Eg
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narrow-band region were also distinguished by a
greater shift of the short-wavelength peak to lower
energies (Fig. 3). The integrated PL intensity IΣ
increased with increasing d'. The exception was the
transition region with a thickness of about 4 µm in the
vicinity of the layer–substrate interface; the PL inten-
sity decreased in this region as the substrate was
approached. Removal of the narrow-gap region from
the epilayer resulted in a decrease in IΣ; however, the
shape of the dependence IΣ(d') remained unchanged
(Fig. 4). As J increased, the integrated PL intensity
increased according to a power law; i.e.,

(1)

where C is a proportionality coefficient [4]. The expo-
nent mΣ depended on the extent of the excitation region
d' similarly to the dependence IΣ(d'); i.e., this exponent
increased with increasing d' and decreased as the het-

IΣ CJ
mΣ,=

3

4

2

1
Emax

g

Emin
g

d '

hν, eV

d, µm

1.5

d0

Eg

1.0

0.5

0

I, arb. units

d0

Eg'

1.4 1.5 1.6 1.7 1.8 1.9

2015100 d0

Fig. 2. The shape of photoluminescence spectra for a layer
with a removed narrow-gap region with a thickness of about
10 µm (∇ Eg = 380 eV/cm) for several values of the excita-
tion-region extent: d' = (1) 5, (2) 8, (3) 10, and (4) 12 µm.
The excitation intensity J = 1.6 × 1022 cm–2 s–1. The spectra
are normalized to unity and are shifted arbitrarily along the
vertical axis. In the inset, we show variations in the band-
gap width over the layer depth from the minimal value

 to the maximal value  and indicate the excita-

tion region. The dashed line in the inset represents the por-
tion of the Eg(d) curve which corresponds to the removed
narrow-gap region. The arrow in the inset indicates the exci-
tation direction.
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Fig. 3. The shape of the photoluminescence spectrum for a
layer with a removed narrow-gap region in relation to the
excitation intensity J = (1) 1 × 1021, (2) 1.6 × 1022, (3) 2.2 ×
1022, and (4) 3.6 × 1022 cm–2 s–1. Dependences of the posi-
tion of the short-wavelength peak hνm in the photolumines-
cence spectrum on the excitation intensity for the same
layer (5) with full thickness and (6) with a removed narrow-
gap region are shown in the inset.
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Fig. 4. Variations in (1) the band gap Eg, (2, 2') integrated
photoluminescence intensity IΣ, and (3, 3') the parameter
mΣ over the depth in one of the layers (2, 3) with full thick-
ness and (2', 3') with a removed narrow-gap region.
erointerface was approached. Removal of the narrow-
gap region from the epilayer resulted in a decrease in
mΣ; however, the shape of the dependence mΣ(d')
remained intact (Fig. 4). It can be seen from Fig. 4 that
dependence (1) changes from superlinear (mΣ > 1) for
the smallest values of d' to superquadratic (mΣ > 2) as d'
increases for the layers with full thickness; at the same
time, this dependence is superquadratic in the entire
range of variations in d' for the layers with a removed
narrow-gap region.

The spectral PL intensity Iλ also increased with
increasing excitation level; i.e.,

(2)

The degree to which the spectral intensity Iλ is super-
quadratic is characterized by the parameter mλ in
dependence (2) and is different for various wavelengths
of the same emission spectrum. The removal of the nar-
row-gap region from the epilayer and a variation in d'
affected the shape of the dependence mλ(hν) (Fig. 5).
The degree to which the dependence Iλ(hν) was super-
quadratic in the PL spectra of the layers with full thick-
ness was minimal in the region of the short-wavelength
peak and increased with increasing emission wave-
length. A similar dependence mλ(hν) was observed in
the layers with a removed narrow-gap region for small
values of d'. As the values of d' increased, the shape of
the dependence mλ(hν) changed radically; specifically,
the exponent mλ had a minimum in the short-wave-
length region and decreased with increasing emission
wavelength. The exponent mλ was virtually indepen-

Iλ C1J
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Fig. 5. Spectral dependences of the parameter mλ for several
values of the excitation-region extent d' for photolumines-
cence spectra of the same layer (1–3) with full thickness and
(1'–3') with a removed narrow-gap region. d' = (1) 11, (2) 15,
(3) 19, (1') 8, (2') 10, and (3') 12 µm.
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dent of the energy of emitted quanta for the largest val-
ues of d'.

4. DISCUSSION

An increase in the integrated PL intensity Iλ with
increasing d' (the PL size effect) is caused by reradia-
tion, special features of extraction of radiation, and a
decrease in the recombination-related losses at the rear
(narrow-gap) surface of a graded-gap semiconductor
[1–3]. 

The superquadratic dependence IΣ(J) indicates that
radiation resulting from the recombination of nonequi-
librium charge carriers generated owing to the two-
photon absorption of PL in the course of multiple rera-
diation contributes to the measured emission intensity
[4]. An increase in the contribution of two-photon
absorption (an increase in the parameter mλ) to PL with
increasing d' is caused by the following factors. As the
extent of excitation region d' increases, the number of
sequential reradiation events increases as well; these
events ensure that the nonequilibrium charge carriers
reach the rear (narrow-gap) surface and lead to a
decrease in nonradiative recombination losses at this
surface [3]. The latter circumstance brings about an
increase in the internal quantum yield η in as a result
of saturation of the channels for the volume nonradi-
ative recombination. This is confirmed by an increase
in the effective displacement of nonequilibrium
charge carriers as J increases (similarly to what was
observed by Kovalenko et al. [4]) and by a shift of the
short-wavelength peak in the PL spectrum to longer
wavelengths, which is caused by the coordinate
dependence of the probability of recombination for
nonequilibrium charge carriers [7]. An increase in the
number of reradiation events and in η in brings about
an increase in the photon density in the crystal bulk
and, consequently, in the probability of two-photon
PL absorption.

Smaller values of IΣ and mΣ for the layers with a
removed narrow-gap region are caused by a lower inter-
nal quantum yield of PL. As a result of the smaller value
of d' in these layers, a larger (than in the epilayers with
full thickness) fraction of nonequilibrium charge carri-
ers drifting in the electric field F reach the rear surface,
which brings about higher nonradiative losses. The
decrease in IΣ and mΣ with increasing d' in the vicinity
of the heterointerface is related to a decrease in ηin,
which is caused by a higher concentration of defects in
this region [8].

The difference between the form of dependences
mλ(hν) in the spectra of the layers with full thickness
and in those of the layers with a removed narrow-gap
region indicate that there are special features of two-
photon absorption which are caused by geometrical
factors. In the full-thickness layers, two-photon absorp-
SEMICONDUCTORS      Vol. 37      No. 1      2003
tion increases as the distance from the illuminated
wide-gap surface increases; this absorption is most sig-
nificant in the narrow-gap region due to the predomi-
nance of the following frequency dependence of two-
photon absorptivity [9]:

(3)

Here, A is a coefficient which depends on the orienta-
tion of polarization vectors for both photons (hν1 and
hν2), and ρ is the flux density of primary PL.

In the layers with a removed narrow-gap region,
two-photon absorption is highest in the wide-gap
region and decreases as the distance from the illumi-
nated wide-gap surface increases. In our opinion, the
cause of this discrepancy consists in the fact that the
absorption of photons generated in the energy range of

 < hν ≤  (  and  are the band gaps at the
rear surface of an epilayer with a removed narrow-gap
region and at the illuminated front of the wide-gap sur-
face, respectively) occurs identically when these pho-
tons are reradiated both in the full-thickness layer and
in the layer with a removed narrow-gap region; i.e., the
mechanism of absorption of photons propagating into
the crystal regions with Eg < hν in the direction of the
drift of nonequilibrium charge carriers is of the one-

photon type. Photons propagating in the  direction
at angles that are larger than the angle α0 of total inter-
nal reflection are reflected from the wide-gap surface
back to the crystal. Thereafter, the photons can undergo
two-photon absorption in the layer regions with Eg > hν
and one-photon absorption in the regions with Eg < hν,
which is similar to the absorption of photons that prop-
agate initially in the direction of the drift of nonequilib-
rium charge carriers. Thus, reflection of these photons
from the wide-gap surface is of the single-stage type,
whereas the reabsorption process is of the single-pass
type.

Differences between the PL absorption in the full-
thickness layers and in the layers with a removed nar-
row-gap layer manifest themselves for the photons hν ≈

. Photons are absorbed in the full-thickness layers
similarly to the above-considered mechanism. In the
layers with a removed narrow-gap region, the photons
outside the angle α0 are reflected from both the wide-

gap surface with Eg =  and the rear narrow-gap sur-

face with Eg = . The reflection process can be multi-
ple and completed either with two-photon absorption or
with the photons found within the angle α0 and with
their subsequent escape from the crystal. A higher vol-
ume density of photons in the wide-gap region of the
crystal, which is ensured by the multipass type of rera-
diation, brings about a higher probability of two-photon

K2 hν( ) Aρ h ν1 ν2+( ) Eg–[ ] 1/2.=

Eg' Eg
max Eg' Eg

max

Eg
max

Eg'

Eg
max

Eg'



42 KOVALENKO, SHUTOV
absorption; this, in turn, leads to an increase in the con-
centration of nonequilibrium charge carriers in the
wide-gap region as compared with the concentration of
these carriers in the corresponding region of the full-
thickness layers for the same excitation level. The latter
circumstance gives rise to a more significant shift of the
short-wavelength peak to longer wavelengths as J
increases in the PL spectra of epilayers with a removed
narrow-gap region. The origin of this shift was consid-
ered by Kovalenko et al. [10].

Apparently, the probability of two-photon absorp-
tion within regions with a narrower band gap is gov-
erned to a great extent by polarizations of absorbed
photons. On the assumption that the allowed–allowed
transitions are vertical and all the bands with extrema at
k = 0 are parabolic, we have the following expression
for the probability of two-photon absorption [11]:

(4)

Here, A1 = const; N1 and N2 are the volume density of
photons with frequencies ν1 and ν2, respectively; ε1 and
ε2 are the dielectric constants at the frequencies ν1 and
ν2; p is the electron momentum (the subscript m stands
for an intermediate state; c, for the conduction band;
and ν, for the valence band); Em is the energy interval
between the conduction-band bottom and the interme-
diate state m; and V is the volume of the excitation
region. It can be seen from expression (4) that the value
of W depends on the volume density and frequency of
absorbed photons and also on the orientations of pho-
tons' polarization vectors e1 and e2. We believe that it is
the polarization factor which gives rise to the fine struc-
ture in the PL spectrum of the layers with a removed
narrow-gap region. Obviously, the mechanism of the
effect of this factor consists in the following. Each
reflection of a photon changes its polarization. In
addition, photons propagate within a crystal whose
refractive index varies; as a result, their paths in the
crystal are curvilinear, which leads to continuous vari-
ations in the polarization. If the values of J are small,
in which case the probability of two-photon absorp-
tion W is low, the aforementioned mechanisms are
responsible for nonmonotonic variation in this proba-
bility along the drift of nonequilibrium charge carri-
ers. In the crystal regions where the electron-momen-
tum vector is parallel to the polarization vectors of
absorbed photons, the probability W is higher than in
the regions where these vectors are not parallel; as a
result, “surges” in the concentration of nonequilib-

W A1

N1N2V
ν1ν2ε1ε2
--------------------- hν1 hν2 Eg–+≈

×
e1pcm( ) pcme2( )
Em hν2 Eg–+

------------------------------------
e2pcm( ) pcme1( )
Em hν1 Eg–+

------------------------------------+
2

.

rium charge carriers appear in these regions, which
manifest themselves in the form of spikes against the
continuous spectrum of PL.

At high excitation levels, the probability W
increases owing to an increase in the volume densities
of photons N1 and N2, which brings about an increase in
the number of crystal regions where the vectors p and
e1 (and e2) are parallel, an increase in the frequency fac-
tor, and a resulting smoothing of the fine structure in the
spectrum.

The absence of a fine structure in the PL spectrum
and the pronounced effect of the excitation-region
extent d' on the frequency dependence of the coefficient
of two-photon absorption in the full-thickness layers
are related to two circumstances. First, the reradiation
is a single-pass process in these layers. Second, the
paths of the low-frequency photons that are reflected
from the wide-gap surface and traverse a longer dis-
tance in these layers than in the layers with a removed
narrow-gap region become more rectilinear and ori-
ented along the ∇ Eg vector. These circumstances
exclude a local increase in the probability W, which is
caused by a polarization-related factor in two-photon
absorption in such layers.

5. CONCLUSION

Thus, the two-photon photoluminescence absorp-
tion involving reradiation depends on a geometrical
factor in graded-gap AlxGa1 – xAs solid solutions in the
case of drift transport of nonequilibrium charge carriers
in the built-in electric field F in the crystal. This geo-
metrical factor amounts to the following: a change in
the extent of the excitation region brings about varia-
tions both in the efficiency and in the characteristics of
the spectral dependence of two-photon absorption of
recombination radiation.
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Abstract—Structural complexes formed in the Si–SiO2 boundary layer under high-temperature thermal oxidation
of silicon are considered. A mathematical model of the kinetics of silicon–oxygen cluster polymerization was sug-
gested using the boundary-layer concept. The influence of the diffusion flow of these clusters on the percentage of
SiO4 tetrahedral chains of various lengths in the SiO2 bulk was noted. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The Si/SiO2 interface structure is a subject of active
studies in submicrometer technology [1–14]. First of
all, this is caused by the fact that the SiO2 gate layer
thickness typical of modern MOS structures is compa-
rable to the transition layer thickness in the Si−SiO2
system. However, a consensus on the transition layer
structure has not been reached yet.

As previously [1], we adhere to the model of a con-
tinuous Si/SiO2 interface. There exists a boundary layer
at the Si/SiO2 interface in the course of silicon thermal
oxidation after which this layer naturally transforms
into a transition layer. Thus, to extend the knowledge on
the transition layer, attention should be focused on the
physicochemical structure and the processes in the
boundary layer during silicon oxidation.

Experimental data in this field are very scanty, since
the oxidation temperature is high (1200–1300 K) and
processing of spectral curves is complicated. There-
fore, either formed Si/SiO2 structures or low-rate oxi-
dation at lower temperatures (up to 900 K) were stud-
ied. For example, the kinetics of layer-by-layer silicon
oxidation was studied by scanning reflection electron
microscopy combined with Auger electron and photo-
electron X-ray spectroscopy [2]. A number of interest-
ing results were obtained in the study of the SiO2–gas
interface [2, 3, 14]. In particular, a case of bifurcation
related to the surface charge state was described in [3]
while studying the dynamics of variation in the cover-
age of silicon with silicon dioxide. Notwithstanding the
evident recent tendency to study low-temperature oxi-
dation (800–100 K) at a low partial oxygen pressure
(10–7–10–6 Torr), it is high-temperature oxidation which
yields highly uniform (over area) and high-quality
nanometer layers of gate silicon dioxide.
1063-7826/03/3701- $24.00 © 20044
The interrelation between the kinetics of high-tem-
perature silicon oxidation, polymerization in the
boundary layer, and its structural features is the subject
of inquiry in this paper.

2. MODEL OF THE Si–SiO2 BOUNDARY LAYER

The SiO2 layer grows in the course of silicon ther-
mal oxidation due to the interaction of the silicon sur-
face with O2 molecules or probably with O* radicals or

 ions that diffused to the surface through the already
grown insulator layer. The Si–Si bond breakage and
Si−O bond formation proceed simultaneously, which is
accompanied by the release of thermal energy. This
energy is spent on the additional heating of atomic lay-
ers adjacent to the interface. Thus, elementary oxida-
tion stages are thermally activated and active particles

of , , and (SiO)* are generated. The layer phase
state changes: a viscoelastic pseudoliquid emerges
instead of a solid amorphous phase characteristic of sil-
icates. In moving away from the active zone of the reac-
tion, the viscosity increases and the insulator is vitri-
fied. However, the viscoelastic (even if cooled) liquid
phase is retained in the SiO2 layer lying at a certain dis-
tance from the Si–SiP2 interface. We refer to this layer,
together with the active reaction zone, as the boundary
layer (see Fig. 1). The active zone probably consists of
various clusters of incompletely oxidized SiOx (x < 2)
silicon, which can be either rigidly linked to the silicon
lattice or exist as a melt. The polymerization zone is
permanently “fed” by monomers from the interface due
to thermally activated diffusion of these clusters. For-
mation of polymer molecules in the active zone is
impossible since the locally high temperature prevents
chain elongation. Existence of active particles of vari-

O2
–

O2
– O2*
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ous types, e.g., NaO–, can also be assumed. The influ-
ence of sodium accumulation, as well as hydrogen and
potassium cations at the Si/SiO2 interface, on gate insu-
lator degradation has already been elucidated in the lit-
erature (see, e.g., [1, 5, 8]). These particles can promote
destruction of Si–Si bonds in the active zone, as well as
initiate or, on the contrary, inhibit polymeric chain for-
mation in the polymerization zone.

Receding from the Si–SiO2 interface, the active
zone gradually transfers to the polymerization zone.
The latter represents a viscoelastic pseudoliquid char-
acterized by rather slow reactions of polymeric-chain
elongation effected by trapping of various monomeric
units (clusters). Furthermore, an important role in the
formation of the structure typical of bulk SiO2 is played
by oxidation of incompletely oxidized polymeric
chains. The transition of the polymerization zone to the
bulk SiO2 structure is caused by two factors: (i) full
completion of Si–O chain oxidation and (ii) a drastic
increase in the viscosity caused by cyclization of poly-
mer molecules. However, it is not clear what mecha-
nism has the most significant influence on the spatial
confinement of a boundary layer: either polymeric
chains are cycled when they are still suboxidized or
when they represent an already formed chain of SiO4
tetrahedra. In our opinion, the former scenario takes
place. If the oxidation rate is low, a polymer network or
gel can arise due to the formation of covalent Van der
Waals bonds between polymeric chains or linking of
rings to each other. At high oxidation rates, polymeriza-
tion does not proceed to completion and polymeric
clusters are not large. At the final oxidation stage, the
diffusive flow of oxygen particles comes to an end and
suboxidized polymeric chains emerge in the polymer-
ization zone.

We now briefly and qualitatively discuss the proba-
ble structures of both monomeric clusters and poly-
meric molecules (this qualitative analysis is consistent
with quantum-chemical calculations). The energy (4.6 eV)
of a single Si–O bond formation is sufficient to break
two Si–Si bonds (2.3 eV), i.e., to transfer a silicon atom
to an sp-hybridized state. In other words, the energy
released during the oxygen–silicon interaction is suffi-
cient to break the bonds with a lattice for a fraction of
silicon atoms. This can give rise to SixOy low-molecular
clusters, which can freely migrate in the boundary
layer. The oxidation conditions are nonequilibrium;
therefore, the Si atom in such clusters, e.g., +Si≡Si–O–,
can have hybridization which differs from sp3. Then,
these clusters can form a linearly branched polymer
(Fig. 2), which, being oxidized, yields either a linear
(Fig. 3) or folded (Fig. 4) (Si2O2)n polymer. The mole-
cules shown in Figs. 2–4 do not exhaust the diversity of
polymer structures. These polymers, when oxidized,
ultimately produce the SiO4 tetrahedron chains charac-
teristic of a Zahariasen network of bulk layers of silicon
dioxide.
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3. MATHEMATICAL MODEL
OF POLYMERIZATION IN THE BOUNDARY 

LAYER IN A Si–SiO2 SYSTEM

We now consider an arbitrary cross section in the
polymerization zone. Since the Si–SiO2 interface per-
manently moves (to the left, to be precise) into the
semiconductor depth during oxidation, the horizontal
coordinate of this section increases. Hence, motion

1 2

5 6

3 4

Fig. 1. Boundary layer in the Si–SiO2 system: (1) silicon,
(2) boundary layer, (3) grown SiO2 layer, (4) gas medium,
(5) active zone, and (6) polymerization zone. The arrow
indicates the SiO2 growth direction. The triangle symboli-
cally shows the SiO4 lattice structure tetrahedron. The layer
thickness scale is not obeyed.

+Si≡Si–O
Si≡Si–O

—

—
Si≡Si–O

Si≡Si–O
—

ϕ

Fig. 2. Polymeric chain of four monomeric SiO2 units. The
rightmost monomeric unit is parallel to the plane of the
drawing. Rotation of the plane angle ϕ about the Si–O bond
allows multiplicity of rotational-isomeric chain states.
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Fig. 3. A fragment of the polymeric (Si2O3)n molecules.
The arrow shows the possibility of rotation about the double
Si=Si bond. 
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Fig. 4. A fragment of the cyclic (Si2O3)n structure. Each
Si2O2 unit is planar (the corresponding planes are shown by
parallelograms). The dihedral angle between planes is des-
ignated as α.
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along the temporal coordinate t on the assumption of a
constant oxidation rate is equivalent to motion along
the spatial coordinate (Fig. 1). Let there be a monomer
inflow to this cross section j. We denote the concentra-
tions of the monomer and the polymer composed of
monomeric units i + 1 in the layer by x0 and xi, respec-
tively. Considering the cross section with a certain
finite thickness to be homogeneous as a whole, we
write the reactions up to the formation of the (n + 1)-
unit polymer (n ≤ N = 9) as

(1)

where k0, …, kN – 1 are the rate constants of correspond-
ing chemical reactions. When receding from the
Si−SiO2 interface, the local viscosity increases in this
zone, since the number of 8-, 9-, or 10-unit polymeric
molecules increases. The further elongation of the
chain is limited by cyclization of polymer molecules
and the formation of a polymeric network; therefore,
the local viscosity drastically increases and chemical
reactions of chain elongation become sterically (spa-
tially) difficult. The reactions are assumed to be irre-
versible, their rate is calculated by the mass action law
(bimolecular reaction), and the rate constants are con-
sidered to be different. In order to take into account the
restriction on chain elongation, we set kN = 0. Then, we
can write

(2)

The viscoelastic properties of the growing SiO2 layer
suggest that reactions (1) are diffusion-controlled (i > 0),

(3)

We note that the constant k0 can in fact be defined by
another expression, since the monomer–monomer
interaction is probably controlled by chemical reaction
kinetics rather than by diffusion. The viscosity of the
boundary layer, in turn, depends on the variables of the
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problem, i.e., the polymer molecule concentrations. We
employ the dependence

(4)

which is known in the physics of polymers as an
approximation for the case under study.

Model equations (2) incorporate the monomer flux
j(x0, t), which arrives at the cross section from the out-
side and generally depends on time (since the farther
the cross section is from the interface, the weaker the
diffusion flow of monomer will be into this cross sec-
tion from the active zone) and on the monomer concen-
tration itself. It is evident that the temporal dependence
of the flux j is a steadily decreasing function, which
vanishes when the cross section passes from the poly-
merization zone into the region of already formed SiO2
layers.

We use a simplifying assumption and consider the
boundary-layer viscosity as constant. Although this
assumption is not quite justified physically, it is
undoubtedly interesting to consider this case (allowing
an analytical solution) as an initial approximation.
Then, system (1) becomes a second-order, autonomous,
and homogeneous system. We then substitute the vari-
able as dξ = dx0(t)dt. To make the substitution correct,
we also assume that k0x0 @ kixi (i > 0); i.e., the mono-
mer amount decreases mainly due to dimerization. We
then have one equation for x0(ξ), another for x1(ξ), and
(N−1) equations for xi(t), (i > 1); i.e.,

(5)

where the summand k0x0 written in terms of the new
coordinate ξ serves as f(ξ). First, we solve a homoge-
neous linear set, i.e., with f(ξ) = 0. It has n roots λi = –ki,
where the ith eigenvector ui has the following kth com-
ponent:

(6)

For example, the quantities λn = –kn and λ1 = –k1 corre-
spond to the vectors (0, 0, 0,…, 0, 1) and 1, k1/(k2 – k1),
k1k2/((k2 – k1)(k3 – k1)), …, k1 · … · kn/((k2 – k1) · … · (kn –
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k1)). The general solution to the homogeneous equation
is given by

(7)

We note that the first component x(ξ) depends only on
the first of the constants Ck. This facilitates the applica-
tion of the Cauchy formula to solving the heteroge-
neous set. Thus, we arrive at the following formula:

(8)

At the initial condition xi (0) = 0, x1(0) = 0, we have
C1 = Ck =0. We now return to the dependence z0(ξ). It
is evident that

(9)

If j = const and x0(0) = c, we have

(10)

(11)

In particular, it follows from (10) that the rate of
decrease in the monomer amount significantly depends
on its initial concentration since the quantity c is in the
exponent. The same is also valid for the effect of flux j.

4. RESULTS OF CALCULATION 

The experimental determination of the rate con-
stants of chain-propagation reactions is rather compli-
cated, particularly when the specific features of each
n-unit polymer are taken into account. We assumed that
T = 1273 K and η0 = 109 kg/(m s) [4, 6]. In order to
specify the initial conditions for the Cauchy problem (2),
we have to know c = x0(0); we assume that xi(0) = 0 (i >
0). The dimension of concentration x0 is [cm–3], the
value of c is 2.2 × 1022 cm–3. This dimension makes it
possible to retain the conventional dimensions of the
reaction rate constant and the flux j. Furthermore, there
is an additional parameter τ responsible for the
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decrease of the rate of flux j, e.g., according to the
dependence

(12)

Let the total oxidation time be 300 s, which in practice
yields an SiO2 layer with a thickness of several nanom-
eters. We take τ equal to one tenth of the duration of
oxidation. We considered the parameter j0 to be propor-
tional to the initial monomer concentration c. In our
opinion, the relation of these two parameters in many
respects defines the adequacy of any thermal oxidation
model.

In view of the above, calculations were carried out
in dimensionless quantities: the concentrations were
normalized to c, the time was normalized to a second,
the flux was normalized to [x0(0)/c], and the rate con-
stants were defined in terms of the parameter Q,

(13)

The dimensionless representation of the system shows
that the changes in the quantities c and Q are equiva-
lent; i.e., they imply identical changes in the curve
dynamics (in dimensionless variables). The calculation
was carried out by the conventional Runge–Kutta
method of the fourth order of accuracy at a step corre-
sponding to 1/10 s.

Figures 5 and 6 display typical calculation results
for the exponentially decreasing dependence of the
monomer flux j. The abscissa and ordinate axes are the
time (s) and the molar or mass fractions of polymeric
chains of various lengths (relative units), respectively.
This representation allows us to take into account the
problem of excluded volume; i.e., the cross section is
permanently fed with material and simultaneously
expands. The molar W and mass U fractions are cal-
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Fig. 5. Dependence of the mass fractions of polymers on the
reaction coordinate at c = 1, Q = 1, τ = 30 s, and j = 10cexp(–
t/τ): the monomer fraction (1), fractions of 2- to 4- (2), 5- to
7- (3), and of 8- to 10-unit (4) polymers. “Time” is the reac-
tion coordinate.
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Dependence of the polymer fraction in the asymptotics on the model coefficients

Coefficients and their values Polymer fractions in the asymptotics

Q τ j0 Monomer 2–4-unit
polymers

5–7-unit
polymers

8–10-unit
polymers

0 30 0.1c 0.001/0.000 0.591/0.356 0.231/0.288 0.177/0.356

10 30 0.1c 0.000/0.000 0.387/0.184 0.236/0.227 0.377/0.589

0.1 30 0.1c 0.114/0.033 0.658/0.524 0.117/0.279 0.062/0.165

1 3 0.1c 0.000/0.000 0.777/0.602 0.179/0.287 0.044/0.111

1 30 0.01c 0.001/0.000 0.725/0.532 0.210/0.315 0.064/0.152

1 30 10c 0.000/0.000 0.245/0.098 0.174/0.138 0.581/0.765

1 30 0 0.000/0.000 0.801/0.640 0.165/0.274 0.033/0.086

Note: The slash (/) separates the molar (left) and mass (right) fractions of polymers.
culated according to the following expressions (14)
and (15):

(14)

(15)

The molar fraction accounts to a greater extent for the
final structure of the transition layer, whereas the mass
fraction better represents the balance of material in the
boundary layer during thermal oxidation. Here, α is a
set of indices over which aggregation is carried out. The
sets {0}, {1,2,3}, {4,5,6}, and {7,8,9} were considered.
The general run of the curves is as follows: the mono-
meric fraction decreases (with the possible exception of
the initial range), the fraction of 8-, 9-, and 10-unit
polymers increases steadily, while the fractions of 2-,
3-, 4- and 5-, 6-, 7-unit polymers have a more or less
pronounced maximum (the instants of time when the
molar and mass fraction maxima occur are noncoinci-
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Fig. 6. Initial region of the dependence of Fig. 5. j =
0.1cexp(–t/τ). Other parameters and designations are the
same as in Fig. 5.
dent). The fraction of 2-, 3-, and 4-unit polymers dras-
tically increases in the first few seconds, while the
monomer fraction abruptly decreases. As t asymptoti-
cally tends toward infinity, a quasi-steady state is estab-
lished, which now corresponds to the formation of bulk
layers of silicon dioxide. Furthermore, if the variation
dynamics of polymer fractions of various lengths in this
cross section is known, one can indirectly determine the
distribution of these fractions over the transition layer
thickness.

The model was studied for various values of param-
eters (see table). For example, when chain propagation
(parameter Q) becomes more and more active, all the
maxima become pronounced and the fraction of 8-, 9-,
and 10-unit polymers increases. The quasi-steady state
is established more quickly. Figures 5 and 6 show the
special features of the initial oxidation stage; however,
these features are characteristic of only a few values of
the parameters. The physical cause of the Q increase
consists, e.g., in an increase in oxidation temperature or
a decrease in viscosity; the latter can also be caused by
an increase in temperature. As the monomer flux (coef-
ficient j0) increases, which, e.g., can be caused by an
increase in the partial pressure of oxygen in the gas
mixture, the fraction of heavy polymers also increases
and a local concentration maximum of 2-, 3-, and 4-unit
polymers can take place. Without the monomer diffu-
sion flow (j = 0), 2-, 3-, and 4-unit polymers dominate,
and the quasi-steady state is rapidly reached. A similar
factor decreases the parameter τ, which corresponds to
the case of relative separation of various cross sections
when there is a quick falloff of the monomer flux from
the active zone.

The dependences displayed in Figs. 5–6 and in the
table are related, first of all, to features of the polymer-
ization reaction kinetics and monomer diffusion into
the boundary layer from the active zone. These depen-
dences can be used to predict the final distribution of
polymers with various numbers of monomeric units
over the transition layer thickness, which is of impor-
SEMICONDUCTORS      Vol. 37      No. 1      2003
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tant practical significance for optimization of the elec-
trical properties of the gate insulator.

5. CONCLUSION

The numerical experiment shows that the diffusion
flow of monomers from the active zone into the poly-
merization zone has a significant effect on the ratio of
fractions of polymeric molecules of various lengths
even in the case of growth of rather thick silicon diox-
ide layers. This conclusion, which also takes into
account the fact that the active zone naturally trans-
forms into a polymerization zone with time, seems to
be of interest. As was also shown, the fraction of heavy
polymers increases with the temperature and oxidation
rate.

Currently, a mathematical model that solves the
problem of the percentage of these rings in various
cross sections of the transition layer does not exist. Fur-
thermore, the mechanisms influencing the formation of
rings of various sizes are also unclear. The mathemati-
cal model developed in this study of structural inhomo-
geneities that form in thermally oxidized silicon layers
qualitatively answers the above questions. A more ade-
quate quantitative solution requires extending the
model we suggested with technologically clearer
parameters, in particular, the oxidation temperature and
the partial pressure of oxygen in the gas mixture.
SEMICONDUCTORS      Vol. 37      No. 1      2003
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Abstract—Specific features of changes in the noise spectral density and the lifetime of minority charge carriers
in Si p–n structures with a thin multiplication region under thermal annealing of radiation defects were studied.
It is shown that the change in the frequency characteristics of noise in p–n structures is related to the recovery
of surface states. A qualitative explanation of self-limitation of the avalanche process in p–n structures with a
thin multiplication region is suggested. © 2003 MAIK “Nauka/Interperiodica”.
Avalanche semiconductor devices operating in the
mode of microplasma breakdown are used in electron-
ics as sources of broadband noise. Studying the mech-
anisms of influence of external factors on the parame-
ters of physical processes that occur under avalanche
multiplication is of practical interest for the develop-
ment and application of such devices.

In [1], changes in the noise characteristics of Si p–n
structures with different p–n-junction areas irradiated
with gamma-ray photons from a 60Co source were
reported. The features of changes in the width of a low-
frequency plateau in the curves of the noise spectral
density (NSD), as well as the relationship between these
changes and the changes in the lifetime of minority
charge carriers in structures with small-area p–n junc-
tions (about 10–6 cm2), are of much interest. Accord-
ingly, the aim of this study was to investigate the behav-
ior of the NSD and the lifetime of minority charge car-
riers under the isochronous annealing of radiation
defects.

We studied samples of p-Si:B with a B concentra-
tion of 1018 cm–3. The main p–n junction was obtained
by the thermal diffusion of P at 900°C; the area of this
junction amounted to ≈10–6 cm2. The samples differed
from each other by the time of thermal diffusion, which
manifested itself in different amplitudes and frequen-
cies of microplasma pulses. The p–n-junction depth
amounted to 1.33 × 10–4 and 1.50 × 10–4 cm for samples
prepared using different thermal-diffusion times. The
dopant concentration amounted to ≈2 × 1017 cm–3 in the
region of charge multiplication, which corresponded
to a breakdown voltage of ≈8 V. Under these condi-
tions, the width of the multiplication region amounted
to ≈(1–2) × 10–5 cm.
1063-7826/03/3701- $24.00 © 20050
The samples were irradiated with gamma photons
from a 60Co source with an energy of 1.2 MeV at doses
in the range of 1.8 × 1016–1.7 × 1018 cm–2. The irradi-
ated samples were annealed for 30 min in the tempera-
ture range of 80–380°C. Output oscillograms of the
noise current in the structures were measured at 20 ±
1°C by passing an electric current with an average
value of 50 µA through the structures. The calculation
of the NSD was performed using a standard algorithm
of fast Fourier transformation [2] on the basis of mea-
surements of the noise current in the p–n structures
under investigation. Figure 1 illustrates the changes in
the NSD due to irradiation and subsequent annealing.

The lifetime of minority carriers was measured
using the transient-response method with current
switching [3].

The diffusion length Ld is related to the lifetime τ of
minority charge carriers as follows:

(1)

Here, k is the Boltzmann constant, T is the temperature,
e is the elementary charge, and µ is the charge-carrier
mobility. As calculations show, irradiation leads to a
decrease in the diffusion length from 1.1 × 10–3 (initial
samples before irradiation) to 0.4 × 10–3 cm (samples
irradiated with the highest dose). According to the pre-
viously obtained [1] dependence of the change in the
lifetime of charge carriers on the irradiation dose, the
diffusion length becomes smaller than the linear dimen-
sion of the p–n junction when the irradiation dose Φ
exceeds 1.5 × 1017 cm–2. In this case, the change in the
lifetime of minority charge carriers caused by irradia-
tion is inversely proportional to the concentration of
introduced radiation defects. A change in the frequency

Ld kT /e( )µτ .=
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of microplasma pulses (or the width of the low-fre-
quency plateau in the NSD curves) is directly propor-
tional to the concentration of the introduced radiation
defects.

We introduce the following designations: τ0, τflow,
and τT are the effective lifetimes of minority charge car-
riers before irradiation, after irradiation with the high-
est dose, and after annealing, respectively; ∆ω0, ∆ωflow,
and ∆ωT are the widths of the low-frequency plateau in
the NSD curves (at the level of 0.7 of the maximum)
before irradiation, after irradiation with the highest
dose, and after annealing, respectively. The curves
shown in Figs. 2 and 3 represent the recovery of the
lifetime of minority charge carriers and the recovery of
the width of the low-frequency plateau in the NSD
curves as a result of thermal annealing:

(2)

(3)

Two stages of defect annealing are quite distinct in
Fig. 2. These are the stage in the range of 150–260°C
and the stage in the range of 300–340°C. As can be
seen, the annealing at 300–340°C does not provide for
the complete recovery of the lifetime of charge carriers.
This may be due to the fact that, in this temperature
range, the diffusion length becomes larger than the lin-
ear dimension of the p–n junction and expression (2)
cannot be used for accurate estimations in this case.

At the same time, a nearly complete recovery of the
frequency of microplasma pulses is observed in the
annealing stage in the temperature range of 100–260°C
(see Fig. 3).

It was established using capacitance spectroscopy
that irradiation of p-Si with gamma photons from a
60Co source results in the formation of acceptor radia-
tion defects with emission-activation energies Ev +
0.35 eV and Ev + 0.21 eV having production rates of
≈10–4 and 3 × 10–5 cm–1, respectively [4]. The above-
mentioned defects are commonly related to oxygen–
vacancy centers (Ev + 0.35 eV) and divacancies (Ev +
0.21 eV). Accordingly, the observed stage of recovery
of the lifetime of minority carriers in the range of 150–
260°C can be attributed to the annealing of divacancies,
while the stage at 300–340°C can be attributed to the
annealing of centers with an emission-activation energy
of Ev + 0.35 eV [5]. However, Figs. 2 and 3 show a
broadening of the annealing stage in the range of 100–
260°C, which is inconsistent with the features of
annealing of divacancies in the sample bulk. Such
behavior of the annealing of defects produced by
gamma irradiation may be related to the annealing of
defects introduced at the surface [6].

The assumption that the annealing stage in the range
of 300–340°C corresponds to annealing of defects in
the bulk is confirmed by an analysis of oscillograms of
output pulses. Indeed, the probability of initiating an
avalanche decreases, which can be attributed to a

f τ( ) 1/τT 1/τ0–( )/ 1/τ flow 1/τ0–( ),=

f ω( ) ∆ωT ∆ω0–( )/ ∆ωflow ∆ω0–( ).=
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decrease in the number of bulk centers of reemission of
charge carriers that are responsible for initiating subse-
quent avalanches.

The data on the annealing studies make it possible to
refine the model suggested in [1]. The decrease in the
lifetime of minority charge carriers with the increase in
the irradiation dose, as well as the decrease in the steep-
ness of the trailing edge of microplasma pulses after the
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Fig. 1. Noise spectral density for samples with 1.33 ×
10–4-cm-deep p–n junctions irradiated at doses of (1) 0,
(2) 1.8 × 1016, (3) 6.0 × 1017, and (4) 1.14 × 1018 cm–2 and
annealed at (5) 240 and (6) 340°C.
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Fig. 2. Change in the effective lifetime of minority charge
carriers as a result of isochronous annealing of radiation
defects. The thermal-diffusion times for the main p–n junc-
tion are (1) 120 and (2) 75 min.
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first stage of irradiation (see [1]), suggest that the sur-
face serves as the region where majority charge carriers
(i.e., holes) accumulate. In other words, the surface has
a negative potential [7]. In this case, a local decrease in
an electric field results in the avalanche multiplication
being switched off (the thickness of the multiplication
region amounts to ≈(1–2) × 10–5 cm). A comparison of
the thermal-relaxation time and the time of the trailing
edge of pulses makes it possible to exclude the effect of
lattice heating [8]. The irradiation-caused exclusion of
the surface effect diminishes the role of the space
charge; i.e., the number of charge carriers increases due
to impact ionization by holes, which increases the trail-
ing-edge time of microplasma pulses. Under these con-
ditions, the lifetime τ of minority charge carriers
changes more significantly in comparison with the bulk
lifetime [9]: ∆(1/τ) = κΦ. Here, κ is the damage factor
and Φ is the irradiation dose. Such behavior of the life-
time can be caused by the formation of positively
charged radiation defects at the surface. These defects
not only balance the negatively charged centers, but
also affect the results of measurements of the lifetime
of minority charge carriers. A further increase in the
irradiation dose leads to the formation of bulk traps for
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Fig. 3. Change in the width of the low-frequency plateau in
the NSD curve as a result of isochronous annealing of radi-
ation defects. The thermal-diffusion times for the main p–n
junction are (1) 120 and (2) 75 min.
minority charge carriers, which serve as effective cen-
ters of trapping and recombination of majority charge
carriers, as well as centers of initiation of subsequent
avalanches.

Thus, the investigations performed here show that
the recovery of noise characteristics of Si p–n structures
with a thin multiplication region, irradiated with
gamma photons from a 60Co source and subjected to
thermal annealing, occurs in the temperature range of
100–120°C. We ascertained the dominant effect of the
surface on the frequency characteristics of noise. How-
ever, it is necessary to take into account the influence of
radiation defects on the time distribution of noise
pulses, because the time of initiation of repeat ava-
lanches is governed to a greater extent by reemission of
electrons from trapping centers rather than by thermal
electrons. The results obtained may be used in design-
ing noise semiconductor devices.
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Abstract—Rectifying photosensitive heterojunctions were obtained for the first time by depositing films
of polyhomoconjugated organometallic compounds onto Si waters. The photoelectric properties of the
obtained structures were studied, and the basic photoelectric parameters of these structures were deter-
mined. The new heterojunctions are shown to be promising candidates for developing natural-radiation pho-
toconverters. © 2003 MAIK “Nauka/Interperiodica”.
The development of novel heterojunctions based on
diamond-like semiconductors and other materials is a
promising line of inquiry in modern optoelectronics [1–
4], since such heterojunctions make it possible to
expand the functional range of optoelectronic devices.
It was found recently that a direct contact of inorganic
semiconductors with materials of biological origin
gives rise to the photovoltaic effect [5–7].

In this study, we report the first results from investi-
gations of the photoelectric properties of heterojunc-
tions formed by the deposition of recently synthesized
polyhomoconjugated organometallic polymers [8, 9]
onto single-crystal Si wafers.

Polymers were prepared by the Wurtz–Fittig reac-
tion according to the scheme

where El = Si, Ge.

The reactions were carried out in an inert gas using
dehydrated tetrahydrofurane (THF) as a solvent and
dicyanohexyl-18-crown-6 (DCH-18-cr-6) as an inter-
phase-transport catalyst. Polymers were purified by
redeposition, and solvent residues were removed by
vacuum drying down to an unchanged weight. The

CH2Br El CH2

C2H5

C2H5

Br

CH2 El CH2

C2H5

C2H5
n

,
Na, THF, 60°C

DCH-18-cr-6
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structure of macromolecules was confirmed by the data
obtained using UV, IR Fourier, 1H, and 13C NMR spec-
troscopic methods.

The polymer layers were grown on substrates by the
flow coating technique using a fresh filtered solution of
the polymer in CHCl3 (CW = 5%). Solvent residues
evaporated from the layers at room temperature in air.
Final drying was carried out in a vacuum chamber with
a residual pressure of 2 × 10–2 Torr.

The optical absorption was studied in polymeric
layers deposited onto glass plates. The synthesis
method developed has made it possible to obtain layers
with a uniform yellow color, a thickness d = 50 µm, and
an area of 2 × 2 cm2. The measured optical transmit-
tance T0 of the polymeric layers was used to calculate
the optical-absorption coefficient

(1)

where R is the optical reflectance; R ≈ 0.3 in the studied
spectral range. Typical spectral dependences of the
optical-absorption coefficient for the polymers under
study are shown in Fig. 1. The absorption coefficient of
the polymer layers begins to significantly increase at
photon energies "ω > 2.8 eV (Fig. 1, curves 1, 2). We
can use this fact to evaluate, in a first approximation,
the band gap EG of two different novel organic com-
pounds. One can see from Fig. 1 (curves 1, 2) that the
short-wave length portions of the optical-absorption
spectra in the coordinates ((α"ω)2, "ω) are close to lin-
ear and the extrapolation (α"ω)2  0 yields virtually
the same value of the band gap for these materials,

α 1
d
--- 1 R–( )2

2T0
------------------- 1 R–( )2

2T
------------------- R2++

 
 
 

,ln=
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EG ≅  2.85 eV at T = 300 K (Fig. 1, curves 1', 2'). It is
worth noting that in the long-wavelength region of the
α("ω) spectra the absorption coefficient of the polymer
layers containing Ge is higher than that of the Si-con-
taining layers (see curve 1 in Fig. 1). This may be
caused by a higher concentration of defects in the
Ge-containing layers. We should note that a more ade-
quate interpretation of the data on the optical absorp-
tion in the obtained organic polymers calls for further
investigations.

The polymer–crystalline-Si heterojunctions were
formed by depositing polymer layers onto the chemi-
cally polished surfaces of KDB-10 Si(111) (i.e.,
p-Si(111):B, ρ = 10 Ω cm) wafers. The heterojunction
area was about 1 cm2. Aluminum layers up to ≈0.1 µm

100

0
2.5 3.0

200

300

(α"ω)2, 105 cm–2 eV2

"ω, eV

5

10

0

α, cm–1

1

2

1'

2'

Fig. 1. Spectral dependences of the optical-absorption coef-
ficient of polymer layers (1, 1') P〈Ge〉  and (2, 2') P〈Si〉  at T =
300 K.
 thick, deposited through masks onto the polymer lay-

ers, as well as a silver paste, were used as ohmic con-
tacts. The current–voltage (I–V) characteristics of the
Al(Ag)/polymer/Al(Ag) systems showed that Ohm’s
law is valid in the range of bias voltages up to U = 100 V.
The resistivity of the polymer layers of different types
deposited on glass was evaluated at ρ = 108–109 Ω cm
at T = 300 K. Notably, the Si- and Ge-containing poly-
mers were found to have similar resistivities.

The steady-state I–V characteristics of the new het-
erojunctions showed pronounced rectification. The for-
ward direction was the same for all the structures and
corresponded to the negative polarity of the applied
bias at the p-Si substrates. Typical steady-state I–V
characteristics for the heterojunctions based on poly-
mers (P) containing Si (P〈Si〉) and Ge (P〈Ge〉) are
shown in Fig. 2. Typical parameters of the heterojunc-
tions are listed in the table. The initial portions of the

10–4
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Fig. 2. Steady-state I–V characteristics of the (1, 1') P〈Ge〉/p-
Si and (2, 2') P〈Si〉/p-Si heterojunctions at T = 300 K. The
inset shows the (1, 2) forward and (1', 2') reverse portions of
the I–V characteristics plotted in semilogarithmic coordi-
nates.
Photoelectric properties of the heterojunctions based on organic polymers and Si (T = 300 K, illumination from the polymer-
layer side)

Structure 
type n Is , A R0, Ω U0, V K (U ≅  1 V) , V/W "ωm δ, eV

P〈Ge〉/p-Si 1.0, 1.35 4.6 × 10–11 105 0.9 2800 80 1.26 1.6

P〈Si〉/p-Si 2.0 1.5 × 10–9 105 0.5 550 250 1.26 0.6

SU
m
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I−V characteristics (U < 0.4 V) are described by the
equation for conventional semiconductor diodes: 

(2)

The ideality factor n determined from the slope of the
forward portions of the I–V characteristics in the coor-
dinates ( –U) ranges from 1 to 2 (see table), which
can be caused by competition between diffusion and
recombination components of the forward current [10].
It is not improbable that the value of n can be controlled
not only by the parameters of deposition of polymer
layers on the Si wafers, but also by features of the ele-
ments of Group IV of the periodic system incorporated
in the polymer. The deviation from relation (2),
observed at U > 0.5 V, is caused by the effect of the
rather high series resistance of these structures. The
values of the saturation current Is (see table), as well as
the rather low reverse currents (≤10–9 A) at biases up to
20 V at T = 300 K in the best structures, are indicative
of the high quality of the obtained heterojunctions. The
reverse current typically increases with the voltage by a
power law, which is probably caused by the effect of
leakage currents at the structure periphery.

When the bias voltage exceeds certain values char-
acteristic of specific structures (see Fig. 2, curves 1 and
2), the exponential dependence (2) transforms into the
linear one:

(3)

The P〈Ge〉/p-Si and P〈Si〉/p-Si heterojunctions
turned out to have similar and rather high values of the
residual resistance R0 (see table), while the cutoff volt-
age U0 (generally associated with the energy-barrier
height) turned out to be higher for the heterojunctions
based on the Ge-containing polymer. As follows from
the steady-state I–V characteristics, the rectification
factor K (defined as the forward-to-reverse current
ratio at U ≅  1 V) is higher for the P〈Ge〉 /p-Si hetero-
junctions (see table).

The exposure of the obtained heterojunctions to nat-
ural light resulted in the photovoltaic effect, due to
which negative photovoltage arose on the Si substrate.
It is also noteworthy that the photovoltage sign is inde-
pendent of the location of the probe beam of light
(about 0.2 cm in diameter) on the surfaces of these
structures. As a rule, the photovoltage is higher in the
case of illumination of the polymer-layer side. The
established features of the I–V characteristics suggest
that the photovoltaic effect is controlled by the energy
barrier arising at the semiconductor–organic-polymer

contact. The highest photovoltaic sensitivity  of the
best heterojunctions (see table) amounts to 250 V/W at
300 K when the polymer-layer side is illuminated.

I Is
eU
nkT
--------- 

 exp 1– .=

Ilog

I
U U0–
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-----------------= .
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Typical spectral dependences of the relative quan-
tum efficiency of conversion η for the obtained hetero-
junctions are shown in Fig. 3. One can see that the
broadband photovoltaic effect arises in the hetero-
junctions when the polymer layers are illuminated
(curves 1–4). The long-wavelength limit of the photo-
sensitivity in such heterojunctions is caused by the
interband absorption in Si. On the coordinates
((η"ω)1/2, "ω), the long-wavelength portions of the
spectra of the obtained heterojunctions are linearized
and the extrapolation ((η"ω)1/2  0) yields a cutoff
on the energy axis, which is consistent with the value of
the band gap of bulk crystalline Si [11] (see Fig. 4).
When the Si sides of the P〈Ge〉/p-Si and P〈Si〉/p-Si het-
erojunctions are illuminated, as a rule, the photosensiv-
ity spectra become narrow-band (Fig. 3, curve 5) and
the FWHM of the η spectra, δ, amounts to ≅ 0.22 eV
and decreases with an increase in the silicon-substrate
thickness. When the polymer-layer side is illuminated,
the value of δ is larger than in the preceding case (see
curves 1–4 in Fig. 3 and table). One can see from Fig. 3
that the η spectra of the heterojunctions studied here
differ from each other when the energy of incident pho-
tons "ω exceeds 1.26 eV. Correspondingly, the value of
δ changes too. This difference in the η spectra can be
caused by the effect of conditions in which polymer

100
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5

101

102

2 3
"ω, eV

η, arb. units
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12 1.
26

1.
26

1 meV

Fig. 3. Spectral dependences of the relative quantum effi-
ciency η of the P〈Ge〉/p-Si (sample 1, curves 1, 5; sample 2,
curve 2) and P〈Si〉/p-Si (sample 3, curve 3; sample 4, curve
4) heterojunctions exposed to unpolarized light from the
polymer-layer side (curves 1–4) and from the silicon-wafer
side (curve 5) at T = 300 K. The spectra are shifted along the
ordinate axis to avoid overlapping.
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layers were deposited onto Si. It is noteworthy that the
short-wavelength falloff of the photosensitivity in the
structures with the broadest band spectrum (Fig. 3,
curve 1) is located near the value corresponding to the
band gap EG ≅  2.85 eV (determined from the polymer
absorption spectra). Therefore, the observed short-
wavelength falloff of η can be explained by the effect
of light absorption in the polymeric layer. Hence, the
new heterojunctions exhibit high photosensitivity in the
range between the band gaps of contacting materials,
which is, in general, typical of perfect heterojunctions
[10]. We also emphasize that the values of δ, as well as
the spectral-peak location obtained for the best Si/poly-
mer heterojunctions, are indicative of the applicability
of the developed systems to the design of high-effi-
ciency solar cells.

Thus, we have suggested and developed a new type
of semiconductor–organic-polymer heterojunctions.

2

0
2

4

1
"ω, eV

(η"ω)1/2, arb. units

Fig. 4. Dependence of (η"ω)1/2 on "ω for the P〈Ge〉/p-Si het-
erojunction at T = 300 K (illumination from the P〈Ge〉-layer
side).
These heterojunctions can be used in the development
of high-efficiency thin-film photoconverters of natural
light.
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Abstract—Optical transmission spectra of macroporous silicon with through pores has been studied experi-
mentally and theoretically in the spectral range 0.3–0.8 µm (in which single-crystal Si is opaque). The spectra
are discussed in terms of the general diffraction theory. Expressions taking into account the diffraction at the
entrance and exit of pores and the influence exerted by deviation of the angle of light incidence from the normal
are derived. The transmission spectrum is fairly well described by the results of calculation. © 2003 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Macroporous silicon (ma-Si) is a type of porous Si
in which vertical or slightly inclined pores form a two-
dimensional (2D) periodic structure on the surface, and
the pore depth is larger than the interpore distance and
pore diameter by orders of magnitude [1]. The combi-
nation of a high-quality 2D periodic structure with high
refractive index contrast in ma-Si opens the way to its
application as a 2D photonic crystal, where a photonic
band gap appears during light propagation in a direc-
tion perpendicular to the pore axis. The spectral posi-
tion and width of the gap are defined by the structure
symmetry, interpore distance, and pore radius [2]. For
the light propagating parallel to the pore axis, ma-Si
can be used as a sharp-cutoff high-pass filter that is
transparent in the short-wavelength range and blocks
long-wavelength radiation [3]. Filters with spectral
characteristics of this kind are used in various imaging
systems. Conventionally, these have been multilayer
thin-film structures deposited on a glass substrate. In
the short-wavelength range, the filter materials them-
selves block the transmission. In ma-Si filters, light
propagates in the air in pores surrounded by silicon that
is opaque to visible light. The pore dimensions, i.e.,
their diameter and length, define the filter transmission
spectrum. To date, we know of only one study devoted
to ma-Si transmission in the visible range [3], and
another, to its popularization [4]. The present study is
devoted to further experimental and theoretical investi-
gations of ma-Si transmission in the visible range for
light propagating parallel to the pore axis.

2. EXPERIMENTAL

The samples under study were 300-µm-thick n-Si
wafers 25 mm in diameter with 15Ω-cm resistivity and
deep periodically arranged channels produced by pho-
1063-7826/03/3701- $24.00 © 20057
toelectrochemical etching. The technology of ma-Si
preparation was described in [5]. The periodical pore
structure had a hexagonal symmetry, with a distance of
d = 12 µm between the pore centers and a pore diameter
2R ranging from 5 to 8.6 µm. In the as-grown ma-Si,
the diameter of pores was about 3 µm; their average
depth was L ≈ 150–200 µm. To obtain uniform through
pores, the pore-free part of a substrate and the layer
with seeding pits were removed by mechanical polish-
ing. Further, the pore diameter was enlarged by
repeated oxidation of a sample, with subsequent oxide
removal from the sample surface and pore walls by
etching. The parameters of the samples are presented in
the table.

Figure 1 shows a SEM image of a sample with a
pore diameter of 4.0 µm. As is seen, the pores are par-
allel and their diameter varies only slightly along their
length, though the walls are somewhat corrugated.

Transmission spectra in the wavelength range of
0.3–0.8 µm were recorded with an SF-26 spectropho-
tometer. The beam of light from a monochromator, with
a divergence of about 3.1°, was incident normal to the
surface and was not additionally focused after passing
through the sample. Figure 2 shows the transmission
spectra of four samples whose through pores have dif-
ferent diameters and lengths. As seen, the transmission
of ma-Si is at a maximum in the ultraviolet and violet

Table

Sample no. R, µm L, µm Porosity, %

1 2.5 170 15.6

2 3.4 180 29.0

3 4.3 180 46.0

4 4.1 208 41.8
003 MAIK “Nauka/Interperiodica”
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spectral ranges, and it decreases as the wavelength
increases.

3. DISCUSSION

The behavior and nature of ma-Si optical transmis-
sion in the visible range differ radically from the cases
of single-crystal (c-Si) and nanoporous Si. For compar-
ison, Figure 3 presents the transmission spectra for c-Si
[6], luminescing nanoporous Si [7], and ma-Si (this

10 µm00000OC28

Fig. 1. SEM image of an ma-Si sample before the removal
of seeding pits.
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Fig. 2. Transmission spectra of four ma-Si samples. Points:
experiment; curves: calculation by relation (7). Indices at
curves are the sample numbers.
study). In interpreting the ma-Si transmission spectra, it
is important that, during the propagation of visible light
along the pore axis, the radiation is transmitted through
absolutely transparent channels with a refractive index
n = 1 and surrounded by silicon absorbing in this spec-
tral range. The pore diameter (the minimum was 5 µm),
the interpore distance d = 12 µm, and the wafer thickness
substantially exceed the wavelength (in the transmission
study, the maximum wavelength was λ = 0.8 µm).
Therefore, the general theory of diffraction [8] can be
used for a theoretical interpretation of the ma-Si trans-
mission spectra. A circular aperture is assumed. Fig-
ure 4 schematically shows a pore with a radius R in a
plate with a thickness L.

It is convenient to resolve the problem in several
steps. At the first step, we consider normal incidence of
light onto an ma-Si wafer and consider only the light
diffraction by the entrance of a single pore. The light
intensity distribution I(r) in the pore exit plane is deter-
mined taking only the diffraction by the pore entrance
under normal incidence into account, i.e., at θ = 0.
Starting with the relation (59.2) from [8], we obtain

(1)

Here, I0 is the intensity of incident light,

(2)

where t = π /λL is the integration variable, a =
4πr2/λL = 4βr2/R2, β = π/R2/λL, and J0(z) the Bessel
function. Let us consider different limiting cases. At
λ  0, a transition to the geometrical optics must

I r( ) I0Z r( ).=

Z r( ) t tJ0 at( )cosd

0

β

∫
2

t tJ0 at( )sind

0

β

∫
2
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0

Fig. 3. Transmission spectra of (1) single-crystal Si [6],
(2) nanoporous Si [7], and (3) ma-Si.
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occur. Indeed, in this limit, the function Z(r) becomes a
step function

(3)

i.e., I(r) = I0 within the pore exit, and I(r) = 0 outside it.
To prove relation (3), we note that at r < R, which cor-
responds conditionally to β > a/4, in the limit λ  0,
the integrals in (2) are (see [9, p. 749])

(3a)

which yields Zλ → 0 = 1 upon being substituted into (2).
At λ  0, but with β < a/4, the same integrals are
zero, which yields Zλ → 0 = 0.

Analyzing (2), we find that the light intensity distri-
bution at the pore exit is defined by the parameter β. It
is a product of small R/L and large πR/λ parameters;
therefore, in terms of diffraction theory, it may be both
much smaller and much greater than unity. At β @ 1,
the Fresnel and, at β ! 1, the Fraunhofer diffraction
takes place [8]. In the latter case, (2) approximately
yields 

(4)

where J1(z) is the Bessel function. If the argument of
function z = (2πRr/λL) ! 1, then J1(z) ≈ z/2 and we
approximately obtain 

(5)

i.e., at small r in the Fraunhofer diffraction case, the
quantity ZA(r), which determines the intensity distribu-
tion in the pore exit plane, is independent of r.

The aforesaid is illustrated by Figure 5, which
shows Z(r) functions found by numerical integration of
(2) with different β values. Curve 1 corresponds to β =
0.1. Within the limits of r < R, Z(r) ≈ 0.01; i.e., it is very
small and remains virtually constant. Nearly all the
light energy goes outside the limits of the circle with
radius R in the bottom plane; i.e., it does not reach the
pore exit, but falls onto side walls. Curve 1 is well
described by approximate relation (4), and within r < R,
by (5). Curve 2 corresponds to β = 1. This case is inter-
mediate between the Fraunhofer and Fresnel types of
diffraction. As seen in the figure, the fraction of energy
falling within the circle r < R is comparable with unity.
Finally, curve 3 corresponds to a very large β = 50
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;


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t tJ0 at( )cosd
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(unattained in our experiment, the actual β values being
within 0.15–1.6). In this case, nearly all of the energy
falls within the circle r < R, Z(r) being very small at r >
R. This is an approximation of the geometrical optics,
with the entire amount of energy incident on the pore
entrance reaching the exit orifice.

In the general case, only the radiation reaching the
exit of a pore with radius R passes through a pore. The
fraction of energy reaching the pore exit equals

(2π/S0) drZ(r), where S0 = πr2 is the area of the pore

orifice. Multiplying this value by the porosity, which
equals

(6)

r
0

R∫

P 2π/ 3( ) R/d( )2=

θ

ϕ
rx

xi

yiri

R y

L

Fig. 4. Transmission of light through a pore at oblique inci-
dence.
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in the case of a hexagonal arrangement of pores, we
find that the transmission of a ma-Si wafer is

(7)

At λ  0, i.e., in the limit of geometrical optics, when
the function Z(r) has the form (3), we obtain

(8)

At β ! 1, when the Fraunhofer diffraction takes place,

(9)

It is noteworthy that, in the limit λ  0, relation (9)
also yields TB(λ  0) = P. Comparing expressions (2)
and (4), we can conclude that in the limit of geometrical
optics, i.e., at λ  0, relation (4), which describes the
Fraunhofer diffraction, yields erroneous results for the
light intensity distribution in the pore exit plane.
According to (4), at λ  0, the intensity is nonzero
only at the point r = 0 (because J1(r)  0 at z  ∞),
whereas according to (2), the intensity is nonzero
within a circle of radius R centered at the point r = 0.
However, the integration of expressions Z(r) and ZB(r)
over the coordinate r yields the same results in the lim-
iting case of λ  0. At last, in approximation (5), we
obtain

(10)

which shows that the transparency of ma-Si is propor-
tional to the sixth power of R and depends on the wave-
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Fig. 6. Transmission spectra of sample no. 3 calculated in
approximations of (A) geometrical optics and (B) Fraun-
hofer and (C) calculated by general relation (7).
length as λ–2. Formulas (9) and (10) were used for inter-
preting the data in [3].

Figure 6 shows T(λ) curves calculated using three
different formulas: curve C by (7) with substitution of
(2), curve B by (9), and curve A by (10). As is seen, the
curves merge when λ is high enough, which indicates
Fraunhofer diffraction. At small λ, curve A strongly
deviates from B and C, and, at λ  0, these latter tend
toward the point T(λ  0) = P at the ordinate axis.

In Fig. 2, the experimental data (transmissivity val-
ues) are compared with the theoretical T(λ) curves that
were plotted using the most accurate formulas [(2) and
(7)]. The theory describes fairly well the shape of T(λ)
curves, but the absolute experimental values of trans-
mission (points) are smaller than those predicted theo-
retically (curves) by a factor of 3.5 for sample nos. 3
and 1 (curves 3, 1) and a factor of 4 for sample no. 2
(curve 2). The theoretical values in Fig. 2 are reduced
in order to bring them into coincidence with the exper-
imental data.

Now we will discuss possible reasons as to why the
experimental transmissivities are much smaller than the
calculated values.

The first reason is the following: the condition of
normal incidence of a parallel beam onto the surface of
a sample, which is assumed to be met in deriving for-
mula (2), is not fulfilled in the experiment. In actual
fact, the beam divergence at the output slit of the spec-
trometer is 3.1°. This can reduce the transmission in
comparison with its calculated value, especially in the
short-wavelength range where the geometrical optics is
valid and the transmission equals zero if the angle of
incidence θ > 2R/L. For example, the critical angle 2R/L
equals 2.7° for R = 4.3 µm and L = 180 µm (for R =
2.5 µm and L = 170 µm, 2R/L = 1.7°).

The calculations of transmission for oblique inci-
dence of light onto the surface of a sample confirm this
assumption. Using relation (59.2) [8, p. 194], we obtain
an expression for light intensity in the lower plane of a
pore:

(11)

(12)

where

(13)

θ is the angle of incidence, which we assume to be
small: θ ! 1, so that sinθ ≈  ≈ θ, cosθ ≈ 1; and ϕ
is the azimuth angle (see Fig. 4). Relation (12) has a

I r θ,( ) I0Z r θ,( ),=
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very simple interpretation: the intensity distribution in
the lower plane under oblique incidence is the same as
that under normal incidence, but with the center at the
point with coordinates x = 0, y = –Lθ, instead of the
point r = 0.

In the limit of geometrical optics, from (11) and (12)
we find that the intensity of light in the output plane
equals I0 within a circle of radius R centered at x = 0,
y = –Lθ. The transition from expression (12) for Z(r, θ)
to relations ZB(r, θ) and ZA(r, θ) occurs in the same way
as in the case of normal incidence of light.

To calculate the transmission for a fixed angle θ,
Z(r, θ) must be integrated within the circle of radius R
in the vicinity of the origin of coordinates r = 0, i.e.,
within the pore exit; the result must then be divided by
πR2 and multiplied by the porosity P defined by (6). We
obtain

(14)

and also

(15)

(16)

In the last approximation, which we denote by the index
A, the transmission is independent of angle θ. It is neces-
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Fig. 7. The transmission of a pore of sample no. 3 calculated
with Eq. (14). Angle of incidence θ: (1) 0°, (2) 0.62°,
(3) 1.24°, (4) 1.86°, (5) 2.48°, and (6) 3.1°.
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sary to note, however, that this approximation is valid only

under the condition  ! 1,

which is more stringent than 2πR2/λL ! 1, applicable
in the case of normal incidence. In the geometrical
optics limit, we use (14) to obtain an evident result:

(17)

where S(R, Lθ) is the overlapping area of two circles of
radius R with centers spaced by Lθ. Elementary calcu-
lations yield

(18)

Figure 7 shows the transmission T as a function of
wavelength λ for sample no. 3 at fixed θ values. As
seen, all the curves merge at large λ; i.e., the depen-
dence of transmission on the angle of incidence θ
decreases with λ increasing. At small λ, the dependence
of transmission on the angle θ is very strong. In order
to perform a comparison with the experimental data,
the values of T(λ) are averaged over θ within the range
from 0 to θ0; i.e., it is necessary to calculate

(19)

Figure 8 shows data obtained in this manner for
sample nos. 1 and 3. Curves 1 and 3 were calculated by
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Fig. 8. Calculated transmission spectra: (1, 2) sample no. 1,
(3, 4) sample no. 3. (1, 3) (Solid lines) averaged over the
polar angle; (2, 4) (dashed lines) normal incidence of the
light beam.
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averaging over the polar angle within the range from 0
to 3.1°; curves 2 and 4 correspond to normal beam inci-
dence. As seen in Fig. 8, at λ ≈ 0.2 µm, the scatter of the
angles of incidence nearly halves the transmission for
both samples; the effect of scatter in angles may be con-
sidered insignificant at λ ≈ 1 µm.

The second possible reason for the discrepancy
between theoretical and experimental data may be the
neglecting of the diffraction by pore exits. This is indicated
by the deflection of a theoretical curve from the experi-
ment in the long-wavelength range (see Fig. 2). This dif-
fraction must lead to beam divergence at the exit of each
pore, and this divergence increases as the wavelength
increases. Therefore, at long wavelengths, some fraction
of the beam transmitted through the sample bypasses the
detector, which causes an apparent reduction in the trans-
mission T. In further calculations, we disregard the inter-
ference of light coming from separate pores; i.e., we sum
up the intensities, rather than electric fields, from all pores,
since the interference should not considerably affect the
total power incident on the detector.

Let us model the experimental conditions using a
rectangular source and a detector of light placed in par-
allel planes spaced by L0 (Fig. 9). The source is an
ma-Si wafer emitting light from its pore exits. The
intensity distribution at the exit of a single pore situated
at the point xi = 0, yi = 0 is given by relations (1) and (2),
with the wafer thickness L replaced by the distance L0,
which is 11 cm in our experiment. Let us estimate the
parameter β = πR2/λL0. Using, as an example, R = 4.3 µm,
λ = 0.3 µm, and L0 = 11 cm, we obtain β ≈ 1.7 × 10–3.
The condition β ! 1 is satisfied very well, so we can
use the Fraunhofer relation (4), with L replaced by L0.
Evidently, the intensity at point (x, y) in the lower plane,
produced by a single pore lying at point (xi , yi), equals
IZB(r, ri), where I is the intensity at the pore exit and

(20)
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Fig. 9. Model of the experiment: rectangle a1b1 is the sam-
ple as a source of light and a2b2 is the detector.
The intensity at point (x, y) in the ma-Si output
plane, produced by all the pores located inside the rect-
angle with sides a1 and b1, is

(21)

where n is the number of pores per unit of the surface area.
Instead of I(x, y), we introduce the function Q(x, Y) =
KI(x, y), which is normalized so as to fulfill the condi-
tion

(22)

The constant K is determined from normalizing con-
dition (22). After simple calculations, we find K and
finally obtain 

(23)

Integrating Q(x, y) within the rectangle with the sides a2
and b2, we obtain the fraction of energy emitted from
the sample and reaching the detector. This fraction is
given by

(24)

At a2  ∞ and b2  ∞, H(λ)  1. This means that
all the energy emitted from the source reaches the
detector.

Figure 10 presents H(λ) curves for samples of vari-
ous dimensions: no. 3, with a1 = 0.6 cm, b1 = 1.5 cm,
a2 = 1 cm, b2 = 3.5 cm, and L0 = 11 cm; and no. 1, with
a1 = 0.3 cm, b1 = 1.5 cm, a2 = 1 cm, b2 = 3.5 cm, and
L0 = 11 cm. The energy losses increase as the wave-
length λ increases. These losses are no more than 10%
for both samples near λ = 0.2 µm, while at λ = 1 µm
they reach 50% for the sample with R = 2.5 µm. The
losses are substantially heavier for a sample with a
smaller pore radius.

Figure 11 presents the final theoretical curves for
two samples with account taken of two types of correc-
tions: that for deviation from normal incidence of light
and that for the energy losses associated with diffrac-
tion by pore exits. These curves have been constructed
using the relation

(25)
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Corrections of the first and second types make the
Tre(λ) values smaller at small and large λ, respectively.
Therefore, taking into account both corrections simul-
taneously does not significantly modify the shape of the
Tre(λ) curves, compared with that obtained without cor-
rections, but only reduces the absolute value of Tre(λ)
by a factor of about 2.5 for all λ. Nevertheless, despite
the fact that the spectral behavior is qualitatively the
same in both cases, the experimental transmission val-
ues differ by a factor of ≅ 1.2–1.7 from those calculated
by the formulas with corrections. Possible reasons for
this discrepancy are the following.

(i) A small fraction of pores (≅ 20%) does not pene-
trate through the sample to its back surface.

(ii) As can be seen in Fig. 1, the surface of channels
is not strictly cylindrical, rather, it is slightly corru-
gated, which was disregarded in our theory.

(iii) The precision in determining the pore radius
may be insufficient. Even slight imprecision in the
value of the radius causes strong variations of transmis-
sion both at small and large wavelengths. At small λ,
when the geometrical optics is “operative,” this can
occur due to scatter in the angles of incidence and a
strong dependence of the transmission on the parameter
2R/L [see (17)–(18)]. At high enough λ, when Fraun-
hofer diffraction takes place and relations (10) and (16)
are valid, the transmission is proportional to R6, i.e.,
depends very strongly on the pore radius. For example,
if the pore radius decreases by 10%, the transmission is
halved.

(iv) The condition λ ! 2R is poorly satisfied at high
λ (λ/2R = 0.16 at λ = 0.8 µm and R = 2.5 µm); therefore,
deviations from the basic diffraction relation taken
from [8] are possible.

(v) In the calculation of the energy losses at the pore
exit H(λ), we disregarded oblique incidence of light
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Fig. 10. Intensity of light incident on the detector related to
that exiting from the sample: (1) sample no. 3, a1 = 0.6 cm;
(2) sample no. 1, a1 = 0.3 cm.
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onto the pore exit aperture, which may result in even
stronger divergence of the light beam at each pore exit
and thus reduce the energy incident on the detector.

On the other hand, our theory disregards the reflec-
tion of light from the inner surfaces of pores, since we
have assumed that the light falling onto these surfaces
does not reach the pore exits. However, multiple reflec-
tions from the inner surfaces with subsequent emer-
gence from pores can, in principle, somewhat enhance
transmission.

4. CONCLUSION

In ma-Si, light with a wave vector parallel or slightly
inclined to the pore axis propagates in air, i.e., in a
medium which exhibits neither absorption nor disper-
sion in the visible spectral range. Since the geometric
parameters of pores can be preset experimentally, it is
possible to obtain ma-Si with a diameter and length of
pores that ensure that visible light is diffracted by ori-
fices in the opaque screen; this diffraction determines
the transmission spectrum. Indeed, the experimental
transmission spectra recorded when the beam of light
was parallel to the pore axis are fairly well described in
terms of the general theory of diffraction with account
taken of the diffraction at the pore entrance and exit and
the influence exerted by deviation of the angle of light
incidence from the normal to the sample surface.
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Abstract—The generation of dislocations with even a relatively low density (Ndis ≤ 107 cm–2) leads to significant
variations in the kinetic coefficients of CdxHg1 – xTe (x = 0.20–0.21) crystals. In n-type crystals, a substantial
decrease in electron mobility takes place along with a marked growth in electron concentration. For p-type crys-
tals, the transition from the activation conductivity to the metal one is observed in the low-temperature range of
4.2–40 K, as is the alternating-sign behavior of the Hall coefficient RH depending on temperature and magnetic-
field strength. A dominant role in the observed modifications is played by electronic states of point defects formed
during the dislocation motion rather than the dislocations themselves. The totality of the data can be explained in
terms of the formation of connected channels of an opposite-type conductivity in the form of a three-dimensional
dislocation network in the matrix of the main crystal. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The narrow-gap compound CdxHg1 – xTe (MCT),
which is widely used in infrared semiconductor opto-
electronics, is a semiconductor material that is difficult
to work with. This fact is associated with the mechani-
cal properties of MCT and, above all, with its high plas-
ticity. Even under insignificant mechanical action, a
marked number of dislocations can arise in MCT crys-
tals. Macroscopic plastic deformation, which results in
the generation of dislocations in the crystal bulk, easily
proceeds in MCT at room temperature. Moreover, as
was shown in [1, 2], the plasticity range is extended in
MCT also to a region of much lower temperatures (to
T = 80–100 K). Thus, during various conventional
operations necessary for fabricating semiconductor
devices, for example, mechanical treatment of a sur-
face, thermal treatments, ion implantation, etc., a sig-
nificant number of defects with a deformation origin
can be generated in the semiconductor element. Such
defects arise in the active region of a device and during
the operation of the semiconductor devices themselves,
for example, in the case of thermal cycling. The indi-
cated problem is also of current concern for depositing
epitaxial layers. Due to mismatch in the lattice param-
eters for the materials of the substrate and epitaxial lay-
ers, elastic stresses arise in the boundary region. Their
relaxation leads to the formation of a dislocation net-
work.

Deformation defects can markedly affect the char-
acteristics of devices and the processes of their degra-
dation. In addition, the available data on the electrical
activity of linear and point defects formed under plastic
deformation and also on the influence of such defects
on the electrical properties of MCT are rather scarce
1063-7826/03/3701- $24.00 © 20006
[2–5]; moreover, the results of these studies are contra-
dictory. Such a situation is explained by the complexity
of this problem: the generation and motion of disloca-
tions induces several mechanisms of defect formation
at the same time. Especially contradictory are the
results of investigations for p-type crystals. In our opin-
ion, the indicated problems can also be explained, in
particular, by the fact that the lower boundary of the
temperature range of investigation of deformation
defects in MCT, as a rule, was restricted to T = 77 K. At
the same time, an extension of the low-temperature
range to T = 4.2 K may facilitate identification of the
types of defects arising during deformation, because
the “freezing out” of free holes at acceptors occurs
exactly in this temperature region. As a result, most of
the uncompensated acceptors convert to the neutral
charge state, whereas the donors remain ionized.

In this study, we investigate the influence of defor-
mation defects on the kinetic coefficients of MCT in the
temperature range T = 4.2–300 K and for a magnetic
field whose strength can be as high as 70 kOe. Our main
goal is to establish the type of defects that form during
the plastic flow of the crystal and to determine the elec-
trical activity of such defects and their influence on the
basic electrical parameters of MCT crystals.

2. EXPERIMENTAL

MCT (as CdTe) single crystals are deformed plasti-
cally under the action of a mechanical load along the
〈110〉{111} slip system. In the experiments under con-
sideration, CdxHg1 – xTe (x = 0.20–0.21) crystals were
plastically deformed by uniaxial compression at T =
300 K. In this case, as a result of selective etching, the
003 MAIK “Nauka/Interperiodica”
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(111) crystal surface contains a system of slip bands
formed by etching pits and oriented along equivalent
[110] directions (Fig. 1). Such a pattern corresponds to
the concept of the predominant generation of 60° dislo-
cations in the MCT 〈110〉{111} slip system [6]. The
average density of growth dislocations in the original
crystals was within (3–5) × 105 cm–2. We measured the
temperature (T = 4.2–300 K) and magnetic-field depen-
dences of conductivity σ and the Hall coefficient RH for
samples before and after plastic deformation. The dis-
location density Ndis in the crystal was determined by
metallography, i.e., by selective etching. In these exper-
iments, Ndis was lower than 107 cm–2, which corre-
sponds to the situations actually arising in crystals and
structures. Attempts to obtain a much higher degree of
strain at T = 300 K resulted, as a rule, in the appearance
of microcracks. The choice of such a low deformation
temperature was motivated, first of all, by the problem
of obtaining the primary pattern of defect formation in
the crystal, which is affected only slightly by the diffu-
sion and annihilation processes for the defects formed.

3. RESULTS

3.1. n-type Crystals

In Fig. 2, we show typical temperature dependences
of RH for an n-type sample before (curve 1) and after
(curve 2) plastic deformation. In Fig. 3, we show the
temperature dependences of the electron mobility µn in
the same sample. The mobility was determined as the
product of the experimentally measured σ and RH.
Since the sample maintains the electron type of conduc-
tivity within the entire temperature range, determining
mobility in this way seems quite acceptable.

(a) (b)

Fig. 1. Microphotograph of the CdxHg1 – xTe (111) surface
with magnification of 370X: (a) before deformation and
(b) after deformation (Ndis ≈ 107 cm–2).
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Our attention is drawn to several features in the
dependences µn(1/T) and RH(1/T), which manifest
themselves in a sample with dislocations (curves 2 in
Figs. 2, 3). From the shape of the RH(1/T) dependence,
it follows that the type of conductivity of the sample
remains unchanged, while its electron concentration
increases after introducing dislocations. The parame-
ters of several n-type samples at T = 77 K before and
after deformation are listed in the table. It can be seen
that an increase in electron concentration n and a simul-
taneous decrease in electron mobility µn is observed for

105

104

103

102

102

T –1 × 103, K–1

1

2

–RH, cm3/C

101

Fig. 2. Temperature dependences of RH for the n-CdxHg1 – xTe
sample 4: (1) before and (2) after generation of dislocations
with Ndis ≈ 7 × 106 cm–2; solid lines are experimental, and
the dashed curve is calculated.

T –1 × 103, K–1
101 102

1

2

105

104

103

µn, cm2/V–1 s–1

Fig. 3. Temperature dependences of electron mobility for
sample 4 (1) before and (2) after deformation.



8 GASAN-ZADE et al.
all the samples. As for µn itself, Fig. 3 shows that the
character of its temperature dependence is more
strongly modified after deformation when compared
with RH(1/T). A distinct peak in µn appears and shifts to
higher temperatures with increasing dislocation den-
sity. Our attention is also drawn to the fact that an
abrupt fall in µn takes place on the low-temperature side
of the peak, the activation section being observed in the
µn(1/T) dependence. The latter fact points to the appear-
ance of a new supplementary mechanism of charge-car-
rier scattering which may have a barrier character. It
should be noted that the original n-type MCT crystal had
a very high electron mobility of 2 × 105 cm2 V–1 s–1 at
T = 77 K with relatively less pronounced scattering by
ionized impurities in the low-temperature range (Fig. 3,
curve 1).

From the dependences shown in Figs. 2 and 3 and
the data in the table, it can also be seen that, as a rule,
relative changes in the mobility of carriers turn out to be
larger than those in the concentration when the same

Table

Sample 
no.

n × 10–14, cm–3 µn × 10–4, cm2 V–1 s–1

before after before after

4 1.4 27 18 0.2

12 1.1 3.8 7.6 0.3

14 3.1 19 23 1.1

17 21 41 14 0.65

1

2

105

104

103

–RH, cm3/C

0 10 20 30 40 50 60 70
H, kOe

Fig. 4. Field dependences of RH at T = 77 K for sample 4
(1) before and (2) after deformation.
dislocation density is formed in the crystal. This behav-
ior is especially pronounced for samples whose initial
concentration of extrinsic electrons exceeds 1014 cm–3.
This fact implies the mutual compensation of most of
the defects formed under deformation. As a result, such
defects contribute only to the scattering of charge carri-
ers, leaving their concentration virtually unaffected. It
should be noted that direct estimations of sample
parameters must be made with caution. This applies,
for example, to the estimation of mobility µn from the
product of σ and RH in the deformed samples. In fact,
the temperature dependence RH(1/T) for samples with
dislocations generally reveals a small characteristic
peak (Fig. 2), which points to the presence in the sam-
ple of at least two types of charge carriers that have dif-
ferent mobility [7].

From the above data it follows that defects of both
donor and acceptor types are simultaneously formed in
MCT crystals during the motion of dislocations. There-
fore, it is of interest to estimate the resultant electrical
activity of the totality of defects formed with the aim of
trying to single out one component of the conductivity.
To this end, we measured the magnetic-field depen-
dences for the Hall coefficient at T = 77 K in a field
whose strength could reach 70 kOe (Fig. 4). Such a
strong magnetic field in the temperature region of
depletion of impurities (T > 50–60 K) usually makes it
possible to easily reveal the MCT hole conductivity,
which is obscured in the absence of a field by the con-
tribution from the electron component to the conductiv-
ity. Such an effect can be explained by the large ratio
b = µn/µh ≈ 100 between the mobilities of electrons and
holes. For this reason, electrons can dominate in the
conductivity even in the case when their concentration
in the sample is markedly lower than that of holes; i.e.,
when the inequality NA > ND is fulfilled. However, in a
magnetic field which is strong for electrons (µnH/c ! 1)
but simultaneously weak for holes (µhH/c ! 1), the
“magnetization” of electrons takes place. As a result,
the electron component turns out to be virtually
neglected in the conductivity even for H > 4–6 kOe and
the Hall coefficient can be described by the simple
expression RH = 1/e(p – n) in the strong-field limit [8].
Experimentally, the magnetization effect for electrons
should manifest itself in p-type crystals as a change in
the Hall-coefficient sign in a strong field from negative
to positive and in the leveling off of the RH(H) depen-
dence [8]. However, as the field dependences of RH
(Fig. 4) show, these experiments do not reveal a ten-
dency toward a change in the sign of RH. The stronger
field dependence of RH for a deformed crystal when
compared with the original one is associated with either
an increase in the degree of inhomogeneity of the crys-
tal or the presence of at least two types of charge carri-
ers with different mobilities in the sample. The latter
conclusion is consistent with the data in Figs. 2 and 3.

On the basis of the results obtained and the metal-
lography data, we will try to make certain quantitative
estimates with the aim of clarifying the nature of the
SEMICONDUCTORS      Vol. 37      No. 1      2003
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electronic states of defects introduced into MCT crys-
tals during deformation. It is generally agreed that the
plastic deformation of a semiconductor simultaneously
generates a significant number of point defects [9] in
addition to dislocations. There are several mechanisms
for point-defect formation by mobile dislocations. An
important role in these mechanisms is played by dislo-
cation jogs. In II–VI compounds (in particular,
CdxHg1 – xTe), the jogs are sources of vacancies and
interstitial defects. In addition, they themselves can act
as donors and acceptors [10]. The problem is essen-
tially reduced to the following: which of the two types
of electron states predominantly contributes to the
observed changes in the concentration and mobility of
electrons—those belonging directly to the dislocation
core or to the intrinsic point defect formed during dis-
location motion. If we start from the dangling-bond
model, which is the most acceptable for MCTs, it turns
out that there are 2 × 107 cm–1 ionic sites, i.e., the atoms
with violated coordination of the chemical bond in the
dislocation core, per unit of dislocation length. In this
case, the charge density per state is much lower than
unity and is equal to 0.12 (the latter fact is associated
with the Coulomb repulsion of like charges and follows
from the Read statistics for the electronic states in a dis-
location core [11]). Therefore, the maximum number of
electronic states at the dangling bonds is less than 2 ×
1013 cm–3 for a dislocation density of 107 cm–2. How-
ever, it follows from experimental values of RH that the
density of electronic states introduced by deformation
exceeds this value by at least two orders of magnitude:
(2–4) × 1015 cm–3. In fact, this excess can be even larger
if allowance is made for the observed increase in the
degree of compensation. The estimate of an ionized-
defect density ND – NA from the Brooks–Herring rela-
tionship for electron mobility requires a defect concen-
tration of (7–8) × 1015 cm–3. The latter value turns out
to be close to the estimated density of point defects
introduced in the crystal lattice by dislocation jogs
under a degree of strain such that it provides generation
of dislocations with Ndis ≈ 107 cm–2 [9].

Thus, we may conclude that the conductivity of
n-type MCT crystals subjected to plastic deformation is
mainly affected by point defects of deformation origin
rather than by dislocations themselves; these defects
are generated in corresponding slip planes as a result of
the motion of dislocations.

3.2. p-Type Crystals

In the as-grown state, the p-type crystals had a rela-
tively low hole concentration p = (4–8) × 1015 cm–3

defined by the difference NA – ND. The temperature
dependences of electrical conductivity ρ and RH for
such crystals had a shape typical of homogeneous
p-type MCT samples before deformation (Fig. 5). In
addition, as the temperature decreases, characteristic
regions appear consecutively in the temperature depen-
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dences of ρ and RH; these are the intrinsic-conductivity
region, the region of depleted impurities (acceptors),
the region of freezing out of holes at acceptors, and,
finally, the region of conductivity over the impurity
band (hopping conductivity). The first and third regions
are characterized by exponential dependences, with the
slope of the ρ(T) lines on a logarithmic scale corre-
sponding to the band gap Eg for the first region and to
an approximate acceptor-level depth EA for the third
region. The value of EA depends on the degree of com-
pensation and on the concentration of acceptors and is
within 6–8 meV for the crystals under investigation.

In p-type crystals, the Hall coefficient is always neg-
ative due to the large value of the ratio µn/µh in the
intrinsic-conductivity region. When the temperature
decreases, RH changes its sign (the passage from the
intrinsic to impurity conductivity). For the further
decrease in T, rapid growth in RH occurs due to the
freezing out of holes at the acceptor level. In the tem-
perature region of T < 10 K, where the electric resis-
tance of a sample attains high values, while the conduc-
tivity is defined by the hopping mechanism, it becomes
impossible, as a rule, to reliably measure the Hall coef-
ficient.

After introducing dislocations, the shape of the tem-
perature dependences of RH and ρ markedly change.
The following modifications should be cited.

(i) The temperature at which the sign of RH(1/T)
changes as a result of a passage from intrinsic to impu-
rity (hole-type) conductivity shifts towards lower tem-

101

T –1 × 103, K–1
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105

104

103

102

100

10–1

101 102

ρ, Ω cm

Fig. 5. Temperature dependences of ρ for a p-CdxHg1 – xTe
sample (1) before and (2) after deformation. The initial
parameters of the sample at 77 K: p = 3.8 × 1015 cm–3 and
µp = 4.2 × 102 cm2 V–1 s–1.
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peratures. In this case, the magnitude of RH turns out to
be smaller than that for the original crystal in the hole-
conductivity region.

(ii) For a reasonably high dislocation density (Ndis ≥
(7–8) × 106 cm–2), the activation regions in the curves
for RH and ρ associated with freezing out of the holes at
acceptors and also the hopping-conductivity region vir-
tually disappear; i.e., a transition to metal-type conduc-
tivity takes place.

(iii) By virtue of the above, at the lowest tempera-
tures (4.2–30 K), the conductivity of a deformed sam-
ple increases by several orders of magnitude as com-
pared with that of the original crystal. However, in the
temperature region of impurity depletion (50–110 K),
the conductivity of a sample with dislocations, on the
contrary, is lower than that of the original sample. At
the same time, measurements of the Hall coefficient at
T < 40 K run into serious difficulties due to its sign-
altering behavior (RH changes its sign several times) in
spite of the reasonably high conductivity of a sample
with dislocations. Moreover, in this temperature range,
the electron sign of RH can be changed for the hole sign
by a magnetic field with H = 5–6 kOe.

(iv) In the range of T = 4.2–40 K for Ndis ≥ (6–8) ×
106 cm–2, a transverse magnetoresistance of p-type
MCT in the region of fields with H = 1–5 kOe has, as a
rule, a negative sign, which is characteristic of conduc-
tivity over the impurity band.

T –1 × 103, K–1

101

105

104

103

102

2

1

1

2

– +

101 102

|RH|, cm3/C

Fig. 6. Temperature dependences of |RH|. The same sample
as in Fig. 5: (1) before and (2) after deformation; the solid
curves correspond to H = 1.5 kOe; the dashed curve, to H =
6 kOe.
4. DISCUSSION

A crystal with a reasonably high density of disloca-
tions should evidently be considered as an inhomoge-
neous system. However, when the degree of plastic
deformation in the sample bulk is constant, the afore-
mentioned inhomogeneity can be considered as ordered
instead of chaotic. From the selective-etching pattern
(Fig. 1), it can be seen that a network consisting of vir-
tually equidistant lines with approximately the same
density of etching pits is superimposed upon the sam-
ple, which was homogeneous before the deformation.
Thus, we may consider a crystal with dislocations as
being divided into a main matrix, with the initial
parameters of the crystal, and a network of extended
microclusters with electronic properties, which differ
radically from those of the main matrix. In terms of
such a model, we will discuss the experimental features
of kinetic coefficients in the MCT samples with dislo-
cations. Attention should be concentrated primarily on
the RH(1/T) and µ(1/T) dependences.

It should be noted that problems from the emer-
gence of anomalies in the RH(1/T) dependences for
MCT (an additional small peak in the region of transi-
tion to intrinsic conductivity in an n-type material and
the double inversion of the sign in a p-type material),
observed in nominally homogeneous MCT samples,
have been discussed for a long time. The different the-
oretical approaches for describing such anomalies were
based on several models: the presence of microinhomo-
geneities with various types of conductivity in a sam-
ple, the layered structure of the sample itself, and the
presence of a surface layer whose carrier properties dif-
fer from those of majority carriers in the bulk (see, for
example, [12, 13]). However, for all the apparent diver-
sity of the models used, we are, in essence, dealing with
various ways of averaging the known expression for the
Hall coefficient on the assumption that there are several
types of carriers:

(1)

Here, summation is performed over all i various types
of carriers involved in the sample, σ(i) = en(i)µ(i), and µH

is the Hall mobility.

Important information about which groups of carri-
ers are involved in the samples under investigation is
provided by the field dependence of the Hall coefficient
shown in Fig. 4. It should be noted that RH = –γ/en,
where γ = µH/µ is the Hall factor for electrons if, in the
n-type sample, there are only electrons in the limit of
weak magnetic fields. Consideration of the dependence
of γ on a magnetic-field strength H can lead to a certain
decrease in RH with increasing H. However, the magni-
tude of such an increase must not exceed 1.93 for scat-
tering of the carriers by charged impurities in the range
of temperatures and fields under consideration (see
[14]). In experiment, a much more abrupt decrease in
the Hall coefficient is observed.

RH = σ i( )µH
i( )/c σ i( )∑( )2

H/c( )2 σ i( )µH
i( )∑( )2

+[ ] .∑
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At the same time, the presence of a characteristic
peak in the RH(1/T) curve for an n-type semiconductor
(Fig. 2, curve 2) in the temperature region of transition
from intrinsic to impurity conductivity cannot be
explained if only carriers of like sign, for example,
electrons, are considered [7].

The totality of the above experimental data can be
explained by assuming that there are also hole-conduc-
tivity regions along with electron-conductivity ones in
a plastically deformed sample. In principle (see [12]),
p-type regions can have the form of surface layers;
however, chemical etching of the samples does not lead
to significant changes in the experimental results,
which makes it possible to neglect the role of the sur-
face. At the same time, the dislocations introduced into
the sample by plastic deformation are extended defects
and they can generally be related to “channels” having
modified conductivity properties.

In fact, the 60° edge dislocation arising in MCT can
terminate both at the Te atomic row and at the Cd and
Hg rows [15]. In the first case, the unsaturated bonds
form a negative charge in the dislocation core and, in
the second case, a positive charge. Such charged cores
form “tubes” of space charge along their length. The
negatively charged line of acceptors repulses free elec-
trons and forms a positive charge in n-type material; the
averaged magnitude of this charge per unit of volume is
equal to e(ND – NA).

Around the dislocation, it is possible to construct a
cylinder of radius r, which is defined from the condition
for equality between the positive charge of the cylinder
and the negative charge of the dislocation. This radius
is equal to r = [aπ(ND – NA)]–1/2. Here, a is the spacing
between the charges in the dislocation line. An estimate
for the above parameters of n-type MCT yields a tube
radius of about a half of a micrometer, which exceeds
the characteristic sizes of a dislocation core by orders of
magnitude. For Ndis ≈ 107 cm–2, this means that the
tubes with a positive space charge (their number is
equal to the number of negative-charge tubes) cover
only 4% of the area of a plane intersecting them perpen-
dicularly. In this case, the acceptors inside the space-
charge region (SCR) are ionized owing to valence-band
bending even when they are frozen out in the remaining
volume with decreasing temperature. As a result, the
tube becomes a hole-conductivity channel.

Thus, we can consider the n-type sample as pene-
trated uniformly over its bulk by channels with differ-
ent types of conductivity, both hole and electron (due to
the fact that the extended dipole layer is linked to the
dislocation). Evidently, the presence of additional
“electron” channels related to dislocations only negligi-
bly affects the electron properties of the n-type samples
due to the smallness of their volume as compared with
the matrix volume; however, this influence can mani-
fest itself in p-type samples.

We assign the hole conductivity σp to the “hole”
tubes. In this case, the concentration of p carriers in
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such channels is controlled by point defects of defor-
mation origin. It should be noted that a similar model
was used for explaining the Hall effect anomalies in
MCT films [7] irrespective of dislocations. In this case,
a model of p–n junctions was considered in which its
rectifying effect could be neglected down to the lowest
temperatures for small currents. The electron scattering
by p–n junctions was also considered to be negligible.

Such an approach makes it possible to use the clas-
sical “different-layer model” of Petritz [16], which
divides the sample into small “blocks” of p–n–p or
n−p–n structures. The next simplification consists in
assuming that a magnetic field is always directed paral-
lel to the interface between the hole and electron layers.
In this case, we considered the components of the cur-
rent I separately, which are parallel (Il) and perpendic-
ular (It) with respect to the interface between n- and
p-type regions. It is clear that the Hall voltages should
be calculated for a sequence of n–p–n-type regions con-
nected in parallel for the first case and the same regions
connected in series for the second case. However, the
calculation yields (see [7]) identical results in both
cases:

(2)

Here, Ri is the Hall coefficient for the ith region (i = n,
p), σi is the conductivity of such a region, and Di is the
thickness of this region (for the current flow perpendic-
ular to the p–n-junction boundary) or the area of this
region (for the current flowing along the p–n-junction
boundary). The conductivity for the current Il can be
easily written making allowance for the fact that, here,
the regions with electron and hole conductivity operate
as shunt resistances: σl = σpDp + σnDn. With respect to
the “perpendicular” direction of the current Il, the
aforementioned regions are connected as series resis-
tances and, thus, σt = 1/[σpDp + σnDn]. In the general
case of random distribution of blocks of the n−p–n
type, the conductivity can be written as

(3)

Here, Pi is the probability that the current flows in the
direction parallel to the p–n-junction boundary for the
ith block. The summation in (3) is performed over all
the possible blocks of the sample. However, the calcu-
lation of such a complicated expression requires further
simplification. In the simplest case [15], Pi was
assumed to be independent of the number of a block
and all σt and σl were assumed to be identical. In this
case, expression (3) can be written in a form that
makes calculation simple:

(4)

Hereafter, expression (2) was calculated with allow-
ance made for (4). The electron concentration in the
n-type region was calculated with allowance made for
intrinsic- and extrinsic-carrier concentrations. In a sim-

RH RpσpDp RnσnDn+[ ] / σpDp σnDn+[ ] .=

σ σl D i( )( )Pi σt Di )( ) 1 Pi–[ ] .∑+∑=

σ σlP σt 1 P–[ ] .+=
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ilar way, we calculated the hole concentrations in the
p-type region, but in this case, we also took into account
the temperature dependence of filling the acceptors
with the binding energy EA. The minority-carrier con-
centration in both regions was assumed to be equal to
their intrinsic concentrations.

The donor concentration ND was determined from
the RH magnitude in the low-temperature region. The
acceptor concentration, the ratio Dp/Dn, and the prob-
ability P were considered as adjustable parameters of
the theory. For the electron and hole mobilities, we
used the empirical formulas [17]. From the expres-
sions obtained, it follows that the peaks of RH and of
the Hall mobility are interrelated. In this case, the best
agreement between theory and the curves in Figs. 2
and 3 was attained for Dp/Dn = 0.1, P = 0.5, and NA =
2 × 1015 cm–3.

It should be noted that the ratio Dp/Dn = 0.1 is of the
same order of magnitude as that obtained above from a
simple estimate of the radius r (0.04). Better agreement
could hardly be expected due to the multiple approxi-
mations made above. We give a simple qualitative inter-
pretation of the peak observed in the curve RH(1/T). It
is evident that RH features no considerable anomalies in
the matrix within the temperature range of the transi-
tion from intrinsic to impurity conductivity: it remains
negative and attains magnitudes close to the difference
ND – NA. This curve is superimposed by the dependence
RH(1/T) in a system of extended p-type microclusters.
In the region of intrinsic conductivity, the Hall coeffi-
cient sign is also negative (i.e., defined by more mobile
electrons). However, when the conductivity passes to
the hole impurity type, the sign of RH becomes positive,
while the Hall coefficient itself increases due to a
decrease in the free-hole concentration with tempera-
ture. It is this fact that leads to the appearance of a small
peak at the RH(1/T) curve for the matrix–microcluster
system within the region of transition from intrinsic to
impurity hole conductivity (in the microclusters) and to
the further weak decrease in this coefficient with
decreasing temperature.

When considering the experimental results obtained
for the p-type samples, the following circumstance par-
ticularly caught our attention. If, in measuring RH and
ρ, we restrict ourselves to the temperature range above
T = 77 K, these experimental data can lead to an erro-
neous conclusion (as was made in certain studies): the
type of the carrier changes as a result of deformation
(from p- to n-type). Actually, as can be seen from the
comparison for the entire temperature range of the
curves, nothing of the kind happens. As to the errone-
ous assumption, it is associated with the shift of the
temperature of transition from intrinsic to impurity
conductivity (the change of the sign of RH) to lower
temperatures for the deformed crystal.

We will examine this feature in more detail in the
RH(1/T) dependence. The fact that the RH inversion
point shifts to lower temperatures with increasing con-
centration of deformation defects indicates, at first
glance (as in the n-type crystals), that the resultant
activity of the defects introduced by the deformation is
of the donor type. However, in this case, the following
contradiction arises: if an additional concentration of
electrons associated with the deformation defects of the
donor type turns out to be sufficient for conserving the
negative sign of RH in a certain temperature range of
impurity conductivity, a change of sign is even less
probable with a further decrease in temperature. In fact,
the total hole concentration can only decrease with tem-
perature, and for T < 40 K, it decreases exponentially
due to the fact that the holes are frozen out at acceptors.
At the same time, the electron concentration remains
virtually constant due to the presence of a major impu-
rity component (the donors are in the ionized state
down to the lowest temperatures). However, an inver-
sion is observed in experiment and RH becomes positive
at T < 50 K. The solution to this contradiction will
likely be found in features of the temperature depen-
dence of mobility of carriers in the deformed crystals.
If there are two types of carriers with different signs
(electrons and holes), the Hall coefficient is described
by the expression RH = [(p – b2n)/(p + bn)2]/e. In this
case, the sign should change when the equality p – b2n =
0 is fulfilled. It is easy to see that an abrupt decrease in
the electron mobility (Fig. 3) can be the principal cause
of the shift in the RH inversion temperature (with the
mobility of heavy holes decreasing negligibly) in the
deformed crystals as the temperature decreases in the
range of T = 50–100 K. Actually, variation in the factor
b2 turns out to be determining because, in the above
range of T, the concentration of carriers varies only
slightly, as can be seen from Fig. 2.

The variation in the coefficient b is evidently associ-
ated with the different influence of dislocations intro-
duced by deformation on the mobility of electrons and
holes. Qualitatively, it is possible to use a simple
expression for the time of scattering by an edge dislo-
cation: 1/τ = Ndisνts. Here, νt is the component of the
velocity vector of a carrier scattered in the plane per-
pendicular to the dislocation axis; s is the cross section
of scattering of carriers by dislocations and has the
dimension of length, since the problem is two-dimen-
sional. From this relationship, it can be seen that high-
mobility electrons are scattered stronger than those
with lower mobility if a certain concentration Ndis of
dislocations is introduced. It is this circumstance that
leads to an abrupt decrease in the parameter b.

Another feature of the p-type samples also requires
explanation: a decrease in the activation energy of
acceptors as Ndis grows and the transition to activation-
free conductivity in the low-temperature range. In a
homogeneous crystal, the transition to the activation-
free conductivity (the Mott transition) is provided by
overlap of the wave functions for acceptor states as the
spacing between impurities decreases. For attaining
this in p-type MCT, the acceptor concentration is
required to be NA = (2–3) × 1017 cm–3 [18]. Such a den-
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sity of hole states is quite unlikely for the conditions
under study. According to the experimental values of
RH, on the one hand, and the estimate of the density of
states formed under plastic deformation, on the other
hand, the concentration of holes cannot exceed 1016 cm–3

in the deformed crystals (Ndis ≈ 107 cm–2). Therefore, an
explanation should evidently be sought in the inhomo-
geneity of a crystal with dislocations. Here, two main
competing factors can be involved. As was shown in
[19], the broadening of impurity levels induced by crys-
tal inhomogeneity is proportional to the “degree of dis-
order” and is governed by the characteristic energy of
the shift of the band edge over the correlation length of
the inhomogeneity. In the case under consideration, the
scale of such shifts for the band edges is defined by the
properties of the SCR near the dislocation tubes and can
attain a value on the order of 10 meV, according to the
estimate for the aforementioned concentration of the
introduced defects. This would be quite sufficient for
broadening the acceptor level necessary for the transi-
tion to activationless conductivity; however, in the
above estimate, a change in the degree of compensation
of the crystal when introducing dislocations was
ignored. As is known, an increase in the degree of com-
pensation leads to increasing EA and, thus, inhibits the
transition to the conductivity without activation. A pro-
gressive decrease in the activation energy of acceptors
with a growth in Ndis counts in favor of the first of the
aforementioned factors. However, this mechanism can-
not explain the features of RH. Actually, the alternating-
sign behavior of RH with variation of T and the mag-
netic field points to the presence (the same as in the n-
type samples) of two types of charge carriers with dif-
ferent signs, which introduce a comparable contribu-
tion to the conductivity of p-type crystals. The appear-
ance of the electron component in the p-type crystals
can only be explained by the formation of conductive
channels of n-type as a result of deformation. These
channels can emerge as dislocation tubes around cation
chains. It is evident that the contribution of the electron
component increases as the density of these tubes
increases, particularly in the low-temperature region,
where the contribution of the hole component must
decrease.

Within the entire temperature range of extrinsic con-
ductivity in p-type MCT crystals, a transition from p- to
n-conductivity as a result of deformation was not
observed in the experiments under consideration except
in one sample. There are several causes of this fact. It is
well known that p-type crystals are much more imper-
fect in comparison with n-type crystals. As a rule, the
initial total concentration of uncompensated acceptors,
including deep-level centers, exceeds 1016 cm–3 in
p-type crystals (a relatively low concentration of impu-
rity holes is attained by profound compensation).
Deformation-induced donors can be assumed to be
completely compensated, because the relationship NA >
ND remains valid even after deformation, and, thus, the
crystal retains the hole type of conductivity. A certain
SEMICONDUCTORS      Vol. 37      No. 1      2003
increase in the hole density should probably be associ-
ated with the known mechanism for the recharging of
defects by moving dislocations, which are present in
the initial state of p-type crystals and lacking in n-type
crystals.

Apparently, a lower initial concentration NA is prob-
ably necessary in the sample for the transition from p-
to n-conductivity. A convincing inversion of the con-
ductivity type as a result of introducing dislocations
(Ndis ≈ 107 cm–2) was observed in this study only for one
of the investigated p-type MCT crystals with NA = (3–
4) × 1015 cm–2 and with relatively slight compensation.
The last fact was also corroborated by the higher mobil-
ity of holes as compared with that in other samples.
Another origin of the inversion of the conductivity type
can be related to a higher degree of plastic deformation
than in our experiments when the dislocation density
greatly exceeds 107 cm–2. However, in our opinion, this
case is of lesser interest because it is uncommon in
practice. An exclusion is the formation of MCT dam-
aged layers of significant thickness as a result of cleav-
age [10] or in the process of the mechanical treatment
of the surface [20]. As a result, high concentrations of
dislocation loops and so-called mechanodonors arise in
the crystal and lead to a change in the type of conduc-
tivity. However, in this case, it is difficult to consider the
plastic deformation of the crystal as homogeneous.
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Abstract—SiC-based nuclear radiation detectors figured prominently in the very first attempts of the 1960s to
replace gas in ionization chambers with a more condensed semiconducting medium. However, the dynamics of
improvement of SiC in those years was markedly inferior to the progress made in the development of competing
materials. This study continues with the investigation of triode detector structures based on “pure” SiC films. It
is established that for weakly ionizing radiation (as also in the case of strongly ionizing alpha particles) the sig-
nal is amplified by no less than a factor of several tens. This allows SiC films with a thickness of about 10 µm
to be used to detect penetrating radiation, e.g., X-rays, since the effective thickness of the films is on the order
of hundreds of micrometers. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

For the ionization principle to be successfully
implemented in semiconductor detectors, the starting
material must possess a certain combination of proper-
ties. These are the following: a low impurity concentra-
tion (extended electric field domain in a diode structure
typically used in detectors), bipolar conduction (no
accumulation of space charge distorting the field), long
drift displacement of carriers (carrier transport with
efficiency close to unity), wide band gap ensuring weak
thermal generation of carriers (low noise), and the pos-
sibility of creating high-voltage diode structures. Since
tracks occupy only a small fraction of the detector vol-
ume, high local uniformity of carrier transport condi-
tions throughout the detector volume is necessary.

Owing to the success achieved recently in control-
ling the properties of silicon carbide SiC, the above set
of characteristics is rather well obtained in modern
materials. Presently, the standard impurity concentra-
tion in SiC is 5 × 1014–1015 cm–3. This gives field
regions with a width of W ≈ 30 µm at a voltage of 500 V.
Lifetimes on the order of hundreds of nanoseconds for
less mobile holes, combined with high values of satu-
rated drift velocity, ensure a nearly 100% efficiency of
charge transfer. Particularly attractive are the radiation
hardness [3, 4] and chemical stability of SiC, as well as
the possibility of device operation at temperatures of
hundreds of degrees centigrade [5–7].

Correspondingly, publications of recent years have
given much attention to the investigation of the above-
mentioned properties of SiC and to tests of SiC struc-
1063-7826/03/3701- $24.00 © 20065
tures for detection and spectrometry of various kinds of
nuclear radiation [8–10].

In this communication, we consider the possibility
of recording penetrating radiation with SiC detectors
(X-rays and gamma radiation, high-energy particles)
when the feasibility of using SiC is far from obvious.
Indeed, the most structurally perfect SiC is obtained
under laboratory conditions in the form of films with a
thickness of tens of micrometers [11–13]. Correspond-
ingly, the detector signal generated by weakly ionizing
radiation has a low amplitude.

In [1, 2], the possibility of detector signal amplifica-
tion in the case of a transistor-type (instead of the con-
ventional diode type) structure was demonstrated. Spe-
cifically, a superlinear rise in the signal with increasing
bias across the structure was observed when recording
single alpha particles. An amplification of the charge,
introduced by a particle into the base, by a factor of ~50
was achieved. Short-range alpha particles generated in
natural decay (with an energy of ~5 MeV) produce
tracks with a carrier density on the order of 1016 cm–3

and belong to strongly ionizing radiation.

The present study is concerned with the response of
triode structures to weakly ionizing radiation (X-rays
and gamma radiation, high-energy particles). The
experiment was performed with fluxes of X-ray and
optical photons recorded in the induced-current mea-
surement mode. It is rather important that a k-fold
amplification of the signal generated by penetrating
radiation be equivalent to an identical increase in the
effective thickness of the film.
003 MAIK “Nauka/Interperiodica”
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2. EXPERIMENTAL

The current was recorded as a function of bias
applied to a structure, with carriers generated by X-rays
or optical radiation.

In the first case, samples were irradiated on a URS
1.0 installation at an X-ray tube anode voltage of 20 kV
and current of 20 mA. Because of the small film thick-
ness, the absorption of the radiation emitted by the tube
was weak. Therefore, carrier generation was virtually
equiprobable across the film thickness.

In the second case, the films were irradiated with the
light of a mercury lamp. Separate parts of its emission
spectrum were selected by using various filters.

The detectors were fabricated in the form of transis-
tor structures. p-type 6H-SiC films grown on n+-sub-
strates by vacuum sublimation [12] served as the base
region. The net concentration of impurities ionized at
room temperature |  – | = (1–3) × 1015 cm–3 at a

film thickness of ~5 mm. A Schottky barrier fabricated
by magnetron sputtering of Ni acted as the second elec-
trode with n-type conduction. The area of the Ni elec-
trode was 1.2 mm2.

According to [1, 2], higher amplification is observed
with the Schottky barrier as a collector. This predeter-
mined the polarity of the bias applied to a detector con-
nected in the floating-base mode.

3. RESULTS

Measurements of capacitance characteristics dem-
onstrated that the p–n junctions of the structure are not
identical. The Schottky barrier corresponds to an abrupt
junction, whereas the transition to p-type conduction at
the n+-substrate occurs gradually.
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Fig. 1. Current induced by radiation from X-ray tube vs. the
voltage across the triode detector structure. Solid line: fit-
ting by formula (1) at current normalized to 13.5 nA.
Parameters: film thickness d = 4.66 µm, electron diffusion
length LD = 0.35 µm. Tube anode voltage 20 kV.
(1) The response to the X-rays in the maximum-
amplification mode shows superlinear behavior with
increasing voltage U. Figure 1 presents a part of the
dependence of the photocurrent on U as a function of
(U + 1.5)1/2, with the term 1.5 V accounting for the con-
tact potential difference. The current is normalized to
its value of 13.5 nA at (U + 1.5)1/2 = 4.1 V1/2. It can be
seen that the current increases steeply across a rela-
tively narrow range of argument variation, with the ini-
tial current exceeded by a factor of 25.1 Unfortunately,
the steep rise in the dark current at higher biases pro-
vided no way of studying the behavior of the induced
current in a wider range of voltages.

The data in Fig. 1 were processed under the assump-
tion that the observed rise in current is due to amplifi-
cation typical of a transistor in the common emitter
mode. The emitter efficiency was taken to be γ = 1. It
was also assumed that, during the separation of photo-
carriers created in the base, the main contribution to the
current comes from the collector junction. Correspond-
ingly, the expression for the collector current, presented
in monograph [14], was used as the starting formula:

where

Here, Iph is the primary current of photoelectrons enter-
ing the collector, αT is the transfer coefficient of sec-
ondary electrons injected into the base owing to the
photovoltage that appeared across the emitter–base
junction, d is the film thickness, W ∝  (U + 1.5)1/2 is the
width of the space charge region (SCR) of the collector,
and LD is the diffusion displacement of electrons in the
base.

In writing an expression for Iph, account was taken,
similarly as in [1], of both the drift transport of photo-
electrons from the W region and the contribution of
their diffusion from the neutral base. Since, to a first
approximation, Iph ∝  W ∝  U1/2, the main contribution to
the dependence on bias comes from the denominator of
the formula, which contains a hyperbolic cosine.

In approximating the dependence of current on volt-
age, account was taken of normalization. The expres-
sion for Ic was divided by the same expression at fixed
Wn. This Wn value corresponded to the voltage Un at
which the normalization current In flows (In = 13.5 nA in
the case in question). W was calculated with the con-
centration of ionized impurity in the base (  – )

1 It is noteworthy that, in the case of alpha particles, the energy
introduced into the base is known to be 0.2 MeV/µm, which is in
accordance with the Bragg curve. This allows the magnitude of
the pulses observed to be expressed directly in units of energy. In
measurements with X-ray and optical excitation of current, rela-
tive values are considered in order to circumvent calibration in
the intensity of carrier generation.

Ic Iph/ 1 αT–( ),=

αT d W–( )/LD[ ]cosh{ } 1– .=
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assumed to be 1.2 × 1015 cm–3, which was the value
obtained from capacitance measurements. The film
thickness d = 4.66 µm and LD ≅  0.35 µm, found by fit-
ting to the data in Fig. 1, are consistent with the film
growth conditions.

(2) For the case of carrier generation by optical pho-
tons, a semitransparent Ni electrode was used. Figure 2
shows the dependence of the photocurrent on bias for a
sample irradiated with a flux of photons from a DRSh-
250 mercury lamp, which were passed through either a
glass or a double (water + UFS6 glass) filter. The glass
filter made carrier generation more uniform across the
base thickness. The double filter enabled measurements
in the UV spectral range. The current was normalized
to 1 µA, and, therefore, its values along the ordinate
axis correspond to an amplification factor of ~35. No
noticeable differences in the behavior of the current are
observed for the given filtration conditions.

The Ic(U) data were approximated with account
taken of the above-described normalization for the
above impurity concentration in the base, (  – ) =

1.2 × 1015 cm–3. This gave d = 4.67 µm, a value coincid-
ing with that obtained in detection of X-rays. However,
LD = 0.83 µm exceeds the LD value obtained from Fig. 1
more than twofold. This can be attributed to a differ-
ence of more than 2 orders of magnitude between the
currents flowing in X-ray and optical excitation of car-
riers.

It should also be noted that the dark current–voltage
dependence of the samples with semitransparent Ni
exhibited a characteristic feature. With increasing volt-
age, a steep rise in current by 2–3 orders of magnitude
occurred over a relatively narrow range of U variation
(<1 V). In some cases, there occurred an S-type switch-
ing from a “high-voltage” state with U ≈ 25 V to a “low-
voltage” state with U ≈ 5 V, similarly to the effects
observed in [15] and related to breakdown and current
pinching. However, in the case in question, these effects
were manifested at current densities 2–3 orders of mag-
nitude lower than those in [15]. Correspondingly, those
portions of the current–voltage curve in which the dark
currents were insignificant were chosen for measuring
the voltage dependence of the photocurrent.

At a negatively biased Schottky barrier, the photo-
current also exceeds the dark current by orders of mag-
nitude, but, in the range U = (10–100) V, the photocur-
rent is virtually independent of voltage.

(3) Additionally, the effect of a superlinear rise in
signal was studied in relation to temperature. The
experiment was carried out as in [1] with alpha particles
and a detector having a more extended base. Figure 3
presents the behavior of the signal as a function of volt-
age expressed in energy units for amplifications of up to
an order of magnitude at room temperature. The solid
line represents the results of fitting at an impurity con-
centration  –  = 1.16 × 1015 cm–3, which was
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found from capacitance measurements. Varying parame-
ters such as the base width and LD gave the values d = 6.37
µm and LD = 2.90 µm.

At higher temperatures (up to T = 135°C), the
room-temperature value of d = 6.37 µm was taken as
the starting value in data processing. The parameters
to be determined were (  – ) and LD, which can

vary with temperature. Experimentally, a significant
decrease in LD to 0.3 µm was observed. Figure 4 pre-
sents the dependence (LD)2 = f(1000/T) reflecting a fall
in the electron lifetime τ ∝  (LD)2.
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Fig. 2. Photocurrent induced by light from mercury lamp vs
the voltage across the detector. The current is normalized to
1 µA. Solid line: results of fitting (as in Fig. 1) at d = 4.67 µm,
LD = 0.83 µm. Filters used: (1) glass and (2) water + UFS6
glass.
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Fig. 3. Signal energy as a function of voltage in recording
of 244Cm alpha particles (Eα = 5.8 MeV). Solid line: result
of fitting by the algorithm of [1] at d = 6.37 µm and LD =
2.90 µm. Energy absorbed in the detector base ~1.3 MeV.
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The concentration of impurities (ionized within the
SCR of the collector junction) remained virtually
unchanged up to T = 100°C and then started to grow
(see Fig. 5).

4. DISCUSSION

The data obtained in this study were described
above in terms of the model [1], i.e., were attributed to
amplification in the phototransistor structure. The
model makes it possible to determine the main param-
eters of the p-base and seems to be reasonable for a tri-
ode structure.
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Fig. 4. Temperature dependence of the diffusion displace-
ment of electrons in the p-base of the detector according to
the results obtained in recording of alpha particles. LD val-
ues found from curves similar to those in Fig. 3. The run of
the dependence (LD)2 = f(T) corresponds to variation of the
electron lifetime τ(T).
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Fig. 5. Temperature dependence of the concentration of
impurities ionized in the SCR of the collector junction
according to the results obtained in recording of alpha par-
ticles. (  – ) values calculated from curves similar

to those in Fig. 3.
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Previously, superlinear behavior of the photocurrent
in SiC with an SCR width (voltage) similar to that in
Fig. 2 was observed in [16]. However, in contrast to the
case being considered in this paper, diode structures
fabricated on a heavily doped material were used in
[16]. Correspondingly, the effect was attributed to
impact ionization by nonequilibrium holes.

The signal amplification observed in this study is
characterized by the insignificant role of the type of car-
rier generation. Diametrically opposite cases in this
regard are those of irradiation with alpha particles and
with X-rays. As mentioned above, single alpha particles
create dense tracks consisting of carriers shaped as cyl-
inders ~10 µm in diameter. X-rays produce carriers
with a low density at equal probabilities throughout the
detector base. However, a superlinear rise in signal,
with about the same amplification factors, is observed
in both cases. In the end, it turns out that the manner in
which nonequilibrium carriers are created in the base
by radiation is insignificant for the resulting signal.
This is consistent with the phototriode model, in which
the current flowing through the base is governed by the
photovoltage across the emitter–base junction, which
appears owing to the “primary” charge itself.

At the same time, it is difficult to provide a satisfac-
tory explanation for the behavior of the measured
parameters when the temperature increases. For exam-
ple, it seems natural to relate the increase in the nega-
tive space charge of impurities (  – ) to the fill-

ing of centers having a higher energy with electrons
from the valence band. The holes formed in this process
drift toward the negative electrode and are carried away
from the field region.

Less understandable is the observed decrease in LD
(in lifetime τ) for electrons in the p-base. The decrease
contradicts the known fact that, in recombination via
simple local centers, the lifetime grows with tempera-
ture and reaches a maximum upon transition to intrinsic
conduction (see [17]).

In explaining the run of LD(T), account should be
taken of the fact that the LD values were found from the
signal generated by single alpha particles. Under these
conditions of pulsed ionization, the charge recorded in
the experiment is governed both by the photovoltage
across the emitter–base junction and by the duration of
its existence. Thus, the question as to why the lifetime
of majority carriers (holes, τh) decreases in the base
arises in addition to the problem of transport of elec-
trons injected from the emitter.

In principle, the decrease in τh can be understood as
the manifestation of multicharge centers. With centers
of this kind, a new level may appear when the Fermi
level moves upwards, away from the ν-band, with
increasing temperature. In order for this to occur, the
old level must be filled. The center acquires a negative
charge and its hole-capture cross-section increases.
However, the filling of old levels with electrons must
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reflect upon the space charge (  – ), which is

only observed at T > 100°C.

In view of the aforesaid, it is apparent that no
exhaustive explanation of the run of the LD(T) depen-
dence could be found. It is also apparent that the exper-
imental LD value cannot be unequivocally attributed to
electron diffusion and should be regarded as a parame-
ter reflecting current relaxation in the external circuit of
a triode structure under pulsed ionization.

5. CONCLUSION

The dependence of the signal on bias across a triode
detector structure in recording weakly ionizing radia-
tion was studied. Fluxes of photons from an X-ray tube
or mercury lamp were used. In all cases, a superlinear
rise in induced current was observed with increasing
voltage across the structure. The signal was amplified
by a factor of several tens with respect to the value cho-
sen for normalization.

Qualitatively, the rise in signal can be accounted for
by the amplification of the nonequilibrium charge intro-
duced into the base, which is characteristic of a photot-
riode (as proposed in a previous communication [1]).

At room temperature, a quantitative description in
terms of the phototriode model gives quite acceptable
values for the base width, length of diffusion displace-
ment of electrons, and space charge of ionized impuri-
ties. However, in additional experiments, the recording
of single alpha particles demonstrated that the calcu-
lated electron diffusion length falls markedly with
increasing temperature. This fact could not be
explained adequately.

From the practical point of view, it is important that
comparatively thin (on the order of 10 µm) SiC films
can be used to detect penetrating radiation. Their effec-
tive thickness exceeds the geometrical value by a factor
equal to the signal amplification factor.
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Abstract—Temperature dependences of resistance at 0.7 K < T < 300 K, the Hall and Shubnikov–de Haas effects
in magnetic fields of up to 40 T, photoluminescence (PL), and morphology of a heterointerface (using an atomic-
force microscope) of short-period InAs/GaAs superlattices were investigated. The investigations were carried out
for a region of subcritical and critical thickness Q = 2.7 monolayers (ML) of InAs. Upon exceeding the critical
thickness, the self-organized growth of InAs quantum dots (QDs) set in. The formation of QD layers upon exceed-
ing the critical thickness of InAs Q = 2.7 ML is accompanied by a transition of conductivity from metallic to hop-
ping. It is found that at InAs layer thicknesses of Q = 0.33 ML and Q = 2.0 ML, the PL intensities and electron
mobilities in the structures have clearly pronounced maxima. Anisotropy of conductivity, which depends on the
thickness of the deposited InAs layers, was observed. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In recent years, one of most important trends in fun-
damental and applied solid-state physics has been the
investigation of formation of nanostructures resulting
from the reconstruction (self-organization) of a surface
during heteroepitaxial growth in lattice-mismatched
systems. Such processes are observed, for example, in
InAs/GaAs semiconductor heterostructures [1–4].
Using these processes, it is possible to obtain, for exam-
ple, quantum-dot (QD) structures, the investigation of
which is of tremendous scientific interest.

The self-organized growth of InAs QDs on a GaAs
surface sets in when the thickness of the InAs layer,
which is generally measured in monolayers (ML),
exceeds a certain critical value. There are numerous
publications devoted to the investigation of the optical
properties of QD structures. However, the electron-
transport properties of InAs/GaAs structures in the
region of the critical, and slightly below critical, thick-
ness of the InAs layer are poorly understood.

In this study, the lateral transport of charge carriers
in δ-Si-doped short-period InAs/GaAs superlattices is
investigated. In essence, these superlattices represent
quantum wells (QWs). Investigations were carried out
in the region of subcritical and critical thickness of the
InAs layers, which is necessary for the formation of the
QDs.
1063-7826/03/3701- $24.00 © 20070
2. SAMPLES

The samples investigated were grown by molecular
beam epitaxy on semi-insulating GaAs(100) substrates.
Each sample consisted of substrate, an undoped GaAs
buffer layer 1 µm thick, a short-period InAs/GaAs
superlattice (for a detailed description, see below), an
undoped Al0.2Ga0.8As spacer 10 nm thick, an Si δ-layer,
an Al0.2Ga0.8As layer (35 nm thick), and a GaAs cap
layer 6 nm thick (Fig. 1).

The nominal thickness Q of the InAs layers in various
superlattices varied from 0.33 to 2.7 ML. The thickness
P of the GaAs layers was varied proportionally from 1.7
to 13.5 ML in order to keep the average composition of

GaAs (6 nm)
Al0.2Ga0.8As (35 nm)

σ–Si
Al0.2Ga0.8As (10 nm)

GaAs (P ML)
InAs (Q ML)
GaAs (1 µm)

GaAs substrate

Fig. 1. Schematic representation of the sample structure.
Letters P and Q denote the thicknesses of the GaAs and
InAs in monolayers (ML), respectively.
003 MAIK “Nauka/Interperiodica”
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Characteristics of the samples investigated

Sample Q, ML P, ML Number of 
periods N

hν2, hν1, eV ∆(hνmax), 
meV

E1–E0, 
meV nH, 1011 

cm–2
n,

1011 cm–2
µH,

cm2/(V s)
Experiment Calcula-

tion

1 In0.16Ga0.84As QW 1.434, 1.375 59 50 8.1 8.3 8100

2 0.33 1.7 24 1.419, 1.367 52 54 11.5 – 9400

3 0.67 3.4 12 1.411, 1.369 42 52 7.2 7.0 2060

4 1.00 5.0 8 1.411, 1.370 41 53 7.3 8.7 2450

5 1.33 6.7 6 1.418, 1.374 44 52 8.66 – 4220

6 1.58 8.0 5 1.404, 1.368 36 52 6.8 9.3 4910

7 2.00 10.0 4 1.406, 1.356 50 51 10.4 – 7060

8 2.70 13.5 3 1.390, 1.265 125 – 1.52 – 50

Note: Letters Q and P denote the number of InAs and GaAs monolayers, hν1 and hν2 are the peak energies of the PL spectrum hνmax
measured at 77 K, ∆(hνmax) is the difference between the PL peaks, E1–E0 is the calculated difference between the electron energy
levels, nH is the Hall electron density, n is the electron density obtained from the Shubnikov–de Haas effect, and µH is the Hall mobil-
ity. Measurements were carried out at T = 4.2 K.
the superlattice equivalent to the In0.16Ga0.84As solid
solution. Such narrow GaAs barriers are penetrable,
and, as it will be seen below, the superlattice represents
a QW. The number of MLs is not an integer. This means
that InAs (or GaAs) is distributed nonuniformly over
the structure surface, thus forming separate islands in
addition to a continuous layer. Depending on the layer
thickness, the number of lattice periods varied from 24
to 3, so that the overall thickness of the superlattice was
14 nm in all of the samples. All superlattices were
grown at a temperature T = 490°C, and the other layers
were grown at T = 590°C. After the deposition of each
InAs layer, the growth was interrupted for 30 s. We
investigated eight samples. Some of the parameters of
the samples are given in the table.

For comparison, a structure with a single QW was
grown (sample 1). In this structure, a layer of
In0.16Ga0.84As solid solution was formed instead of a
superlattice. This layer had the same thickness of 14 nm.

Data on photoluminescence (PL) (see section 3.3
below) and data obtained by atomic-force microscopy
demonstrated that, if the InAs layer thickness exceeded
2.7 ML, then QDs are formed. Figure 2 shows an image
obtained using an atomic-force microscope for sample 8
after the selective etching of its upper layers. The InAs
islands (i.e., the QDs) are clearly seen.

In this study, we investigated lateral electron trans-
port, i.e., transport over layers of superlattices. To mea-
sure the anisotropy of resistance and magnetoresis-
tance, the samples were prepared in the form of
L-shaped double Hall bridges using photolithography.
The resistance of the structures was simultaneously
measured for currents flowing along the [110] direction

and along the [ 10] direction. Magnetoresistance and
the magnitude of the Hall effect at low temperatures in
magnetic fields of up to 8 T were measured in a super-

1
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conducting solenoid. A setup at the University of
Amsterdam that generated pulsed magnetic fields was
used for measurements in magnetic fields of up to 40 T.

3. RESULTS OF MEASUREMENTS
AND DISCUSSION

3.1. Temperature Dependences of Resistance

The conductivity of the samples with short-period
superlattices was investigated in the temperature range
from room temperature to 70 mK (Fig. 3). For the sam-
ples with a nominal InAs thickness Q ≤ 2.0 ML, a
metallic dependence of resistance on temperature is
characteristic. In the region of low temperatures, a log-
arithmic fall in conductivity, which is characteristic of
weak localization of charge carriers, is observed [5].
The absolute value of resistivity for these samples was
significantly smaller than h/e2, which conventionally
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Fig. 2. Atomic-force microscopy image of the QD structure
(sample 8) after selective etching of the upper layer.
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separates a two-dimensional (2D) metal and insulator.
As an example, the temperature dependences of con-
ductivity for samples 2 and 4 are shown in Fig. 4. The
temperature scale in Fig. 4 is logarithmic. Due to this,
the linear portions are clearly distinguished for each
curve as the temperature decreases to ~2 K. At tem-
peratures T < 1 K, the conductivity of superlattices
with a nominal InAs thickness Q ≤ 2.0 ML levels off
(see Fig. 4).

The resistance of sample 8 was larger than h/e2 in
the entire temperature range under consideration and
increased as the temperature decreased. At tempera-
tures below 20 K, the resistance was approximated well
by a function corresponding to the Mott law for hop-
ping conductivity with a variable hop range for the two-
dimensional case. In this case, the approximation takes
the form ρ = ρ0exp[(T0/T1/3)] [6] (see inset in Fig. 4).
The T0 parameter for sample 8 equals ~200 K. This
parameter is associated with the density of states at the
Fermi level and the localization radius as T0 =
C( a2)–1, where C = 13.8 is a numerical coefficient.
The localization radius r thus obtained from the exper-
imental data is approximately equal to 53 nm. Hence, a
transition from the short-period superlattice to the QD
layers upon exceeding the critical InAs concentration is
accompanied by a transition from metallic conduction
to the hopping one.

3.2. Magnetoresistance
and the Shubnikov–de Haas effect

In weak magnetic fields at the liquid-helium temper-
ature, all of the samples showed negative magnetoresis-
tance. For the samples with Q ≤ 2.0 ML, the magnetic-
field dependence of negative magnetoresistance was

gEF

103

0 100 200 300

104

105

106

T, K

R, Ω/u

1 2

3
4

8

6

Fig. 3. Temperature dependences of resistance R per area
for samples 1–6 with short-period superlattices and sample 8
with QD layers. A horizontal dotted straight line corre-
sponds to the h/e2 value. Curves are numbered according to
sample numbers in the table.
initially quadratic and then logarithmic, which is char-
acteristic of weak localization [5].

In stronger magnetic fields, the Shubnikov–de Haas
effect was observed for samples 1–7 with 0 ML ≤ Q ≤
2.0 ML. As an example, Fig. 5 shows the dependences
of the magnetoresistance Rxx and the Hall resistance Rxy
for samples 4 (Q = 1 ML) and 6 (Q = 1.58 ML) in fields
up to 40 T. For both samples, clearly distinguishable
plateaus in the magnetic-field dependence of Rxy are
observed. These plateaus correspond to the filling fac-
tors of Landau levels ν = 1, 2, and 3. The Fourier spec-
tra of Shubnikov–de Haas oscillations for the same
samples are shown in the insets to Figs. 5a and 5b. The
presence of a single peak in the Fourier spectra indi-
cates that only the subband of dimensional quantization
is filled in the samples under investigation. The electron
concentrations n, which were obtained based on the
Shubnikov–de Haas oscillations, are given in the table,
along with the concentrations nH and mobilities µH
obtained from the Hall effect in weak magnetic fields.

3.3. Photoluminescence and Energy Spectrum

Figure 6 shows the PL spectra for sample 1, which
contains a single In0.16Ga0.84As QW, and six samples
whose superlattices are arranged according to an
increase in the InAs layer thickness from Q = 0.33 ML
to Q = 2.7 ML.

As can be seen from Fig. 6, the PL spectra for a sam-
ple with a single QW and for samples with superlat-
tices, which contain an InAs layer with a thickness Q ≤
2 ML, are shaped similarly. All of these spectra contain
two pronounced peaks. The first low-energy peak with a
transition energy hν1 lies in the range of 1.356–1.375 eV,
while the second high-energy peak with a transition
energy hν2 lies in the range of 1.404–1.434 eV (see
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3.3
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0.4 0.5 0.6

13.0
13.5

T–1/3, K–1/3

ln(R, Ω/u)

8

4

2

σ/(e2/h)

Fig. 4. Conductivity σ for samples 2 and 4 in units of the
lowest metallic conductivity e2/h at low temperatures. The
dependence of resistance R on the temperature T for sample
8 in the coordinates corresponding to the Mott law is in the
inset. Curves are numbered according to sample numbers in
the table.
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table). For all of the samples, the intensity of the first
peak is higher than that of the second peak.

Upon reaching a nominal thickness Q = 2.7 ML
(sample 8) for the InAs layers, radical changes are
observed in the PL spectrum (see Fig. 6). A new broad
and intense band with a peak at hν = 1.265 eV emerges
in the low-energy region. According to [1], such
changes in the spectrum represent a characteristic fea-
ture of a transition of an InAs layer from 2D to 3D
growth, which leads to the formation of QDs. Accord-
ing to [7], the position of this peak in the PL spectrum
allows one to estimate the QD size. In our case, such
estimation yields a QD pedestal size of approximately
26 nm.

The electron mobilities µH for the samples investi-
gated, which were obtained from the Hall effect, are
also given in the table. It is obvious that the variation
in the Hall mobility with an increase in the thickness
Q of the InAs layers correlates with the Q dependence
of the PL intensity IPL. Thus, the mobility for the sam-
ple with Q = 0.33 ML is highest and equals µH =
9400 cm2/(V s). At Q = 0.67 ML, the mobility decreases
to 2450 cm2/(V s); it then increases and attains a value of
7060 cm2/(V s) at Q = 2.0 ML (Fig. 7). For sample 1 with
an In0.16Ga0.8As QW, µH = 8100 cm2/(V s).
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Fig. 5. Transverse magnetoresistance Rxx and Hall resis-
tance Rxy of samples (a) 4 and (b) 6 at T = 4.2 K. Curves are
numbered according to sample numbers in the table. The
relevant Fourier spectra are shown in inset.
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The results obtained allow us to assume the follow-
ing. The structure of sample 1, which contains a
strained In0.16Ga0.84As QW, is rather homogeneous. In
this case, the carrier mobility is determined by scatter-
ing, which is characteristic of alloys, and by elastic
strains, which are caused by a mismatch of interatomic
distances between GaAs and In0.16Ga0.84As [8]. Sample 2
contains less than a single ML of InAs (Q = 0.33 ML),
and the strains caused by lattice mismatch between
InAs and GaAs are small. Due to this, these strains
relax at small distances with the resulting formation of
a QW. In this QW, scattering and nonradiative recombi-
nation are reduced, and the carrier mobility and PL
intensity for this sample are highest. Upon reaching a
thickness of Q = 0.67 ML in the InAs layers, the elastic
strains become larger. This probably gives rise to fluc-
tuations in the potential relief and reduces the mobility.
A further increase in the thickness of the InAs layers
results in a gradual decrease in the elastic strains and
fluctuations caused by them, since an increase in the
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Fig. 6. Photoluminescence spectra of the investigated struc-
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tical for all drawings. Drawings are numbered according to
sample numbers in the table. T = 77 K.
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carrier mobility and PL intensity is observed with
increasing thickness of the InAs layers. The radical
reconstruction of the shape of the PL spectrum upon
reaching the rated thickness Q = 2.7 ML of the InAs
layers (sample 8) is indicative of the formation of InAs
QDs. A low concentration of free charge carriers in this
sample is explained by the localization (see above) of a
considerable fraction of electrons in the formed QD
arrays, which results in an extremely low Hall mobility
in this sample. It is precisely these factors which lead to
the nonmonotonic dependence of the PL intensity and
the electron Hall mobility on the thickness of the InAs
layers.

For all of the samples, the energy spectra and elec-
tron wave functions were calculated by the method of
the self-consistent solution of the Schrödinger and
Poisson equations [9, 10]. In the Schrödinger equation

(1)
"

2

2
----- d

dz
----- 1

m* z( )
--------------- d

dz
----- 

  U z( )+– ψi z( ) Eiψi z( ),=

4

0 1 2 3

8

12

Q, ML

µH, 103 cm2/(V s)

Fig. 7. Dependence of the Hall mobility µH on the thickness
of the InAs layers (Q) at T = 4.2 K. The value Q = 0 ML cor-
responds to sample 1.
the potential energy is expressed by the sum U(z) =
UH(z) + ∆Uc + Uxc(z)UH(z), where UH(z) is the electro-
static potential energy, which is determined from the
Poisson equation

(2)

Here, N(z) is the bulk concentration of ionized donors,

(3)

is the electron density at T = 0 K, and θ(x) is the unit-
step function. ∆Uc is the offset of the conduction band
bottom at the heterojunction, and Uxc is the exchange-
correlation potential [11]

(4)

where

(5)

In calculations, band offsets between GaAs layers
and strained InAs layers were assumed to equal ∆Uc =
535 meV and ∆Uv = 385 meV [12] for the conduction-
band bottom and the valence-band top, respectively.
The effective electron mass for the strained InAs layers

in the superlattices was assumed to equal  =
0.0365m0 [13].

As an example, Fig. 8 demonstrates the calculated
profiles of the conduction-band bottom (Ec), the posi-
tions of two lower electron levels, and the profiles of
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Fig. 8. Calculated profile of the conduction-band bottom (Ec), the position of the lower electron levels E0 (dash-and-dot line) and
E1 (dashed line), as well as the profile of corresponding wave functions for samples (a) 4 and (b) 7. The letter z denotes the distance
from the sample surface. The Fermi level is denoted by a solid horizontal line.
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wave functions for samples 4 and 7. The Fermi energy
is taken as the origin of the energy scale. For all of the
samples, only the lower electron levels were occupied
with electrons, which corresponds to the data obtained
from the Shubnikov–de Haas effect. The calculated dif-
ference between the energies of the first and second
electron levels is given in the table. It should be noted
that the calculated difference between the energies of
electron levels is close to the difference between the
observed PL peaks. This indicates that it is the first and
second electron subbands of dimensional quantization
that contribute to the observed transitions.

The configuration of the wave functions in the
superlattice for all of the samples resembles the config-
uration of the wave functions for a single In0.16Ga0.84As
QW. It differs from the latter by a modulation which
correlates with the profile of the conduction-band bot-
tom of the superlattice. This demonstrates that a short-
period superlattice, in essence, represents a QW with
profile modulations.

3.4. Anisotropy of Conductivity

For all of the samples, except for sample 1, anisot-
ropy of resistance is observed. Figure 9 demonstrates

the dependence of the ratio of resistance in the [ 10]
direction to the resistance in the [110] direction on the
thickness Q of the InAs layers. The spread of the anisot-
ropy coefficient for a series of samples with the same Q
is less than 10%. The anisotropy of resistance correlates
with the asymmetry of dislocation distribution [14].
The anisotropy of resistance in a system of 2D electrons
is typical of structures with the preferential growth of
the deposited material in a single direction [15]. The
dependence of anisotropy on the thickness of the InAs
layers demonstrates that island growth, which leads to
the anisotropy of conductivity, depends on the amount
of InAs deposited.
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Fig. 9. Ratio of resistance in the [ ] direction (Rpe) to the
resistance in the [110] direction (Rpa) as a function of the
thickness of the InAs layers (Q). The value Q = 0 ML cor-
responds to sample 1.
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4. CONCLUSION

In this study, the photoluminescence, the tempera-
ture dependences of resistance, and the Shubnikov–de
Haas effect for short-period InAs/GaAs superlattices,
which represent QWs, were investigated. During inves-
tigations, magnetic fields up to 40 T were applied in the
temperature range of 0.07 K < T < 300 K. An
In0.16Ga0.84As QW can be grown as a solid solution or
by the sequential fractional deposition of InAs and
GaAs layers. In the latter case, at a certain thickness of
the deposited InAs layer, specifically, at Q = 0.33 ML
and Q = 2.0 ML, the PL intensities and electron mobil-
ities of the structures have clearly pronounced maxima.
This is apparently associated with more efficient strain
relaxation compared with samples with other values of
Q. Anisotropy of conduction is observed, which
depends on the thickness of the deposited InAs layers.

It is found that a critical InAs concentration exists
(Q = 2.7 ML). At concentrations higher than this value,
quantum dots form in the layers. The formation of QDs
leads to a sharp decrease in the electron Hall mobility
and to a shift of the peak of the PL spectrum. Upon
exceeding the critical thickness of the InAs layer, a
transition from the short-period superlattice to the QD
layer is accompanied by a transition from metallic con-
duction to hopping conduction with a variable hop
range.
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Abstract—Room-temperature photoreflectance spectra of coupled-quantum-well heterostructures with a built-
in electric field are measured. The optical transition energies are determined and their dependences on the well
width and the barrier thickness are examined. The experimental results are compared with the calculated ener-
gies of electron–hole transitions. Good agreement between calculations and experiment is found for narrow
wells; in the case of wide wells, optical transitions are associated with groups of several closely spaced elec-
tron–hole transitions. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In recent years, heterostructures with
AlGaAs/GaAs/AlGaAs quantum wells (QWs) have
been widely used to make photodetectors, optical mod-
ulators, high-power transistors, and other devices.
Desired characteristics of the optoelectronic structures
are often attained using a coupled-QW configuration
representing two GaAs QWs separated by an AlAs bar-
rier [1, 2]. It is known that parity selection rules hold for
rectangular QWs, so that the overlap integrals between
the electron and the hole wave functions equal either
unity or zero. However, in most cases, the QWs are sub-
jected to built-in and/or external electric fields. In this
case, the parity selection rules are lifted and the overlap
integrals can assume any value from zero to unity. This,
in turn, causes a change in the conditions for light emis-
sion or absorption in such systems.

In addition to the quantization of the electron energy
spectrum, the phonon spectrum is also quantized in
AlGaAs/GaAs/AlGaAs heterostructures. Calculations
indicate that this should bring about a reduction in elec-
tron–phonon scattering and, thus, an increase in elec-
tron mobility [3]. For QWs of specific sizes, introduc-
tion of a thin AlAs barrier should lead to a significant
reduction in the intrasubband scattering rate and can
provide for an additional increase in the mobility [4]; as
a consequence, the transistor characteristics can be
improved. All of this explains the current interest in
studies of QW systems with thin barriers.
1063-7826/03/3701- $24.00 © 20077
Electronic states in heterostructures have been
investigated using a number of experimental tech-
niques. Along with photoluminescence [5–8] and
absorption spectroscopy [2, 9], methods of modulation
spectroscopy are among those most widely used [10,
11]. The most common of these methods is the spec-
troscopy of photoreflectance or electroreflectance,
which utilizes detection of the change in the reflection
coefficient R of the sample under the influence of an
electric field. In the photoreflectance (PR) approach,
the modulation of the electric field in the semiconduc-
tor, which leads to the modulation of R, takes place due
to the generation of electron–hole pairs by laser radia-
tion.

In this paper, we report the results of experimental
studies of heterostructures with coupled QWs using PR
spectroscopy. The optical transition energies are deter-
mined from room-temperature PR spectra and com-
pared with the energies of electron–hole transitions cal-
culated theoretically.

2. GROWTH OF SAMPLES
AND MEASUREMENTS

OF PHOTOREFLECTANCE SPECTRA

The samples were grown by molecular-beam epit-
axy on GaAs(100) substrates misoriented by 2° towards
the [110] direction. First, a 0.5-µm-thick GaAs buffer
layer was grown. Then, an Al0.22Ga0.78As barrier, a
GaAs QW, an AlAs barrier, a GaAs QW, and an
Al0.22Ga0.78As barrier were grown. Finally, a protective
003 MAIK “Nauka/Interperiodica”
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The parameters of the samples, experimental and theoretical transition energies

Sam-
ple no.

W
nm

Lb
nm

Eg
nm

E
M2

Type of 
the tran-

sition

Sample 
no.

W
nm

Lb
nm

Eg
nm

E
M2 Type of 

transitionExperi-
ment

Calcu-
lation

Experi-
ment

Calcu-
lation

1.415 0.172 1e-1lh 1.528 0.128 4e-2hh
1.421 1.416 0.136 1e-2hh 1.579 0.179 3e-4lh

1.428 0.268 1e-3hh 1.586 0.198 4e-3lh
1.431 0.317 2e-1hh 1.599
1.439 0.332 1e-4hh 1.408 0.102 1e-4hh

1.437 1.441 0.531 1e-2lh 1.41 0.2 1e-2lh
1.444 0.541 2e-1lh 1.413 1.411 0.22 2e-1lh
1.446 0.266 2e-2hh 1.413 0.128 2e-2hh
1.45 0.155 1e-5hh 1.418 0.176 1e-5hh
1.464 0.278 3e-1hh 1.422 0.227 3e-1hh

1.468 1.468 0.254 1e-3lh 1.426 0.267 2e-3hh
1.477 0.125 3e-1lh 1.432 0.414 1e-3lh

45M 26 0 1.42 1.491 0.149 3e-3hh 1.425 1.435 0.448 3e-1lh
1.498 0.245 2e-3lh 1.437 0.196 2e-4hh

1.514 1.504 0.239 3e-2lh 1.437 0.25 3e-3hh
1.522 0.135 4e-2hh 1.438 0.391 2e-2lh
1.533 0.12 2e-4lh 1.448 0.287 4e-1hh

1.561 1.574 0.175 4e-3lh 1.451 1.454 0.278 1e-4kh
1.608 1.609 0.022 4e-4lh 1.462 0.178 4e-1lh

1.65 0.128 4e-5lh 58M 35 0 1.413 1.471 0.129 3e-5hh
1.414 1.476 0.104 4e-3hh
1.437 1.443 0.595 1e-3hh 1.479 1.482 0.184 2e-4lh

1.443 0.505 2e-1hh 1.484 0.221 3e-3lh
1.46 0.113 1e-2lh 1.488 0.197 4e-2lh
1.462 0.609 2e-1lh 1.514 1.509 0.146 2e-5lh

1.492 1.533 0.14 3e-5lh
46M 26 1.8 1.414 1.522 0.197 3e-3hh 1.551 1.543 0.105 5e-3lh

1.54 0.213 3e-4hh 1.59
1.541 0.127 4e-1hh 1.625
1.58 0.127 4e-1hh 1.413

1.605 1.606 0.178 4e-3lh 1.429 1.438 0.191 1e-4hh
1.638 0.101 4e-4lh 59M 35 1.8 1.413 1.438 0.627 1e-3lh

1.413 1.463 1.473 0.165 2e-1hh
1.440 0.435 2e-1hh 1.525 1.529 0.313 2e-2lh

1.442 1.456 0.449 1e-2lh 1.546
1.457 0.664 2e-1lh 1.563 0.209 3e-4hh

1.507 1.512 0.032 1e-4lh 1.629 1.616 0.101 3e-5lh
50M 26 0.9 1.413 1.53 0.133 3e-2lh 1.621 0.018 3e-5hh

1.531 0.222 3e-3hh 1.413
1.532 0.111 4e-2hh 61M 6.5 0 1.413 1.479 1.48 0.307 1e-1hh
1.593 0.196 4e-3lh 1.507 0.35 1e-1lh

1.611 1.413
1.413 1.465 1.469 0.173 1e-1hh
1.431 1.438 0.467 2e-1hh 1.486 1.488 0.316 1e-2hh

1.452 0.595 1e-2lh 1.498 0.386 1e-1lh
1.457 1.454 0.685 2e-1lh 62M 13 0.5 1.413 1.528 0.534 1e-1lh

1.455 0.164 1e-3hh 1.531 0.154 2e-1lh
1.455 0.12 2e-2hh 1.604

56M 26 0.5 1.413 1.475 0.15 1e-3lh Surface 
GaAs 
layer

1.473 0.41 1e-1hh
1.523 0.186 2e-2lh 8 0 1.42 – 1.495 0.447 1e-1lh

1.526 1.526 0.298 3e-3hh 1.567 0.241 1e-2lh
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8-nm-thick cap layer of GaAs was deposited. The
growth temperature for the GaAs and AlAs layers was
600°C, and that for AlGaAs layers was 640°C. The
ratio of the arsenic and gallium fluxes in the growth
zone equaled 30. The thickness of AlGaAs barriers in
all structures was 30 nm. The widths of the two QWs
were equal to each other. The values of the AlAs barrier
thickness and the total width of the QWs for all samples
are listed in the table. For the purpose of comparison,
some of the samples were grown without an AlAs bar-
rier layer. Heterostructures were not intentionally
doped during the growth process; according to our esti-
mates, unintentional background doping was of donor
type with a density of ≈5 × 104 cm–3.

The PR spectra were recorded using an automated
setup described elsewhere [12]. A He–Ne laser operat-
ing at 632.8 nm was used as a source of modulating
radiation, with its power being 1 mW. The modulation
frequency was 370 Hz. The width of the instrument
response function of the spectrometer was less than
1 meV.

The PR spectra of the samples under study are
shown in Figs. 1–3. To determine the energy position of
the lines in these spectra, the shape of each of them was
approximated by a formula corresponding to the low-
field Aspnes model [13]:

(1)

Here, A and ϕ are the amplitude and the phase parame-
ters, E is the energy of the probing radiation, Ei is the
energy position of the spectral feature, and Γ is the
broadening parameter. The index m is determined by
the type of the critical point; we used m = 2 [13]. The
energies of the optical transitions derived by this proce-
dure are given in the table. The experimentally deter-

dRi

Ri

-------- E( ) Re Aeiϕ E Ei– iΓ+( ) m–[ ] .=

a b c
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Fig. 1. Photoreflectance spectra of the samples with narrow
QWs. Arrows a–c indicate the features related to the quan-
tum-confinement levels in the wells.
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mined values of the band gap in the buffer GaAs layer
are also presented.

3. CALCULATION OF THE QUANTUM 
TRANSITION ENERGIES AND DISCUSSION

OF THE EXPERIMENTAL RESULTS

Since the structures were not intentionally doped,
the space-charge region related to the surface potential
is rather extended; for the donor density given above, its
thickness is about 2 µm. Thus, the QWs are subjected
to a uniform built-in electric field Es. Assuming that
the surface-barrier height is 0.7 V, we find that the
field strength equals ≈4 × 103 V/cm. The band dia-

GaAs QW AlxGa1 – xAs

dR
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a b c d e
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a bc d
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1.3 1.4 1.5 1.6 1.7 1.8 1.9

Fig. 2. Photoreflectance spectra of the samples with a
26-nm QW. Arrows a–f indicate the features related to the
quantum-confinement levels in the wells.

E, eV
1.3 1.4 1.5 1.6 1.7 1.8 1.9
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Fig. 3. Photoreflectance spectra of the samples with a
35-nm QW. Arrows a–g indicate the features related to the
quantum-confinement levels in the wells.
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gram of the heterostructure under these conditions is
shown in Fig. 4.

The transition energies were calculated in the enve-
lope-wave-function approximation by numerically
solving the Schrödinger equation for the QWs:

(2)

Here, En are the energy eigenvalues and m is the charge-
carrier effective mass for electrons (e), light holes (lh),
and heavy holes (hh). Since the AlGaAs barriers are
thick and their tunneling transparency is low, a
Schrödinger equation for the case of semi-infinite bar-
riers was considered. To obtain time-independent solu-
tions to the Schrödinger equation, the built-in field Es

was assumed to be zero within the barriers. It was also
assumed that the conduction-band offset at the hetero-
interface ∆Ec = 0.62∆Eg. According to [14], we have
∆Ec = 0.19 eV for x = 0.22. The calculated energies of
the electron–hole transitions are listed in the table.

In addition, the table contains the values of the
squared overlap integrals of the envelope wave func-
tions:

Note that the amplitude A in (1) is proportional to .
For wide QWs (26 and 35 nm), only the transitions with

 > 0.1 are included in the table. The results of the
calculation for the QW formed by the surface cap layer
are also presented. However, the actual size of this well
exceeds the atomic thickness of the layer and is deter-
mined by the self-consistent potential at the surface.
Thus, these results should be treated as approximate. It
can be seen that the calculated transition energies are
close to the experimentally determined ones. Thus, it
may be assumed that they merge with QW optical tran-
sitions.

It follows from the energy-band diagram that a
recorded spectrum represents a superposition of the PR
signals from the bulk GaAs, the protective cap layer,
the QW itself, and the triangular well for holes formed
in the GaAs buffer next to the interface with the

"
2

2m
------- d2

dx2
--------– qEsx– 

  ψn x( ) Enψn x( ).=

Mij ψieψ jh x.d∫=

Mij
2

Mij
2

GaAs

AlGaAs
AlGaAs

AlAs

Su
rf

ac
e

Fig. 4. The schematic energy-band diagram of the studied
heterostructures with a built-in electric field.
AlGaAs barrier. One can see from the table that good
agreement between the calculated transition energies
and those determined from the experiment exists for the
structures with narrow QWs. It may be assumed that the
absence of high-energy transitions (1.507–1.531 eV) in
the experimental data is related to the small amplitude
of the corresponding signals, which are difficult to iso-
late from noise.

For the structures with wide QWs, the situation is
somewhat different. First, in the QWs without an
inserted AlAs barrier, some of the electron–hole transi-
tions merge with the band-to-band transitions in the
GaAs buffer layer. Second, for all QWs, calculations
indicate that the energy spacing within certain groups
of electron–hole transitions is considerably smaller
than the thermal energy kT (equal to 26 meV for the
temperature at which the spectra were taken). Mean-
while, at equilibrium, the broadening parameter Γ ≈ kT;
note that, in general, each transition is characterized by
its own value of Γ. Next, there is no equilibrium under
the conditions of the PR measurements. For undoped
GaAs, the equilibrium densities of electrons and holes
are very low (≈107 cm–3). Thus, irradiation of the sam-
ple leads to a considerable increase in the charge-car-
rier densities and to a significant deviation of the elec-
tron and hole distribution functions from equilibrium
ones. Furthermore, nonequilibrium electrons and holes
in the GaAs buffer layer drift in the built-in field. All
these factors contribute (to differing extents) to an addi-
tional increase in Γ and a change in the conditions of
absorption and reflection for each of the transitions in
comparison with the equilibrium conditions. If the
energy difference between the neighboring electron–
hole transitions ∆E > Γ, the number of spectral features
in the PR curve coincides with the number of allowed
optical transitions characterized by a sufficiently high
M2. In the case under study, this situation is realized for
6.5- and 13-nm-thick QWs. In wide QWs, (26 and
35 nm) ∆E < Γ. Then, the number of lines observed in
the PR spectra is always smaller than the number of
electron–hole transitions and depends on the amplitude
and phase relationships (1). Apparently, closely spaced
transitions (∆E < Γ) will appear in the PR spectrum as
a single line, whose position corresponds to the aver-
age energy of these transitions. Evidently, this occurs
in the case of the optical transitions experimentally
observed at 1.437 eV (sample 45M), 1.442 eV (sample
50M), and 1.425 and 1.473 eV (sample 58M).

If ∆E ~ Γ, the number of spectral lines will corre-
spond to the number of allowed electron–hole transi-
tions. It may be surmised that this is the case for the
electron–hole transitions calculated at 1.46 and 1.482 eV
(sample 46M), 1.593 eV (sample 50M), and 1.579 and
1.586 eV (sample 56M). It should be noted that, for cer-
tain relationships between parameters, the amplitude of
the PR signal can be lower than the noise level and,
thus, the energy of the optical transition cannot be
determined. Apparently, this occurs for the transitions
SEMICONDUCTORS      Vol. 37      No. 1      2003
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calculated at 1.53–1.532 eV (sample 50M) and 1.54
and 1.541 eV (sample 46M).

The experimental spectra of samples 45M, 46M,
50M, and 62M have a feature in the region of 1.6–
1.611 eV which corresponds to Eg + ∆Ec; thus, this fea-
ture is most probably related to transitions between the
electron levels in the continuous spectrum and the first
level of heavy holes (1hh) in the QW.

One can see from Figs. 1 and 2 and from the table
that the shape of the spectra and the energy of the tran-
sitions change considerably as the QW width W
increases from 6.5 to 26 nm. With a further increase in
W, the transition energies vary insignificantly. For wide
QWs, the insertion of an AlAs barrier and variation in
its thickness Lb also have little influence on the transi-
tion energies; at the same time, it leads to a marked
decrease in the magnitude of the features in the spec-
trum of ∆R/R (Figs. 2, 3). We believe that this behavior
is related to the presence of a built-in field in the struc-
ture, which, in the case of wide QWs, results in the for-
mation of triangular wells for electrons and holes. The
position of the second boundary in such wells is deter-
mined by the shape of the self-consistent potential.
Thus, the energy spectrum does not change consider-
ably upon introduction of a barrier in the region where
the potential energy exceeds the level energy. At the
same time, these factors have a profound effect on the
values of the overlap integrals between the electron and
hole wave functions. In narrow QWs, the effect of a
built-in field is minimal and the transition energies are
mainly governed by the well width. Therefore, the use
of wide QWs to control the reflection or absorption
spectra by varying the surface electric field in devices
like optical modulators or photodetectors is not effec-
tive.

4. CONCLUSION
To summarize, AlGaAs/GaAs/AlGaAs epitaxial

structures with QWs of different thicknesses were stud-
ied by photoreflectance spectroscopy. It was shown that
the spectrum of narrow QWs can be changed effec-
tively by the insertion of a thin AlAs barrier in the cen-
ter of the well; the desired optical transition energies
can be obtained by varying the barrier thickness. For
these structures, there is a one-to-one correspondence
between the calculated energies of the optical transi-
tions and the spectral position of the PR features. For
SEMICONDUCTORS      Vol. 37      No. 1      2003
wide QWs, the effect of the insertion of an AlAs barrier
is much less pronounced. In this case, the lines
observed in the PR spectra result from a superposition
of the features originating from several closely spaced
electron–hole transitions, with the spectral position of
the lines being determined both by the QW configura-
tion and the transition broadening parameters.

ACKNOWLEDGMENT

This study was supported by the Ministry of Indus-
try, Science, and Technology of the Russian Federation
within the program “Physics of Solid-State Nanostruc-
tures”.

REFERENCES

1. W. Trzeciakowski and B. D. McCombe, Appl. Phys.
Lett. 55, 891 (1989).

2. A. Lorke, U. Merkt, F. Malcher, et al., Phys. Rev. B 42,
1321 (1990).

3. J. Pozela, V. Jucene, and K. Pozela, Semicond. Sci. Tech-
nol. 10, 1076 (1995).

4. J. Po ela, K. Po ela, and V. Juciene, Fiz. Tekh. Polupro-
vodn. (St. Petersburg) 34, 1053 (2000) [Semiconductors
34, 1011 (2000)].

5. A. Chiari, M. Colocci, F. Fermi, et al., Phys. Status
Solidi B 147, 421 (1988).

6. S. K. Brierley, J. Appl. Phys. 74, 2760 (1993).
7. A. V. Guk, V. É. Kaminskiœ, V. G. Mokerov, et al.,

Fiz. Tekh. Poluprovodn. (St. Petersburg) 31, 1367
(1997) [Semiconductors 31, 1178 (1997)].

8. Yu. V. Gulyaev, V. G. Mokerov, V. E. Kaminskii, et al.,
Photon. Electron. 4, 1 (1997).

9. Y. Hirayama, W.-Y. Choi, L. H. Peng, and C. G. Fonstad,
J. Appl. Phys. 74, 570 (1993).

10. H. Qiang, F. H. Pollak, Y.-S. Huang, et al., Proc. SPIE
2139, 11 (1994).

11. P. J. Hughes, B. L. Weiss, and T. J. S. Hosea, J. Appl.
Phys. 77, 6472 (1995).

12. L. P. Avakyants, V. S. Gorelik, A. V. Chervyakov, et al.,
Kratk. Soobshch. Fiz., No. 2, 17 (1999).

13. D. E. Aspnes, Surf. Sci. 37, 418 (1973).
14. L. Pavesi and M. Gizzi, J. Appl. Phys. 75, 4779 (1994).

Translated by M. Skorikov

ž ž
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Abstract—A relationship between the concentrations of induced spins and native U– centers is established on
the basis of taking electronic processes accompanying band-to-band excitation into account. © 2003 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Chalcogenide vitreous semiconductors (ChGS),
such as a-Se, a-As2Se3, a-As2S3, a-GeSe, etc., have
been attracting the attention of researchers for more
than 30 years. This is not surprising since ChGS pos-
sess a number of very unusual and contradictory prop-
erties which can hardly be explained from a common
standpoint. In particular, this has to do with effects
accompanying photoexcitation. We will leave aside the
whole set of relevant problems, since various aspects of
these have been considered in numerous reviews (see,
e.g., [1, 2] and references therein). 

In this paper, we will concern ourselves with phe-
nomena associated with photoexcitation of moderate
intensity (~1 mW/cm2) and limited duration (&10 min),
i.e., effects commonly related to native defects. Such
defects are charged centers with a negative effective
correlation energy (U– centers) [3–5]. In what follows,
for these centers we will use commonly accepted des-

ignations:  (in the case of S, Se),  (in the case of

As), and  (for Ge), where the symbol α = 0, +, –
denotes the charge state, and the symbol n = 1, 2, 3, …
the coordination.

Under the above conditions, the main effects
induced by transitions of the band-to-band type (or
nearly so) are the following [6–8]:

(1) photoluminescence (PL) with a large Stokes
shift (~Eg/2, where Eg is the band gap);

(2) PL fatigue with a characteristic transient period
of &10 min;

(3) electron spin resonance (ESR) signal not
observed without irradiation;

(4) intragap absorption appearing together with the
ESR signal.

Comparison of the kinetics for attaining a station-
ary mode by the above effects clearly indicates that
defects of the same kind are involved in all cases.

Cn
α Pn

α

Tn
α
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ESR experiments yielded the following spin concen-
trations [6, 7]:

(1)

In the case of a-As2S3 and a-As2Se3, these estimates
of Ns correlate well with the defect concentration found
from PL measurements: 1017–1018 cm–3 [8]. Therefore,
it is frequently assumed that Ns ≈ Nv, where Nv is the
concentration of U– centers.

However, here we have a contradiction. First, the PL
data are rather approximate, having been obtained
without exact knowledge of the quantum efficiency [8].
Second, almost simultaneously with reports of PL data
in [3, 4], an estimate of Nv ≈ 1018–1019 cm–3 was pro-
posed which is different from (1).

The latter is possibly due to the following. There is
reason to believe that, not only in a-Se, but in a-As2S3

and a-As2Se3 as well, U– centers are  and  defects
[9]. Under these conditions, the concentration can be
calculated by the formula

(2)

where N0 is the concentration of chalcogen atoms, Tg is
the glass transition point, Uc is the effective energy of
Coulomb repulsion associated with the addition of an
extra electron to a nonbonding level, and k0 is the Bolt-
zmann constant. The Uc value is unknown, with widely
varying estimates found in the literature: from 0.2–0.4
[2] to 0.5–1.0 eV [5]. If we choose an intermediate
value of, say, 0.5 eV, we obtain, using the known N0 and
Tg, from (2)

Ns a-Se( ) 10
16

 cm 3– ,≈

Ns a-As2Se3( ) Ns a-As2S3( ) 1017 cm 3– ,≈ ≈

Ns a-GeSe2( ) 5 10
15

 cm 3– .×≈

C3
+ C1

–

Nv N0 Uc/2k0Tg–( ),exp=

Nv a-Se( ) 2.6 10
18

 cm 3– ,×=

Nv a-As2Se3( ) 4.2 1019 cm 3– ,×=
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It follows from the values presented that, raising Uc
somewhat, we can achieve agreement with the data
from [3, 4], but this can in no way be done for (1).
Finally, attention is drawn to the fact that, according to
ac conductivity data for a-As2S3 [10], the concentration
of randomly distributed charged centers must be ~2.0 ×
1018 cm–3. The last value is also in agreement with [3,
4] and markedly exceeds the data of [6, 7] in (1).

To better clarify the problem concerning the concen-
tration of U– centers, we used an alternative method to
evaluate Nv, which is based on the fact that the low-fre-
quency tail of the PL spectrum is due to the absolutely
hard Coulomb gap (AHCG) formed by charged centers
[11, 12]. In this case, Nv can be evaluated using the rela-
tion [13]

(3)

where κ is the dielectric constant, e0 is the elementary
charge, and the difference of photon energies ("ωm – "ω0)
is the gap width. The reliability of (3) depends on two
factors. First, the above-mentioned tail should be mea-
sured rather accurately in order to determine the photon
energy "ω0 corresponding to the onset of the PL spec-
trum, i.e., the point at which the intensity starts to rise
from zero. Moreover, the conditions for the existence of
the AHCG must be satisfied [11, 12]. When this is the
case, we can take as "ωm the point at which the function

(I is emission intensity) ceases to be linear [11]. For
these reasons, we chose, for the application of (3), the
data from [14, 15], where the "ω0 point was indicated
for a-As2S3 and a-As2Se3. A thorough analysis of these
data using the least-squares method confirmed that all
indications for the existence of AHCG are present.
For dielectric constants κ(a-As2Se3) = 7.6 [16] and
κ(a-As2S3) = 6.4 [17], it follows from (3) that

(4)

These values are in good agreement with [3, 4, 10].
Unfortunately, we failed to find any experimental data
that could enable the application of (3) to the case of
a-Se. For a-GeSe2, there are also no experiments that
can give the value of "ω0. Of some help in this sense is
communication [18], which, although containing no
exact evidence about "ω0, presents a PL curve that
closely approaches zero. Therefore, an approximation is
possible that gives an estimate of "ω0 = 0.600–0.622 eV.

Nv a-As2S3( ) 5.5 1019 cm 3– ,×=

Nv a-GeSe2( ) 5.9 1020 cm 3– .×= =

Nv

κ "ωm "ω0–( )
1.36e0

2
-----------------------------------

3

,≈

η "ω( ) d I/"ω( )2

d "ω( )
----------------------=

Nv a-As2Se3( ) 2.4 10
18

 cm 3– ,×≈

Nv a-As2S3( ) 2.5 1018 cm 3– .×≈
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Processing of the data from [18] also confirms the pres-
ence of AHCG. It follows from (3) that

(5)

It is noteworthy that the value obtained is close to the
estimate presented in [19]: Nv(GeSe2) ≈ 5.0 × 1018 cm–3.

Thus, formula (3), applied with all the necessary
conditions carefully verified, yields Nv given by (4) and
(5). These values, which are in agreement with other
indirect estimates, show that the Ns values obtained
from ESR data are underestimated, compared with Nv ,
by an order of magnitude in the case of a-As2S3 and a-
As2Se3 and by 3 (!) orders of magnitude in the case of
a-GeSe2.

The aim of this study is to ascertain a possible mech-
anism by which the Ns values obtained in [6, 7] differ
from Nv. This mechanism is based on a certain model of
electronic processes that must accompany photoexcita-
tion of the band-to-band type. The model used in this
study is not new and can be regarded as a refinement of
the known models [3, 4, 8] used to interpret the effects
described above. However, the refinement of the mod-
els allows for an important conclusion: under the estab-
lished conditions, each generated paramagnetic center
is surrounded by randomly arranged charged defects.

This paper is organized as follows. The model is
considered in Section 2. The theory concerned with the
influence exerted by charged atoms on ESR detection is
developed in Section 3. The basic conclusion of the the-
ory is that a relationship exists between the experimen-
tally recorded spin concentration (Ns) and the Nv value.
Section 4 compares the theoretical results with experi-
ment.

2. ELECTRONIC PROCESSES ACCOMPANYING 
PHOTOEXCITATION

In terms of the model [3, 4], the basic scheme of pro-
cesses accompanying band-to-band excitation is as fol-
lows. A generated electron and hole are captured,

respectively, by the antibonding level , converting it

into , and by the nonbonding level, making it .
The last level is responsible for the observed ESR [6,
7]. In principle, PL related to a reverse radiative transi-
tion is also possible: 

(6)

However, if the initial centers are not closely spaced
and do not form a so-called “intimate” valence alterna-
tion pair (IVAP), the probability of instantaneous
recombination is low [20, 21]. Because of the influence
exerted by the lattice, an electron moves away from the

 center and becomes involved in thermalization via
hopping. According to computer simulation in [21],
only ~39% of electrons are involved in geminate
recombination. The aforesaid means that ESR is

Nv a-GeSe2( ) 1.4 5.3–( ) 1018 cm 3– .×≈

C3
+

C3
0 C1

–

C3
0 C1
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–
"ω.+ + +
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0
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accounted for by ~61% of the  centers created by
irradiation.

It is noteworthy that the mechanism described is in
rather good agreement both with the AHCG model
responsible for the PL spectrum tail [12] and with the
large Stokes shift. This shift is not necessarily related to
abnormally strong polaronic deformation, which can
be ascertained if we assume that the density of states,
via which the electron moves, near the conduction
band edge (E0) decreases rapidly in the depth of the
gap as, e.g., g(E ) = g0exp[–(E0 – E )/ζ] and assume
that ζ ~ 0.1 eV. It was shown in [20] that the electron
energy decreases under these conditions by ~0.7 eV
even after 10–9 s.

One question remains unanswered by the model
presented above. What happens with that excited elec-
tron which is not involved in luminescence and moves
a great distance away from its own hole? To the author’s
knowledge, this problem has not been analyzed in
detail. Meanwhile, in my opinion, it is of key impor-
tance both for explaining (e.g., intragap absorption) and
interpreting the results reported below.

It is clear that the electron must be localized some-

where, and, leaving behind a  center, it must form a
negatively charged nonparamagnetic state. In this
respect, the situations in a-Se, on the one hand, and
a-As2S3, a-As2Se3, and a-GeSe2, on the other, differ
significantly. In the first case, in accordance with the
exothermic process

(7)

two “wandering” electrons, finding themselves at a 
center, must, having ruptured one bond, convert it into

 and  centers. In the cases of a-As2S3 and
a-As2Se3, the situation is more complicated. If we dis-
regard defects with improper bonds, then, as shown in
[9], a process of the type shown in Fig. 1 is preferable.

Here, the appearance of two electrons near the  cen-
ter results in the rupture of one bond, with one electron

creating a normal center  and the second giving rise

to a  center owing to the appearance of a nonbonding

C1
0

C3
+

2C3
0 C3

+ C1
–,+

C3
+

C1
– C2

0

C3
+

C2
0

P2
–

As Se, S

2e

P2
–C3

+

Fig. 1. Scheme of  center formation.P2
–

orbital at the As atom. If we disregard the electron get-
ting stuck at the interstice, then the scheme in Fig. 1
seems to be the only one possible under geminate
recombination conditions. At the same time, this
scheme is dubious, and the probability of formation of

 centers may prove to be small. This statement fol-
lows from the results of [22], where it was shown that,
because of the difference in electronegativity between
As and Se (S), the nonbonding orbital of As must lie
near the conduction band. Therefore, if the Fermi level
does not lie far from the middle of the mobility gap, it

is expected that a  center will appear instead of .
Moreover, the energy Uc associated with the appear-
ance of a second electron on the nonbonding orbital
must be much higher in the case of As, compared with
that for Se and S [22].

We believe that the above contradiction is resolved
by communications [23, 24] (especially the latter).
Indeed, wherever the electron is localized, it must
induce a particular lattice deformation. As shown in
[23, 24], this is sufficient for hybridization of states
belonging to a dangling bond and to the nearest conduc-
tion band. This hybridization results in the defect level
being markedly shifted, when occupied by electrons,
deeper into the mobility gap. For example, if we

assume that the  level lies near the conduction band
bottom (whose energy is taken as zero), then, according

to [23, 24], for the energies of different  states we
have 

(8)

where the positive ∆W value is determined by the
degree of hybridization. It can be seen from (8) that

(9)

Moreover, it follows from a comparison of (8) and
(9) that

(10)

The data presented in [23, 24] indicate that, even
under moderate deformation, the value of ∆W can
ensure that the condition U– < 0 is satisfied. It follows

from (10) that, irrespective of the value of Uc, the E( )
level may descend deep into the band gap. (It is note-
worthy that such a level can be used to interpret
intragap absorption.)

Thus, the above model of processes occurring in
a-As2S3 and a-As2Se3 under band-to-band excitation
yields the following pattern. A certain portion of
defects are involved in PL according to scheme (6).
Under geminate recombination conditions, the concen-
tration of such defects is ~0.39Nv. The remaining

P2
–

P2
+ P2

–

P2
+

Pn
α

E P2
+( ) 0, E P2

0( ) ∆W /2,–= =

E P2
–( ) Uc ∆W ,–=

U– E P2
–( ) E P2

+( ) 2E P2
0( )–+ Uc ∆W .–= =

E P2
–( ) U

– ∆W .–=

P2
–
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defects decompose into  centers responsible for ESR

(concentration ~0.61Nv) and charged  and 
defects, each with a concentration of ~0.305Nv. Thus,
the concentrations of the forming charged defects are as
follows:

(11)

In the case of a-GeSe2, the situation should, on the
whole, be similar to that described above. However, an

essential difference consists in that  centers should

appear instead of  centers [9]. The  centers form
a more rigid structure, and the effect of level lowering
may be weakened. Under these conditions, the proba-
bility of interpair recombination may increase mark-

edly at the expense of  center formation. Therefore,
a weakening of PL fatigue would be expected. In view
of the aforesaid, let us consider Fig. 7 in [7], showing
how a percentage decrease in the PL intensity depends
on time (t) for a-As2Se3 and a-GeSe2. In interpreting
the figure, let us take into account the fact that the
quantity presented in it corresponds to the dependence
[I(0) – I(t)]/I(0), where I(t) is the PL intensity. At t = 0,
when the process has just begun, I(0) ∝  Nv [the concen-

tration of  and  centers appearing through conver-
sion (6) is virtually zero]. In the steady state, I(∞) ∝
γNv, where γ is the fraction of recombining centers.
Therefore,

(12)

As already noted, according to [21], γ ≈ 0.39 under
the conditions of geminate recombination. This corre-
sponds exactly to Fig. 7 of [7] for a-As2Se3. It can be
readily verified that, in this case, 1 – γ = 0.61 under con-
ditions of saturation. In the case of a-GeSe2, the corre-
sponding value is much smaller: 1 – γ = 0.09. This indi-
rectly confirms the assumption about the contribution
from interpair recombination.

Thus, with the following concentrations of charged

defects, the concentration of  must be 0.09Nv in the
case of GeSe2:

(13)

Finally, in the case of a-Se, according to (7) we have

(14)

C1
0

C3
+ P2

–

N C3
+( ) 0.695Nv , N C1

–( ) 0.39Nv ,= =

N P2
–( ) 0.305Nv .=

T3
–

P2
– T3

–

T3
–

C3
+ C1

–

I 0( ) I ∞( )–[ ] /I 0( ) 1 γ.–≈

C1
0

N C3
+( ) 0.955Nv , N C1

–( ) 0.91Nv ,= =

N T3
–( ) 0.045Nv .=

N C3
+( ) N C1

–( ) 0.695Nv .= =
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3. INFLUENCE OF CHARGED DEFECTS
ON THE DETECTION OF ESR 

It follows from the aforesaid that, in the steady state,

each paramagnetic center  must be surrounded by
numerous randomly distributed positive and negative
defects. According to the Holtsmark theorem [25], the
uncompensated charge of a paramagnetic atom must, in
the first place, sense the field of a nearest neighbor of
each type (which is oscillating, rather than being immo-
bile). Therefore, we have a certain kind of the known
quantum problem of interaction between an atomic
electron and a moving charged particle [26]. In this
case, an additional term must appear in the Hamiltonian
of the electron

(15)

It is assumed that the origin of coordinates lies at a
paramagnetic center, R(t) is the time-dependent coor-
dinate of the charged defect, and r is the coordinate of
the spin carrier. Here, we take into account the fact that
R(t) @ r under equilibrium conditions and use an
assumption according to which characteristic changes
in R(t) (δR), related to variation in the position of the
charged defect, are not beyond the condition

(16)

In what follows, we ascertain that (16) is satisfied
with a large safety margin.

Since the phases of oscillation of separate charged
atoms are uncorrelated, distance as a function of time,
R(t), should be considered random. Here, two situations
should be distinguished with respect to the possible
influence on ESR. If the characteristic time of R(t) vari-

ation (δt) satisfies the condition δt @ , where ω1 is
the frequency of a resonance transition, ω1 ~ 1010 s–1

[6]. At the same time, we have δt ~ ω–1, where ω is the
phonon frequency (ω * 1013 s–1). Thus, we have δt !

 in the case in question. This means that, during the
time of transition, the additional term (15) changes its
value randomly and repeatedly. This fact must be
reflected in the Hamiltonian, which becomes explicitly
time dependent:

(17)

Here, H0 is the Hamiltonian in the absence of a mag-
netic field (B) and a randomly varying electric field
[i.e., Hs(t)],  is the electron spin operator, and β is the
Bohr magneton

(18)

Henceforth, the g-factor appearing in (17) is consid-
ered to be equal to 2.
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Hc t( )
e0

2

κ R t( ) r–
--------------------------±
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2
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--------------.±≈=
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It is shown in the Appendix that, under the given
conditions, a microwave photon is absorbed with the
energy determined by

(19)

which is illustrated in Fig. 2. Since E(δt) is a random
quantity, the resonance is “smeared” when the charac-
teristic scatter of the difference E(δt) – E(0) (δE)
exceeds the Zeeman splitting 2βB. Therefore, the ESR
signal observed can only be accounted for by centers
for which the following inequality holds:

(20)

According to (15) and (16), this means that the dis-
tance from the center to any charged defect of the ith

type (i = , , , ) must satisfy

(21)

Let us assume that the charged atom is shifted to a cer-
tain distance δρ(i). Then, its distance from the spin car-
rier will be incremented by δRi, satisfying the condition
(see Fig. 3)

(22)

"ω1 2βB E δt( ) E 0( )–[ ] ,+=

δE 2βB.<

C3
+ C1

– P2
– T3

–

R t( ) R0 i( )
e0

2

κ
----

δRi

2βB
---------- 

 
1/2

.≈>

δRi δρ i( ) θ.cos≈

B = 0

E(δt)

E(0)

E(δt
) +

 βB

E(0
) +

 βB

E(δt) – βB

B ≠ 0

E(0) – βB

|+ 1/2〉

|– 1/2〉

Fig. 2. Model of resonance transition under conditions of a
weak shift of levels.

R

R

δR

δρ

θ

Spin

Charged
defect

Fig. 3. Model of random variation of the distance between
the spin and the charged defect.
Averaging δ  over all possible angles θ in a plane
that is always formed by the centers in Fig. 3, we ascer-
tain that

(23)

Using (23) as an estimate of δRi in (21), we have

(24)

In the general case, for a characteristic value of
δρ(i) [26] we can write 

(25)

where m is the mass of an oscillating atom, ωi is fre-
quency, and

(26)

According to Poisson’s distribution, the probability
that condition (24) will be satisfied for the distance from
the paramagnetic center to the ith defect is given by

(27)

where N(i) is the concentration of defects of the ith
type.

If we assume that there is no correlation in the posi-
tions of defects (including those oppositely charged),
then, based on (27), we can evaluate the recorded spin
concentration from the relation

(28)

4. COMPARISON WITH EXPERIMENT

It follows from (24) and (25) that, in order to com-
pare (28) with the experiment, we must know the fre-
quencies ωi. To the author’s knowledge, direct mea-
surements of the vibration frequencies of the defects

, , , and  have not been carried out for the
semiconductors being considered here. Therefore, it is
necessary to proceed from a number of general consid-
erations that will allow evaluation of R0(i).

First, let us take into account the fact that all of the
defects considered can be related to three types of
molecular formations:

According to [19], each of these molecules is char-
acterized by a certain set of orthogonal vibrations deter-
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mined by the type of deformation. For example, we
have, in the case of XY3, bending vibrations with a fre-
quency ωb3(i) and stretching vibrations with a fre-
quency ωs3(i). If we take into account the fact that,
under the conditions in question, ω(i) * 1013 s–1 (see
below) and that ESR experiments have been carried out
at T = 4.2 K [6, 7], then, according to (26), we can
neglect (here and in what follows) n in (25). Corre-
spondingly, we have

(29)

In the case of XY2, we should also add to the vibrations
mentioned above a rocking vibration with frequency
ωr2(i) [27]. Therefore, we have

(30)

Finally, in the case of , we have [19]

(31)

If it were possible to regard all the defects as free
molecules, then we could use the formulas presented in
[28] to determine the frequencies appearing in (29) and
(30):

(32)

(33)

(34)

(35)

In the same approximation for , it seems natural
to use a reduced mass:

(36)
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In relations (32)–(36), kr is the force constant for the
X−Y bond; ν = kθ/kr, where kθ is the force constant for
displacements perpendicular to X–Y; β is the angle
between an X–Y bond and the axis of symmetry of the
molecule; and 2α is the angle at the point X between
two X–Y bonds.

The use of formulas (32)–(36) presents the follow-
ing problems. First, it is necessary to determine kr and
ν. Second, it is necessary to evaluate the angles β and
α. Further, account should be taken of the fact that, in
the case in question, the X atoms are charged.

It is also necessary to determine to what extent the
free-molecule (FM) approximation is applicable. It is
absolutely clear that, in the case in question, the Y
atoms are bound and it is not improbable that the
approximation of immobile Y atoms (IYA), considered
in [19], is more precise. In this case, we must set mY = ∞
in (32)–(36).

Finally, the question of frequency ωr2 remains open.

The problem of the coefficients kr and ν is resolved
relatively easily. For the cases of a-As2S3, a-As2Se3, and
a-GeSe2, values of kr were reported in [29]. The data

presented in [29] can also be used to evaluate ν for 

and . For  we took the value ν = 0.01 [30].
Finally, the value of kr for a-Se was found by the Gordy
method [31].

The angles β and α were found as follows. In [32],
attention was drawn to the fact that β = 60° is a good
approximation for many structures of the XY3 type
with different relative masses of X and Y atoms. We

adopted this condition for  and . For the α angle,

which is important for the  state, account was taken
of the fact that chalcogen atoms (S, Se) are bonded to
one another in As2S3 and As2Se3 lattices. Therefore,
removing a single Y atom from the XY3 structure (see
Fig. 1) must not markedly affect the positions of the
other two chalcogens. In this case, assuming that the
covalent nature of the X–Y bond is invariable and pro-
ceeding from the condition [19, 28]

(37)

for β = 60°, we obtain α = 48.6°.

The fact that the X atoms are charged may affect the
following two factors. First, the equilibrium position is
shifted [23, 24]. Second (and especially important for
determining the frequencies), this reflects upon the
force constants. Using the empirical formulas reported
in [31] (and fitted to the kr values presented in [29]), we
analyzed in detail the influence exerted by charges on
δρ(i). This effect is exceedingly weak and can affect Ns
only to a second order of smallness. The main reason
for this is that opposite charges affect kr in different
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directions. In our case, the number of negative and pos-
itive defects is approximately the same.

The most difficult problem in determining δρ(i) is
how to choose between FM and IYA approximations.
As already mentioned, the IYA approximation was
used in [19]. This approach was based on the fact that
[19] was concerned with v-SiO2, in which each Y (Si)
atom in the  structure, in addition to being bonded to
an X (O+) atom, has triple coordination, not to mention
the fact that the mass of Si is nearly twice that of O. In
our case, such a situation may only refer to  defects

C3
+

C3
+

Table 1.  σρ(i) values in accordance with (29)–(31)

IYA approximation

Substance δρ( ),

10–10 cm

δρ( ),

10–10 cm

δρ( ),

10–10 cm

δρ( ),

10–10 cm

a-As2S3 6.322 4.393 6.643 –

a-As2Se3 5.327 3.701 6.790 –

a-GeSe2 5.226 3.632 – 5.079

a-Se 4.592 3.191 – –

FM approximation

Substance δρ( ),

10–10 cm

δρ( ),

10–10 cm

δρ( ),

10–10 cm

δρ( ),

10–10 cm

a-As2S3 5.743 3.994 5.837 –

a-As2Se3 4.389 3.009 5.653 –

a-GeSe2 4.285 3.104 – 4.481

a-Se 3.810 2.263 – –

C3
+ C1

– P2
– T3

–

C3
+ C1

– P2
– T3

–

in a-GeSe2. In all other cases, drawing a conclusion in
favor of one of the approximations considered is diffi-
cult. Therefore, both variants were considered here.
Apparently, the correct value of Ns must lie between Ns

for the FM approximation and that for the IYA approx-
imation.

The final question concerning the frequency ωr2 was
answered as follows. According to [27], the oscillation
frequency of the bridging atom, i.e., O, S, and Se in,
respectively, As2O3, As2S3, and GeSe2, follows, with
good precision, the dependence

(38)

where mi and mj are the masses of the above-mentioned
atoms. For a-As2S3 and a-As2Se3, As acts as the bridg-

ing atom in the  state (Fig. 1). Therefore, in accor-

dance with (38), the frequencies ωr2( ) were deter-
mined as

(39)

where the close proximity of the atomic masses of Ge
and As was used in the latter case.

Table 1 presents all the values of δρ(i) obtained in
accordance with (29)–(31) from (32)–(36) and (39) in
FM and IYA approximations. Table 2 lists the corre-
sponding R0(i ) values obtained from (24) and Ns val-
ues calculated using formula (28). In this case, we
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Table 2.  Critical distances R0 and concentrations Nv of U– centers and Ns of spins

IYA approximation

Substance R0( ),

10–7 cm

R0( ),

10–7 cm

R0( ),

10–7 cm

R0( ),

10–7 cm
 Nv , cm–3  Ns , cm–3

 Ns , cm–3 
(experiment 

[6, 7])

a-As2S3 5.215 4.347 5.345 – 2.4 × 1018 2.5 × 1017 ~1017

a-As2Se3 4.392 3.662 4.959 – 2.5 × 1018 4.5 × 1017 ~1017

a-GeSe2 5.136 4.281 – 5.063 5.0 × 1018 5.9 × 1015 ~5 × 1015

a-Se 4.590 3.826 – – 1.65 × 1016 1.0 × 1016 ~1016

FM approximation

Substance R0( ),

10–7 cm

R0( ),

10–7 cm

R0( ),

10–7 cm

R0( ),

10–7 cm
 Nv , cm–3  Ns , cm–3

 Ns , cm–3 
(experiment 

[6, 7])

a-As2S3 4.970 4.145 5.010 – 2.4 × 1018 3.2 × 1017 ~1017

a-As2Se3 3.897 3.302 4.525 – 2.5 × 1018 6.4 × 1017 ~1017

a-GeSe2 5.136 3.958 – 4.756 5.0 × 1018 8.2 × 1015 ~5 × 1015

a-Se 4.181 3.222 – – 1.65 × 1016 1.0 × 1016 ~1016

C3
+ C1

– P2
– T3

–

C3
+ C1

– P2
– T3

–
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used, on the basis of [6], a magnetic field B = 3191 G
for a-As2S3, a-As2Se3, and a-S2, and B = 3164 G for
a-GeSe2. The N(i) values were substituted from (11) for
a-As2S3 and a-As2Se3, from (13) for a-GeSe2, and from
(14) for a-Se. The experimental values of Ns were taken
from (1).

5. CONCLUSION

Commenting on the data presented in Tables 1 and
2, in the first place, according to (23), in all cases we
have 

(40)

This confirms condition (16), which plays an impor-
tant part in deriving the basic relationships.

Further, attention should be drawn to the following.
The value of Nv was unknown beforehand for a-Se. The
value of Nv = 1.65 × 1016 cm–3, given in the table, is a
result of fitting to the value Ns = 1016 cm–3, which must
be obtained, according to [6, 7], if (28) is valid. Thus, if
Nv & 1016 cm–3, then it follows from Table 2 that
charged defects virtually do not affect ESR detection
for both of the approximations used.

The situation is different for the cases of a-As2S3
and a-As2Se3. Here, the use of values of Nv following
from formula (3) [see (4)] yields Ns values which are in
good agreement with data from observations [6, 7] [see
(1)] for both the FM and IYA cases. In other words, the
higher concentration of native U– centers compared
with a-Se is responsible for the fact that the recorded Ns
value is an order of magnitude smaller than Nv. This is
even more clearly manifested in the case of a-GeSe2. To
be sure, a certain influence is also exerted by the
smaller fraction of electrons involved in geminate
recombination and by the relatively low dielectric con-
stant. However, the fact that the Ns value is large, rather
than small, is a decisive circumstance for the value of
Ns being 3 orders of magnitude less than Nv  = 5 ×
1018 cm–3, which corresponds to (3) and [19].

Finally, attention is called to the following. The
main conclusion of the present study is that charged
centers which originate under photoexcitation of mod-
erate intensity from native U– centers may, when the
concentration of the latter is sufficient, markedly
reduce the recorded concentration of induced spins. Of
interest in this connection is such a material as v -SiO2.
The concentration of U– centers in this material is, in all
probability, high (~1019 cm–3 [13, 19]). Therefore, if, in
addition, we take into account the smallness of the
dielectric constant, the question arises as to whether it is
even possible to observe photoinduced ESR in v-SiO2.
There have been reports of an observed photoinduced
ESR signal in v-SiO2 (see, e.g., [33]). In my opinion,
however, the photoexcitation used in these studies can-
not, strictly speaking, be classified as being of the band-
to-band type. Moreover, the resonance curves observed

δRi/R0 i( ) & 10 3– .
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in these studies are not quite identical in shape to those
presented in [6, 7] and require additional interpretation.

At any rate, it is clear, in view of the results obtained
in the present study, that the problem of photoinduced
ESR in v-SiO2 (which is equal to the set of problems
encountered in studying photostructural transforma-
tions) invites further investigation.

APPENDIX

Let us denote by V(t) a microwave perturbation and
consider the Schrödinger equation

(A.1)

To pass to the interaction representation, we assume
that

(A.2)

Substituting (A.2) into (A.1) and “multiplying”

from the left by exp[(i/") (s)ds], we obtain

(A.3)

In writing (A.3), account was taken of the fact that,
according to (17),

(A.4)

From (A.3) we have, to a first approximation of the
perturbation theory,

(A.5)

Let us introduce a spectrum of eigenfunctions

(A.6)
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In addition, we introduce the spin functions |–1/2〉
and |+1/2〉 , which satisfy the conditions

(A.7)

Assuming that, at t = 0, the system is in the state

(A.8)

we can write, according to (A.5) and (A.7), for the mag-
nitude of the transition into the state

(A.9)

the following expression:

(A.10)

in which account is taken of the orthogonality of the
spin functions. With (17), it can be readily understood
that in (A.10) we have operations of the form

which, in the general case (at s ≠ 0, s ≠ δt), are not
defined. However, on the basis of (15), (16), and (A.6),
we can write 

(A.11)

where the following relation is used:

In a similar manner, we can write

(A.12)

From (A.11), (A.12), (A.7), and (17), it follows that

(A.13)
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(A.14)

where B1 is the amplitude of an ac orthogonal magnetic
field with a frequency ω1, and substituting (A.13),
(A.13), and (A.14) into (A.10), we have

(A.15)

From (A.15) we obtain, by applying conventional
methods, the resonance transition probability

(A.16)

It can be seen from (A.16) that transitions are possible
when, first, the overlapping condition 〈ϕ (δt)|ϕ(0)〉 ≠ 0
and, second, condition (19) are satisfied.
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Abstract—Hydrogenated silicon (Si:H) layers and Si:H/p-Si heterostructures were produced by multiple-
energy (3–24 keV) high-dose (5 × 1016–3 × 1017 cm–2) hydrogen implantation into p-Si wafers. After implan-
tation, current transport across the structures is controlled by the Poole–Frenkel mechanism, with the energy of
the dominating emission center equal to Ec – 0.89 eV. The maximum photosensitivity is observed for structures
implanted with 3.2 × 1017 cm–2 of hydrogen and annealed in the temperature range of 250–300°C. The band
gap of the Si:H layer Eg ≈ 2.4 eV, and the dielectric constant ε ≈ 3.2. The density of states near the Fermi level
is (1–2) × 1017 cm–3 eV–1. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Interest in amorphous hydrogenated silicon (a-Si:H)
films is primarily due to their possible applications as
photodetectors [1, 2]. Conventionally, a-Si:H layers are
deposited by PECVD. Previous studies have shown
that, to improve and stabilize the parameters of a-Si:H
devices, it is essential to be able to control the density
of dangling Si–Si bonds, as well as the hydrogen den-
sity, and also to determine the optimal ratio between
these densities [3]. Ion implantation allows controlled
introduction of hydrogen in a wide concentration range.
Thus, an attempt to produce Si:H layers by ion-implan-
tation doping with hydrogen was justified. To obtain a
uniform distribution of hydrogen in a layer, a source
emitting hydrogen ions in a range of energies was used
instead of a monoenergetic beam [4]. The goal of the
present study was to investigate electrical properties of
Si:H/c-Si structures produced by this method.

2. EXPERIMENTAL METHODS

p-Si with a carrier density of 7 × 1014–1015 cm–3 was
irradiated from a pulsed source with hydrogen ions
with energies in the range E = 3–24 keV. The pulse
width was 4 µs; the pulse separation, 30 s; and the cur-
rent density, 40 mA cm–2. The irradiation dose was var-
ied in the range D = 5 × 1016–3.2 × 1017 cm–2. The max-
imum ion range was 0.22 µm; the hydrogen density at
the maximum irradiation dose was ~1022 cm–3. After
irradiation, the wafers were pretreated with oxygen
plasma to remove organic contaminants from their sur-
faces and further cleaned chemically by boiling in ace-
tone. Aluminum or gold contacts were deposited
through a mask by sputtering in a vacuum, or mesa
structures with Al contacts were fabricated. In several
cases, a mercury probe was used as a contact. Measure-
1063-7826/03/3701- $24.00 © 20092
ments of capacitance–voltage (C–V) and current–volt-
age (I–V) characteristics, combined with layer-by-layer
etching and deep level transient spectroscopy (DLTS),
were used to study the parameters of Si:H/c-Si struc-
tures immediately after irradiation, and also after 1-h
annealing in the temperature range Tann = 180–700°C.

3. RESULTS AND DISCUSSION
Figure 1 shows I–V characteristics of Al/Si:H/p-Si

structures for minimum and maximum doses of hydro-
gen irradiation (in all the figures, the forward bias cor-
responds to a negative voltage applied to an Si:H layer).
As seen, the as-grown structures exhibit clearly pro-
nounced rectifying I–V characteristics. The rectifica-
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Fig. 1. I–V characteristics of Al/Si:H/p-Si structures
implanted with hydrogen at a dose D: (1, 2) 5 × 1016,
(3, 4) 3.2 × 1017 cm–2; (1, 3) unannealed, (2, 4) annealed at
260°C for 1 h. Forward bias corresponds to negative voltage
at Si:H layer.
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tion coefficient (the ratio between the forward and
reverse currents, If/Ir) is ~103–104 at V = 10 V bias
across the structure. For structures with the maximum
irradiation dose, the barrier properties are totally elim-
inated after annealing at Tann ~ 700°C.

To determine which contact (i.e., metal/Si:H or
Si:H/c-Si interface) is rectifying, the temperature
dependences of current were recorded in structures
with different contacts. The experiment has shown that,
at one and the same bias across the structure, the tem-
perature dependence of current is independent of the
contact metal (Au, Al). This implies that the rectifying
properties of structures (Fig. 1) are due to the formation
of an internal barrier between the Si:H layer and p-Si
substrate, rather than to the metal/Si:H Schottky barrier.
As found from an analysis of (C–V) characteristics, the
carrier density determined from the slope of 1/C2(V) is
virtually independent of the irradiation dose (7.5 × 1014

and 8.0 × 1014 cm–3 for, respectively, the minimum and
maximum doses) and corresponds to the carrier density
in the substrate. The DLTS study in the temperature
range 77–300 K did not reveal deep levels in the deple-
tion region of the structures. This implies that the deple-
tion region is located in the single-crystal substrate
rather than in the Si:H layer distorted by irradiation;
i.e., heterostructures were fabricated by implantation.

To determine the band gap of the Si:H layer, the
photoelectric properties were studied. Figure 2 shows
the ratio of current Ii, measured when the structure was
illuminated by photons with a wavelength λ = 0.7 µm,
to the dark current Id versus the temperature of isochro-
nous (t = 1h) annealing. The data were recorded at a
reverse bias of 5 V. As seen, maximum photosensitivity
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Fig. 2. Reverse current under illumination by the wave-
length λ = 0.7 µm (at U = –5 V) related to dark current, Ii/Id,
vs. the annealing temperature Tann for structures implanted
with hydrogen at a dose D: (1) 3.2, (2) 2.7, (3) 1, and (4) 0.5 ×
1017 cm–2. Inset: spectral dependence of current after 1 h of
annealing at Tann = 280°C; D = 3.2 × 1017 cm–2.
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(Ii/Id) is observed in the structures with an irradiation
dose D = 3.2 × 1017 cm–2 and annealed at Tann = 250–
300°C. The inset of Fig. 2 shows the short-wavelength
portion of the spectral dependence of current, which
allowed us to estimate the band gap of the Si:H-layer,
Eg ≈ 2.4 eV. The extrapolation of the 1/C2(V) depen-
dence to the voltage axis yields the height of the inter-
nal barrier (Si:H/p-Si), Vd ≈ 1.1 eV.

Since the structures under study include an irradia-
tion-distorted Si:H layer and a barrier, it is reasonable
to discuss I–V characteristics for an in-series connected
resistor and diode [5]:

(1)

Here, n is the ideality factor of a I–V characteristic, and
R is the resistance (of the irradiated layer, in the given
case). For the maximum and minimum irradiation
doses, we obtain n ≈ 36, R ≈ 7 kΩ, and n ≈ 20, R ≈ 2 kΩ,
respectively. The junction depth d was determined from
I–V measurements with layer-by-layer etching. Simple
estimation shows that, with d ≈ 0.25 µm and an area
S = 1.13 cm–2, the resistivity of hydrogenated layers is
ρ ≈ 3 × 106 and 8 × 105 Ω cm for the extreme irradiation
doses. A high value of the ideality factor indicates that
the voltage applied across the structure falls mainly on
the high-resistivity layer rather than on the barrier [5].
Indeed, partial removal of the Si:H layer shifts the for-
ward I–V characteristic toward negative voltages.
Therefore, the forward conductance of the structure is
defined by the conductivity of the Si:H layer.

Figure 3 shows temperature dependences of current
measured with different biases across the structures
obtained by hydrogen implantation with D = 3.2 ×

I I0 q V IR–( )/nkT[ ] .exp=
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Fig. 3. Temperature dependences of current at different
biases U for a structure implanted with D = 3.2 × 1017 cm–2.
Solid lines: simulation with the activation energy Ea (eV)
shown near a curve. Inset: Ea vs. the barrier energy lowering

in the electric field β(E)1/2. The straight line corresponds to
the equation presented in the inset.



94 NAUMOVA et al.
1017 cm–2. As seen, the current increases exponentially
in the temperature range 270–400 K, I ~ exp(Ea/kT).
The experiment shows that the activated behavior of
I(T) is observed for all doses, 5 × 1016–3.2 × 1017 cm–2.
The activation energy of conductivity Ea decreases with
increasing bias across the structure. This suggests that
a mechanism associated with field-assisted ejection of
carriers from emission centers dominates in irradiated
structures (under forward bias). For the volume-con-
fined Frenkel effect [6],

(2)

Here, Fv is the depth of the level related to the emission
center, β = (q3/πε0ε)1/2 is the Frenkel constant, E is the
electric field strength, and r is a parameter taking values
between 1 and 2.

The inset of Fig. 3 shows the activation energy Ea =
Fv/r as a function of the barrier lowering β(E )1/2. In
calculating β, we used the dielectric constant ε = 3.2
obtained from C–V measurements. Then, β = 2.68 ×
10–4 eV cm1/2 V–1/2. The energy of the dominating cen-
ter, estimated by extrapolating the experimental curve
to zero activation energy, is Ea ≈ 0.89 eV.

It was found that, with respect to the electrical prop-
erties of the annealed samples, the samples implanted
with D = 5 × 1016, 1017, 2.7 × 1017, and 3.2 × 1017 cm–2

can be divided into two groups: those implanted with
doses in the range 5 × 1016–2.7 × 1017 cm–2 and those
with D = 3.2 × 1017 cm–2. The samples of the first group,
besides having virtually zero photosensitivity (Fig. 2),
have the following specific feature. C–V studies com-
bined with layer-by-layer etching have shown that, in
the structures produced by hydrogen irradiation with
D = 5 × 1016–2.7 × 1017 cm–2, annealing at Tann = 250°C
forms an n-type surface layer with a carrier density of

I Fv βE1/2 )/rkT–[ ] .exp∝
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Fig. 4. Temperature dependences of current at different
biases U for a structure implanted with D = 3.2 × 1017 cm–2

and annealed at 260°C for 1 h.
about 1016 cm–3. The layer thickness is 30–50 nm. It is
noteworthy that, under irradiation with a monoener-
getic hydrogen beam at a dose above 1016 cm–2, the
n-layer in p-Si is formed at higher annealing tempera-
tures (~300°C) [7].

The structures obtained at an implantation dose of
3.2 × 1017 cm–2 differed from those implanted at lower
doses by the following specific features, which
appeared after annealing in the temperature range of
250–300°C:

(i) The formation of a low-resistivity n-type surface
layer was not observed;

(ii) I–V curves showed a saturation of current in the
depletion mode (Fig. 1);

(iii) The mechanism of current transport across the
structures changed (cf. Figs. 3 and 4);

(iv) The structures were photosensitive (Fig. 2).
The saturation of current in the structures with

p-substrate (Fig. 1) indicates the presence of an elec-
tronic component of current from the substrate to the
Si:H layer.

Figure 4 shows the temperature dependences of cur-
rent in the structures implanted with D = 3.2 × 1017 cm–2

and annealed at 260°C. As seen from a comparison of
Figs. 4 and 5, the temperature dependences of forward
current exhibit not only an exponential portion, but also
a portion in which the current is virtually temperature-
independent, i.e., I(T) ≈ const, over some temperature
interval. This interval becomes wider as the annealing
temperature rises. Immediately after irradiation, I(T) ≈
const at T < 250 K (Fig. 3); after annealing at 260°C,
this occurs at T < 310 K (Fig. 4), and after annealing at
300°C, at T < 380 K.

There are two known mechanisms of carrier trans-
port across barrier structures with high-resistivity lay-
ers and in which current is constant; these are space-
charge limited current (SCLC) and tunneling through
the barrier. It is hardly probable that tunneling through
an Si:H/p-Si barrier occurs at room temperature, since
the electric field strength in the structure does not
exceed 2 × 105 V cm–1 and the Fowler–Nordheim mech-
anism demands a higher field. To determine whether
tunneling from an emission center can take place, we
evaluated the barrier height. The experimental data
were approximated with the relation I ∝  AV2exp(–b/V),
with the coefficient b = 10.82. Here b = 23πm1/2φd/6hq,
where φ is the height and d, the width of the potential
barrier; m is the effective mass, and q is the elementary
charge. Calculation has shown that, in order to obtain
physically plausible values of the barrier height (*kT)
at d ≈ 1 nm, it is necessary to assume that m ! 10–4m0.
Thus, it seems most probable that the SCLC mecha-
nism is operative.

Space-charge-limited current is an injection cur-
rent through a high-resistivity layer (in our case, Si:H)
that is partially compensated by trapping at localized
SEMICONDUCTORS      Vol. 37      No. 1      2003
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levels. In the general case, SCLC is described by the
relation [8]

The linear term (the ohmic portion of a I–V curve) is
dominant at low fields. The parameter γ characterizes
the energy distribution of local states (γ = 2 for
monoenergetic traps in a layer). Under the experimen-
tal conditions, we obtained γ = 5.3 for Tann = 260°C and
γ = 4.2 for Tann = 300°C. The lower value of γ implies
that the energy distribution of carrier traps in Si:H is
less uniform for the case of Tann = 300°C.

We used the method of calculating the density of
charged states from SCLC data [9] to estimate the den-
sity of states near the Fermi level. For the structures
implanted at D = 3.2 × 1017 cm–2 and annealed at Tann =
260°C and 300°C (1 h), the obtained values were,
respectively, r ≈ 2.3 × 1017 and ≈1.1 × 1017 cm–3 eV–1.
At the same time, SCLC can be observed only if the
density of thermally activated carriers in the high-resis-
tivity layer is lower than the density of injected carriers.
The fact that SCLC is observed only in a limited range
of doses and temperatures implies that it is in this mode
where generation–recombination centers in an Si:H
layer are largely eliminated. Figure 5 shows the dark
current Id versus the temperature of structure annealing
in the range Tann = 180–300°C. As is seen, Id increases
as the annealing temperature rises; this indicates the
formation of generation-recombination centers in the
structures. However, the reverse current (which
depends on the density of the recombination centers) is
1–2 orders of magnitude smaller in the structures with
a maximum irradiation dose than in the structures
implanted with D = 5 × 1016–2.7 × 1017 cm–2. It is the
structures implanted with D = 3.2 × 1017 cm–2 that are
photosensitive.

Another specific feature of the structures under study
is the metastable state of the system of defects in an Si:H
layer. Thus, unannealed samples implanted at D = 3.2 ×
1017 cm–2 and stored for some time (more than half a
year) exhibited, after subsequent annealing, properties
similar to those typical of structures implanted at lower
doses (for example, an n-type low-resistivity surface
layer was formed at Tann above 250°C). At the same time,
if annealing with Tann > 250°C was carried out directly
after irradiation, the electric properties of a structure
remained unchanged with time.

It follows from these results that a heterostructure is
formed in p-Si during implantation, similarly to
PECVD fabrication of Si:H layers. However, a compar-
ison of the electrical properties of structures produced
by hydrogen implantation and conventional methods
(glow discharge, sputtering, CVD) yields the follow-
ing. In a-Si:H layers applicable for device fabrication
and produced by conventional methods, the hydrogen
content is 5–15 at. % [10]. This corresponds to passiva-
tion of the majority of defects. At a higher hydrogen
concentration, the density of defect states in the layer

I aV bVγ.+=
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and at the interface increases, thus enhancing recombi-
nation in the layer (with loss of photosensitivity) and
leading to the total loss of modulation in the space
charge region of barrier structures as a consequence of
a high density of states at the interface. In the case of
ion implantation, the structures are photosensitive at a
hydrogen content ~29% (D = 3.2 × 1017 cm–2); i.e., a
higher hydrogen concentration is necessary for defect
passivation. The band gap in ion-implanted Si:H layers
is Eg ≈ 2.4 eV, in contrast to Eg ≈ 1.9 eV in films with
the same hydrogen content (~29%) but produced by
conventional methods [10]. The dielectric constant ε ≈
11 for the latter films, and ε ≈ 3 for the films produced
by implantation. At the same time, the value Eg > 2 eV
is typical of porous silicon, whose dielectric constant
(ε = 3.6 [9]) is also close to that of the structures under
study (ε = 3.2). Therefore, analysis of our results leads
to the conclusion that the difference between the elec-
trical properties of Si:H layers produced by conven-
tional methods and those produced by hydrogen ion
implantation is most probably related to the presence of
defects introduced during implantation and annealing,
with the possible formation of vacancy-type clusters
(pores).

4. CONCLUSION

We established the following:
(i) Si:H/p-Si structures obtained by hydrogen implan-

tation in the dose range D = 5 × 1016–3.2 × 1017 cm–2

exhibit rectification with the coefficient If/Ir ≈ 103–104

and at 10 V bias across the structure. The resistivity of
an Si:H layer is ρ ≈ 3 × 106 and ρ ≈ 8 × 105 Ω cm for
maximum and minimum doses, respectively;

(ii) After implantation, the carrier transport across
the structures at room temperature is associated with
field-assisted ejection of carriers from emission centers
(the Poole–Frenkel mechanism). The energy depth of
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Fig. 5. Dark current (at U = –5 V) vs the annealing temper-
ature for Al/Si:H/p-Si structures implanted with hydrogen
at a dose D: (1) 3.2, (2) 2.7, (3) 1, and (4) 0.5 × 1017 cm–2.
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the level related to the dominating emission center is
about 0.89 eV;

(iii) Maximum photosensitivity is obtained in struc-
tures implanted at D = 3.2 × 1017 cm–2 and annealed at
Tann = 250–300°C. The band gap of the Si:H layer in
these structures is ≈ 2.4 eV. The carrier transport mech-
anism is space-charge limited current; the density of
states near the Fermi level is ~(1–2) × 1017 cm–3 eV–1;

(iv) In the structures produced by irradiation in the
dose range D = 5 × 1016–2.7 × 1017 cm–2 and annealed
at Tann ≈ 250°C and higher, 30- to 50-nm-thick n-type
surface layers with a carrier density of ~1016 cm–3 are
formed.
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Abstract—A thermally stimulated structural transformation of the Si–O phase in the SiOx layers, which leads
to the formation of Si nanoinclusions, was investigated using gravimetry, infrared spectroscopy, multiple-angle
ellipsometry, and atomic-force microscopy. It is demonstrated that vacuum heat treatment leads to an increase
in the concentration of O bridges in the structural network of oxide. Oxide is compacted, and its surface rough-
ness is smoothened. Silicon and SiO2 phases are precipitated due to the transfer of O atoms from lightly oxi-
dized molecular clusters (SiOSi3) to heavily oxidized ones (SiO3Si). An analysis of ellipsometry data in the con-
text of the effective medium model made it possible to estimate the fractions of the precipitated Si and SiO2
phases. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The insulating and optical properties of amorphous
films of silicon oxides (SiOx) have been intensively
investigated over the last three decades (see, for exam-
ple, [1–5]). This is mainly due to the widespread use of
such layers as passivating, insulating, or antireflecting
coatings. Today, the investigation of this material is still
of interest in connection with the possibility of obtain-
ing Si nanoinclusions in an SiOx matrix as a result of
heat treatment. Particularly, photoluminescence (PL)
bands related to the formation of Si nanocrystallites in
annealed SiOx films, which were obtained by plasmo-
chemical deposition, have been observed recently [6, 7].

Recently, PL with bands at 650 and 730 nm was
observed in annealed SiOx films, which were obtained
using vacuum thermal evaporation of SiO [8]. This
method is very promising for the fabrication of large-
area Si-based displays. The effect mentioned can be
explained by the formation of Si nanoinclusions as a
result of heat treatment. The structure of these inclu-
sions (amorphous or crystalline) depends on the heat
treatment temperature. In principle, the emergence of
such Si inclusions is in good agreement with the
known phenomenon of the separation of an SiOx matrix
into Si and SiO2 phases at elevated temperatures [1, 4]:
2SiOx  xSiO2 + (2 – x)Si. Because of this circum-
stance, the investigation of structural–phase transfor-
mations of silicon oxides upon heating is of great
importance from the point of view of understanding the
mechanisms of formation of Si nanoinclusions in an
oxide matrix.

Annealing-induced variations in the characteristics
of SiOx layers obtained using vacuum thermal evapora-
tion of SiOx have been investigated in detail [3, 5, 8–
1063-7826/03/3701- $24.00 © 20097
10]. As a rule, heat treatment was carried out in an oxi-
dizing medium (usually in air). Specifically, the pur-
pose was to obtain a wide set of films with a variable
stoichiometry coefficient. However, such an approach
does not permit one to keep track of the phase separa-
tion of the film material itself during thermal treatment.
This restriction is caused by external oxygen influx,
which is associated with additional oxidation of the
film. In the case of vacuum heat treatment [8, 10],
prime attention was paid to the observation and charac-
terization of the Si inclusions. At the same time, analy-
sis of thermally stimulated changes in the structure and
composition of the Si–O phase should give important
additional information about the mechanism of forma-
tion of these inclusions. In this context, we carried out
a detailed investigation of variations in the structural
properties of SiOx films as a result of heat treatment in
vacuum. As was demonstrated previously [8], such
treatment leads to the formation of Si nanoinclusions.

2. EXPERIMENTAL

The SiOx layers were obtained by thermal evapora-
tion of SiO (Cerac Inc.) with a 99.9% purity in vacuum
at a residual pressure of (1–2) × 10–5 Torr. Two-sided
polished Si wafers were used as the substrates. During
deposition, the substrate temperature was 150°C. The
film thickness, which varied within the range d = 1–3 µm,
and the deposition rate were initially determined using
a quartz oscillator, which was accurate to 3%. Typi-
cally, the deposition rate was 8–10 nm/s. The film
thickness was further refined and made accurate to
5 nm using a Dektak 3030 profilometer. Some sam-
ples were annealed in vacuum at a residual pressure of
(1–2) × 10–5 Torr for 20 min at 700°C.
003 MAIK “Nauka/Interperiodica”
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Immediately after deposition and heat treatment, the
film weight was measured using an Oertling NA164
analytical balance with an accuracy of 10–4 g. This per-
mitted us to calculate the density (ρ) of the SiOx layers
being studied.

The refractive index (n) and absorption factor (k) of
the films were determined using multiple-angle mea-
surements on an LÉF-3M laser ellipsometer with a
wavelength of 632.8 nm. When calculating n and k val-
ues for the oxide films, the known values of optical con-
stants for single-crystal Si were used [11].

Infrared (IR) transmission spectra were measured in
the range of 800–1400 cm–1 using an IKS-25M auto-
mated spectrometer. An Si substrate without an oxide
film was used as a reference sample. It is known that the
main absorption band for SiOx is within the aforemen-
tioned range and the position of the νM peak varies
within the wavenumber range of 1000–1100 cm–1. This
band was deconvolved into Gaussian profiles, whose
main characteristics, specifically, positions and intensi-
ties of peaks, were analyzed in the context of the ran-
dom bonding model. The purpose of the analysis was to
determine the content of Si–Oy–Si4 – y (1 ≤ y ≤ 4) molec-
ular complexes in the structural network of an SiOx
matrix according to the approach that was previously
suggested by us [12–14]. The accuracy of deconvolu-
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Fig. 1. Optical transmission spectra for (1) as-grown and
(2) annealed SiOx films.

Table 1.  Characteristics of the SiOx films investigated

Characteristic As-grown film Annealed film

Density, g/cm3 1.90 ± 0.07 2.09 ± 0.10

Index of refraction 1.99 ± 0.03 1.90 ± 0.01

Absorption index (6.9 ± 1) × 10–3 (9 ± 1) × 10–3

Position of the 
absorption band 
peak, cm–1

1023 1053
tion was characterized by the standard deviation of the
Gaussian sum from the experimental curve. In our
experiments, this deviation was no larger than 10–2.

The surface profile of the oxide films was investi-
gated using a DI NanoScope IIIa atomic-force micro-
scope. The measurements were carried out in periodic
contact mode using CSG10 (NT-MDT) Si probes with
an Au reflective coating. The nominal curvature of a
probe tip was 10 nm. Prior to measurements, some sam-
ples were kept as long as 5 min in 1% HF solution in
order to etch the SiO2 phase.

3. RESULTS AND DISCUSSION

As-grown SiOx films had characteristics (see Table 1)
which correlated rather well with those obtained for
this material in other studies [2, 3, 15]. Subsequent heat
treatment in vacuum substantially affected all of the
characteristics of the material. The thickness of the
annealed films decreased by 7–9%, while their weight
remained unchanged. The density attained after heat
treatment was 2.09 g/cm3. This value almost coincides
with the results of calculation (2.1 g/cm3) for SiO [16],
as well as with the value 2.16 g/cm3 [3] for the films
deposited in rather high vacuum (5 × 10–6 Torr).

Figure 1 shows the transmission spectra of the as-
grown and annealed SiOx films. It can be seen that the
fundamental-absorption band for the annealed oxide
noticeably shifts to higher frequencies (see Table 1) and
its area substantially increases. The former fact is usu-
ally attributed to variation in the phase composition of
an oxide film [1, 3]. Moreover, using the position of the
transmission-band peak νM and the known data on the
νM dependence of x obtained for oxides grown using the
same technology [3, 17], we can estimate the oxide
composition. This estimation demonstrated that, for the
SiOx films investigated, x ≈ 1.25 and 1.54 prior to and
after heat treatment, respectively. Thus, during the ther-
mal deposition of SiOx films, atomizing SiO clusters
are partially oxidized in an ambient of residual gases.
Further variation in the phase composition of a film
during heat treatment in vacuum proceeds due to the
partial decomposition of silicon oxide into the Si and
SiO2 phases [1, 8]. This leads to an increase in the effec-
tive value of the stoichiometry index.

The characteristics of elementary Gaussian compo-
nents, which were obtained by mathematical decompo-
sition of the spectral curves of optical density for corre-
sponding transmission bands, are given in Table 2. The
main parameters of the components (their number, peak
position, and full width at half maximum) almost coin-
cide with those obtained previously for SiOx films
deposited by the CVD technique [12, 13], SiOx layers
obtained by ionic modification of SiO2 [18], and for
SIPOS films (semi-insulating polycrystalline oxygen-
doped silicon) [19]. This coincidence, along with a
detailed analysis of the uniqueness of the results of the
mathematical deconvolution procedure for the spectra,
SEMICONDUCTORS      Vol. 37      No. 1      2003
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Table 2.  Characteristics of elementary absorption bands for SiOx films

Band Peak position, 
cm–1

Si–O–Si bond 
angle, deg Mode Origin

Area, arb. units

prior to heat 
treatment

after heat
treatment

0 940 SiOH 18.0 6.7

1 995 115 TO SiOSi3 21.6 19.2

2 1033 127 TO SiO2Si2 12.0 16.1

3 1067 136 TO SiO3Si 14.0 20.0

4 1100 145 TO SiO4 10.1 16.8

5 1145 115 LO SiOSi3 19.8 28.2

6 1205 126 LO SiO2Si2 No Gaussian 24.0
which was carried out in these studies, suggests that the
data we obtained are sufficiently credible. It can be seen
from the results presented that the main absorption
band for an oxide is mainly represented by the sum of
four profiles. These profiles are related to transverse
stretching vibrations of bridging O atoms which appear
in the molecular complexes Si–Oy–Si4 – y (1 ≤ y ≤ 4).
The bands assigned to longitudinal stretching vibra-
tions of the Si−O bond (bands 5 and 6) are related to the
motion of the bridging O atoms. These atoms enter the
same structural elements as the bands of transverse
optical (TO) phonons 1 and 2, respectively. Heat treat-
ment of the SiOx layers leads to a substantial redistribu-
tion of the intensities of elementary bands. Conse-
quently, the areas under the bands also vary (see Table
2). Specifically, the contribution of the band assigned to
the SiOSi3 complexes decreases. Alternatively, the frac-
tion of vibrations determined by bridging O atoms,
which appear in the SiO3Si and SiO4 complexes,
increases. It is this fact that leads to the above-men-
tioned shift of the summary absorption band to higher
frequencies. This may mean that heat treatment of SiOx
causes the decomposition of molecular complexes of
lightly oxidized Si and the formation of both Si clusters
and clusters containing heavily oxidized Si. A similar
effect was previously observed for CVD-deposited
SiOx films [12, 13] and SIPOS films [19]. It seems
likely that this effect is similar to the formation of O
precipitates during heat treatment of single-crystal Si
[20]. A substantial increase in the intensity of the bands
of longitudinal optical (LO) phonons due to heat treat-
ment was also observed previously [9, 10]. This effect
may be associated with the heterogeneity of the
annealed film due to the formation of phases of variable
composition.

However, the aforementioned bands, which are
associated with stretching vibrations of bridging O in
an oscillating Si–O–Si “molecule”, are insufficient to
describe the lower-frequency wing of the main absorp-
tion band. An elementary 0 band, whose parameters
coincide with those given in [21], is related to SiOH
complexes. Their emergence in the as-grown SiOx film
is apparently caused by the presence of water vapors (or
SEMICONDUCTORS      Vol. 37      No. 1      2003
hydrogen) in residual gases or in SiO powder. A sub-
stantial decrease in the contribution of the relevant pro-
file to the spectra of the annealed films is consistent
with the results reported in [21]. According to [21],
vanishing of the band at ~940 cm–1, which is associated
with the decomposition of SiOH groups, was observed
due to heat treatment of silicon oxide layers for 1 h at
800°C.

A substantial (~30%) increase in the total area under
the main absorption band of the SiOx films due to heat
treatment was mentioned above. This is indicative of an
increase in the total number of oscillators, i.e., an
increase in the concentration of bridging O atoms. A
similar effect may arise from the formation of Si–O–Si
bridges due to the completion of dangling bonds of Si
and O, both of which initially existed in the as-grown
oxide film and formed during the decomposition of the
SiOH complexes. This conclusion is in good agreement
with the measurements of the mechanical characteris-
tics of the investigated films. According to these mea-
surements, the as-grown SiOx layer is characterized by
a rather porous structure; i.e., there are numerous dan-
gling Si and O bonds in the layer. To be sure, measure-
ments of electron spin resonance demonstrated the
presence of numerous Pb centers in similar samples [8].

The transformation of the surface relief of annealed
SiOx films is shown in Fig. 2. It can be seen that the
roughness of the surface substantially decreases due to
heat treatment.

The formation of clusters of heavily oxidized Si in
the annealed SiOx film, which was revealed in the
course of an analysis of the shape of the IR spectra, can
be seen upon treatment of the sample surface in hydrof-
luoric acid. A similar phenomenon was observed previ-
ously [13] for SiOx films obtained using the CVD tech-
nology. For this purpose, we etched the surface of some
films in 1% HF solution. The change in the surface nan-
orelief of an annealed sample due to subsequent etching
is illustrated by Fig. 2c. It can be seen that the effect of
the etchant on the surface of the annealed sample
causes the roughness of the sample surface to increase
substantially and even exceed the roughness of an as-
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grown film. Allowance should be made for the fact that
a solution of hydrofluoric acid does not etch Si, while it
slightly etches an oxide (x < 2), and etches SiO2 well.
In this context, the data presented clearly demonstrate
the existence of phase reconstructions, which proceed
at least at the surface of the SiOx films upon heat treat-
ment in vacuum and lead to the formation of SiO2 inclu-
sions.

Thus, summarizing the results obtained, we may
conclude that the as-deposited SiO1.25 films have a
rather porous structure. This structure contains numer-
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Fig. 2. Three-dimensional atomic-force microscopy images
of the SiOx film surface: (a) as-grown surface, (b) annealed
surface, and (c) annealed surface after subsequent etching
for 5 min.
ous dangling bonds, which are partially saturated with
hydroxyl complexes, and a relatively high content of
SiOSi3 molecular clusters. Subsequent heat treatment
in vacuum causes the escape of hydroxyl groups and
the completion of dangling bonds of Si and O. Specifi-
cally, this leads to an increase in the concentration of O
bridges in the structural network of an oxide. The oxide
is compacted, and its surface relief is smoothened.
Simultaneously, lightly oxidized molecular clusters,
mainly SiOSi3, start to lose oxygen and transform to
SiSi4 tetrahedra due to the formation of new Si–Si
bonds. The interaction of released oxygen with heavily
oxidized molecular clusters, for example, SiO3Si, leads
to their transformation into silicon–oxygen SiO4 tetra-
hedra, thus increasing the number of SiO2 molecules in
the oxide film. Due to both processes, local precipita-
tion of elemental Si and SiO2 phases in an SiOx matrix
occurs.

Using the effective-medium model, we calculated
the optical constants (n and k) of annealed SiOx films.
We assumed that the annealed films consisted of three
phases: an SiOx matrix, as well as SiO2 and Si inclu-
sions localized in the matrix. For this case, the Max-
well–Garnett formula can be written as [22]

(1)

where ε, ε1, ε2, and ε3 are complex dielectric constants
(εi = (ni + iki)2) of the SiOx/SiO2/Si composite, SiOx

matrix, and SiO2 and Si inclusions, respectively; and f1,
f2, and f3 are the volume fractions of these phases.

Performing simple transformations, we obtain

(2)

where A = f3[a(ε2 – ε1)/(ε2 + 2ε1) + (ε3 – ε1)/(ε3 + 2ε1)],
and a = f2/f3.

Expression (2) was used to calculate dependences of
the indices of refraction and absorption of the three-
phase composite on the volume fraction of the formed
Si inclusions. In carrying out the calculations, the fol-
lowing circumstances were taken into account.

First, the a = f2/f3 quantity depends heavily on the
composition of the as-grown SiOx film, i.e., on the
value of x. However, this quantity can be easily esti-
mated in each particular case. Specifically, in the case
under consideration (x ≈ 1.25), the complete decompo-
sition of the oxide into SiO2 and Si phases is described
by the equation

(3)

Since the SiO2 and Si densities (2.217 and 2.328 g/cm3,
respectively [16]) differ slightly (within 10%), we may
assume that the volumes of phases formed are propor-
tional to the ratio of their masses. Using the known
molecular weights of the components formed and tak-
ing into account the coefficients in the reaction

ε ε1–( )/ ε 2ε1+( ) f 2 ε2 ε1–( )/ ε2 2ε1+( )=

+ f 3 ε3 ε1–( )/ ε3 2ε1+( ),

ε ε1 1 2A+( )/ 1 A–( ),=

2SiO1.25 1.25SiO2 0.75Si.+
SEMICONDUCTORS      Vol. 37      No. 1      2003



STRUCTURAL–PHASE TRANSFORMATIONS IN SiOx FILMS 101
scheme (3), we can easily find the ratio of volumes of
the SiO2 and Si phases formed: a ≈ 3.75.

Second, as long as there are no problems with the
choice of optical constants of the vitreous SiO2 phase
and if the data in [23] are used (n2 ≈ 1.46, k2 ≈ 0 at a
wavelength of 632.8 nm), optical constants for the Si
inclusions depend substantially on both the structural
state of Si and the size of inclusions mentioned.
Because of this, the dependences n( f3) and k( f3) were
calculated for three cases: (i) inclusions of crystalline Si
(optical constants for single-crystal Si [11] were used),
(ii) inclusions of amorphous Si (optical constants for
amorphous Si films tens of nanometers thick [24] were
used), and (iii) nanoinclusions of amorphous Si (optical
constants for amorphous 1-nm-thick Si films [25] were
used). The values of optical constants n3 and k3 for the
Si phase are given in Table 3. The results of ellipsomet-
ric measurements carried out for as-grown (unan-
nealed) samples were used to calculate the optical con-
stants of the SiO1.25 matrix (Table 1).

The results are shown in Fig. 3. The index of refrac-
tion for the annealed sample was obtained from the
ellipsometric measurements and equaled n = 1.9. It fol-
lows from Fig. 3 that there are no possible f3 values
(0% ≤ f3 ≤ 21.1%) that fit the calculated dependences
n( f3) for the films with amorphous Si inclusions
(Fig. 3a, curve 2). Agreement between the experiment
and calculations is possible for the composite with
inclusions of crystalline Si (Fig. 3a, curve 1) and
nanoinclusions of amorphous Si (Fig. 3a, curve 3). For
crystalline inclusions, the value n = 1.9 is reached for
the volume fraction of inclusions f3 = 18.2%. In this
case, the volume fractions of SiO2 and SiO1.25 are 68
and 13.8%, respectively. The averaged compositions of
the matrix in such Si/SiOy composite corresponds to
y = (1.84 ± 0.09). This value is substantially higher than
the O content, which was obtained from the composi-
tion dependence of the IR-absorption band peak (y =
1.54). In addition, with the formation of crystalline
inclusions, the effective absorption index for the com-
posite should decrease (Fig. 3b, curve 1) as its experi-
mental value somewhat increases (Table 1).

In the case of amorphous Si nanoinclusions in an
annealed sample, agreement with the experiment is
attained for volume fractions of the Si, SiO2, and
SiO1.25 phases equal to 6.8, 25.3, and 67.9%, respec-
tively. In this case, the average O content in the
SiO2/SiO1.25 matrix is y = (1.43 ± 0.06), which is rather
close to the estimation of the matrix composition from
the position of the IR band. The effective absorption
index for the sample with such a composition is 2.2 ×
10–2; i.e., it exceeds the experimentally observed value
by a factor of 2.4 (Table 1). This distinction can be
attributed to the fact that the optical characteristics of
thin Si layers were used in the calculation of the effec-
tive absorption index. At the same time, the inclusions
formed during heat treatment are small clusters in
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which the fraction of surface atoms substantially
exceeds the fraction of such atoms in the film. The for-
mation of Si–O bonds on the cluster surface leads to a
decrease in the effective absorption index in such clus-
ters compared with that in the film. Similar effects were
also observed for other structures. For example, for
chalcogenide glass nanoparticles ~1–2 nm in size, the
absorption index in the edge band-to-band transition
region was substantially smaller (by a factor of 2–4)
than in the film of the same glass [26].

Thus, the best agreement between the calculated
effective optical parameters of an annealed film and the
measured characteristics can be attained if the optical
constants for the Si inclusions are used as the parame-
ters for the nanometer amorphous film. This circum-
stance is in agreement with previous experimental data
[8], which indicate an amorphous structure of the Si

Table 3.  Optical constants for Si inclusions

Type of Si phase n3 k3 References

c-Si 3.88 0.019 [11]

a-Si, film ~ 60 nm 4.20 0.41 [24]

a-Si, film ~ 1 nm 2.50 0.30 [25]
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Fig. 3. Calculated (a) indexes of refraction n and (b) absorp-
tion indexes k at a wavelength of 632.8 nm for the three-
phase SiOx/SiO2/Si composite versus the volume fraction
of Si inclusions of various types. See the text for details.
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nanoinclusions formed as a result of heat treatment
under similar conditions.

4. CONCLUSION

Heat treatment of SiOx film deposited by thermal
evaporation profoundly affects the physical properties
of the film; this is associated with structural changes.
Specifically, the density and absorption increase, while
the refraction index decreases. We analyzed specific
features of thermally stimulated variations of the IR
spectra and simulated effective optical constants of
annealed films. The results suggest that dangling bonds
of Si and O are completed due to heat treatment. This
refers both to dangling bonds that already existed in the
as-grown oxide film and to those formed upon the
decomposition of SiOH complexes, which leads to the
compaction of the layer. In addition, molecular com-
plexes of lightly oxidized Si also decompose and
phases which contain heavily oxidized Si and amor-
phous Si nanoclusters are formed.
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