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Abstract—Two-dimensional analytical equations for multifrequency kink groups were derived and solved
from general principles and without simplifications for any given amplitude of multifrequency forces. Kink
motion was analyzed. © 2003 MAIK “ Nauka/lInterperiodica” .

1. INTRODUCTION

Currently, interest in topological defectsisincreas-
ing [1]. Their propertiesare controlled by theinterfacial
state of matter after violation of symmetry. In this
paper, we consider a kink, whose classical example is
the kink at adislocation with a Peierls-type shape of the
barrier 2], asatopological defect. It isnow considered
established that the motion of dislocations in GaAs-
type semiconductors with a high Peierls barrier is con-
trolled by the kink formation rate and motion velocity
[3-5].

A two-dimensional (2D) static nonlinear equation of
the kink for a quadratic sinusoidal barrier was derived,
solved, and analyzed in [3-8]. The kink profile, which
depends on an external action, was studied in the mov-
ing frame of reference. An external effect exceeding the
linear tension of akink at a pole causes the kink to rup-
ture (a catastrophe). When writing the boundary condi-
tions, the trandational symmetry of the barrier profiles
was taken into account: the y coordinates of the kink
ends were displaced by equal distances. A soliton dis-
continuity was also detected in the external force field
in the case of the one-dimensional (1D) dislocation
model [9]. A 2D equation of kink motion was derived
from general principles and without simplifications for
any amplitude of external force [10, 11]. An anaytica
solution was found. Expressions for the longitudinal
and transverse components of the kink velocities were
determined.

Nonlinear 2D equations of motion for a group of
multifrequency kinksin astationary external field were
derived, analytically solved, and analyzed in [12]. A
single-phase quadratic sinusoidal barrier with different
barrier amplitudesfor dissimilar kinks and with the bar-
rier amplitude varying with frequency was used. Ana-
Iytical expressions for the longitudinal and transverse
velocity components of the (X, y) segments of the
(p—X)th kinks were derived, as were the velocity ratios
and the condition for velocity equality for two arbitrary
kinks. In the absence of an external force, thetransverse
and longitudinal velocities of the (X, y) segments of the
(p=th kinks are nonzero and have quite definite val-

uesthat depend on the minimum energies of kinks, kink
masses, and maximum barrier energies. Typical current
studies of kinks are based on 1D monatomic chains|[9,
13, 14].

In this study, nonlinear 2D equations of motion of a
group of multifrequency kinks in external multifre-
guency fields were derived, solved, and analyzed. A
single-period quadratic sinusoidal barrier with different
heightsfor dissimilar kinks (with the barrier height var-
ied with frequency) was used. Analytical expressions
were determined for longitudinal and transverse veloc-
ity components of the (x, y) segments of the (p—x)th
kinks, which were characterized by frequencies of nat-
ural oscillations of the barrier height and the frequency
shifts of the kink ends from relief valleys.

2. BASIC EQUATION

Let a2D barrier G(r) be described by the square-law
sinusoidal function with the period a,

[l .
G(r) = 5Go(r)+[emp(r)—so(r)]sn2%‘§ o

><(1+sin2q),

where Gy(r) and G,(r) arethe minimum and maximum
barrier energies, respectively; p=1, 2, 3,... arethe bar-
rier indices; wt, + ¢, = qisthe phase of natural oscil-
lations of the pth barrier height (hereinafter, the sub-
script p is omitted, including other parameters); w, is
the frequency of natural oscillations of the pth barrier
amplitude; t, is the period of natural oscillations of the
pth barrier amplitude; ¢, is the initial phase of natural
oscillations of the pth barrier amplitude; r = (x, y, p, Q);
and x and y are orthogonal coordinates. The barrier
energies remain unchanged along the x axis. The maxi-
mum heights G,(r) depend only on the coordinate y.
The coefficient h, > 0 at sin’q is temporarily omitted.
The dislocation at the valley bottom has an energy;
therefore, Gy(r) is generally nonzero.
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The kinks are arranged so that their ends located at
X = %00, in which case dy/dx = 0 a x = +co, are dis-
placed from the valleysy = 0, a, 2a, ..., (p — 1a,
wherep=1, 2, 3,..., by y,Sin’g,, y; SIN’g,, y,Sin’gs, ...,
andy,_,sin’g,forthel,2,3,..., pthkinks, respectively,
whereas the second kink ends at x = — are displaced
fromthevalleysy = a, 2a, 3a, ..., pa by (y, + a)sin’g,,

(v, + @)sin’gy, (Y, + @)sin’gs, ..., and (y,_, + a)sin’g,
for 1,2, 3, ..., pth kinks, respectively, (0 <y,_;sin’g, <
a/2) in the case of identical maximum barrier heights;
(Bptog + @) = gy isthe phase of forced oscillations of the
(p—x)thkink ends; 8, isthe frequency of forced oscilla-
tions of the pth kink ends; t,, is the period of forced
oscillations of the pth kink ends; and @, is the initial
phase of forced oscillations of the pth kink ends.

Inprinciple, it isunnecessary to specify the phase of
forced oscillations g, of the second kink end in a fixed
frame of reference. Thisisthe case when the (X, y) seg-
ments of the pth kink jump from the pth kink to the
neighboring (p + 1) barrier into a pole point with ay
coordinate at the jump instant in the rupture region.
These segments are characterized by an energy equal to
the (X, y) segment energy at the pole point at the pth bar-
rier. Then, they are displaced to the pth valley bottom
with the release of energy (dynamic catastrophe) [3-5].
The kink segment jump is ssimilar to quicksand trans-
port from amoving plowshare in a plowed field furrow
or a shepherd lash accompanied by a bang.

Linear tensions of the (p—x)th kinks control the
potential energies of the kink segments with natural-
oscillation frequencies w,, natural-oscillation periods
t,, andinitial phases ¢, at each point of the ( p—x)th kink
profiles. These energies are equal to the energies of the
(p—X) barriers characterized by the same natural-oscil-
|lation frequencies wy, natural-oscillation periodst,, and
initial natural-oscillation phases ¢, at the same points
(dressing model). To analyze the processes in various
timeintervals, one should use different designationsfor
forced and natural oscillations.

The kink profiles are controlled by the minimum
energies of the kinks, while the external forces acting
on the kink ends are equal to the barrier responses at
corresponding points. It is obvious that the externa
action frequency cannot exceed the rate of response of
the kink profile to the external perturbation. A natural
kink differs from amodel kink in that almost the entire
width of the active region of the kink iswithin anarrow
length range and only the insignificant remaining part
of the width corresponds to almost passive infinity. For
the (p—=Xth kink natural-oscillation phases q at the
points of the ( p—x)th kink-end shifts of y,_;sin’g, at
x = +oo from thevalleysy =0, a, 2a, ..., (p-1)a, the
(p—X)th of kink oscillation energies controlled by the

natural-oscillation phases q of the barrier energies at
the same points are given by

G(% p.q.g) = @Gc,(r,g)+[Gmp(r,g>—eo(r,g)]
@

.2
x sin? Ye=131 G E(l +sin°q).
a 0

To derive the basic equations, the energy conserva-
tion conditions are written for the case when the sum of
the potential and kinetic energies of the kink segment is
equal to the doubled potential energy at each kink
point. In anonconservative system, the potential energy
transferred to the kink is converted to kink kinetic
energy and then dissipated. At each point of the (X, y)
profiles of the ( p—x)th kinks with certain natural-oscil-
lation phases g and forced oscillation phases g, of the
kink ends, the condition for equal kinetic and potential
energies of the unit lengths of the kink segments, when
the (p—x)th kink ends begin to arrange at the pth barrier
at points x and y, _;Sin’g,, iswritten as

2 172

rdyn
G 1+ == ,
g(p)(r)[ + Q:D@g(p)(p Q)} “
_ yloyr X
- M l + ] ]
[D:Itﬂg(p)(p Q) D:Ith(p)(p Q)}

where M is the rest half-mass of the unit lengths of the
kink (X, y) segments, (dy/dt)g(p)( p, g); and (dx/dt)g(p)( p, Q)
are, respectively, the transverse and longitudinal veloc-
ities of the (X, y) segments of the pth kink with acertain
phase q of natural oscillations and phase g, of forced
kink-end oscillations. The condition for the zero sum of
the potential and kinetic energies was aso used in [15]
when deriving the sine-Gordon equation to study the
dislocation dynamicsin a 1D approximation.

3. DISCUSSION

Since the potential energy of the (x, y) segment of the
pth kink at apoint near any point (x, y) a acertain phase
q of natural oscillations and phase g, of kink-end forced
oscillationsis conventionally written as (see [3-5])

2

172
Gon)[1+EH (p.a)]

a(p)

where the terms G, (r), expressing the energy of the
(%, y) segment of the pth kink with the same phase g of
natural oscillations and phase g, of forced oscillations
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of kink ends at points near the pointsy, _;sing,, can be
written in asimilar way; i.e.,

Gypy(r) = G(x, yp—lsinzgp: p,qd)

§ [1 . %—EZ o, q)}uz 4

a(p)

Substituting expressions (4) into Egs. (3), we arrive at

2
MO

£ (.

G(X, Yp-18iN"Gp, P, 0) =
a(p)

The expression for the longitudinal velocities
(dx/dt)yp,( P, 0) of the (x, y) segments of the pth kink,
having a natural-oscillation phase g and a forced-oscil-
lation phase g, of the kink ends, takes on the form

B (p.a) = [G(X, Yp_180°0,, P, OIMT ™

a(p)

or
1, (P9 = 8o+ [Gre(n) =G

2Ty, 4Sin'g,)

X S -~ }(1+ sn‘q)M™

OO0
. N

We now consider a particular case of the barrier
energy profile G(r),

G(r) = HGy(1) + [(PG) (1) ~ Go()] 5”2
O O

x(1+ sinzq).

Inthis case, the kink-end energies G(x, y, _;Sin°g,, p, 0)
at points (X, y, _1Sin°g,) with certain natural-oscillation
phases g of the (x, y) segments of the ( p—x)th kinkstake
on theform

G(X, Yp-18N°G,, P, Q) = Eﬁo(f) +[(PGm1)(r) = Go(M)]

.2
N [Sinﬂw} E(]_ + sinzq),
O

and the longitudinal velocities of the (x, y) segments of
the (p—X)th kinks for the natural-oscillation phases q
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and the phases g, of forced oscillations of the kink ends
can be written as

Eﬂfgw(p, Q) = ﬁeo(r) + [PGyulr) — G1)] .

172

.2
- 2T(Yp_ 1SN gp)}(“gnzq)M_lE _

X gan 3

As follows from expressions (5), the longitudinal
velocities of the (, y) segments of the ( p—X)th kinksfor
the natural-oscillation phases q of the barrier heights
increase under external action up toy, — y,_;Sin°g,
(Yp = Yp-1SiN°g, are the singularity points) at certain
p(gml, éo, and M, aswell as with pG,,;; and Gy/M when
Y, remains unchanged. At constant values y,_;Sin“g,
the longitudinal velocities of the (X, y) segments of the
(p=9th kinks increase with the barrier heights pG,,,; or
with the barrier energies caused by changes in the
phases g of natural oscillations of the barrier heights. In
this case, the longitudinal velocities of the (X, y) seg-
ments of the (p—x)th kinks are proportional to the
square root of the change in the maximum barrier
heights pG,;, as well as to the sinusoidal variation in
the phases g. This conclusion is consistent with the
experimental data on the linear dependence of the
velocity of 60° and screw dislocations on the stress in
high-purity crystals in the entire stress range studied
[16]. In the absence of external displacement, in the
case of anonzero minimum linear tension, the longitu-
dinal velocities of the (X, y) segments of the (p—x)th
kinks areidentical (nonzero) and depend on the sinuso-
idal variation of the natural-oscillation phases g of the
barrier heights. Therefore, the velocities are varied (the
motion is alternatively accelerated or decelerated) and
independent of the maximum barrier heights (a new
method for stabilizing the kink velocities) but depend
on theratio Gy/M,

— |j30 1+h.s 2 + Dllz
- DM[ pSln (wptp ¢p)]|] .

dx

P9,

The instantaneous velocities of the (x, y) seg-
ments of the ( p—x)th kinks increase in the course of
the ( p—X)th barrier-energy increase caused by achange
of the natural-oscillation phases g of the barrier heights,
whereas a decrease in the instantaneous velocities of
the (p—=x)th kinks is expected in the course of the
(p—X)th barrier-energy decrease caused by the same
change of the natural-oscillation phases q. However,
when the sign in the expressions of the natural-oscilla-
tion phases of the barrier energiesisreversed (1 —sin?q)
the phase dependence of the velocity also becomes
opposite.

Theratios of the longitudinal velocities of the (X, y)
segments of the (p + 1)th and pth kinks characterized,
respectively, by the velocities (dx/dt), ., and (dx/dt),,
maximum barrier energies (p + 1)G,; and pG,;;, natu-
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ral-oscillation phases ., and g, and the phases
i+ 1 and g, of forced oScil lztions of the kink ends are
written as

(dX/dt) +1, +1), +1) O
(e = Dol (pr 1)
+[(p+1)Gru[r(p+1)] = Golr(p+ 1]

. 2
L oTT an + ;
x snzwgl + S'nZQ(pﬂ))/(GO[r(p)]

Golr(p)l]

1/2

+[PGmulr(p)] -

] n—(yp Sl g")%u sin q)D -

X9

As follows from these expressions, the instanta-
neous velocities are higher for the kink which is char-
acterized by either a higher maximum barrier, a stron-
ger external action caused by the frequency field, or a
higher barrier energy controlled by the natural-oscilla-
tion phase of the barrier height.

We emphasize that, although the (p—x)th kink pro-
filesare arranged in two neighboring barriers with their
origin at the pth barrier and their end at the (p + 1)th
barrier, the profile of each pth kink isin fact located at
the pth barrier and jumps to the (p + 1)th barrier only
with a subsequent displacement to the bottom of the pth
valley. Therefore, when deriving the kink profiles from
the conditions for the minimization of their energy, itis
possible to proceed from the identical translational
symmetry of the (p—X)th barrier energy profiles for a
certain pth kink with the maximum barrier amplitudes
PG, for the pth kink [3-5]. In fact, only the relaxation
segments of the (p—x) kink profiles, determined from
the condition for kink energy minimization at the (p +
1)th barrier and revealed when the profiles are fixed at
poles in the absence of external force, are arranged at
the ((p + 1)—x)th barriers with maximum heights (p +
1)G,, different from the maximum heights pG,,, of the
(p—=X)th barriers [3-5].

The transverse velocities (dy/dt)q,(p, g) of the
(%, y) segments of the (p—x)th kinks at certaln natural-
oscillation phases g of linear tensions and kink-end
shiftsy,_,sin’g, are written as

0 (p.a) = FE (p.q),

a(p) a(p) a(p)

where (dx/dt),,(p, g) are the longitudinal velocities of
the (X, y) segments of the (p—x)th kinks characterized
by the natural-oscillation phases q of linear tensions
and the phases g, of forced oscillations of the kink ends.
The tilts (dy/dx)g,( p, g) of the (x, y) segments of the
(p—)th kinks for the natural-oscillation phases g and
the phases g, of forced oscillations of the kink ends are
determined from expressionsfor the minimum energies

(0 055

of the kinks. If the barrier profile energies G(r) change
only along the y axis, which is defined by formulas (1)
and by the kink energies G(x, p, g, g,) at points (X, p, g,
gp) according to expression (2), the energies Uy, (p, Q)
of the (X, y) segments of the ( p—x)th kinks characterized
by the natural-oscillation phases g and the phases g, of
forced oscillations of the kink ends are given by

+o00

Ugm(P. Q) = IGg(p)(r)[1+ gj—%

a(p)

(h.0)] ox

These energies can be minimized using the Euler equa-
tions

q) - ayafg(p)(p Qo _

d
ax s (P ax_a(dy/dx) 0 ~

dx 0,

from which the relations
mm 1/2

&0 (o)

fop (P Q) = Gg(p)(r)[

a(p)
follow if

172

2
Gy = Coxp(P @)1+ 25 (pa)| . ©

a(p)

The constants Gy, ( p, ) are determined from the con-
ditions (dy/dX)q,) (P, Q) = 0aty =y, _;Sin’gy, X = +o0 as

Gog(py (P, @) = G(X, Yp-18in"Gp, P, Q).

Relations (6) yield expressions for the tilts of the
(%, y) segments of the (p—Xx)th kinks with certain natu-
ral-oscillation phases g of linear tensions and the
phases g, of forced oscillations of the kink ends,

0 (p.a)

a(p)
[Gg(p)(r) G (X yp 1S|rl gpi P, q)]
G(X, Yp- 1sm Op: P, Q)

The formulas for the transverse velocities of the
(%, y) segments of the (p—x)th kinks take on the form

oo
a0 (P.a)
[Uth(p)
2 2 .2 12
— |:Gg(p)(r)_G (X’ yp—lsn gpi P, q) @E' (p q)
MG(X, Y,_1Sin°gy, P, ) Lt

In the particular case of the absence of displacement
at g, = 0and G, = pGy, thetransverse velocities of the
(x, y) segments of the (p—X)th kinks characterized by
the natural-oscillation phases q and the phases g, of
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forced oscillations are given by the nonzero expres-
sions

%ﬁ( p,q)

9,=0

_ HLPGu(r) = Go(r)] Sr'(ny/a)]”
mn MGo(r)

, 2Go(N)[PGm(1) = Go()] sin’(my/a)
MGy(r) U

2

il
PN
x(1+snq) 0 F(p.d.g, = 0).
g

Specifying certain points (x, y) at the barrier sur-
faces, phases g, of forced oscillations of the kink ends,
and kink natural-oscillation phases g, we can determine
the velocities of the (, y) segments of the ( p—x)th kinks
for these kink points, since the shapes of the (p—x)th
barriers characterized by the natural-oscillation phases
q and the forced-oscillation phases g, of the kink ends
necessarily define the kink profiles according to the
minimum kink energies.

4. CONCLUSION

Thus, in the case of multifrequency external forces
gp acting on the ( p—x)th kink ends characterized by nat-
ural-oscillation phases of linear tensions, nonlinear
equations of the kink group motion were derived for
single-period quadratic sinusoidal barriers with differ-
ent barrier heights in the transverse kink motion direc-
tion. Analytical expressions were derived for the longi-
tudinal and transverse vel ocity components of the (X, y)
segments of the ( p—x)th kinks characterized by natural-
oscillation phases q and frequency-dependent shifts of
the kink ends. The ratios of the velocities of two arbi-
trary kinks were determined as well. In the absence of
an external force, the transverse and longitudinal veloc-
ities of the (x, y) segments of the ( p—x)th kinks are non-
zero and are characterized by certain values which
depend on the minimum kink energies (if these are non-
zero), the kink masses M, and the barrier heights caused
by the natural-oscillation phases of the barrier heights.
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Abstract—Porous Si samples were investigated by the el ectrorefl ectance modul ation spectroscopy. The pres-
ence of minibands, which are responsible for the existence of photoluminescence bands (red, green, and blue),
is revealed. It is established that the miniband responsible for the blue band vanishes upon the treatment of a
porous Si surface in H* plasma. Passivation of the surface with hydrogen also leads to strain relaxation both in
porousfilmsand in the Si substrate. The origin of electron statesin the band gap of Si nanocrystallitesis estab-

lished. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The optical properties of porous and nanocrystaline
Si-based light-emitting structures have attracted partic-
ular interest from researchers [1]. Porous Si samples
kept in air most often constitute nanocomposites com-
posed of nanodimensional Si crystallitesin an environ-
ment of the SIO, oxide phase [2]. Such structures are
characterized by red photoluminescence (PL) at room
temperature [3]. However, blue and green PL bands
have also been observed for porous Si [3-6].

For porous Si samples unexposed to air (unoxi-
dized), the PL peak energy depends on the nanocrystal-
lite size, owing to the quantum-confinement effect [6—
10]. Due to this effect, the edge energy of indirect
absorption in Si (1.14 eV) increases with decreasing
nanocrystallite size [1, 6-10]. The band gap can
become aswide as 2.9 eV [11]. However, as was dem-
onstrated previously [10, 12], the indirect type of the
fundamental absorption edge for Si remains.

It is known [2, 6, 13] that both the intensity and
energy position of aPL peak also depend on the surface
treatment. A slow-varying PL constituent (red band) is
attributed to electronic states which are related to Si=O
double bonds for a nanocrystallite size less than 3 nm
[6, 14]. Rapid PL components for oxidized porous Si
samples are attributed to defects localized at the inter-
face between nanocrystaline Silland SO, [4] or to
band-to-band recombination in Si nanocrystallites[15].

Hydrogen-containing complexes, for example, pol-
ysilanes and siloxenes, or hydride bonds can be centers
of radiative recombination [16, 17]. However, the expo-
sure of porous Si samples to air leads to a decrease in
the concentration of Si—H bonds and to an increase in
the content of hydride and oxygen-containing com-

plexes[13, 18]. Asaresult of passivation of the surface
by hydrogen, the concentration of nonradiative-recom-
bination-centers decreases and the PL intensity in the
red spectral region increases [17, 19]. Theoretical cal-
culations demonstrate [6] that H-containing complexes
do not form levels in the band gap of Si nanocrystal-
lites.

The dispersion of an imaginary part of a dielectric
function calculated from transmission and absorption
spectrafor a porous nanocrystalline Si layer has singu-
larities in the green and blue spectral regions [20].
Modulation spectroscopy of electroreflectance is a
method which is sensitive to van Hove singularities in
the energy spectrum [21, 22]. It was demonstrated that
this method is also applicable to porous Si [5, 23-26].

Theexistence of adirect transition in the red—orange
spectral region (1.7-2.0 eV) has been established [5,
26] using the method of electroreflectance modulation
spectroscopy. For this reason, the electroreflectance
method can also be used for investigations in the green
and blue spectral regions, where PL bands are
observed. The purpose of this study is to establish the
influence of H-containing complexes on the energy
spectrum of porous nanocrystalline Si using treatment
in H*plasma.

2. EXPERIMENTAL

Porous Si samples were obtained by electrochemi-
cal etching and stain etching. All of the samples were
exposed to air for one year. Porous layers were obtained
on KDB-10 (B-doped p-S with aresistivity of 10 Q cm)
Si(100) substrates viathe electrochemical method inan
HF(20%)—C;H,0H (1 : 1) solution with an etching cur-
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Fig. 1. Electroreflectance spectrafor porous Si obtained by
electrochemical etching: (1) prior to H*-plasma treatment
and (2) after treatment. a, b, and ¢ denote the transitions.

rent density of 5 mA/cm? [27]. Other porous Si samples
were obtained by stain etching. The KDB-10 Si(100) sub-
strate was treated with the laser beam of an Nd*:YAG
laser, with an emission wavelength A = 1.06 um and
pulse duration of 125 ps, in order to generate defect
regions in the substrate [25, 28]. The Si substrate was
then treated in an HNO; : HF (3 : 1) etchant for 5 sto
remove native oxide from the substrate surface. Toform
a porous structure, the wafer was treated in an HNO; :
HF : H,O (3 : 1: 5) solution for 5 min [25, 28]. The
samplesweretreated in dc glow-discharge H* plasmaat
apressure of 10 Pafor 6 min at a discharge voltage of
600 V and current density of 1 mA/cm?. The samples
were placed onto aflat cathode, which allowed for their

VENGER et al.

intense bombardment by positively charged H* ions
from the plasma.

The electrorefl ectance spectra were measured using
the standard electrolytic method at room temperature
[21, 22] in awide spectral regionfrom 1.5t0 3.8 eV. An
0.1 N KCI solution was used as the electrolyte. The
modulating voltage did not exceed 1V, which corre-
sponded to the weak-field measurement mode. The
direct-transition energy (Eg) and phenomenological
broadening parameter (I") were calculated for abypolar
spectrum by the three-point Aspnes method [21, 29]
and for a unipolar spectrum from the peak value and
half-width at half-height of the line, respectively.

3. RESULTS

The electroreflectance spectra for a porous Si sam-
ple obtained by electrochemical etching are shown in
Fig. 1. In the spectral region at 3.4 €V no direct transi-
tions, specifically the I .= ;5 transition, which is char-
acteristic of bulk crystalline Si, were observed. Three
direct transitions were observed for astarting samplein
the spectral range of 1.7-3.0eV: 1.95-2.0eV (aregion),
25-2.7 eV (b region), and at 3.0 eV (c region). After
the treatment of a sample in the H* plasma (curve 2),
transitions in the red (a) and green (b) spectral regions
shifted to shorter wavelengths by 0.07 and 0.24 eV,
respectively. The electroreflectance spectrum changed
its polarity sign to the opposite one in the red spectral
region and was not detected in the blue region (¢). The
transition energies and phenomenologica broadening
parameters that were calculated from curves 1 and 2 in
Fig. 1 are given in the table. Since the type of the criti-
cal points for transitions in the red, green, and blue
spectral regions is unknown, the data for two-dimen-

Transition energies and phenomenological broadening parameters calculated from the electroreflectance spectra

A reci e Transition energy Egy, eV Broadening parameter I, meV
Spectrum Spectral region Polarity 0 0 0 0
Fig. 1, curve 1 a - 1.95 1.95 200 170
b - 2.48 2.49 160 135
c Unipolar (+) 2.99 175
Fig. 1, curve 2 a Unipolar (+) 2.02 100
(H"-plasma) b - 2.72 2.73 110 95
Fig. 2, curve 1 - - 3.33 131
Fig. 2, curve 2 - Unipolar (+) 3.39 110
(H*-plasma)
Fig. 3, curve 1 a Unipolar (-) 1.92 70
b - 2.34 | 2.34 100 | 85
c Unipolar (-) 2.84 100
Fig. 3, curve 2 a Unipolar (-) 1.89 80
(H"-plasma) b - 234 | 234 110 | 95

SEMICONDUCTORS Vol. 37 No.1 2003
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Fig. 2. Spectra of electroreflectance from the Si substrate
under the porous layer obtained by stain etching (1) prior to
H*-plasmatreatment and (2) after treatment.

siona (2D) and three-dimensional (3D) cases are given
in the table for spectra with different polarities.

A transition at the center of the Brillouin zonel ;5 45
was observed in the electroreflectance spectra for a
sample obtained by stain etching (Fig. 2, curve 1). The
spectrum changed its shape to a unipolar one (Fig. 2,
curve 2) after sample treatment in the H* plasma, and
the transition energy (E,) increased (see table).

For the samples obtained by stain etching, three
direct transitions were also detected in the spectra
region of 1.5-3.0 eV (Fig. 3, curve 1) as was the case
for the samples obtained by electrochemical etching.
The signal intensity for this spectral region was an
order of magnitude lower than that of the region at
3.4 eV in Fig. 2. After H passivation of the porous Si
surface (Fig. 3, curve 2), the transition energies and
phenomenological broadening parameters remained
amost unchanged (see table). An electroreflectance
spectrum in the blue spectral region was also not
detected after treatment of a sample surface with
H* plasma (Fig. 3), which is similar to the case of elec-
trochemically etched Si (Fig. 1).

4. DISCUSSION

A direct transition in the spectral region at 3.4 eV
was detected only for samples prepared by stain etching
(Fig. 2) and was not detected for samples prepared by
electrochemical etching (Fig. 1). We may assume that
the pore depth and porosity itself arelower at stain etch-
ing than at electrochemical etching. Since the thickness
of the porous layer is not very large in the case of stain
etching, we may argue that the el ectroreflectance spec-
trum, whichisshowninFig. 2, isrelated to theinterface
between a porous layer and Si substrate. Correspond-
ingly, the electroreflectance signal for a sample
obtained by electrochemical etching is detected only

SEMICONDUCTORS  Val. 37
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Fig. 3. Influence of hydrogen on the el ectrorefl ectance spec-
tra of porous S obtained by stain etching: (1) prior to
H*-plasmatreatment and (2) after treatment.

from the porous layer without participation of the sub-
strate. It was demonstrated that the dispersion of the
index of refraction for the porous layer that was
removed from the Si substrate had no peak in the spec-
tral region at 3.4 eV. Thisisin agreement with measure-
ments of porous Si obtained by various methods.

A unipolar electroreflectance spectrum is character-
istic of intrinsic semiconductors [30, 31]. Electron-
enriched surface regions of the heterojunction between
crystalline S and oxidized nanocrystalline S were
observed (in samples obtained by stain etching) [26].
The shape of the electroreflectance signal in Fig. 2
(curve 1) corresponds to an inversion of the surface
conductivity of the p-Si substrate. After treatment in
H* plasma, the spectrum becomes unipolar (Fig. 2,
curve 2), which corresponds to intrinsic surface con-
ductivity (i-type) [26, 31]. A decrease in the enrichment
of surfaceregionswith electronsis caused by the H pas-
sivation of positively charged bonds (Si—F, Si—OH) on
the surface of the porouslayer. It isthese bonds that give
rise to the negative sign of the surface charge [26].

Thetransition energy in the unstressed Si crystaline
substrate was calculated from the electroreflectance
spectraand was found to be 3.38 eV [32, 33]. The tran-
sition energy in the Si substrate under the porous layer
obtained by stain etching (Fig. 2, curve 1) is equal to
3.33 eV (see table). The transition shift to lower ener-
gies(from 3.38t0 3.33 V) isindicative of biaxial com-
pression stresses in the Si substrate [34]. After treat-
ment of the sample in H* plasma, the direct-transition
energy changed to 3.39 eV (seetable), whichisindica-
tive of relaxation of compressive stressesin the Si sub-
strate [34]. The stresses are relieved due to the H passi-
vation of defects at the interfaces between the oxide,
porous nanocrystalline layer, and crystalline Si.

The energy of direct transitions in the red spectral
region remained almost unchanged (see table) upon the
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H passivation of the surface of a porous S sample
obtained by stain etching (Fig. 3). For an electrochem-
ically etched sample, the transition energy in the red
spectral region varied slightly; specifically, it shifted to
higher energies (from 1.95 to 2.02 eV). A similar shift
was observed for the direct transition in the green spec-
tral region (Fig. 1): from 2.48 to 2.72 eV. The shift sign
was the same as for the spectrum related to the Si sub-
dtrate (Fig. 2).

Variation in the energies of direct transitions upon
H passivation of the surface can be associated with the
relaxation of stressesin the porous film itself (compos-
ite of Si nanocrystals within the SiIO, matrix). Since the
thickness of a porous film after stain etching is very
small, H passivates mainly the defects at the interface
between crystaline silicon and the porous layer.
Because of thiscircumstance, no variation in the energy
of direct transitionsis observed for this sample (Fig. 3).

The detected direct transition in the blue spectral
region (at 3 eV) vanishes after H passivation of the sur-
face (Figs. 1, 3). According to data on IR absorption
[18, 35], a band peaked at 3400 cm™ (0.42 eV) is
observed for porous Si samples oxidized in air. This
band is attributed to S—OH bonds. Upon passivation
with hydrogen, the following reaction proceeds:

S—-OH+H" = S +H,0. (1)

L et usassumethat Si—OH bonds giveriseto aminiband
in the Si band gap and that this miniband is spaced at
0.42 eV from the valence band and, consequently, at
2.96 eV from the conduction band. Summation of these
values yields the transition energy at the center of the
Brillouin zone between the points I, and I35 (3.38 €V).
The transition energy determined from the electrore-
flectance spectrayields a value of 2.99 or 2.84 eV for
various samples in the blue region (see table). Upon
H passivation of the surface due to treatment with
H* plasma, the Si—OH complex decomposes into pure
Si and H,0, according to formula (1). In this case, the
miniband vanishes; thisis detected in the electroreflec-
tance spectra of plasma-treated samples.

It is known that Si=0 bonds give rise to a miniband
in the band gap of nanocrystalline Si. The energy of this
miniband is close to 1.7 eV [6], whereas the transition
energy, according to our measurements, is~1.9 eV. An
Si=0 double bond does not require high strain energies
or alarge number of O or Si atoms since this bond is
most stable at the interface between nanocrystalline Si
and an oxide film [6]. Thus, stress relaxation in the
porousfilm upon its passivation with hydrogen does not
profoundly affect the direct transition in the red spectral
region (Fig. 1).

At the sametime, the transition in the green spectral
region shiftsto higher energiesby 0.22 V. Such alarge
shift can be observed for a miniband which is induced
by less stable O-Si bonds on the surface of Si nanocrys-
tals. However, these should be relatively stable bonds,
since the direct transition does not vanish upon passiva-
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tion with hydrogen, in contrast to what is observed in
the blue spectral range (Figs. 1, 3). Such bonds can be
Si—<SiO;) bonds. It is known that the transition energy
for an amorphous SIO, film depends on x [36]. The
transition energy of ~2.4-2.7 €V corresponds to x =
1.25-1.5[36]. Using previousdata[37], we can determine
the approximate composition of the bonds in percent for
the amorphous SIO, film at x = 1.5: ~31.6% S—O,),
~42% S—<Si0O;), ~21% S—Si,0,), ~5% Si—S;0),
and ~0.3% Si—(Si,). From these results, it follows that
the S—SiO;) bonds are the most numerous in amor-
phous SIO, film at x = 1.5. The S—(Si,0O,) bonds (21%)
can also giveriseto aminiband which is spaced at 2.4—
2.7 eV from the conduction band. To ascertain the char-
acter of the O-Si bond which gives rise to a miniband
at the energy of ~2.4 eV, it is necessary to carry out
additional measurements or theoretical calculations.
The surface Si=0, S—SiO;), and S—OH bonds can
give rise to minibands in the band gap of Si nanocrys-
tallite, the only proviso being that an electron be local-
ized at these levels and that they, in turn, form a super-
lattice-like spatial structure.

The phenomenological broadening parameter is
inversely proportional to the relaxation time of electron
energy (I O 1/1.). Since the broadening parameters for
bipolar and unipolar spectra were calculated by differ-
ent methods, it isinappropriate to carry out a compara-
tive analysis of these spectra. We can only state that the
parameter ' was amost the same prior to and after
H passivation of the surface of a sample obtained by
stain etching (see table). This confirms once again that,
due to the small thickness of the porous layer, H passi-
vatesthe defects at the interface between the crystalline
substrate and the porous layer during plasmatreatment.

The phenomenologica broadening parameter for the
trangition in the green spectral region (Fig. 1, curve 1) for
an electrochemically etched sample was rather large
and decreased after passivation with hydrogen from
135-160 meV to 95-110 meV (seetable). The H passi-
vation of defects leads to the following: electrons are
less scattered by defects, I decreases, and the structure
becomes closer to a perfect one.

5. CONCLUSION

The electroreflectance spectra of porous samples
obtained by electrochemical or stain etching and the
influence of H treatment on these samples were investi-
gated. Based on the results of investigation, the energy
spectrum of porous Si was ascertained. It was experi-
mentally demonstrated that the following minibands,
which manifest themselves in optical spectra, exist in
the band gap of the Si nanocrystal:

(i) A miniband at 1.9 €V (red—orange PL band).
According to Wolkin et al. [6], this miniband can be
related to a double Si=O bond.

(i) A miniband in the green spectral region (2.4—
2.7 €V). This miniband can be induced by Si—(SiO,) or

SEMICONDUCTORS  Vaol. 37
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Si—(Si,0,) bonds. The accurate determination of the
origin of this miniband is the subject of further investi-
gations.

(iii) A miniband at 2.9 eV (blue PL region). This
miniband is related to Si—OH bonds and is spaced by
0.42 eV from the valence band.

The H passivation of aporous Si surface by plasma
treatment leads to the relaxation of compression
stresses in porous films and in Si substrate. Scattering
of charge carriers decreases, and the miniband whichis
caused by the presence of Si—OH bonds on the Si
nanocrystallite surface vanishes.
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Abstract—The interaction of fullerene Cgy with poly(2,6-dimethyl)-phenyleneoxide (PPO) in free films was
studied by optical methods. The electronic structure of Cgg in these polymer filmswas shown to have two states,
with the energy state of Cgy bound to PPO being independent of the Cg, content. Comparison of the photolu-
minescence spectra of PPO—Cgy and polystyrene-Cgq systems makes it possible to assert that the interaction
between the components of these systems occurs via 1t electrons of fullerene and 11 el ectrons of benzene rings
of the polymers. It isassumed that Cg in the polymer existsin two formsthat differ in their electronic structure:
a molecular-dispersed state (in the form of complexes with the polymer) and as crystals (aggregates) of

fullerene. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Combining known properties of polymers (elastic-
ity and film-and fiber-forming ability) with such prop-
erties of fullerenes as electron deficiency and the ability
to interact with free radicals, one can obtain new poly-
mer materials with specific properties. Numerous stud-
ies of polymer—fullerene composites have been carried
out with this aim. The objective of this study was to
gain insight into the state of fullerene in composite
materials.

In this paper, we present the results of optical studies
of free films (without substrates) prepared from such
polymers as poly(2.6-dimethyl)-phenyleneoxide (PPO)
and polystyrene (PS) and containing different amounts
of fullerene Cg.

2. EXPERIMENTAL

The PPO-C4, and PS—Cg, films were prepared by
evaporating the solvent from a mixture of solutions of
polymers in chloroform and fullerenes in toluene with
subseguent drying of the films deposited on cellophane
substrates in a vacuum dryer to a constant weight [1].
We used PPO and PS with amolecular mass of 112000
and 230000, respectively. A microcrystalline powder of
fullerene Cg, with 99.95% purity was used to prepare
the toluene solutions. The thickness of the films varied
in the range of 120-160 um.

IR spectra of the PPO-Cg, complexes were mea-
sured at room temperature with a Specord-M80 spec-
trometer.

Photoluminescence (PL) of the PPO-Cy, films was
studied at a sample temperature of T = 300 and 77 K.
Two experimental setups were employed. In one of
them, the PL spectra were excited by an argon laser
(radiation wavelength A = 488 nm) and were recorded
using a synchronous phase detector and a FEU-62 pho-
tomultiplier. The other setup used a DFS-52 spectrom-
eter that was equi pped with an FEU-79 photomultiplier,
which operated in the photon-counting mode. In this
case, acorrection for the spectral sensitivity of the pho-
tomultiplier was introduced. An LCS-DTL-316 solid-
state Nd: YAG laser (A = 532 nm) pumped by semicon-
ductor lasers served as an excitation source. The radia-
tion power of the laser beam could be varied from 1 to
200 mW, which, upon focusing this radiation to a spot
0.06 mm in diameter, corresponded to a power density
varying in the range of 35-7000 W/cm?. A better sig-
nal-to-noise ratio was attained in the second case.

3. DISCUSSION

The PL spectra of free-standing PPO-Cq, films at
300 K excited by laser radiation with A = 532 nm are
shown in Fig. 1. A pure polymer (PPO—Cg,(0.0%))

exhibits a PL band peaked at an energy of 1.915 V.
Addition of fullerene leads to the appearance of
another band (located at 1.76 eV in the spectrum of
the PPO—C4,(0.5%) film). When the content of Cg, in
the PPO films increases, this additional band increases

1 Hereafter, we will be dealing with mole fractions expressed in
percent.

1063-7826/03/3701-0108%24.00 © 2003 MAIK “Nauka/Interperiodica’



OPTICAL PROPERTIES OF POLYDIMETHYLPHENYLENEOXIDE 109

inintensity and steadily shiftsto lower photon energies.
At the same time, the intensity of the PL band of pure
PPO dowly decreases according to nearly the same
law. The additiona band in the film with the highest
content of fullerene, PPO-Cy(4.0%), is located at
1.694 eV, with the band intensity of pure PPO being
nearly zero.

At the liquid nitrogen temperature (T = 77 K), the
PL spectra of the PPO—Cy, films have a more complex
structure (Fig. 2). Two bandspeaked at 1.69 and 1.75 eV,
respectively, are dominant in the spectra. In the sample
with the lowest content of fullerene, PPO-Cg,(0.5%),
the peak at 1.75 eV is the highest, while the 1.69-eV
band appears in the spectrum as a weak long-wave-
length shoulder of this 1.75-e€V peak. As the content of
fullerene increases, the 1.75-eV band decreases in
intensity, whereas the 1.69-eV shoulder increases and
transforms into a dominant band (peaked at 1.70 eV in
PPO with 4% of Cg).

Figure 2 also shows the PL spectrum of a PS—Cq,
film obtained by using a similar procedure. It can be
clearly seen that this spectrum virtually coincidesin the
structure and energy position of its bandswith the spec-
trum of PPO with 2% of Cg,.

The PL bands at 1.69 and 1.75 eV can be attributed
to radiative transitionsin fullerene Cg,, Some portion of
which isin an unbound (aggregated) state and the rest
ischemically bound to PPO. In the latter case, the elec-
tronic structure of fullerene changes in such away that
the HOMO-LUMO gap increases, which we observed
previously for Cso—(PS),, samples synthesized with the
opening of double bonds of fullerene [2-5]. Therefore,
we should assume that the fullerene molecules in PPO
with 4% of Cg, are predominantly unbound to this poly-
mer; i.e., this film represents a mechanical mixture of
fullerene and PPO. By contrast, in PPO with 0.5% of
Cen, fullereneis chemically bound to PPO (i.e., it exists
in a molecular-dispersed form), with avery small frac-
tion of Cg, aggregates remaining unreacted.

The spectra of nearly all the samplesin Fig. 1 indi-
cate that pure PPO contributes to PL. This contribution
decreases as the content of Cg, in the films increases.
This fact indicates that the films contain PPO macro-
molecules that do not interact with the fullerene mole-
cules. A PPO—C,(1.0%) system is the most homoge-
nous (Figs. 1, 2): in this case, the largest amount of
fullerene is dispersed to a molecular level, interacting
with nearly all the PPO macromolecules.

The preparation of films from combined polymer—
fullerene solutions evidently cannot resultin achemical
reaction between the components accompanied with
the opening of double bonds in Cg,. Therefore, the
spectral changes observed result from interactions at
the level of 1t bonds. Identical energy positions of the
peaks in the PL spectra of PPO-Cg, and PS-Cg, sys
tems (both containing 2% of fullerene) areindicative of
the similar nature of the interaction of these polymers
with fullerene. In this context, one may evidently
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Fig. 1. Photoluminescence spectra of PPO-Cgq films at
300 K. The content (%) of Cgo: (1) 0.0, (2) 0.5, (3) 1.0,
(4) 2.0, and (5) 4.0.
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Fig. 3. IR absorption spectra of PPO-Cg films at 300 K.
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(5) 4.0.

assume that oxygen atoms from simple ester bonds in
PPO do not markedly contribute to the complexation.

Figure 3 shows the IR absorption spectra of the
same samples in the region of 520-590 cm. It can be
clearly seen that the IR absorption bands of fullerenein
the PPO film with 4% of Cg, are located at 528 and
577 cm. This corresponds to the position of these
bands in the absence of interaction between fullerene
and PPO. As the content of fullerene decreases, these
bands undergo a dight shift, so that their positions in
the spectrum of the PPO—Cg,(0.5%) system correspond
to 528.5 and 578 cm™, respectively. Thus, this shift
does not exceed 1.0 cm? (this experimental fact was
repeatedly verified). Therefore, the IR absorption spec-
tra of Cg, also indicate that PPO chemically affects the
electronic-vibrational system of fullerene; i.e., they
point to the formation of PPO-Cg, complexes. This
interaction manifestsitself most clearly at low contents
of fullerene; however, the small shift of the IR bands of
Cgo indicates that the resultant complex is more likely
molecular in nature rather than a charge-transfer com-
plex.

As can be seen from the PL spectra of the films at
77 K, the 1.75-eV band corresponds to the energy state
of the electronic structure of fullerene involved in the
PPO—Cg, complexes. The position of this band does not
change, which indicates that the stoichiometry in all of
the cases remains the same, whereas the intensity of
this band corresponds to the efficiency of the chemical
process of complexation, i.e., to the concentration of
the compl exes formed.

From these results we can draw the following pre-
liminary conclusions.

(i) Regardless of the ratio between the content of Cyg,
and that of PPO during the preparation of the films
(during synthesis), the complexesformed are character-
ized by the same number of coordination bonds

BIRYULIN et al.

between the fullerene molecule and PPO (or PS) and by
the same stoichiometry.

(if) One can assume that the number of such bonds
in each complex is constant and exceeds unity. The
number of contacts between the surface of the fullerene
molecule with monomeric units of the polymer can
attain three to four or higher. The interaction between
the fullerene molecules with the polymer in their con-
tact areas occurs owing to overlap of the Tt systems of
Cep and benzene rings of PPO (or PS).

(iii) Fullerene has a low sensitivity to the structure
of a polymer with which it interacts. The system of Tt
electrons of fullerene interacts with the clouds of 1
electrons of conjugated polymers, which surround the
fullerene molecules and form an envelope of 11 elec-
trons around them. Theinteraction of the two Ttsystems
over the entire surface of Cg, resultsin the formation of
polymer—Cg, complexes. This causes the electronic
system of fullerene to changeto anew statethat is char-
acterized by the appearance of a1.76 eV band inthe PL
spectraof Cg,. One may assumethat this stateisuniver-
sal, weakly depends on the type of conjugated polymer,
and is governed only by the interaction of the Tt system
of fullerene with the envelope of 1T electrons of the
polymer.

4. CONCLUSION

A comparison of the PL spectra corresponding to
different mole fractions of fullerene in films prepared
from poly(2,6-dimethyl)-phenyleneoxide shows that
the PPO—Cg,(1.0%) film is the most homogenous. In
this film, a macromolecule of PPO efficiently interacts
with a Cg, molecule.

Therefore, in the sample PPO-Cg, with 0.5% of
fullerene, molecular complexes of the components are
formed. In this case, fullerene in the polymer occurs
mainly in a molecular-dispersed form. By contrast, in
the PPO film with 4% of Cy,, theratio [Cgg)/[PPO] = 6
and fullerenein thisfilm forms crystallites (aggregates)
consisting of several Cg, molecules that predominantly
interact with each other. In this case, the film is a
mechanical mixture of polymer macromolecules and
fullerene crystallites. Therefore, by employing an
appropriate molecular relationship between fullerene
and polymer and by choosing corresponding synthesis
conditions of complexation, one can ensure the disper-
sion of fullereneto amolecular level.
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Abstract—Electroluminescence spectroscopy has been used in awide range of temperatures (77-300 K) and
driving current densities to study a laser heterostructure based on vertically coupled self-assembled InGaAs
guantum dots (QD). It has been found that lasing occursviathe QD ground state in the entire temperature range.
The temperature-independent position of the emission peak corresponding to the second excited state in QDs

is explained. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

In studies of laser heterostructures with a QD active
region, much attention is being given to determining
which states are responsible for emission, in general,
and lasing, in particular [1, 2]. For example, atransition
from lasing via QD states to lasing via the states in a
wetting layer (WL) has been observed in such struc-
tures with arise in temperature [3]. This was assigned
primarily to the considerable gection of nonequilib-
rium carriers out of QDs. As shown in [4], the use of
arrays of vertically coupled QDs (VCQD) in an
InGaAg/GaAs system provided substantial reduction of
the carrier gjection from QDsto the WL.

In this paper, we report experimental results con-
cerning the emission spectrum of aheterostructure with
an InGaAs/GaAs VCQD active region. Specia atten-
tion was given to a thorough study of the temperature
dependence of emission peaks. The main task was to
define which QD states are responsible for lasing at dif-
ferent temperatures.

2. EXPERIMENTAL

A separate-confinement InGaAs/GaAs heterostruc-
ture with alasing wavelength A = 0.98 um was grown
by MBE on an Si-doped (001) GaAs substrate. The
structure comprised 1.5-pum-thick Al,,GaygAs n- and
p-emitters, a 0.4-um-thick gradient-index waveguide,
and a 0.6-um GaAs contact layer. QDswere grown at a
temperature of 485°C, and al the other layers, at
700°C. VCQDs were obtained by the Stranski—Krast-
anow method with self-assembly in the course of dep-
osition of ten (In,Ga)As QD layers separated by
50-A-thick GaAs buffer layers[4].

Stripe-contact samples (with a cavity length of 300—
500 um) were pumped in the quasi-CW mode by 1.5-us

driving current pulses at a 5-kHz repetition rate. To
study the electroluminescence (EL) spectra in a wide
temperature range, T = 77-300 K, the samples were
soldered with their layers facing down onto a heat sink
and placed into acryostat. The emissioninthedirection
normal to the epitaxial layerswasinvestigated. Particu-
lar attention was given to suppressing feedback: the
mirrors were etched and covered with black paint hav-
ing a high refractive index. This method, eliminating
reemission and reducing the influence of the waveguide
to zero, has been described in detail elsewhere [5]. It
also provided asubstantial increasein thelasing thresh-
old in the samples under study, thus widening the pos-
sible range of driving currents. In several samples, a
“window” was etched through the epitaxial layerstothe
waveguide. This alowed study of the emission spec-
trum, with the effects of the emitter and contact layer
excluded.

3. RESULTS AND DISCUSSION

Figure 1 shows the emission spectra at the lasing
threshold. As can be seen, the number of peaks in the
EL spectrum increases as the temperature rises due to
the filling of higher levels. Figure 2 shows the temper-
ature dependence of the peak position for peaks |- V. It
was obtained using the emission spectrum simulation
method described in [6].

Figure 3 presents the proposed structure of energy
levels. We believe that an electron state and three hole
states exist in a QD, with transitions (1-111) possible
between these states. Transition | corresponds to the
QD ground state, and transitions |1 and 11, to the first
and second excited states, respectively. Transition 1V is
the transition between the el ectron state of aQD and the
wetting layer (WL).

1063-7826/03/3701-0112$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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Fig. 3. Energy levels responsible for radiative recombina-
tion in the heterostructure under study. ey and hg: ground
states of electrons and holes in a QD, respectively; h; and
h,: excited states of holesin a QD; H denotes the hole sub-
band in the wetting layer (WL).

Asseenin Fig. 2, the shift of the first peak (I) with
rising temperature correlates with the temperature
dependence of the InAs band gap. The temperature
shift of the second peak (1) is much weaker, and the
position of peak 111 istemperature-independent.

A weak temperature dependence of the lasing wave-
length in QD heterostructures has been observed in [7—
9]. In [9], for a heterostructure with a single InGaAs
QD layer, this effect was explained as an active region
by the temperature-independent position of the maxi-
mum of gain. With temperature varied, the QD states
are modified in such a way that, at constant gain, the
distance between the quasi-Fermi levels (AE;) corre-
sponding to the electron and hole distributionsin aQD
remainsvirtually unchanged. This meansthat the shape
of the energy distribution of these states follows the
increase in the broadening of the Fermi function as the
temperature rises. The energy distribution of statesin a
QD is determined by inhomogeneous broadening
caused by inhomogeneities in the shape, size, and com-
position of a QD.
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Fig. 4. EL spectra of an InGaAs/GaAs QD laser hetero-
structureat T =77 K. Driving current density; (1) 40, (2) 80,
(3) 160, (4) 320, (5) 640, and (6) 980 A cm 2.

The data obtained show that the temperature depen-
dence of the lasing wavelength virtually coincides with
that of the band gap. Most likely, the distinctions
between our data and those from [9] are related to dif-
ferent experimental and pumping conditions. An anom-
alous temperature dependence of transitions Il and 111
can also be explained by strong inhomogeneous broad-
ening. A higher driving current density corresponds to
a spectrum recorded at an elevated temperature, since
the spectrawere recorded at the lasing threshold, which
increases as the temperature rises. As seen in Fig. 4,
raising the driving current at afixed temperature results
in a short-wavelength shift of the emission peak related
to ahigher energy level. It can be assumed that this shift
may be on the order of the inhomogeneous broadening
of the corresponding level (up to 40-50 meV) [2]. As
the temperature rises, variation in the band gap and the
above-described effect of level filling are mutually
compensated. In the temperature range T = 77-300 K,
the band gap narrows by ~50 meV. We believe that the
above-described mechanism, according to which a shift
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of the EL peaks is compensated for by a change in the
band gap with arise in temperature and by an increase
in the driving current, results in the position of peak Il
depending only slightly on temperature and that of peak
[l remaining invariable over the entire temperature
range.

4. CONCLUSION

The emission spectra of a laser heterostructure
based on vertically coupled InGaAs/GaAs QDs have
been studied. The origin of spectral peaks related to
carrier excitation from the QD ground state with tem-
perature increasing has been thoroughly investigated.
In the whole temperature range under study, lasing
occurs via the ground state of QDs. The temperature
independence of the position of the emission peak cor-
responding to the second excited state of a QD is
explained.
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Abstract—Distribution of the tunneling-recombination current over the space-charge region in ap—n junction
was simulated mathematically. It is shown that the recombination rate saturates if the probability of tunneling
islow. An expression for current—voltage characteristics of the p—n junction in the case of tunneling recombi-
nation is derived. The current—voltage characteristics of silicon avalanche diodes containing dislocations were
studied experimentally. The results of numerical calculations based on the tunneling-recombination model are
consistent with experimental data. © 2003 MAIK “ Nauka/l nterperiodica” .

1. INTRODUCTION

Recently, the theory of recombination processes in
the space-charge region (SCR) of semiconductor struc-
tures has been modified radically. The Shockley—Read—
Hall theory is inapplicable to the structures in which
electrons and holes are spatially separated at localized
states and have to tunnel through potential barriers in
order to recombine. At the same time, portions of the
current—voltage (I-V) characteristics, when related to
the recombination in the SCR, provide useful and
important information about properties of recombina
tion centers. Bulyarskii and Grushko [1] suggested a
generalized model of recombination for structures with
tunneling-connected regions. In this paper, we report
the results of studying the tunneling recombination in
silicon avalanche diodes that contain dislocations.

2. CHARACTERISTICS OF THE SAMPLES
UNDER INVESTIGATION

In our investigations, we used commercial KD 2978
avalancherectifying diodesas samples (Fig. 1). Thelat-
ter incorporated silicon epitaxial p*—n junctions. The
structureis based on the p-Si:B substrate with aresistiv-
ity of 0.005 Q cm. The p—n junction was formed by
growing an n-Si epitaxia film with athickness of 18 um
and resistivity of 0.07 Q cm. A groove was etched off at
the site where the p—n junction emerged at the surface;
this groove was then overgrown with silicon oxynitride
using plasma-chemical deposition in an O, and N,
atmosphere. The results of studying the capacitance—
voltage (C-V) characteristics showed that, in spite of
advances in epitaxial growth technology, the exponen-
tial model of a p—n junction [2] best fitted the diodes
under investigation; according to this model, we have

X=X
No0) =Ny = Nol epF—H-1], (@

where, in the case under consideration, N, = 1 x 10 e
and A = 0.25 um. In expression (1), x = 0 corresponds
to the interface between the epitaxia film and the sub-
strate.

The samples from the prepared batch were sorted
according to the value of the reverse current. On the
basis of an analysis of C-V characteristics, we found
that the samples with increased reverse currents had
increased values of the parameter N,. This indicates
that the p—n junction is closer to the film—substrate
interface in these samples than in the samples with
smaller reverse currents. It is well known [3] that,
invariably, there are defects and imperfections (disloca
tions, stacking faults, and so on) at the interface
between the epitaxial film and substrate. As the dis-
tance from the interface increases, the density of these
defects decreases. Numerical estimations performed by
us showed that the displacement of the metallurgical
p—n junction x; from the film-substrate interface for all
samples did not exceed 1.3 um; i.e., the p—n junction

L N W ~

N N

7///////////////////////////////////////////////////2

Fig. 1. The structure of the diodes under investigation:
(2) epitaxial film, (2) dislocation, (3) metallurgica p—n
junction, (4) film-substrate interface, (5) oxynitride, (6) sub-
strate, and (7) metallization layer. L stands for the width of
the space-charge region; and x;, for the displacement of the
metallurgical p—n junction.
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Fig. 2. Experimental (dots) and theoretical (solid lines) for-
ward |-V characteristics of diodes with large reverse cur-
rents; the voltage dependences of the forward current are
shown for T = (1) 129.2, (2) 151.7, (3) 168.8, (4) 184.8,
(5) 214.0, and (6) 250.5 K. The temperature dependence of
the forward current at the bias voltage U = 0.2V is shown
in the inset.

was alwayslocated in the region with apotentialy high
density of defects. The difference in reverse currents
can be attributed to a nonuniform distribution of defects
over the area of the initial wafer. The defect density in
the SCR is higher in the samples with inferior charac-
teristics; correspondingly, the reverse current islarger.

In order to assess the role of surface currents, we
used the same technology to fabricate several batches
of samples that differed in their area. The results of
measurements showed that the forward current
increased in proportion to the structure area. This
means that this current has a volume origin; i.e., the
contribution of the surface current to thetotal currentis
negligibly small.

3. HOPPING CONDUCTION
ALONG DISLOCATIONS

We measured the forward 1-V characteristics in the
dc mode in the low-temperature range (130-150 K).
During measurements, the samples were installed in a
light-tight cryostat. The sample temperature was mea-
sured using a TSPN-5 platinum resistance thermome-
ter. The temperature was maintained constant to within
0.1K.

The low-voltage portions of the measured I-V char-
acteristicsare shownin Fig. 2 (points). Thetemperature

BULYARSKII e al.

dependence of the current is linear when plotted as Inl
versus T4 (see Fig. 2, inset); i.e., the Mott law

Dqu]M

T,= —B -
kg(Eg)a

)

is obeyed. In (2), g(Ef) is the density of states at the
Fermi level, k is the Boltzmann constant, a isthe local-
ization radius for an electron [4], and (3 is a constant
calculated on the basis of the percolation theory [5]
(B = 21 for athree-dimensional problem).

Such a temperature dependence of the current indi-
catesthat we have variable-range hopping conductivity.
Thelatter can be caused by dislocationsthat arelocated
along the flow direction of the current and intersect the
p— junction (Fig. 1).

We found that T, = 3.7 x 10® K from the slope of the
curve in the inset of Fig. 2. The calculated density of
states at the Fermi level isg(Eg) = 6.4 x 10 eV cm3,
It has been shown by Shklovskii and Efros[5] that per-
colation occursin anarrow energy range in the vicinity
of the Fermi level; thisrange can be estimated using the
formula

B dinl
d(kT)™

©)

The mean energy is A = 0.1 eV in the case under
consideration, which yields a trap concentration N, =
6.4 x 10'° cmS,

Edge dislocations most profoundly affect the
p—n-junction parameters [6]. In the case of these didlo-
cations, the density of stateswithin the dislocation core
iscomparableto theintrinsic-atom density, whereas the
traps originate from the bond splitting by an atomic
plane. In the case under consideration, the density of
states is much lower. We may assume that the disloca-
tions under investigation are of the edge type; however,
a fraction of the dangling bonds are completed by
uncontrolled impurities and are electrically inactive.

4. SSIMULATION OF TUNNELING
RECOMBINATION IN A p—~n JUNCTION

If there is a high density of localized states in the
SCR of a p—n junction, with this density exceeding the
concentration of free charge carriers, the latter are rap-
idly captured by traps [7]. Electrons and holes become
localized within different spatial regions. The charge
carriers have to tunnel in order to recombine.
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An expression for the tunneling-recombination rate
in the situation where the energy distribution of local
states may be ignored can be written as [§]

R

_ C,CoWN{[ pp— N, py] (4)
CrCp(N+Nn)(p+ py) +WN[c,(n+ny) +c,(p+ p)]’

where w = wy/N; is the probability of tunneling divided
by the concentration of states over which transport
occurs, N, isthe concentration of local states, and n, and
p, arethe concentrations of electronsand holesreferred
to the localized-state level.

The concentrations of free electrons n and holes p
and p in the SCR can be found by solving the Poisson
equations. The probability of atunneling hop per unit
time w, is defined by an overlap integral, which can be
estimated from the formula [5]

Wy(r) = vexp(-2r/a), 5)

where v isthe frequency of acharacteristic phonon, r is
the hop range, and a is the electron-localization radius.
The hop range is equal to the mean distance between

impurity atoms, r = N; 2.

In Fig. 3a, we show the results of numerical smula-
tion of the distribution of the tunneling-recombination
rates over the SCR width (L) in an exponentia p—n
junction for various forward-bias voltages. In contrast
to the form of formula (1), the origin of the x axis is
chosen hereinafter at the SCR boundary in the p-type
region (the lower dashed line in Fig. 1). The p—n junc-
tion was approximated using the following parameters:
No=1x 10 cm=3and A = 0.25 um. It was assumed that
the temperature of the p—n junction was equal to 150 K.
Parameters of deep-level centers were specified asE; =
E.—0.7¢eV and N, = 5 x 10'> cm3. The obtained depen-
dence features portions of steep rise, which are nar-
rowed with increasing forward bias applied to the p—n
junction, and a plateau portion. As was previously
noted [1], the tunneling-recombination rate levels off
for alow tunneling probability w.

For large values of w, expression (4) transformsinto
the formula for the classical Shockley—Read recombi-
nation,

n = _CCo(nP=mp)N,
XOETSETECETNY

and the plateau for R disappears. In Fig. 3b, we show
the results of the R = f(x) simulation for aforward bias
of 0.2 V applied to the junction at a temperature of
150 K and for severa values of w. As the tunneling
probability increases, the recombination rate ceases to
be limited by the tunneling transitions, the width of the
plateau in the dependence R = f(X) decreases, and the
curve takes a characteristic bell-like shape.

(6)
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Fig. 3. Distribution of the tunneling-recombination rate
throughout the space-charge region of an exponential
p—n junction (the normalized coordinates are used). (a) U =
(1) 0.1, (2) 0.2, and (3) 0.3V. () U=0.2V; w= (1) 1.6 x
10728, (2) 4.6 x 1027, (3) 8.4 x 10725, (4) 1.1 x 1072,
(5)3.2x 10723, (6) 5.8 x 1072, and (7) 6.9 x 100 cm3sL,

Formula (4) can be used to calculate the -V charac-
teristic of the p—n junction in the situation where tun-
neling recombination occurs in the SCR. The recombi-
nation-current density can be determined by integrating
the recombination rate (4) over the SCR, taking into
account expressions for concentrations of the free
charge carriers; i.e.,

L

ir = e[ROdx 0

The distribution curve R = f(X) cannot be approxi-
mated using an analytically integrable function. This
function is defined by the specific form of the p—njunc-
tion. Therefore, it has been suggested [1] that integral
(7) be calculated using the half-falloff procedure, in
which case only the behavior of the maximum in the
dependence R = f(X) needs to be known. Performing
this procedure, we determine the values of the concen-
trations of free charge carriers at the point correspond-
ing to the maximum of the recombination rate; i.e.,

_ ni«/cp(E)[cn(E)nl(E)+th} pDﬂD

co(B)LS,(B) pu(E) + wN, | TP kT ©
o= n Jcn(E)[cp(E) pl(E)+th} M-V
'\ cp(E)LC,(E)ny(E) + wN, CokT
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Taking expressions (4) and (8) into account, we
obtain the following formula for the current density in
the case of tunneling recombination [1]:

_ 2KTL
JI’ Ud _ U

2. 2 )
N WN; ¢ ,coni [ exp(eU/KT) —1]
CaCp(N + NY)(P + py) + WN[C(N+1ny) +Cp(p+ Pyl

The theoretical |-V characteristic was calculated
using expression (9) and by taking formula (5) into
account. The results of simulation are shown in Fig. 2
(solid lines). The parameters of the deep-level centers
were chosento be E, = E, + 0.45 eV and N, = 6.1 x
10'® cm3. As can be seen from Fig. 2, the low-voltage
(near-origin) portions of the experimental and theoreti-
cal 1-V characteristics are in good agreement with each
other. The previously determined parameters of the
traps are consistent with the parameters used in simula-
tion. Thus, the assumption that tunneling recombina-
tion and hopping conduction occur along dislocations
in the SCR of the p—n junction seemsto be valid.

Theoretically calculated values of current are found
to be too large when higher forward voltages are
applied to the p—n junction (U > 0.3 V). Apparently,
other mechanismsof charge transport contribute signif-
icantly to the total current in this region of bias volt-

ages.

5. CONCLUSION

In this paper, the model of tunneling recombination
is extended to semiconductor structures with p—n junc-
tions. We studied the mechanism of charge transport in

BULYARSKII e al.

silicon avalanche diodes. We determined the parame-
ters of deep-level centers involved in the formation of
recombination current. The results of analytical calcu-
lations of the 1-V characteristics on the basis of the
model under consideration are found to be in good
agreement with experimental data, which validates the
choice of thismodel.
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Abstract—The contribution of charge carriers to the fourth-order modulus of elasticity 3 for n- and p-type sil-
icon under uniaxial tension along the [110] direction was analyzed in the approximation of small strains. The
effect of concentration on 3 was measured using spontaneous excitation of Lamb wavesin bent plates with dif-
ferent doping levels. Experimental curves were used to determine the deformation potential constants of the
conduction band =, = 7 £ 1 eV and the averaged value of the deformation potential of the valence band

4/ 0= 5.6+ 0.8 €V a room temperature. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The deformation of semiconductive crystals gener-
aly lowers their symmetry, which results in a shift of
the energy band edges of a semiconductor and the
redistribution of charge carriers[1-4]. A changein car-
rier energy is linear in strain and is determined by the
values of deformation potential constants. These con-
stants play a decisive role in the description of kinetic
effects[1], and also in acoustooptical and acoustoel ec-
tronic processes [5]. However, the determination of
numerical values of these constants presents consider-
able difficulties and sometimes is very approximate.

This study is devoted to atheoretical analysis of the
redistribution of charge carriersin semiconductorswith
isoenergy surfaces described by amultivalley model, or
by a model of corrugated spheres [1-4], and to the
experimental determination of some of the deforma-
tion-potential constantsin n- and p-type silicon.

2. REDISTRIBUTION OF ELECTRONS
BY DEFORMATION
IN A MULTIVALLEY MODEL

The contribution of charge carriersto the properties
of lightly doped semiconductors is completely deter-
mined by a comparatively small number of electrons
which transfer to the conduction band and by holes
formed in the valence band. Therefore, almost all carri-
ers are located at the levels near the extrema of corre-
sponding bands.

Itisknown [1, 2] that the minima of the conduction
band in undistorted silicon (valleys) in quasi-momen-
tum space at a given energy have the form of ellipsoids
of revolution oriented along the [100L axes. In an
unstrained state, all valleys are equally occupied by

electrons. Neglecting the term (equal for all valleys)
caused by the isotropic compression of a crystal, the
shift of a band edge under deformation can be
expressed as[1]

1_
AE, = é:u(2811_822_833)1 (1

where =, is the deformation potential constant of the
conduction band characterizing the influence of uniax-
ial deformation and g;; are the components of the strain
tensor in the coordinate system linked to the principal
axes of achosen ellipsoidal isoenergy surface.

Let us consider the redistribution of electrons
between six potential wells under the tension of acrys-
tal along the[110] direction. We introduce a coordinate
system (X, v, 2) related to the principle crystal axes. In
this system, for a given deformation, we have g, = €,

and AEL'™ = AE™ . For nonequivalent valleys, rela-
tion (1) takesthe form

1
EL 100] _

- ézu(sxx_szz); - _g

o] _ 2—
Ec 3:u(8xx_€zz)-

2
In the nondegenerate case, the equilibrium ratio of

populations is determined by the Boltzmann principle

[1,2];i.e,

exp[—(E2 + AEL ) /Ky T]

exp[~(E; + AEC) kT

N00 _

Niooy 3)
D_Eu(sxx - 8ZZ)D
TP T D

1063-7826/03/3701-0015%$24.00 © 2003 MAIK “Nauka/Interperiodica’
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where ES is the energy of the valley bottom for an
undeformed semiconductor, kg is the Boltzmann con-
stant, and T is the temperature.

The quantity ,, —¢€,, can be expressed in terms of the
relative tension of acrystal along the [110] direction [3]:

1 1 3
€ = € _5(8[111] + 8[112]) = é(sxx_szz) + éexy- (4)

Since the shear strain €, equally affectsall valleys (see
(1)) and does not cause redistribution of electrons, we
have

Exx—8€z = 2¢. (5)

Expressions (3) and (5) and the electron conserva
tion law ny = 4n100) + 2Njgoy; determine the equilibrium
populations of valleys in adeformed semiconductor:

2ngexp(—2=,e/kgT)
2exp(—2=,e/kgT) + 1’
Ng
2exp(—2=elkgT) + 17
Redistribution of charge carriers under deformation
results in an additional contribution to the elastic
energy density of acrystal; this contribution is equal to

the product of the changein electron energy (defined by
Egs. (2)<(5)) and the electron concentration (defined by
6)):

Eq. (6))

4N[100 =

(6)

2Npooyy =

2= ¢ 4=
AW = 4n[100]Tu —2n[001]Tu

-2 2 -2 —4_4 (7)
_ 8ny=le®  8n,=le’ , 16no=e

© 9%sT  27(k,T)? 8l(ksT)®
This quantity can be expanded into a series in powers

of small parameter «.

To clarify the meaning of thetermsin expression (7),
the nonlinear Hooke law and the elastic energy density
can be written as

0 = Epe + e’ +Be;

W = %Eos2 + %GSS + 3—'1[384.
Here, EyistheYoung modulus, and o and 3 arethelin-
ear combinations of the third- and fourth-order moduli
of elagticity. The addition of AW (7) to W (8), which
atersthe coefficients at different powers of €, accounts
for theinfluence of charge carriers on moduli of elastic-
ity under the deformation of a crystal. Irrespective of
the nature of the impurity, E; and a decrease linearly
with increasing concentration of free electrons n,
while B increases by

(8)

64n,=.

hp = 81(ksT)*

(9)

Moreover, the relative change of 3 is much greater than
the change of low-order moduli. Indeed, the value of
the deformation potential =, for silicon lies within the
range from 8.5t0 9.57 eV [1, 4]. Theratio of moduli of
elagticity of the crystals are about a/E, = —6 and B/E, =
200 [6]. Consequently, in a semiconductor doped up to
Ny = 10Y” cm3, the relative change of moduli of elastic-
ity at room temperature will be of the order

Lo 5x10%, 292102 AB.gg7
Eo a B

Therefore, in the following cal cul ations we assume the
Young modulus to be independent of the charge-carrier
concentration.

It should also be emphasized that the modulus a in
(8) isacoefficient when thereis an odd power of elastic
strain, therefore the alternating-sign contribution of this
term to elastic energy depends on the sign of €. For
example, in the case of bending deformation, the
upper part of a plate is compressed with respect to the
neutral layer (ag® < 0), while the lower part is stretched
(ag®> 0), sothat averaging over the cross section yields
zero. In contrast to this, any alternating-sign deforma-
tion for the term containing B results in the same
changein W, This feature was used in this study for the
determination of the contribution of nonlinear fourth-
order moduli of elasticity.

(10)

3. REDISTRIBUTION OF HOLES
UNDER DEFORMATION IN THE MODEL
OF CORRUGATED SPHERES

Theisoenergy surfacesin asilicon valence band are
corrugated spheres. Being averaged over various direc-
tions of the wave vector k, they can be approximated by
the spheres[2]

EY = —k*(A+ /B’ +C%/6),

where A, B, and C are the constants of the band struc-
ture; and the signs “+” and “—" correspond to the sur-
faces of light and heavy holes. In silicon, heavy holes
predominantly contribute to elastic properties; the frac-
tion of these holes amounts to 85% of their total num-
ber [1, 2].

In a high energy approximation, i.e., when the
kinetic energy of charge carriers kgT is considerably
larger than band splitting due to the deformation AE,,
the distortion of the surface of heavy holes has the
form [3]

(11)

DE, = 2(E) + AK){ Bb[3(Ke,, + Kt

y=yy
12
+ kiszz) - k2(sxx + 8yy + szz)] ( )
+ 2D d[KeK, Exy + Kk € + K Ko, ]} -
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Here, the term associated with i sotropic compression of
asemiconductor is omitted; b are d are the deformation
potential constants for the valence band, D? = C? + 3B2.

For thetension of acrystal along the [110] direction,
we have
1 o 2 2 2
AEMY = Z(ED + AK®)[Bb(K* = 3K
5 [BR(C-3E)
X (& —E€5) + 2DdKKk €, ]

The components of the strain tensor should be
expressed in terms of relative elongation along the
[110] direction described by formula (4). For the ten-
sion in this direction, the following relation ensues
from the theory of elasticity [7]:

(1/2)(8)0(—822) — 2C44
(3/2)¢,, 3(Cyy—Ci)

Here, ¢, =165.7 GPa, ¢;, = 63.9 GPa, and ¢, = 79.6 GPa
[8] are the values of the elastic stiffness constants for
silicon. Theratio (14) isvery closeto 1/ 2.

Substituting expressions (4), (14), and (11) into for-
mula (13), and performing conversion to the spherical
coordinate system of the quasi-momentum space, we
find that the change in energy becomes proportional to
the strain

(14)

J2¢
J3(3B%+ D?)

" ngsinzesinzq)} - (6, 0)e;

AEMO = [Bb(l—Scosze)

(15

3

therefore, it is possible to introduce the deformation
potential ® for a heavy-hole band.

In the high-energy approximation, carrier exchange
between surfaces of light and heavy holesisimpossible
[3]; therefore, the carriersrelax by executing transitions
between different points of the same surface. The num-
ber of these carries in the element of a solid angle dQ
in the space of quasi-momentain the absence of strains
and for isotropic dispersion law (11) is equa to
(po/4)dQ, where p, is the total hole concentration
within the surface. Redistribution of holes due to defor-
mation is determined by the Boltzmann distribution

dp(Q) _
podQ

exp((ES + AEY™™)/ksT) _
exp(E2/kgsT)

A EE/ 110]
kg T

.(16)

Theintegration of the product of dp(Q) into AEL™

over the entire surface yields a deformation-induced
change of the elastic energy

lﬁ EE/llO]E|

_1 [110]
AW = Zpo AE, exp kT O

Q

dQ. (17)
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Fig. 1. Schematic diagram of crystal loading.

Expanding the exponent in (17) into aseriesin pow-
ers of € and comparing the coefficient at the fourth-
power term with formula (8), we obtain the increment
of the fourth-order modulus of elasticity:

P L 0 (19)
" 3(keT)4 3(kB )
In view of formula(15), integration of (18) yields
_ 64
315[(3B/D) +1]°
[( ) +1] (19)

9LDU 243

If deformation is directed along the [100] axis, the
magnitude of [@“[isdetermined only by the constant b;
for the[111] direction, only by the constant d. This pro-
videsthe possibility of experimentally determining one
of these constants from the concentration dependence

of 3.

[SEBDb +4EBDbd +—-d}

4. EXPERIMENT, RESULTS, AND DISCUSSION

Themodulus of elasticity [3 was measured by the self-
excitation of longitudina oscillations in a combined
vibrator consisting of a single-crystal silicon bar elasti-
caly bent by the three-point method (Fig. 1) and piezo-
electric transducers attached to the bar ends. Details of
the experiment are described el sewhere [6, 9].

The silicon bars were cut from Czochralski-grown
dislocation-free single-crystal n- and p- Si wafers with
surfaces parallel to the (111) plane. The bars were cut
along the [110] direction, which coincides with the x
axisin Fig. 1. The parameters of the samples and the
results obtained are givenin Tables 1 and 2.

The change in resonance frequency f of alongitudi-
nal wavein acombined vibrator [9] depends on the sag-
ging deflection | of asilicon bar in the following way:

At _ f—fo _6h°1°B
f f £LE,
Here, f, is the resonance frequency in a system with

undeformed crystal, L and h are the length and width of
acrystal bar, and ¢ is the distance between the supports

(Fig. 1).

(20)
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Table 1. Parameters of n-type silicon bars doped with phosphorus

Samples
Sample parameters

1 2 3 4
Resistivity, Q cm 30 0.1 0.05 0.03
Carrier concentration ng, m= 2x10%° 9 x 10% 3x10% 8 x 10%
Length L, mm 67 68 66 65
Width w, mm 11 12 14 12
Thickness h, um 330 450 480 500
Distance between supports &, mm 65 65 61 60
Resonance frequency fg, Hz 5253514 5343871 5243273 5578154
Modulus B, , Pa 4.9 x10% 6.2 x 1013 6.4 x 1013 6.9 x 1013
Table 2. Parameters of p-type silicon bars doped with boron

Samples
Sample parameters

1 2 3 4
Resistivity, Q cm 3 0.5 0.1 0.05
Carrier concentration pg, m— 4% 10% 4 x 10% 5x 102 1x10%
Length L, mm 68 68 66 60
Width w, mm 10 12 14 12
Thickness h, um 450 450 450 450
Distance between supports &, mm 67 65 60 55
Resonance frequency fy, Hz 7695353 7635351 7832791 7057815
Modulus B, , Pa 2.9x10% 3.1x10% 3.3x108 3.4x 108

The experimental dependences of the frequency
change Af in the generation of longitudinal waves on
the squared sagging deflection 12 are shown in Fig. 2.
The observed distinctions in the slopes for doped and

f—fo. Hz
*
a
(a) p
120+
Y, 3
801 A b 2
*,
*
401
>
. 1
1 1

1
0 20 40 60 0 20 40 60
12,10* um>

Fig. 2. Resonance frequency of the combined vibrator as a
function of squared sagging deflection for silicon; (a) n-Si
withresigtivity p = (1) 30, (2) 0.1, (3) 0.05and (4) 0.03Q cm;
(b) p-Si with resistivity p = (1) 3, (2) 0.5, (3) 0.1, and
(4) 0.05Q cm.

lightly doped silicon of n- and p-types are caused by the
contribution of charge carriersto the fourth-order mod-
ulus of elasticity (see formulas (9), (18)). As can be
seen from formula (20), the slopes of the experimental
curves allow the nonlinear 3, modulus for the doped
samples to be determined (the lower index L); i.e.,

EoEﬁLL[AfD
BL=Bo*tAB = Bot——= =z (21)
o ° ef.h2 D20,
where 3, is the fourth-order modulus of elasticity of an
undoped semiconductor.

The Young modulus in silicon for the (111) plane,
which is isotropic with respect to elastic properties, is
equal to E, = 169 GPa [10]. Using this value and
expression (21), we calculated the dependence of 3, on
the concentration of charge carriers (see Table 2).

By using Eq. (9) and the slopes of the approximat-
ing straight linein Fig. 3, we found 3, = (3.8 £ 0.6) x
10'2 GPa and the constant of the deformation potential
=, of the conduction band for silicon at a temperature
of T=288K. Thevalue=,=7 % 1 eV, obtained for the
first time by concentration anharmonicity, correlates
with the available data[1, 4].

SEMICONDUCTORS  Vol. 37
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B, 103 GPa

1
0 G 8 10
Ny, 103 m™3

Fig. 3. Concentration dependence of the fourth-order elas-
ticity modulusfor (1) n- and (2) p-typesiliconat T =288 K.
N stands for the charge-carrirer concentration.

We will now clarify the applicability of the high-
energy approximation (and, consequently, formula
(18)) to p-type silicon. The kinetic energy of carriers at
room temperature is kgT = 0.026 eV, and the valence
band splitting under deformation (formula (15)) is on
the order of be, whereb =2 eV [4]. In our experiments,
the strain in a bent bar at the point of maximum curva-
ture (at x =0, y = h/2, Fig. 1) is no greater than € =
0.0003. Consequently, be = 0.0006 eV is considerably
smaller than the kinetic energy of holes. Therefore, we
can use Eq. (18) to calculate the deformation potential

for the band of heavy holes as 4/ 1= 5.6 + 0.8 eV.
This value is on the same order of magnitude as that
reported in [2, 4] for @ in silicon under tension along
the[111] axis.

SEMICONDUCTORS Vol. 37 No.1 2003

The procedure suggested in this study can be used to
determine other constants of deformation potential by
choosing the proper direction of deformation.
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Abstract—A complex temperature dependence of the introduction rate of E trapsin the neutral and space-charge
regions of Schottky diodes based on n-GaAs and subjected to high-energy irradiation was observed at 77-580 K
in the situation where the recoil-atom energies were close to the threshol d energiesfor radiation-defect production.
The experimental data were interpreted quantitatively using a model of metastable Frenkel pairs. This model
accounts for the processes of annihilation, recharging, and stabilization of aFrenkel pair inthe material inrelation
to the electronic (charge) state of the Frenkel pair components; this state is governed by the position of the Fermi
(quasi-Fermi) level and the sample temperature. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Theinfluence of the electronic (charge) state of radi-
ation defects on the processes of their formation and
subsequent annealing in semiconductors has long
attracted the attention of scientists. This attention is
caused by the fact that the efficiencies of radiation-
defect annihilation and migration in a semiconductor
crystal lattice may depend to a great extent on the
defects charge state, which, inturn, can govern both the
accumulation rates of these defects in the material and
the types of radiation defects which are prevalent under
the specified conditions of irradiation. Variationsin the
doping level or in the conductivity type of the materia
and the presence of neutral regions or space-charge
regions (SCRs) in the material give rise to variation in
the position of the Fermi (quasi-Fermi) level in refer-
ence to the levels of radiation defects, which can not
only radically affect the efficiency of the defects
buildup but also govern the spectrum of radiation
defects in the material. Originaly, measurements of
integral characteristics (such as the eectrical conduc-
tivity and the carrier removal rate) were used to study
the radiation effects in semiconductors with various
levelsof initial doping and different conductivity types.
These studies were mainly concerned with elemental
semiconductors, Si and Ge; notably, a high mobility of
intrinsic lattice defectsis characteristic of these materi-
als at room temperature. As aresult, the dominant radi-
ation defects in these semiconductors are complexes
involving intrinsic defects and chemical impurities and
they come into existence as a result of secondary
defect-formation processes [1]. The development of
deep-level transient spectroscopy (DLTS) has opened
up fresh opportunities for studying the efficiencies of
radiation-defect buildup and anneding in the same

material by changing the charge state of the defect; this
state can be changed if the position of the quasi-Fermi
level isvaried by applying areverse biasto the structure
in the course of both irradiation and subsequent anneal -
ing of the sample. In contrast to previous measurements
of the electrical conductivity and the magnitude of the
Hall effect DLTS measurements make it possible to
keep track of the evolution of specific radiation defects.

2. EXPERIMENTAL

In this paper, we report the results of studying the
influence of the electronic (charge) state of so-called
E traps[2] on theefficiency of the buildup of thesetraps
in Nn-GaAs irradiated in a wide temperature range.
Extensive experimental data on the parameters of these
defects have been obtained; however, all measurements
have been performed for neutral regions of semicon-
ductor structures. In this study, we performed a com-
parative analysis of the efficiency of buildup of E traps
in the neutral regions and SCRs of Schottky diodes
based on n-GaAs irradiated with gamma quanta and
various particles.

We may note that, even as far back as 1962, Auker-
man and Graft [ 3] observed the effect of the Fermi level
position on the outcome of annealing of radiation
defects at temperatures in the vicinity of 500 K in
n-GaAs irradiated with electrons; measurements of
electrical conductivity were used. Subsequently [4], two
typesof radiation defectswereidentified in n-GaAs sam-
ples irradiated with fast neutrons and annealed in the
aforementioned temperature region. These are (i) the
defects whose annealing is sensitive to the position of
the Fermi level in the band gap of the semiconductor
and (ii) the defectsthat areinsensitive to the Fermi level
position; these specific characteristics of radiation
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Fig. 1. The (a) low-temperature and (b) high-temperature regions of DLTS spectra for the Schottky diodes based on n-GaAs and

irradiated with ®°Co gammaquanta (T = 300 K, D = 6.5 x 106 cm™). Curves 1 and 1' correspond to the data obtained for the Schot-
tky diodes reverse-biased by avoltage of 9V during irradiation; curves 2 and 2' are for the diodes unbiased during irradiation. The

EL2 trap isrelated to a growth defect.

defects were attributed to special features of neutron
irradiation, in particular, to formation of clusters of
radiation defects[4]. It was shown later using DLTS[5]
that the annealing stage under consideration corre-
sponded to annihilation of E traps, moreover, using the
example of an E3 trap, it was shown that the thermal
stability of this particular defect at about 500 K
depended on whether this defect is located in the neu-
tral region or in the SCR of diodes based on n-GaAs.
Mamontov et al. [6] showed for the first time that the
electronic state of the E traps affects not only the effi-
ciency of their subsequent annealing but also the rate of
their buildup in the case of gamma-ray and electron
irradiation [6].

In this paper, we generalize the previous results of
our studies, which were aimed at gaining insight into
the efficiency of the buildup of E3, E4, and E5 trapsin
the neutral region and SCR of Schottky diodes based on
n-GaAs and subjected to irradiation in the temperature
range of 77-580 K, and show that the observed special
features of radiation-defect buildup can be accounted
for quantitatively in the context of the model of meta-
stable Frenkel pairs.

2.1. Samples and Experimental Procedure

In our studies, we used AU/Ti/n-GaAs(3 x
10% cm=3)/n*-GaAs(2 x 10 cm™d) structures, the
active region of which was formed by vapor-transport
epitaxy using an AsCl; system. The diodes wereirradi-
ated with 8°Co gamma-ray photons; 0.6- to 6.0-MeV
electrons; protonswith energies of 5, 10, and 63 MeV,
12.4-MeV deuterons; 22-MeV alpha particles; and fast
neutrons from a pulsed nuclear reactor (E = 1 MeV).
During irradiation, the diode structures were either
unbiased (U = 0) or areverse bias with a magnitude of
2003
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up to 40V was applied to these structures. After cessa
tion of irradiation, the reverse voltage was switched off
and then DLTS measurements were performed. Exper-
iments showed that there was a difference between the
efficiencies of buildup of the E traps in the neutral
region and the SCR of Schottky diodes under condi-
tions of isodoseirradiation (Fig. 1). Sincethere are data
on the electrodiffusion of certain growth defects in
reverse-biased surface-barrier structures based on
n-GaAs [7], we measured the profiles of E trapsin the
diodes irradiated with a reverse bias of various magni-
tudes that was applied to the structures. In addition, we
studied the influence of external bias applied to the
diodes irradiated without a bias applied on the DLTS
signa (trap concentration) in these diodes during a
postirradiation period equal to the irradiation time.
These studies showed that the observed difference
between the introduction rates of defects in the neutral
region and the SCR could not be caused by the elec-
trodiffusion of E traps under the specified experimental
conditions [8].

2.2. Model-based Estimates

In order to interpret the experimental dependences
of the buildup efficiency on various factors for the
E traps in the neutral region and SCR of diodes, we
used the model of metastable Frenkel (vacancy—inter-
dtitial) pairs; in this model, it is assumed that the Fren-
kel pairs that formed during irradiation can, with cer-
tain probability, either annihilate or separate, depend-
ing on the ratio between the corresponding barrier
heights and the value of KT. It should be noted that this
model was suggested at the inception of studies of radi-
ation defects and was aimed at explaining the experi-
mental data obtained under various irradiation condi-
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tions (variations in the sample temperature, the radia-
tion flux density, and the doping level of the material)
[9, 10]. A detailed analysis of such models and their
applicability to various semiconductors can befound in
the book by Emtsev and Mashovets [11]. Numerous
experiments have shown that, due to a high mobility of
intrinsic defects in elemental semiconductors, second-
ary processes of defect formation acquire great impor-
tance; these processes include the formation of com-
plexes that consist of radiation defects and chemical
impurities and clusterization of intrinsic defects (e.g.,
formation of divacanciesin Si). As aresult, the model
of metastable Frenkel pairs has been used mainly for
low-temperature experiments.

The applicability of the metastable-pair models to
GaAs, including the case where irradiation is per-
formed at temperatures around 300 K, is based on the
following factors: (i) the experimental introduction
rates of E traps in neutral regions of diodes based on
n-GaAs are close to calculated rates, and the energy
spectrum of these trapsis amost independent of irradi-
ation temperature (4-300 K), impurity types in the
material, and the method of its growth [2]; and
(ii) experimentally determined energy released during
annealing of a radiation defect at temperatures in the
region of 500 K isequal to about 8 eV [12] and is close
to theoretical estimates of the energy stored per Frenkel
pair [13, 14] and to the threshold energy for the forma:
tion of E traps (approximately 10 eV) [2]. All of this
suggests that the E traps observed in n-GaAs can be
assigned to the simplest intrinsic lattice defects. More-
over, astudy of the orientation effects at the energies of
bombarding electrons of 0.2—0.5 MeV [2] and theinde-
pendence of theintroduction rate of the E trapsfrom the
composition of the Ga, _,AlLAs [15] solid solution
madeit possibleto relate these trapsto the Frenkel pairs
of the Vaelas type, which have various distances
between the components of the pair [2].

In quantitative estimations, we have taken into
account that a Frenkel pair is formed in several stages.
In thefirst stage, a protopair in the (V-, 1 ) charge state
is formed in atime which is close to the characteristic
time of interaction between a bombarding particle and
alattice atom (the latter time is on the order of 10714 s)
[16]. The protopair can then either annihilate or trans-
forminto the stationary charge stateinatimet=[ey ' +
ky' 17+ [ey ' +ky' 17, which is governed by irradia-
tion conditions, i.e., by the position of the Fermi (quasi-
Fermi) level in reference to the defect levels and by the
sample temperature (here, ey, and ky, are the rate
constants for the emission and capture of electrons and
holes for a vacancy (V) or an interstitial atom (1),
respectively). Thus, the concentrations of Frenkel pairs
in different charge states may vary owing both to
recombination in the course of irradiation and to
recharging of these pairs; asaresult, the pairsaretrans-
formed into the stationary charge state by capturing

(emitting) the electrons (holes) with subsequent possi-
ble annihilation of the pair.

Since the aforementioned processes depend on the
spatia separation of the Frenkel pair components, we
studied the distribution of the pairs using the mean dis-
tance between the components ([ [J as a function of the
mean energy of recoil atoms (IE[). To this end, we took
into account that (E[~ EIn(E,/Ey) for irradiation with
charged particles and [(E[l= (E,, — Ey)/2 for irradiation
with neutrons, where E,, is the highest recoil-atom
energy and E; is the threshold energy for the atom dis-

placement. Using theexpressionr; = (]Jnrg No)IN(EyE),
where E, istheinitial energy of arecoil atom, ryisthe
collision radius, and E; is the recoil-atom energy after
this atom has traversed the distance r; [17], we can

derive a relation for estimating the mean distance
between the components of a Frenkel pair; i.e., M=
(Ur s No){In[(ED— Ey + Ey)/Ey + 1]} or EO=
0.5a{ In[(IEC- E4 + Ey)/Ey + 1]}, where E,, isthe bar-
rier height for the migration of defectsin the lattice and
a is the lattice constant. These estimates, as applied to
the E3 trap in GaAs (E;= 10 eV and Ey, = 1.5 eV, with
a being equal to 0.564 nm), made it possible to plot
experimental dependences of the ratio between the
introduction rates of E3 traps into the SCRs and neu-
tral regions of the Schottky diodes versus [E[land
i Ja (Fig. 2). It follows from these data that, for
[ = 80-90 keV and i [la > 2.5, the rates of introduc-
tion of the E3 traps into the SCRs and neutral regions
of the Schottky diodes become equal. In contrast, for
[E[k 8090 keV (M [Ja < 2.5), we have pairs for which
the rates of introduction into the neutral region and
SCR of adiode differ, with this differenceincreasing as
the 0 (Za ratio decreases. In what follows, we will refer
to these pairs as closely spaced pairs. Since the value of
[(E= Ey(=10 eV) is close to the threshold energy for

formation of E traps in GaAs irradiated with ®Co
gamma quanta, a large portion of protopairs formed
under gamma-quantum irradiation are closely spaced
pairs, which can either annihilate or be recharged and
convert into a stationary charge state, depending on the
irradiation conditions. As the recoil-atom energy
increases, the fraction of protopairs with large separa-
tion of their componentsincreases, so that the probabil-
ity of annihilation for such pairs decreases. Thus, by
varying the recoil-atom energy and the position of the
Fermi (quasi-Fermi) level in the neutral region and
SCR, we can changethelifetime of Frenkel pairsin dif-
ferent charge states depending on the sample tempera-
ture. According to the data shown in Fig. 2b, Frenkel
pairs with closely spaced components can be conven-
tionally divided into two groups: (1) pairs with i [Za <
1.25 (= 0.6 nm), for which the rates of their intro-
duction into the neutral region and SCR differ apprecia-
bly; and (I1) pairs with i [la > 1.25 (0 (> 0.6 nm), for
which this difference is of lesser importance. We used
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Fig. 2. Dependences of the ratio between the concentrations of the E3 centers in the space-charge region (SCR) and in the neutral
region (NR) on (a) the average recoil-atom energy and (b) the mean distance between the Frenkel pair componentsr divided by the
GaAs lattice parameter a. GaAs was irradiated with (a, b, ¢, d, and €) electrons with energies E = 0.33, 0.56, 1, 1.4, and 6 MeV,
respectively; (f, g, and j) protons with energies E = 5, 10, and 63 MeV, respectively; (h and k) apha particles with energiesE = 5.1
and 22 MeV; (i) 12.4-MeV deuterons; and (I and m) neutrons with E =1 and 7 MeV.

the above reasoning to construct diagrams of the corre-
sponding reactions for the neutral region and SCR and
to choose the parameters of these reactions.

The processes of buildup, recharging, and annealing
of radiation defects in the neutral region can be repre-
sented in the following way:

N 10 N 1 N 2 N, 20
electron capture generation electron capture

Vo 10| = e Ve, 1 [ O[O [y o e |V 10

n n

' | '
annealing (R,,) annealing (R,) | annealing (R,) annealing (Ry,)

Here, N, and N, are the concentrations of protopairs of
types| and |1, respectively; ¢, and ¢, are the generation
rates of these protopairs; Ny and N,, are the corre-
sponding concentrations of these pairs in the equilib-

rium charge states 1 and 2; and kﬁ =nlv[d, istherate

of electron capture by an intertitial atom, where n is
the electron concentration in the conduction band, [V [
is the thermal velocity of electrons, and g, is the cross
section of electron capture by an interstitial atom.
According to the theory of annealing of correlated
pairs, we have taken into account that, if we consider the
pairswith closdly spaced components and if the mobility
of one of the components (supposedly, the interstitial
atom) is higher than that of the other component, thefol-
lowing relation is vaid: R(T) = v,exp(-E/KT); here,
R(T) isthe annealing-rate constant, v; is the frequency
factor, and E; isthe barrier for recombination. We have
also taken into account that the barrier height depends
on electrostatic interaction between V and I.
SEMICONDUCTORS  Val. 37
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Similarly, the scheme of the corresponding reac-
tions proceeding in the SCR can be represented by the
following diagram:

Nio Ny N, N
electron emission generation  electron emission

Vo I | =y Vo, TH =01 [ = |V, I | e, | VO, I*

\ | ' '
annealing (R},) annedling (R,) | annealing (R,) annealing (R5,)

Here, N}, and N3, are the concentrations of pairs|

and Il in the dationary charge state; and e:f =

bo, T2exp(—E,/KT) istherate of electron emission from
thetrap level E,, to the conduction band, where o, isthe
emission cross section and b = 2.28 x 10° cm? st K
for GaAs.

On the basis of the above models, we numerically
processed the temperature dependences of the buildup
efficiencies for the E3, E4, and E5 traps in the neutral
region and SCR of the n-GaAs Schottky diodes under
irradiation.

2.3. Sudies of Temperature Effects

23.1.TheE3trap (E.—0.38€V). TheE3trapisa
deep-level acceptor (supposedly, Vo) and isformed in
irradiated GaAs as a result of a single displacement of
an atom inthe As sublattice [18]. The parameters of this
defect in the neutral region have been much studied [2].
It has been shown that, in GaAs irradiated with 1-MeV
electrons, the E3 traps are annealed at about 500 K
more efficiently in the neutral region of diodes than in
the SCR [5]. Mamontov et al. [6] were the first to find
that the efficiencies of buildup of thistrap in the neutral
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Fig. 3. Temperature dependences of concentrations of the
(1, 2) E3 and (3, 4) E2 centers in the (1, 3) neutral and
(2, 4) space-charge regions of diodes subjected to isodose
irradiation with ®%Co gamma quanta (D = 1.4 x 1017 cm 2,
tirr = 1.5x 10°s). Thecircles and diamonds represent exper-
imental data; the solid and dashed lines correspond to the
results of calculations based on Egs. (1)—(8).

region and in the SCR of Schottky diodes based on
n-GaAs and irradiated with ®Co gamma quanta differ
significantly. Anincreasein the recoil-atom energy (in
the sequence of irradiations with electrons with E >
6 MeV, protons, apha particles, deuterons, and fast
neutrons) causes the introduction rates of E3 traps in
the neutral region of Schottky diodes to become equal
to those in the corresponding SCR [19], which suppos-
edly results from a larger separation of V from | under
given irradiation conditions. This phenomenon was
studied in detail by usin awide temperature range for
diodes irradiated with °Co gamma quanta [20]. It fol-
lows from experimental data and the results of simula-
tions shown in Fig. 3 for gamma-ray irradiation that the
efficiency of buildup of the E3 trap (and, for the sake of
comparison, the E2 trap) in the neutral region is inde-
pendent of the temperature of the irradiated sample in
the range of 77-470 K. At higher temperatures, the
introduction rate for these defects decreases, which is
related to their annealing at temperaturesin the vicinity
of 500 K. As follows from Fig. 3, the temperature
dependence of theintroduction ratefor theE3 trapinan
SCR has a complex form.

In order to quantitatively interpret the obtained data,
we used a model in which it is taken into account that
the E3 trap determined from the DLTS measurementsis
related to V, ¢ perturbed by the presence of neighboring
[as[2]. Inthe neutral region of the diode under investiga-
tion, the Fermi level islocated higher than E, —0.38 eV
inthe band gap, so that the stationary charge state of the
acceptor level of this trap corresponds to E3-, whereas
the position of the Fermi level in the band gap of the
SCR is lower than E, — 0.38 €V, which corresponds to

the E3° state. Thereis no reliable data on the position of
the | 5c level in the band gap of GaAs. For the model we
areusing, it isnecessary that |, be a donor with adeep
level inthe lower half of the band gap.

On the basis of the scheme of reactions for the neu-
tral region, we can write the corresponding kinetic
equations, the solutions to which have the following
form for the E3 centers in the neutral region under the
condition that Ry = Ry

Ny(T,t) = ¢;{1—exp[—(k, + R} /(kn+ Ry), (1)
No(T, 1) = 0o{ 1—exp[—(ky + R} /(kn+ Ry), (2)
Nyo(T, t) = ¢sknf [1— exp(=Ryot)] /Ry
+{ exp[—(k + Rt —exp[-Ryotl} /(k, (3
+R;—Ryo) }(ky+ Ry),

Nao(T, 1) = doknf [1— exp(=Ryot)] /Ry
+{ exp[—(k + R,)t] —exp[-Ryotl} /(k, ()
+ Ry~ Ryo) }(ky + Ry).

Kinetic equations for the SCR can be written simi-

larly; under the condition that R}y = Ry = R} = R,
these equations have the following solutions:

Ny(T,t) = ¢,{1—exp[—(e} + Rt} /(er + Ry), (5)
No(T,t) = 0,{1—exp[—(e; + R)tl} /(e + Ry), (6)

(T, 1) = dren{[1-exp(-Ro1)] /R,
+{ exp[—(ey + Ry)t] — exp[-R,t]} /(ey (7)
+ R, —R,) (ki + Ry),

Nio(T, ) = doen{[1-exp(-R,1)]/R,
+{ exp[—(ey + Ro)t] — exp[-Ryt]} /en } /(e + Ry).

Substituting the irradiation timet =t,, =1.5x 10°s
into the above solutions, we can obtain calculated tem-
perature dependences (see Fig. 3) for the E3 trap in the
situation where GaAs is irradiated with °Co gamma
guanta; the following parameter values were used in cal-
culations: E,, =0.38 €V, 0, = 6.2 x 1071 cn??, g, = 1.9 x
102 cm?, E, = 1.75 eV, v, = 10" s, Ejp = By =
155 eV, VlO = V20 = 10135 S_l, q) = 94 X 108 Cm_3 S_l, and
¢,/¢, = 1. Most of the above-listed parameters (E,,, Oy,
E,, E;p = Ey, and ¢) are consistent with known results
of calculations [2] and experimental data; other adjust-
able parameters have reasonable values. In the general
case, the shape of the temperature-dependence curves
for the efficiency of buildup for the E3 trapsin the neu-
tral region and the SCR depends on the irradiation
intensity (for the same concentration of introduced

(8)
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defects). As the duration of isodose irradiation is
decreased, the calculated curves shift to higher temper-
atures.

Qualitatively, the obtained temperature dependence
of the introduction rate of E3 centersin the SCR can be
explained in the following way. In the low-temperature
region (T <80 K), pairsof typel are“frozen,” sincethe
recombination time Tx(V/R;) > t;,, = 1.5 x 10° s. In the
temperaturerange of 80 K < T< 200K, N, pairsrecom-
bine intensely, which manifests itself in a decrease in
the introduction rate of E3 centers. In the temperature
range of 200 K < T <490 K, electrons are emitted from
the level of V, to the conduction band, which leads to
adecrease in the concentration of charged pairs N; and
to an increase in the concentration of neutral (more sta-

ble) pairs N7, . As aresult, the introduction rate for the
E3 centers increases. Indeed, since N, — 0 with
increasing irradiation temperature, most Frenkel pairs

should disappear with the annealing-rate constants R}, =

% = R5 =R, whichisconduciveto the survival of an

E3 trap in the temperature range under consideration.
Finaly, at T > 500 K, the intense annealing of E3 cen-
terssetsin.

A similar analysis can be performed in order to
describe the temperature dependence of the introduc-
tion rate for the E3 trapsin the neutral region of Schot-
tky diodes. A high introduction rate of the E3 traps in
the neutral region in the temperature range of 77-500 K
is caused by the fact that the time of capture of a con-
duction-band electron by an E3 center (the time neces-
sary for conversion of this center to the stationary
charge state) is shorter than the time constant for anni-
hilation of a pair through the barrier E1. It also follows
from the results of the analysis that, in the well-known
annealing stage in the vicinity of 500 K, the fraction of
E3 defects residing in the SCR and having an anneal-
ing-activation energy of 1.75 eV increases in compari-
son with the traps anneal ed with an activation energy of
1.55 eV, which manifestsitself in a corresponding shift
of the curves describing the introduction rate for the E3
traps to higher temperatures (see Fig. 3).

2.3.2. TheE4trap (E.—0.76 eV). Thistrap isaso
related to a defect in the As sublattice. However, the
trap under consideration has a number of specia fea-
tures, namely, the characteristics of its annealing differ
from those of other E traps, the threshold energy of its
formation has not been accurately determined, and the
E4 center is not susceptible to recombination annealing
[21]. It is assumed that this defect has a more complex
structure than that of other E traps and belongs to the
class of associated defects. It has also been shown that
an increase in the energy of bombarding electronsleads
to a more efficient buildup of E4 traps in the neutral
region of diodes compared to the buildup of E3 and E5
traps, which indicates that the threshold energy of for-
mation of the E4 defect is higher [22]. In addition, itis
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Fig. 4. Experimental temperature dependences of the con-
centration of E4 centersin the (1) space-charge and (2) neu-
tral regions of diodes subjected to isodose irradiation with
electrons (E = 1 MeV, D = 1.2 x 101 cm™, t;,, = 180 s).

found that the introduction rate for the E4 trap is higher
in the neutral region than in the SCR when the diodes
are irradiated with 1-MeV electrons at 300 K (Fig. 4);
these data differ from those for the E3 trap (Fig. 3).
Temperature dependences of the introduction rate for
the E4 defect in the temperature range of 77-500 K also
differ from those for the E3 trap. Specifically, theintro-
duction rate for E4 traps in the neutral region increases
with increasing temperature, which indicates that for-
mation of this defect is activation-controlled (Fig. 4).
These experiments demonstrate that the formation of
the E4 defect requires higher recoil-atom energies and
irradiation temperatures. We may assume that, in order
to form the defect under consideration, two neighbor-
ing atoms should be displaced in a single collision
event with the subsequent formation of an associated
center. A plausible model for formation consistsin the
following. As a result of a single displacement event,
two neighboring Frenkel pairs comeinto existence with
the subsequent formation of an associated defect (a
complex). Thelatter may be represented by Vg, — Vi 0r
Vs — Vi divacancies. However, the fact that the forma-
tion of a E4 defect requires overcoming a potential bar-
rier makes amodel involving an antisite defect (in par-
ticular, the Asg, — Va¢ defect, which has been identified
inirradiated GaAs using the ESR method [23]) prefer-
ential. Notably, the E4 defect is formed in the SCR
amost athermally, which is possibly caused by a low-
ering of the barrier of formation of thisdefect asaresult

of the Coulomb interaction between Vg, and | ,s. By

contrast, the formation of the defect under consider-
ation in the neutral region requires overcoming a poten-
tial barrier with aheight of 0.02-0.03 eV (Fig. 4).

2.3.3. TheE5trap (E.—0.90 V). The characteris-
tics of the introduction rate for E5 traps are quite simi-
lar to those of E3 traps; specifically, the parameters of
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Fig. 5. Experimental temperature dependences of con-
centrations of the (1, 2) E5 and (3, 4) E3 centers in the
(1, 3) neutral and (2, 4) space-charge regions of diodes sub-
jected to isodose irradiation with electrons (E=1MeV, D =
1.2 x 10% cm, t,, = 180 9).

500-K annealing of these traps in the neutral region of
the diodes coincide, the annealing ratesfor both trapsin
the SCR are lower than those in the neutral region, and
the buildup efficiency of these trapsintroduced by elec-
tron irradiation at 300 K into the neutral region is
approximately twofold higher than those introduced by
gammacray irradiation into the SCR. Temperature
dependences of the introduction rates for the E3 and E5
traps in the neutral region and SCR of the Schottky
diodes based on n-GaAs and exposed to 1-MeV elec-
tron irradiation are shown in Fig. 5. It can be seen that
the datafor the traps E3 and E5 are almost identical and
are qualitatively similar to the data shown in Fig. 3 for
the E3 trap in the case of gamma-quantum irradiation,
which is consistent with the model concepts developed
for the E3 trap. The main difference between the data
showninFig. 5and those shownin Fig. 3 consistsinthe
fact that the temperature dependences of the introduc-
tion rate for the E traps in the SCR are much less pro-
nounced in the case of electron irradiation. These
results can be easily interpreted using the data shown in
Fig. 2, according to which the value of (ELis larger for
1-MeV dectron irradiation than for 8°Co gamma-quan-
tum irradiation (E = 0.56 MeV); this circumstance
gives rise to a certain equalization of the rates of intro-
duction of the trapsinto the neutral region and SCR. As
the value of [E Cincreases further, the introduction rates
for the traps in the neutral region and SCR become
exactly the same.

3. CONCLUSION

Our studies have shown that the introduction rate for
the E traps in the neutral region of Schottky diodes
based on n-GaAs and irradiated with particles whose
energies are close to the threshold energies for radia-

tion-defect production differs significantly from the
corresponding rate in the space-chargeregion in awide
temperature range. We observed acomplex temperature
dependence of the introduction rate for the E3 and E5
traps in the space-charge region of diodes and for the
E4 defect in the corresponding neutral region. As a
result of an increase in the recoil-atom energy (an
increase in the bombarding-electron energy or irradia
tion with protons, apha particles, and fast neutrons),
theintroduction rates of E trapsin the neutral regions of
diodes tend to become equal to those in the space-
charge regions, which is caused by a wider separation
of the Frenkel pair components with increasing recoil-
atom energy. Thus, the introduction ratesfor the E traps
in n-GaAs irradiated with particles whose energies are
close to the threshold energies for the displacement of
lattice atoms depend heavily on the position of the
Fermi (quasi-Fermi) level in reference to the radiation-
defect levels. This circumstance should be taken into
account when studying the effects of high-energy radi-
ation on semiconductor structures that contain regions
differing in their doping level and conductivity type,
i.e., neutral and space-charge regions. Moreover, exper-
imental data show that, when studying the dose depen-
dences of the GaAs electrical parameters, one should
keep in mind the following circumstance: the introduc-
tion rates for the E traps may vary as the Fermi level
position changes and approaches its limiting (pinned)
position in the vicinity of E, + 0.6 €V in the band gap
of irradiated GaAs [24].
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Abstract—The levels of vanadium in the band gap of n- and p-Si were determined using photocapacitance
measurements. It is shown that vanadium introduces levels only in the upper half of the band gap of n-Si;
these levels have ionization energies of about E; — 0.21 eV, E, — 0.32 eV, and E; — 0.52 eV. By contrast, V
levels are located both in the upper and lower halves of the p-Si band gap: E.—0.26 eV, E, + 0.52 eV, E,, +
0.42eV,andE, + 0.31 eV. It is ascertained that the photoionization cross sections of all vanadium levels are
larger for electrons than for holes. It is shown that the concentration of electrically active vanadium centers
in n- and p-Si depends on both the concentration of shallow-level impurities and the time of vanadium dif-

fusion into Si. © 2003 MAIK “ Nauka/Interperiodica” .

Vanadium levels in the silicon band gap have been
inadequately studied so far [1-4]. The ionization ener-
giesfor these levelsreported in several publications are
indicated in Fig. 1a. Henceforth, we report the results of
using the photocapacitance method to study the charac-
teristics of silicon doped with vanadium.

Crystals of Si:P and Si:B with aresistivity p = 5-
100 Q cm were doped with vanadium using diffusion
from a vanadium layer deposited onto the silicon sur-
face; the diffusion was performed for 220 hat T =
1200-1250°C with subsequent cooling in atmospheric
air at arate of about 10 K/s. The diffusion coefficient
of vanadium in silicon variesfrom 3.4 x 10 to 4.4 x
1071% cm?/s as the temperature increases from 1100 to
1250°C [5]. The resistivity of n- and p-Si increased
insignificantly after vanadium diffusion. Thisindicates
that both acceptor and donor levels are formed in the
silicon band gap as aresult of doping with vanadium.

The Schottky barriers that formed after vanadium
diffusion were used as rectifying contactsto the n-Si:V
samples. These barriers were obtained via the vacuum

evaporation of gold onto the n-Si surface. In the p-Si
samples, p—n junctions were preliminarily formed by
diffusion of phosphorus for 30 min at a temperature of
1250°C. The depth of the p—n junctions did not exceed
3—4 pm. The parameters and concentrations of the lev-
els were determined from measurements of photoca-
pacitance [6, 7].

The concentration of electrically active vanadium
centers depends on the conductivity type of as-grown
silicon crystals. We found that the concentration of
electrically active vanadium centers decreased in p-Si
as the boron concentration increased, whereas the con-
centration of these centersincreased in n-Si asthe phos-
phorus concentration increased.

In Fig. 2, we show the photocapacitance spectra of
diodes based on n-Si:V. The measured values of the
increment in the capacitance AC were recalculated to
the concentration of vanadium centers N using the con-
ventional method. It can be seen from Fig. 1b that vana-
dium introduces three levels into the upper half of the
band gap; the ionization energies of these levels are

(@) (b)
Conduction band n-Si p-Si
--E.-022eV ----E.-0.18eV(A) ----E.—0. ----E.-0.
. e " eV(A) E.—022eV E.-0.21eV - E,-026eV
“"E.—04eV ---"E -043eV(D) ----E.-045¢eV ----E.-032eV
----E.—052eV ----E,-052eV --E,+0.52eV
--E,+042eV ----E,+041eV “"E,+042eV
--E,+0.31eV ----E,+031eV(D) “"E,+031eV
Valence band
[1] (2,3] [4]

Fig. 1. lonization energies of vanadium levelsin silicon according to (a) the data reported in [1-4] and (b) the results of this study.
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1 1 1 1
06 08 1.0 1.2
hv, eV

Fig. 2. Photocapacitance spectra of diodes based on n-Si:V.
The vanadium diffusion times were (1) 2, (2) 10, and
(3) 20 h. The spectraweremeasured at T = 77 K.

E.—-0.21eV,E.—0.32¢eV, and E,—0.52 eV (Fig. 1b).
The total vanadium concentration increases as the dif-
fusion time increases. Induced photocapacitance [7]
was not observed in any of the n-Si:V diodes under
investigation; this means that either there are no vana
dium levels in the lower half of the band gap or the
hole-capture cross section for these levels is smaller
than 107%° cm?.

Measurements of the kinetics of photocapacitance
buildup in the diodes exposed to light with a wave-
length corresponding to extrinsic absorption made it
possible to determine the spectral dependence of pho-
toionization cross sections x for vanadium levels.
According to the Lucovsky theory [8], we have

X O (hv —AEq,) ¥?/(hv)®;
consequently,
x7(hv)? 0 hv —AE,.

Extrapolation of the function x¥3(hv)? = f(hv) to
zero makes it possible to determine the ionization
energy of deep levelsAE, ;.. InFig. 3, we show the mea-
sured dependencesf(hv) f)or Xnand X, + Xpinn-Si; here,
Xnand x, arethe cross sectionsfor photon capture by an
|mpur|ty center when an electron and a hole are emit-
ted, respectively. It can be seen from Fig. 3 that experi-
mental dependences x(hv) are in good agreement with
the theory [8]. Extrapolation yields x,, = 101-1071¢ cm?
for thelevel E.—0.32 eV intherange of 0.32 eV <hv <
0.45 eV and X, + Xp = 1077-1.02 x 1071° cm? for the
level E.—0.52eV W|th allowance made for dual optical
transmons The ascending dependence N(hv) for the
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X3 (hv)?, 1012 cm*? eV
16
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Fig. 3. Dependences xZ3(hv)? = f(hv) for vanadium levels
in the band gap of n-Si; the levels have ionization energies
of (1) E;—0.32 eV and (2) E.—0.52 eV.

diodes based on n-Si:V is caused by the fact that the
relation x,, > X, is characteristic of vanadium levels.

Measurements of photocapacitance have shown
that vanadium introduces levelsat E, + 0.31 eV, E, +

N, 103 cm™3
1.9

AC, pF

315

1.8

1.7 <310

1.6

305
1.5

1.4

I I I L L 300
02 04 06 08 1.0 12

hv, eV

Fig. 4. The spectra of (1, 2, 3) photocapacitance and (1', 2/,
3") induced photocapacitance of diodes based on p-Si:V.
The times of vanadium diffusion were (1, 1) 2, (2, 2') 10,
and (3, 3') 20 h. The spectrawere measured at T = 77 K.
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0.42eV,andE, + 0.52 eV into the lower half of thep-Si
band gap; notably, the level at E, + 0.31 eV is formed
only if vanadium diffusion lasts for 10 h. If the diffu-
sion timeis longer (20 h), thislevel is not observed in
the photocapacitance spectrum and the concentrations
of theE, + 0.42 eV and E, + 0.52 eV levels increase
simultaneously. An analysis of the photocapacitance
spectra for p-Si:V shows that the relation x, > X, is
characteristic of theE, + 0.52 eV level aswell. Thisfol-
lows from the observation of descending portionsin the
dependence AC(hv) in the photocapacitance spectra[7,
9]. Thelevelsinthe upper haf of the band gap, which are
observed in the measured photocapacitance spectra of
p-Si:V, have an ionization energy equal to E.—0.26 €V.

Generally, the results of studying the spectra of pho-
tocapacitance and induced photocapacitance for diodes
based on n- and p-Si suggest that the relation X, > X, is
indeed characteristic of all vanadium levelsin the band
gap of silicon.

w N
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Abstract—A new approach to the magnetosensitivity of transistor structures with diffusive transport of
injected charge carriersis suggested. It is shown that the conventional explanation of this mechanism for mag-
netosensitivity, which is thought to be based on deflection of the charge-carrier diffusion flow by a magnetic
field, isbasically incorrect. Specifically, the term accounting for this deflection in the continuity eguation van-
ishes; thus, the conventional theory predicts the absence of magnetosensitivity if thereisno electric field in the
base. This fact is interpreted physically as being due to the circulation of currents excited by a magnetic field
along the lines of alevel in the concentration field. In the suggested theory, boundary conditions of the third
kind (instead of the Dirichlet conditions) are specified at the collector junction. Notably, the absol ute sensitivity
is governed by the difference between the concentrations of injected charge carriers at the most distant points

of the collector. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Magnetotransistors are bipolar transistors whose
structure and operating conditions are optimized in
order to obtain the highest sensitivity of collector cur-
rent to a magnetic field; these transistors have been
attracting much attention for the last two decades as the
most promising semiconductor magnetic-field sensors
[1]. The operation of magnetotransistorsis based on the
effect of the Lorentz force on moving injected charge
carriers. One can differentiate drift- and diffusion-
related magetotransistors, depending on the type of
transport of injected charge carriers. The magnetosen-
sitivity of drift magnetotransistorsis caused by redistri-
bution of the injected-carrier concentration in the base
bulk under the effect of a magnetic field, which brings
about a variation in the gradients of this concentration
at the interface with a collector and, thus, produces
changes in the collector current.

Until recently, the above viewpoint had also been
extended to diffusive magnetotransistors. The assump-
tion that there is a redistribution of the charge-carrier
concentration in the bulk (or, which amounts to the
same, that the carrier flux is deflected by a magnetic
field) was first used in the optimization of the simplest
structures of diffusive magnetotransistors [2]. This
assumption was then used later on in devel oping subse-
guent structural modifications and calculation proce-
dures (see, e.g., [3, 4]). However, when closely exam-
ined, this approach is found to be incorrect, which
impels one to reconsider the established concepts.

In this study, we determine more exactly the charac-
teristics of the magnetic-field effect on the diffusion
flow of charge carriersin the base bulk, demonstrate the

inconsistency of the assumption that this flow is
deflected by a magnetic field, and suggest a consistent
interpretation of the magnetosensitivity of magne-
totransistors with idealized (purely diffusive) transport
of injected charge carriers (weignore the effect of elec-
tric fields, including those caused by the recombination
current of the majority charge carriers).

2. EXPERIMENTAL DATA
AND THEIR CONVENTIONAL
INTERPRETATION

Magnetotransistor structures can be formed both
with longitudinal (Fig. 1a) and transverse (Fig. 1b)
magnetic axes (according to [2] and [6, 7], respec-
tively), depending on the mutual orientation of the
magnetic-induction vector and the structure surface.

In the absence of a magnetic field, the vector fields
of the current density of injected charge carriers J are
symmetric with respect to the symmetry plane of the
structure, which causes the collector currents for elec-
trons and holes to be equal to each other. For diffusive
transport, we have

J = zeDgradc, (D)

where the upper and lower signs correspond to elec-
trons and holes, respectively; e is the elementary
charge; and D and c are the diffusion (generally, ambi-
polar) coefficient and the injected-carrier concentra-
tion, respectively.

In the context of the mechanism under consider-
ation, it is generally agreed that a magnetic field gives
rise to redistribution of concentrations c; asaresult, the
vectors J gain increments (deflections in the carrier

1063-7826/03/3701-0031$24.00 © 2003 MAIK “Nauka/Interperiodica’
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(b)

Eo( Ey)
() +(P+)

p-base (n-base)

Fig. 1. Structure of ahorizontal diffusive magnetotransistor of n—p—n (p——p) typewith (&) longitudinal and (b) transverse magnetic
axes. E stands for emitter; C; and C,, for collectors; and B, By, and B, denote ohmic contacts to the base (external voltageis applied
to the contacts B, and B, if the drift-based operation is chosen; in contrast, these contacts are shorted to each other in the case of

diffusion-based operation).

flows) which are perpendicular to theinitial direction of
these vectors, so that the balance between the collector

currents becomes disturbed.! First of all, wewill clarify
to what extent this viewpoint is consistent with experi-
mental data.

The electrical mode of a diffusive magnetotransistor
is specified uniquely by the emitter current I (by the
injection level). It is conventional to characterize the
magnetosensitivity by the absolute sensitivity

-0l
S,=—_¢ 2
SF - 2
and the conversion efficiency
-101 ¢ Sa
I = 2 3
Sk= 3Bl T T ©)

where | isthe collector current and B is the magnetic-
field induction.

Experimental dependences of S; on the emitter cur-
rent (for the structures corresponding to Fig. 1la and
having the parameters listed in the table, with the
dopants for the p- and n-type regions being boron and
phosphorus, respectively) are shown in Fig. 2 (the data
for the p—n—p structures were adopted from [8]).

The choice of the conversion efficiency S as the
characteristic of magnetosensitivity is preferable since
Sk dependsthe least on specific parameters of the struc-
ture and the electric-operation mode (on the collector
extent, the diffusion length, and the emitter current) in
comparison with other characteristics. Generalizing

1 An alternative mechanism suggested by Vinal and Masnary [12]
is based on spatial modulation of the emitter current by the Hall
field Ey. Inturn, thisfield has its origin in the spatial separation
of charges under the effect of a magnetic field. As will be shown
in what follows, the charges are not separated under the condi-
tions of purely diffusive transport; taking this into account, we
will disregard this mechanism.

numerous theoretical results for various layouts of the
drift structures (see, e.g., [6, 9]), we can write

S =

—V

O+

Here, r isthe scattering factor, b isacharacteristic geo-
metrical parameter (most often, the distance between
the collector and emitter), ¢ is the temperature poten-
tial, and v isthe mean velocity of injected charge carri-
ers. An expression for Sz in terms of velocity is conve-
nient because the latter is akinematic parameter and, as
such, is independent of the specific features of charge-
carrier motion (diffusion or drift) and is quite reason-
able since S, is defined by the Lorentz force, which
depends exactly on the velocity.

(4)

Using the assumption that the excess concentration
of minority charge carriers is much higher than the
equilibrium concentration and is equal to the excess
concentration of majority charge carriers, the condition
mcy/N < 1 (mistheratio between the drift mobilities of
the minority and majority charge carriers, ¢, isthe equi-
librium concentration of minority charge carriers, and
N is the doping-impurity concentration), and on the
basis of the well-known expression for ambipolar diffu-
sivity, we can write

2p+1

D(p) = ¢TUW,

©)

where p = Ac/N istheinjection level; and Ac and p are
the excess concentration and the drift mobility of
minority charge carriers, respectively. Assuming that
v = D/L, where L is the diffusion length of minority
charge carriers, we obtain

Wb 2p+1
L p(m+1)+1°

Sk(p) = (6)
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Here, u* = ru is the Hall mobility. Si(p) increases
steadily for m < 1 and decreases steadily for m > 1.
Notably, theratio of thelimiting values of Szisequal to

Suw) 2
5.0  m+1 @)

Assuming that the mobilities of electrons and holes
in silicon are equal to 1500 and 500 cn? V-1 s, we
obtain 2/3 for this ratio in p—n—p structures and 3/2 in
n—p—n structures (correspondingly, we have an increase
and decrease in S as p increases).

Since the values of p are proportional to the emitter
current and taking into account the run of the curvesin
Fig. 2 and the ratio between the limiting values of S;,
we may conclude that the notion about the defl ection of
the flow of injected charge carriers by the Lorentz force
in the bulk (with allowance made for drift in the Dem-
ber field) is consistent with experimental data.

3. INFLUENCE OF A MAGNETIC FIELD
ON CARRIER FLOW IN THE BULK

It is conventional to base the theory of bipolar mag-
netosensitive semiconductor structures on the solution
of asystem of equations [1, 10, 11] which includes, in
particular, the continuity equation for the charge carri-
ers of both types,

divd Fedc/ot = zeR, ()]
and expressions for the current densities of these carri-
€rs,

J = JoFp*[IxB], ©)
where
Jo = eclE £ eDgradc (10)

isthe current density in the absence of amagnetic field,
tistime, Risthe recombination rate, and E is the el ec-
tric-field strength.

In order to solve analytically the problem concern-
ing the concentration distribution, we have to substi-
tute (9) and (10) into (8), which yields

pdiv(c, E) £ Ddivgradc ¥ p* udiv{ c[ E x B]}
—u*Ddiv[gradc x B] ¥dc/dt = =R,

Here, we use the assumption that the vectors J and B
are mutually perpendicular, which makes it possible,
without loss of generality, to solve expression (9) for
J and transform this expression into the following
convenient form in the case of weak magnetic fields
(UL*B < 1):

J = {J Fu*[Jo x B]} {1+ (u*B)3
=J,FU*[J, x B].

Let us consider the fourth term on the left-hand side
of (11); this term accounts for the influence of a mag-

(11)

(12)

SEMICONDUCTORS Vol. 37 No.1 2003

Table
The structure type n—p—n | pnp
The base resigtivity, Q cm 75 20
Electrode Depth of doping =3
d|r2]nens ONS, | |_ength of electrodesh 100
H Effectivebasewidthx, | 50 | 20
Width of collectorsx,—x; | 12 6
Emitter width 18 12

netic field on the diffusion-related component of the
current. We obtain the following expression for diver-
gence:

Op ¢xB] = B[O>J ¢] -Oc[0 xB]

(13)
= B [turl gradc — gradc Cturl B.

Thefirst term on the right-hand side of (13) is equal
to zero identically, whereas the second term vanishes if
the magnetic fields are uniform. Thus, the magnetodif-
fusion term disappears from the continuity equation
and further transformations, which theoreticaly
excludes the influence of amagnetic field on the distri-
bution of theinjected-carrier concentration. An attempt
to attribute the magnetosensitivity of these structuresto
the drift of charge carriers in the Dember field (taking
into account that, in general, drift makes an explicit
contribution to magnetosensitivity because the third
term in (11) is nonzero) runs into the same problem,
since the vector of thisfield is proportional to the con-
centration gradient.

Thus, the existing view about the origin of magne-
tosensitivity in diffusive magnetotransistorsis consis-
tent with experimental databut isinconsistent with the
theory. In order to resolve this contradiction, werefine
the characteristics of the carrier transport described by
Eq. (112).

Sgs %l T Sk, %IT
(a) (b)
22+ 9+
20+ 8t
18+ Tr
16+ 61

T T 1 1 1

1 1 1
0 04 08 12 0 2 4 6
I, mA

Fig. 2. Magnetoelectrical characteristics of amagnetotrans-
istor: conversion efficiency as a function of emitter current
for the (a) n—p—n and (b) p—n—p structures.
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() (b)

©

+' <. | Collector i «L Collector s
<—| Collector -+ : 4

Fig. 3. Thelevel lines and the flow of the majority-carrier current when the charge-carrier concentration is constant at the interface
with collector (@) in the absence of isolating walls (according to Fig. 1b) and (b, ¢) in the presence of these walls (see Fig. 1a) in

(b) the absence and (c) presence of amagnetic field.

The fourth term in Eq. (11) is obtained from the
expression for the Lorentz force; the latter acts on the
charges that move with the velocity

Vg = —D c‘lgradc, (14

which isdirected perpendicularly to the level surfacein
the concentration field (the isoconcentration surface
established before the magnetic field was switched on).
Thus, the Lorentz forceisfound to be directed at atan-
gent to this surface. Obviously, the currentsinduced by
this force will only flow over the level surface (in the
plane perpendicular to B); since this surface is closed,
the currents will circulate and, thus, the divergence of
their densities will vanish.

Since a magnetic field does not cause the carrier
concentrations in the base bulk to redistribute, we have
to clarify the characteristics of carrier transport at the
base boundaries.

4. INFLUENCE OF A MAGNETIC FIELD
ON THE CHARGE-CARRIER FLOW
THROUGH THE BOUNDARY

When simulating magnetotransistors [10, 11], it is
most common to treat the boundary of the space-charge
region of the collector junction as a surface with acon-
stant concentration of minority charge carriers (the
Dirichlet conditions). Taking into account the forego-
ing, the switching on of a magnetic field should only
give rise to circulating currents Jg of these charge car-
riers around the collectors (Fig. 3a) without perturbing
the concentration field. The presence of isolating walls
in the structure (Fig. 3b) cannot disturb the flow of
these currents and should only perturb the carrier con-
centration in the vicinity of the walls (Fig. 3c), which
neutralizes the isolation effect owing to variation in the
surface-recombination rate. Obviously, the collector
current, which depends on the carrier-concentration
distribution, will not change in the former case at al
and will not change in the latter case at |east in the first
approximation. When there are walls, the collector-cur-
rent increments differing in sign are compensated at
opposite ends, whereas, in the case of incomplete com-
pensation, the response to a magnetic field is found to

be independent of the B direction, which isinconsistent
with experimental data. Consequently, the Dirichlet
conditions are inapplicable to the solution of the prob-
lem concerning the magnetosensitivity of diffusive
magnetotransistors.

It is clear from the above reasoning that the collec-
tor-current response to amagnetic field is possible only
if the component of the minority-carrier velocity (and,
consequently, the concentration gradient) in the collec-
tor-surface plane is nonzero. If the formulated condi-
tion is satisfied, then

‘JC = ‘]On + ‘]B = JOn + ‘JOT“:’IHB’ (15)

where the normal component of the boundary current

Jon = teDa—(—:

n (16)

givesriseto acollector current in the absence of amag-
netic field, whereas the tangential component

3y = ieD%(I-: (17)

gives rise to an additiona component Jg, which
depends on B. Here, d/0] and d/0n are derivatives along
the direction of the M;M, curve (Fig. 1a) and along the
normal to this curve.

The collector current can then be expressed in terms
of acurvilinear integral along the M;M, curve as

Jo(B) = 1(0) ~eizDhE [ %|9d|

ey (18)
= 1¢(0) + epy,,DhB[c(M;) —c(M,)],
where
1.(0) = xeDh [ 2q (19)
¢ - f an
M; M,
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Fig. 4. Distribution of (a) the space charge and (b) the electric and electrochemical potentialsin the space-charge region of the col-
lector junction. The coordinatey = O corresponds to the boundary of the space-charge region. A minimum of the hole concentration

is attained at the point yp.

is the value of thisintegral at B = 0; h is the extent of
electron motion along the OZ axis; and the absolute
sensitivity of the diffusive structure

ol .

Sa = G_BC = epmDh[c(M;) —c(My)]
is governed by the difference of concentrations at the
collector ends.

We will now show that the assumption about non-
uniformity of the minority-carrier concentration at the
interface with a collector

oc

b—lio

(20)

(21)

isindeed valid.

5. THE BOUNDARY CONDITIONS

Physically, condition (21) can be satisfied if the fol-
lowing two requirements are met:

(i) the concentration distribution along x (Fig. 1) is
nonuniform in the bulk; and

(i) the concentration at the boundary depends onthe
concentration in the bulk.

The first requirement is met by choosing an appro-
priate device structure, i.e., one that is in accordance
with the principle of its operation. The second require-
ment makes it necessary to reject the Dirichlet condi-
tions in favor of the boundary conditions of the third
kind. Such conditions seem to be reasonable taking into
account the fact that the diffusion-related flow should
be matched to the drift-related flow in the collector
space-charge layer; i.e.,

oc
eDé?] = evgc(l), (22)
so that
oc _ Var
- DC(I)’ (23)
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where v, is a parameter that characterizes the charge-
carrier drift in the space-charge region of the collector
(in arough approximation, this parameter corresponds
to the drift velocity in the junction); and | is a curvilin-
ear coordinate at the interface with the space-charge
region of the collector. We then obtain (21) taking into
account the first requirement that defines the depen-
dence of dc/onon .

However, condition (23), as it is written, is practi-
cally unacceptabl e as a consequence of the uncertainty
in vy caused by the appreciable nonuniformity of the
electric field in the junction and, thus, needsto be refor-
mulated.

To this end, we will determine more accurately the
concentration distribution in the space-charge region of
areversely biased abrupt p—njunction (Fig. 44). For the
sake of definiteness, we consider the junction portionin
the “bottom” part of the collector in Fig. 1a, where the
x and y axes define the tangential and normal directions
to the n-type base. The frequently used assumption that
electrochemical potentials are constant in the p—njunc-
tion results in the Dirichlet conditions and cannot be
accepted for the following reason. In the case of extrac-
tion from an electrically neutral base (Fig. 4b), we have

acl o, (24)

ay y=0
With allowance madefor c(x, —W) > ¢(x, 0), where Wis
the width of the space-charge region, we find that there
isaminimum in the charge-carrier concentration for a
fixed x at acertain point y, [ (-W, 0). At the sametime,
ignoring recombination in the depletion layer, we
obtain the following expression for the collector-cur-
rent density:

Je = euca—F = const(y).

3y (25)
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Here, F is the electrochemical potential of minority
charge carriers. It follows from (25) that there exists an
inflectionin F at y =y, such that

OF| _ou

a’ywo a_y

where U isthe electric potential.

Thus, the assumption that the potential F is constant
(or @most constant) in the space-charge layer, which
corresponds to the Dirichlet conditions, cannot be con-
sidered even a priori valid since this assumptionis rad-
ically inconsistent with the fact that there is an inflec-
tion point in this region, which follows from physically
significant condition (24). In order to determine the
concentration distribution in the depletion region, we
rewrite (25) as

(26)

Y=Y

eD‘E—eucE(y) = eDgE (27

ay yy=0

The conventional expression for the depletion-
region width in the case of parabolic bending of the
energy bands can be written as

2€€,

W= eNg

—A¢, (28)
where Ap = Ad, + Vi, Ad, is the equilibrium potential
difference across the junction, V. is an external bias
applied to the collector junction, and Ng is the ionized-
impurity concentration in the base. As an example, we
consider the simplest situation where u = const(E).
Then, using the dimensionless variables

g=y/W, {=c/Ng, (29)
wetransform Eq. (27) into
d¢ 2A¢ . _ dt
—=_—*qr = 96 . 30
dq ¢T q dq q=0 ( )

On condition that {(—1) = ¢, the solution to Eq. (30)
isgiven by

(q) = exp%‘qu’ ZD[Zo DA¢D+dZ
(31)
x oo LA Ty
[ty dta)
g}

It follows from (31) that

2(0) = Zoexpg—?)—q’%g—z‘ J’exloD ¢f o'
T Alq =0’ (32)

Ao, 0z

_ g/
Zoexpg 9.0 Chell dal, - o [EMD }

o1
where @ is the probability mtegral .

Since @ tends monotonically toward 0.5 and takes a
value in excess of 0.4999997 even at V- = 0 (in which
case, (Ad/dp1)Y?=5for silicon at room temperature), we
may set @ = 1/2. Then, returning to natural variables,
we obtain the following final expression for the bound-
ary condition of the third kind:

+1p ﬁ@

Here, ¢, = ¢(x, -W) is the concentration of majority
charge carriers in the near-boundary region of the col-
lector and I, is the Debye length in the base. It can be
seen that boundary condition (33) becomes homoge-
neous in the limiting case of very large values of V..
Thismakesit possible to use expression (23) assuming

that
ﬁziﬁ
D IpAT

5. CONCLUSION

We have shown that the mechanism of magnetosen-
sitivity for transistor structures with drift-based trans-
port of charge carriers differs radically from the corre-
sponding mechanism in structures with diffusion-based
transport. In the former case, the sensitivity is caused
by the influence of a magnetic field on the motion of
injected charge carriersin the base bulk, whereas, in the
latter case, the field affects the charge-carrier motionin
the layer that adjoinsthe space-charge region of the col-
lector junction.

This circumstance impels one to reconsider the
established procedure for simulating diffusive magne-
totransistors. In order to determine the absolute sensi-
tivity, one has to calculate the concentration field of
injected charge carriers in the absence of a magnetic
field; the boundary conditions at the collector given by
(23) should be used with allowance made for expres-
sion (34). Thereafter, the value of this sensitivity should
be determined using formula (20).

c(x 0) = ccexpD Aq)D

Eryis (33)

y=0

(34)
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Abstract—Theinfluence of the size effect in photoluminescence on two-photon absorption in the course of rera-
diation in undoped graded-gap Al,Ga, _,As solid solutionswas studied. It is shown that the efficiency of two-pho-
ton absorption increases asthe extent of the crystal region under excitation increases. Thefactorsaffecting theratio
between the contributions of the frequency- and polarization-related components of probability for two-photon
absorption to its spectral dependence were determined. © 2003 MAIK “ Nauka/ I nterperiodica” .

1. INTRODUCTION

Itiswell known [1-3] that the process of reradiation
of electroluminescence and photoluminescence (PL) in
graded-gap semiconductors brings about an increase in
the external quantum yield of radiation with increasing
size of the excitation region (the size effect of lumines-
cence). It has been shown by Kovalenko et al. [4] that
two-photon absorption makes an appreciable contribu-
tion to the PL reradiation at high excitation levels in
such semiconductors.

In this paper, we report the results of studying the
effect of the PL size effect on two-photon absorptionin
the course of reradiation in graded-gap Al,Ga, _,As
solid solutions.

2. EXPERIMENTAL

We studied undoped (with an el ectron concentration
n <1 x 10% cm™) epitaxia layers (epilayers) of
Al,Ga, _,As solid solutions grown on GaAs substrates
from the bounded volume of the solution—melt. The
aluminum content decreased from x = 0.36 at the het-
erointerface to x = 0 at the surface of the layers. Vari-
ation in composition over the layer thickness was
almost linear within the layer portion extending from
the substrate-layer boundary to the depth of ~0.7d,
(dyisthetotal thickness of the epilayer). The band-gap
gradient [JE, within this layer portion amounted to
350 eV/iecm < OEg < 400 eV/cm; the value of [E,
decreased gradually when approaching the narrow-
gap layer surface.

The chosen values of [E, ensured, first, the drift
mechanism of transport of nonequilibrium charge car-
riersin the built-in quasi-electric field F = e 0E, (eis
the elementary charge) and, second, the equality
between the extent of the excitation region of the crys-

tal and the thickness of the layer portion d' confined
between the rear narrow-gap and the front wide-gap
(iluminated) surfaces. This was based on the fact that
the effective displacement length of nonequilibrium
charge carriers |, determined from the low-energy fal-
loff of the emission spectrum [5] (I, = 9-12 um) was
comparable to d' for the specified values of [E,,
which was favorable for the transport of a high pro-
portion of nonequilibrium charge carriers to the rear
(narrow-gap) surface without their recombination in
the crystal bulk.

We studied the influence of the size effect on two-
photon absorption while varying the extent of the exci-
tation region in the crystal on both the front (wide-gap)
and rear (narrow-gap) surfaces. To this end, each epi-
taxial structure was cleaved into two parts, the surface
narrow-gap portion of the epilayer with a thickness of
(0.2-0.3)d, was then removed from one of the parts,
and, finally, reverse angular lappings [6] were formed
on both parts of the structure in order to excite the PL
from the wide-gap side of the layers. Various sizes of
the excitation region d' were effected by scanning the
optical probe over the wide-gap surface of the reverse
angular lapping of the structure.

The PL was excited at 300 K by an optical beam
with a diameter of ~30 um using argon-laser radiation
(the wavelength I, . = 0.488-0.514 pum). The excitation
intensity J was varied within therange of 1 x 10t < J <
5 x 102 cm™ s, The PL spectra were measured con-
ventionally using an SDL -1 spectrometer and an FEU-62
photomultiplier.

3. RESULTS

The PL spectra of the solid solutions under investi-
gation included an edge-emission band caused by

1063-7826/03/3701-0038%24.00 © 2003 MAIK “Nauka/Interperiodica’
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Fig. 1. The shape of photoluminescence spectra for alayer
with full thickness (LEy = 380 eV/cm) for several values of
the excitation-region extent; d' = (1) 8, (2) 11, (3) 15, and
(4) 19 um. The excitation intensity J = 1.6 x 102 cm2 s,
The spectra are normalized to unity and are arbitrarily
shifted along the vertical axis. Variations in the band-gap
width over the depth in the layer from the minimal value
Eg"n to the maximal value Egmax are shown in theinset; the

excitation region is aso outlined. The arrows indicate the
excitation direction.

band-to-band transitions. In Figs. 1 and 2, we show the
PL spectra I(hv) of the same layer without removing
the narrow-gap portion (in the following, the layer with
full thickness) and with a removed narrow-gap region
for various values of d' and J = const. It can be seen that
the band width is governed by the extent of the excita-
tion region d: as d' increases, the short-wavelength
wing of the band shifts to higher energies in the spec-
trum.

The shape of the epilayer-related emission band for
the full-thickness layer was similar to that reported by
Kovalenko et al. [4]. The PL spectrum of the layers
with aremoved narrow-gap region had afine structure.
Specifically, spikes with various intensities | and with
the number of spikes increasing as the value of d'
increased were observed against the background of the
continuous spectrum. The features of the fine structure
of the spectrum depended markedly on the excitation
level (Fig. 3). The fine structure was hardly observed at
small values of J. This structure was most pronounced
at intermediate excitation levels; afurther increasein J
lead to smoothing of the fine structure; i.e., the number
and intensity of the peaks decreased. As the excitation
level increased, the spectra of the layerswith aremoved
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Fig. 2. The shape of photoluminescence spectra for alayer
with aremoved narrow-gap region with athickness of about
10 pm (DEg = 380 eV/cm) for several values of the excita-
tion-region extent: d' = (1) 5, (2) 8, (3) 10, and (4) 12 pym.
Theexcitation intensity J = 1.6 x 1022 cm2 571, The spectra
are normalized to unity and are shifted arbitrarily along the
vertical axis. In the inset, we show variations in the band-
gap width over the layer depth from the minima value
Eg"n to the maximal value qu ®and indicate the excita-

tion region. The dashed line in the inset represents the por-
tion of the Ey(d) curve which corresponds to the removed

narrow-gap region. The arrow in theinset indicates the exci-
tation direction.

narrow-band region were aso distinguished by a
greater shift of the short-wavelength peak to lower
energies (Fig. 3). The integrated PL intensity Is
increased with increasing d'. The exception was the
transition region with a thickness of about 4 um in the
vicinity of the layer—substrate interface; the PL inten-
sity decreased in this region as the substrate was
approached. Remova of the narrow-gap region from
the epilayer resulted in a decrease in |5; however, the
shape of the dependence Is(d") remained unchanged
(Fig. 4). As J increased, the integrated PL intensity
increased according to a power law; i.e.,

I, = cJ™, (N

where C is a proportionality coefficient [4]. The expo-
nent my depended on the extent of the excitation region
d' similarly to the dependence I5(d"); i.e., this exponent
increased with increasing d' and decreased as the het-
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1, arb. units

20F

Fig. 3. The shape of the photoluminescence spectrum for a
layer with a removed narrow-g reglon in relatlon to the
e<0|tamon intensity J= 51) 1x 1 1 (2) 1.6 x 10% (3) 22x%
10%, and (4)3.6x 10% cm? st Dependences of the posi-
tion of the short-wavel ength peak hvy, in the photolumines-
cence spectrum on the excitation intensity for the same
layer (5) with full thickness and (6) with aremoved narrow-
gap region are shown in the inset.

104 -
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Fig. 4. Variations in (1) the band gap Eg, (2, 2)) integrated
photoluminescence intensity 15, and (3 3) the parameter
ms over the depth in one of the layers (2, 3) with full thick-
ness and (2', 3') with aremoved narrow-gap region.

erointerface was approached. Removal of the narrow-
gap region from the epilayer resulted in a decrease in
ms; however, the shape of the dependence my(d)
remained intact (Fig. 4). It can be seen from Fig. 4 that
dependence (1) changes from superlinear (ms > 1) for
the smallest values of d' to superquadratic (ms > 2) asd'
increases for the layers with full thickness; at the same
time, this dependence is superquadratic in the entire
range of variations in d' for the layers with a removed
narrow-gap region.

The spectral PL intensity |, also increased with
increasing excitation level; i.e.,

I, = C,a™. )

The degree to which the spectral intensity I, is super-
quadratic is characterized by the parameter m, in
dependence (2) and isdifferent for various wavelengths
of the same emission spectrum. Theremoval of the nar-
row-gap region from the epilayer and a variation in d'
affected the shape of the dependence my(hv) (Fig. 5).
The degree to which the dependence I, (hv) was super-
guadratic in the PL spectra of the layerswith full thick-
ness was minimal in the region of the short-wavelength
peak and increased with increasing emission wave-
length. A similar dependence m,(hv) was observed in
the layers with a removed narrow-gap region for small
values of d'. Asthe values of d' increased, the shape of
the dependence m, (hv) changed radically; specifically,
the exponent m, had a minimum in the short-wave-
length region and decreased with increasing emission
wavelength. The exponent m, was virtually indepen-

my
3.0r

2.5

2.0

]
1.5 1.6 1.7 1.8
hv, eV

Fig. 5. Spectral dependences of the parameter my, for several
values of the excitation-region extent d' for photolumines-
cence spectraof the samelayer (1-3) with full thicknessand
(1-3") with aremoved narrow-gap region. d' = (1) 11, (2) 15,
(3) 19, (1) 8, (2') 10, and (3') 12 pm.
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dent of the energy of emitted quantafor the largest val-
ues of d'.

4. DISCUSSION

An increase in the integrated PL intensity I, with
increasing d' (the PL size effect) is caused by reradia
tion, special features of extraction of radiation, and a
decrease in the recombination-related |osses at the rear
(narrow-gap) surface of a graded-gap semiconductor
[1-3].

The superquadratic dependence I5(J) indicates that
radiation resulting from the recombination of nonequi-
librium charge carriers generated owing to the two-
photon absorption of PL in the course of multiple rera-
diation contributes to the measured emission intensity
[4]. An increase in the contribution of two-photon
absorption (an increase in the parameter my) to PL with
increasing d' is caused by the following factors. As the
extent of excitation region d' increases, the number of
sequential reradiation events increases as well; these
events ensure that the nonequilibrium charge carriers
reach the rear (narrow-gap) surface and lead to a
decrease in nonradiative recombination losses at this
surface [3]. The latter circumstance brings about an
increase in the internal quantum yield n;, as a result
of saturation of the channels for the volume nonradi-
ative recombination. Thisis confirmed by an increase
in the effective displacement of nonequilibrium
charge carriers as J increases (similarly to what was
observed by Kovalenko et al. [4]) and by a shift of the
short-wavelength peak in the PL spectrum to longer
wavelengths, which is caused by the coordinate
dependence of the probability of recombination for
nonequilibrium charge carriers[7]. Anincreasein the
number of reradiation events and in n;, brings about
an increase in the photon density in the crystal bulk
and, consequently, in the probability of two-photon
PL absorption.

Smaller values of |s and ms for the layers with a
removed narrow-gap region are caused by alower inter-
nal quantumyield of PL. Asaresult of thesmaller value
of d' in these layers, alarger (than in the epilayers with
full thickness) fraction of nonequilibrium charge carri-
ersdrifting in the electric field F reach the rear surface,
which brings about higher nonradiative losses. The
decrease in |Is and my with increasing d' in the vicinity
of the heterointerface is related to a decrease in n;,
which is caused by a higher concentration of defectsin
thisregion [8].

The difference between the form of dependences
my(hv) in the spectra of the layers with full thickness
and in those of the layers with a removed narrow-gap
region indicate that there are specia features of two-
photon absorption which are caused by geometrical
factors. In thefull-thickness|ayers, two-photon absorp-
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tion increases as the distance from the illuminated
wide-gap surface increases; this absorption is most sig-
nificant in the narrow-gap region due to the predomi-
nance of the following frequency dependence of two-
photon absorptivity [9]:

Ko(hv) = Ap[h(v; +v,) —E "% 3)

Here, A is a coefficient which depends on the orienta
tion of polarization vectors for both photons (hv, and
hv,), and p isthe flux density of primary PL.

In the layers with a removed narrow-gap region,
two-photon absorption is highest in the wide-gap
region and decreases as the distance from the illumi-
nated wide-gap surface increases. In our opinion, the
cause of this discrepancy consists in the fact that the
absorption of photons generated in the energy range of

Ey <hv < E;™ (E, and E;™ are the band gaps at the

rear surface of an epilayer with a removed narrow-gap
region and at the illuminated front of the wide-gap sur-
face, respectively) occurs identically when these pho-
tons are reradiated both in the full-thickness layer and
in the layer with aremoved narrow-gap region; i.e., the
mechanism of absorption of photons propagating into
the crystal regions with E; < hv in the direction of the
drift of nonequilibrium charge carriers is of the one-

photon type. Photons propagating in the E;™ direction

at anglesthat are larger than the angle a,, of total inter-
nal reflection are reflected from the wide-gap surface
back to the crystal. Thereafter, the photons can undergo
two-photon absorption inthe layer regionswith E; > hv
and one-photon absorption in the regions with E; < hv,
which is similar to the absorption of photons that prop-
agateinitially in the direction of the drift of nonequilib-
rium charge carriers. Thus, reflection of these photons
from the wide-gap surface is of the single-stage type,
whereas the reabsorption process is of the single-pass
type.

Differences between the PL absorption in the full-
thickness layers and in the layers with a removed nar-
row-gap layer manifest themselvesfor the photonshv =

Ey . Photons are absorbed in the full-thickness layers
similarly to the above-considered mechanism. In the

layers with a removed narrow-gap region, the photons
outside the angle a, are reflected from both the wide-

gap surfacewith E;= E5~ and the rear narrow-gap sur-

face with E; = E;. Thereflection process can be multi-

ple and completed either with two-photon absorption or
with the photons found within the angle a, and with
their subsequent escape from the crystal. A higher vol-
ume density of photons in the wide-gap region of the
crystal, which is ensured by the multipass type of rera-
diation, brings about ahigher probability of two-photon
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absorption; this, in turn, leadsto an increasein the con-
centration of nonequilibrium charge carriers in the
wide-gap region as compared with the concentration of
these carriers in the corresponding region of the full-
thickness layersfor the same excitation level. Thelatter
circumstance givesrise to amore significant shift of the
short-wavelength peak to longer wavelengths as J
increases in the PL spectra of epilayers with aremoved
narrow-gap region. The origin of this shift was consid-
ered by Kovalenko et al. [10].

Apparently, the probability of two-photon absorp-
tion within regions with a narrower band gap is gov-
erned to a great extent by polarizations of absorbed
photons. On the assumption that the allowed—allowed
transitionsare vertical and all the bandswith extremaat
k = 0 are parabolic, we have the following expression
for the probahility of two-photon absorption [11]:

N, N,V

Jhv, +hv,—E
V1V5€:€) ! 2

y [(elpcm)(pcmez) + (ezpcm)(pcmel)}2
E,+hv,—E En+hv,—E; |~

W= A,

(4)

g

Here, A; = congt; N, and N, are the volume density of
photons with frequenciesv, and v,, respectively; €, and
€, are the dielectric constants at the frequencies v, and
V,; p isthe electron momentum (the subscript m stands
for an intermediate state; c, for the conduction band,;
and v, for the valence band); E,, is the energy interval
between the conduction-band bottom and the interme-
diate state m; and V is the volume of the excitation
region. It can be seen from expression (4) that the value
of W depends on the volume density and frequency of
absorbed photons and also on the orientations of pho-
tons' polarization vectors e; and e,. We believe that it is
the polarization factor which givesrise to the fine struc-
ture in the PL spectrum of the layers with a removed
narrow-gap region. Obvioudly, the mechanism of the
effect of this factor consists in the following. Each
reflection of a photon changes its polarization. In
addition, photons propagate within a crystal whose
refractive index varies; as a result, their paths in the
crystal are curvilinear, which leads to continuous vari-
ationsin the polarization. If the values of J are small,
in which case the probability of two-photon absorp-
tion W is low, the aforementioned mechanisms are
responsible for nonmonotonic variation in this proba-
bility along the drift of nonequilibrium charge carri-
ers. In the crystal regions where the electron-momen-
tum vector is parallel to the polarization vectors of
absorbed photons, the probability W is higher than in
the regions where these vectors are not paralel; as a
result, “surges’ in the concentration of nonequilib-

rium charge carriers appear in these regions, which
manifest themselves in the form of spikes against the
continuous spectrum of PL.

At high excitation levels, the probability W
increases owing to an increase in the volume densities
of photons N; and N,, which brings about anincreasein
the number of crystal regions where the vectors p and
e, (and e,) areparallel, anincreasein the frequency fac-
tor, and aresulting smoothing of the fine structurein the
spectrum.

The absence of a fine structure in the PL spectrum
and the pronounced effect of the excitation-region
extent d' on the frequency dependence of the coefficient
of two-phaton absorption in the full-thickness layers
are related to two circumstances. First, the reradiation
is a single-pass process in these layers. Second, the
paths of the low-frequency photons that are reflected
from the wide-gap surface and traverse a longer dis-
tance in these layers than in the layers with a removed
narrow-gap region become more rectilinear and ori-
ented along the [E; vector. These circumstances
exclude alocal increase in the probability W, which is
caused by a polarization-related factor in two-photon
absorption in such layers.

5. CONCLUSION

Thus, the two-photon photoluminescence absorp-
tion involving reradiation depends on a geometrical
factor in graded-gap Al,Ga, _,As solid solutions in the
case of drift transport of nonequilibrium charge carriers
in the built-in electric field F in the crystal. This geo-
metrical factor amounts to the following: a change in
the extent of the excitation region brings about varia-
tions both in the efficiency and in the characteristics of
the spectral dependence of two-photon absorption of
recombination radiation.

REFERENCES

1. V. N. Bessolov, V. G. Gutov, A. I. Imenkov, et al.,
Fiz. Tekh. Poluprovodn. (Leningrad) 11 (5), 939 (1977)
[Sov. Phys. Semicond. 11, 552 (1977)].

2. R. G. Roedel and V. G. Keramidas, J. Appl. Phys. 50
(10), 6359 (1973).

3. A.l. Bazyk, V. F. Kovaenko, and G. P. Peka, Ukr. Fiz.
Zh. 27 (7), 1007 (1982).

4. V. F. Kovalenko, A. Yu. Mironchenko, and S. V. Shutov,
Fiz. Tekh. Poluprovodn. (St. Petersburg) 36 (5), 513
(2002) [Semiconductors 36, 481 (2002)].

5. G.P Peka V. F. Kovalenko, and A. N. Smolyar, Graded-
Gap Semiconductors (Vishcha Shkola, Kiev, 1989).
SEMICONDUCTORS  Val. 37

No.1 2003



SIZE EFFECT IN TWO-PHOTON ABSORPTION OF RECOMBINATION RADIATION 43

6. V.F Kovalenko, G.P. Peka, and L. G. Shepel’, Fiz. Tekh. 9. V. P. Gribkovskii, The Theory of Emission and Absorp-

Poluprovodn. (Leningrad) 14 (7), 1350 (1980) [Sov. tion of Light in Semiconductors (Nauka i Tekhnika,
Phys. Semicond. 14, 798 (1980)]. Minsk, 1975).
] 10. V. F. Kovalenko, A. Yu. Mironchenko, and S. V. Shutov,

7. A. 1. Bazyk, V. F. Kovaenko, A. Yu. Mironchenko, and Fiz. Tekh. Poluprovodn. (St. Petersburg) 36 (2), 192

S. V. Shutov, Fiz. Tekh. Poluprovodn. (St. Petersburg) 35 (2002) [ Semiconductors 36, 185 (2002)].

(1), 53 (2001) [Semiconductors 35, 54 (2001)]. 11. V. I. Ponomarenko, Kvantovaya Elektron. (Kiev), No. 1,
8. F. P Kesamanly, V. F. Kovalenko, I. E. Maronchuk, et al., 13 (1966).

Fiz. Tekh. Poluprovodn. (Leningrad) 12 (7), 1318 (1978)

[Sov. Phys. Semicond. 12, 780 (1978)]. Trandated by A. Spitsyn

SEMICONDUCTORS Vol. 37 No.1 2003



Semiconductors, Vol. 37, No. 1, 2003, pp. 44-49. Trandated from Fizika i Tekhnika Poluprovodnikoy, Vol. 37, No. 1, 2003, pp. 44-49.

Original Russian Text Copyright © 2003 by Krasnikov, Zaitsev, Matyushkin.

SEMICONDUCTOR STRUCTURES,
INTERFACES, AND SURFACES

Mathematical Simulation of the Kinetics of High-Temperature
Silicon Oxidation and the Structure of the Boundary L ayer
in the S-S0, System

G. Ya Krasnikov, N. A. Zaitsev, and |. V. Matyushkin*

Research and Development Institute for Molecular Electronics and MICRON Corp.,
Moscow (Zelenograd), 103460 Russia
*e-mail: mivmiv@aport.ru
Submitted March 27, 2002; accepted for publication April 22, 2002

Abstract—Structural complexesformed in the S—SiO, boundary layer under high-temperature thermal oxidation
of silicon are considered. A mathematical model of the kinetics of silicon—oxygen cluster polymerization was sug-
gested using the boundary-layer concept. The influence of the diffusion flow of these clusters on the percentage of
SiO, tetrahedral chains of various lengthsin the SO, bulk was noted. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The Si/SIO, interface structure is a subject of active
studies in submicrometer technology [1-14]. First of
all, thisis caused by the fact that the SiO, gate layer
thickness typical of modern MOS structures is compa-
rable to the transition layer thickness in the Si-SiO,
system. However, a consensus on the transition layer
structure has not been reached yet.

As previoudly [1], we adhere to the model of a con-
tinuous Si/SIO, interface. There exists aboundary layer
at the Si/SIO, interface in the course of silicon thermal
oxidation after which this layer naturaly transforms
into atransition layer. Thus, to extend the knowledge on
the transition layer, attention should be focused on the
physicochemical structure and the processes in the
boundary layer during silicon oxidation.

Experimental datainthisfield are very scanty, since
the oxidation temperature is high (1200-1300 K) and
processing of spectral curves is complicated. There-
fore, either formed Si/SiO, structures or low-rate oxi-
dation at lower temperatures (up to 900 K) were stud-
ied. For example, the kinetics of layer-by-layer silicon
oxidation was studied by scanning reflection electron
microscopy combined with Auger electron and photo-
electron X-ray spectroscopy [2]. A number of interest-
ing results were obtained in the study of the SiO,—gas
interface [2, 3, 14]. In particular, a case of bifurcation
related to the surface charge state was described in [3]
while studying the dynamics of variation in the cover-
age of silicon with silicon dioxide. Notwithstanding the
evident recent tendency to study low-temperature oxi-
dation (800-100 K) at a low partial oxygen pressure
(10-"-10"¢Torr), it is high-temperature oxidation which
yields highly uniform (over area) and high-quality
nanometer layers of gate silicon dioxide.

The interrelation between the kinetics of high-tem-
perature silicon oxidation, polymerization in the
boundary layer, and its structural featuresisthe subject
of inquiry in this paper.

2. MODEL OF THE Si-SiO, BOUNDARY LAYER

The SIO, layer grows in the course of silicon ther-
mal oxidation due to the interaction of the silicon sur-
face with O, molecules or probably with O* radicals or

O, ionsthat diffused to the surface through the already

grown insulator layer. The Si-Si bond breakage and
Si—O bond formation proceed simultaneously, whichis
accompanied by the release of thermal energy. This
energy is spent on the additional heating of atomic lay-
ers adjacent to the interface. Thus, elementary oxida
tion stages are thermally activated and active particles
of O,, O}, and (SiIO)* are generated. The layer phase
state changes:. a viscoelastic pseudoliquid emerges
instead of a solid amorphous phase characteristic of sil-
icates. In moving away from the active zone of the reac-
tion, the viscosity increases and the insulator is vitri-
fied. However, the viscoelastic (even if cooled) liquid
phaseisretained inthe SiO, layer lying at acertain dis-
tance from the S—SiP, interface. We refer to this layer,
together with the active reaction zone, as the boundary
layer (see Fig. 1). The active zone probably consists of
various clusters of incompletely oxidized SIO, (x < 2)
silicon, which can be either rigidly linked to the silicon
lattice or exist as a melt. The polymerization zone is
permanently “fed” by monomersfrom theinterface due
to thermally activated diffusion of these clusters. For-
mation of polymer molecules in the active zone is
impossible since the locally high temperature prevents
chain elongation. Existence of active particles of vari-
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ous types, e.g., NaO~, can aso be assumed. The influ-
ence of sodium accumulation, as well as hydrogen and
potassium cations at the Si/SiO, interface, on gateinsu-
lator degradation has already been elucidated in the lit-
erature (see, e.g., [1, 5, 8]). These particles can promote
destruction of S—Si bondsin the active zone, aswell as
initiate or, on the contrary, inhibit polymeric chain for-
mation in the polymerization zone.

Receding from the Si-SiO, interface, the active
zone gradually transfers to the polymerization zone.
The latter represents a viscoelastic pseudoliquid char-
acterized by rather slow reactions of polymeric-chain
elongation effected by trapping of various monomeric
units (clusters). Furthermore, an important role in the
formation of the structuretypical of bulk SIO, is played
by oxidation of incompletely oxidized polymeric
chains. Thetransition of the polymerization zone to the
bulk SIO, structure is caused by two factors: (i) full
completion of Si—O chain oxidation and (ii) a drastic
increase in the viscosity caused by cyclization of poly-
mer molecules. However, it is not clear what mecha-
nism has the most significant influence on the spatial
confinement of a boundary layer: either polymeric
chains are cycled when they are still suboxidized or
when they represent an already formed chain of SO,
tetrahedra. In our opinion, the former scenario takes
place. If the oxidation rateislow, a polymer network or
gel can arise due to the formation of covalent Van der
Waals bonds between polymeric chains or linking of
ringsto each other. At high oxidation rates, polymeriza-
tion does not proceed to completion and polymeric
clusters are not large. At the final oxidation stage, the
diffusive flow of oxygen particles comesto an end and
suboxidized polymeric chains emerge in the polymer-
ization zone.

We now briefly and qualitatively discuss the proba-
ble structures of both monomeric clusters and poly-
meric molecules (this qualitative analysis is consistent
with quantum-chemicd calculations). The energy (4.6 eV)
of a single Si—O bond formation is sufficient to break
two Si—Si bonds (2.3 eV), i.e., totransfer asilicon atom
to an sp-hybridized state. In other words, the energy
released during the oxygen—silicon interaction is suffi-
cient to break the bonds with a lattice for a fraction of
silicon atoms. This can giveriseto Si,O, low-molecular
clusters, which can freely migrate in the boundary
layer. The oxidation conditions are nonequilibrium;
therefore, the S atom in such clusters, e.g., *Si=SI-O-,
can have hybridization which differs from sp®. Then,
these clusters can form a linearly branched polymer
(Fig. 2), which, being oxidized, yields either a linear
(Fig. 3) or folded (Fig. 4) (Si,0,), polymer. The mole-
cules shown in Figs. 2—4 do not exhaust the diversity of
polymer structures. These polymers, when oxidized,
ultimately produce the SO, tetrahedron chains charac-
teristic of aZahariasen network of bulk layersof silicon
dioxide.
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Fig. 1. Boundary layer in the S—SiO, system: (1) silicon,
(2) boundary layer, (3) grown SiO, layer, (4) gas medium,
(5) active zone, and (6) polymerization zone. The arrow
indicates the SIO, growth direction. The triangle symboli-
cally showsthe SIO, |attice structure tetrahedron. The layer
thickness scaleis not obeyed.

+SiESi—O\
Si=Si-O

Si=Si-0
$si=si-0”

Fig. 2. Polymeric chain of four monomeric SiO, units. The
rightmost monomeric unit is paralel to the plane of the
drawing. Rotation of the plane angle ¢ about the Si—O bond
allows multiplicity of rotational-isomeric chain states.

@)
~No i el e T~
/Si—Si\O/S —S\O/SI—S\

Fig. 3. A fragment of the polymeric (Si,O3), molecules.
The arrow showsthe possibility of rotation about the double
Si=Si bond.

Fig. 4. A fragment of the cyclic (Si,Os3),, structure. Each
Si,0, unit is planar (the corresponding planes are shown by
parallelograms). The dihedral angle between planesis des-
ignated as a.

3. MATHEMATICAL MODEL
OF POLYMERIZATION IN THE BOUNDARY
LAYER IN A S-S0, SYSTEM

We now consider an arbitrary cross section in the
polymerization zone. Since the S-S0, interface per-
manently moves (to the left, to be precise) into the
semiconductor depth during oxidation, the horizontal
coordinate of this section increases. Hence, motion
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along the temporal coordinate t on the assumption of a
constant oxidation rate is egquivalent to motion along
the spatial coordinate (Fig. 1). Let there be a monomer
inflow to this cross section j. We denote the concentra-
tions of the monomer and the polymer composed of
monomeric unitsi + 1 in the layer by x, and x;, respec-
tively. Considering the cross section with a certain
finite thickness to be homogeneous as a whole, we
write the reactions up to the formation of the (n + 1)-
unit polymer (n<N=9) as

ko
(X + Xo == Xg
DX, + X 4= X
[l

Kn-1
%XN—l"'Xo — XNy

(D)

wherek,, ..., ky_; aretherate constants of correspond-
ing chemical reactions. When receding from the
Si-SiO, interface, the local viscosity increases in this
zone, since the number of 8-, 9-, or 10-unit polymeric
molecules increases. The further elongation of the
chain is limited by cyclization of polymer molecules
and the formation of a polymeric network; therefore,
the local viscosity drastically increases and chemical
reactions of chain elongation become sterically (spa-
tially) difficult. The reactions are assumed to be irre-
versible, their rate is calculated by the mass action law
(bimolecular reaction), and the rate constants are con-
sidered to be different. In order to take into account the
restriction on chain elongation, we set ky, = 0. Then, we
can write

Eblxo/dt = j(Xo, t) = KXo — Ky XoXy — ... —Kpy_1Xn_1%o
%jxl/dt = kOXS - k]_XlXO
O

|:l................................. (2)
%ﬂxn/dt = K, _1Xn-1%0 — KX Xo
Eﬂledt = Ky_1Xn_1Xo-

The viscoelastic properties of the growing SO, layer
suggest that reactions (1) are diffusion-controlled (i > 0),

= 2RT

ki 3n

(i+1). (3)
We note that the constant k, can in fact be defined by
another expression, since the monomer—monomer
interaction is probably controlled by chemical reaction

kinetics rather than by diffusion. The viscosity of the
boundary layer, in turn, depends on the variables of the

problem, i.e., the polymer molecul e concentrations. We
employ the dependence

0
0
n= nOEIH”;——_-l———D, (4)
0
0

which is known in the physics of polymers as an
approximation for the case under study.

Model equations (2) incorporate the monomer flux
j(Xo, 1), which arrives at the cross section from the out-
side and generally depends on time (since the farther
the cross section is from the interface, the weaker the
diffusion flow of monomer will be into this cross sec-
tion from the active zone) and on the monomer concen-
tration itself. It is evident that the temporal dependence
of the flux j is a steadily decreasing function, which
vanishes when the cross section passes from the poly-
merization zone into the region of aready formed SIO,
layers.

We use a simplifying assumption and consider the
boundary-layer viscosity as constant. Although this
assumption is not quite justified physicaly, it is
undoubtedly interesting to consider this case (allowing
an analytical solution) as an initia approximation.
Then, system (1) becomes asecond-order, autonomous,
and homogeneous system. We then substitute the vari-
able as d¢ = dxy(t)dt. To make the substitution correct,
we also assume that kyx, > kx (i > 0); i.e., the mono-
mer amount decreases mainly due to dimerization. We
then have one equation for (&), another for x,(§), and
(N-1) equationsfor x(t), (i > 1); i.e.,

dx,/dg = (&) —kixy,

_ ®)
dx/dg = ki_yx_1—kix, 1 =2 N-1,

where the summand Kkgx, written in terms of the new
coordinate & serves as f(§). First, we solve a homoge-
neous linear set, i.e., withf(§) = 0. It hasnroots A; =k,
where the ith eigenvector u; has the following kth com-
ponent:

k>1. (6)

For example, the quantities A, = —k, and A, = -k, corre-
spond to the vectors (0, 0, O,..., 0, 1) and 1, k,/(k; — k),
koko/ (o — k) (ks —Ky)), - kg - o - K/ (ko —ky) - ... - (=
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k). The general solution to the homogeneous equation
isgiven by

Xi(&) = zCkuikeXp(_kiE)- (7)
k=1

We note that the first component x(&) depends only on
thefirst of the constants C,.. Thisfacilitates the applica-
tion of the Cauchy formula to solving the heteroge-
neous set. Thus, we arrive at the following formula:

g
x(&) = Cnulexp(—kli)+J'f(E')eXp(k1(E'—E))dE'
) ° ®
+ Z Crexp(—Kc&) Uy
k=2
At the initial condition x;(0) = 0, x,(0) = 0, we have

C, = C,=0. We now return to the dependence z,(&). It
is evident that

dt = .d—XOZ,
J (%0) —koXo ©
2
dE = xydt = %—dz(xf’) .
J(«/Io) —KoXo
If j = const and x,(0) = ¢, we have
_ [j1-exp(-bt) _ 5 etk
o0 = e Trepon = 20kig, (10
f(&) = koxo(&)
(11)

= Jkoi (1 — exp(=2KkoE)) + kox2exp(—2K,E).

In particular, it follows from (10) that the rate of
decrease in the monomer amount significantly depends
onitsinitial concentration since the quantity cisin the
exponent. The sameisaso valid for the effect of flux j.

4. RESULTS OF CALCULATION

The experimental determination of the rate con-
stants of chain-propagation reactions is rather compli-
cated, particularly when the specific features of each
n-unit polymer are taken into account. We assumed that
T =1273 K and ng = 10° kg/(m s) [4, 6]. In order to
specify theinitial conditionsfor the Cauchy problem (2),
we have to know ¢ = xy(0); we assume that x(0) = 0 (i >
0). The dimension of concentration X, is [cm™], the
value of cis 2.2 x 10?? cm=3. This dimension makes it
possible to retain the conventional dimensions of the
reaction rate constant and the flux j. Furthermore, there
is an additiona parameter T responsible for the
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Fig. 5. Dependence of the mass fractions of polymers on the
reaction coordinateatc=1,Q=1,1=30s andj = 10cexp(—
t/1): the monomer fraction (1), fractions of 2- to 4- (2), 5- to
7- (3), and of 8- to 10-unit (4) polymers. “Time” isthereac-
tion coordinate.

decrease of the rate of flux j, e.g., according to the
dependence

= Joexp(-t/1). (12)

Let the total oxidation time be 300 s, which in practice
yields an SO, layer with athickness of several nanom-
eters. We take 1 equal to one tenth of the duration of
oxidation. We considered the parameter j, to be propor-
tional to the initial monomer concentration c. In our
opinion, the relation of these two parameters in many
respects defines the adequacy of any thermal oxidation
model.

In view of the above, calculations were carried out
in dimensionless quantities: the concentrations were
normalized to c, the time was normalized to a second,
the flux was normalized to [x,(0)/c], and the rate con-
stants were defined in terms of the parameter Q,

2RT
= =—c.
Q 3No

The dimensionless representation of the system shows
that the changes in the quantities ¢ and Q are equiva
lent; i.e., they imply identical changes in the curve
dynamics (in dimensionless variables). The calculation
was carried out by the conventional Runge-Kutta
method of the fourth order of accuracy at a step corre-
sponding to 1/10 s.

Figures 5 and 6 display typical calculation results
for the exponentially decreasing dependence of the
monomer flux j. The abscissa and ordinate axes are the
time (s) and the molar or mass fractions of polymeric
chains of various lengths (relative units), respectively.
This representation allows us to take into account the
problem of excluded volume; i.e., the cross section is
permanently fed with material and simultaneously
expands. The molar W and mass U fractions are cal-

(13)
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Dependence of the polymer fraction in the asymptotics on the model coefficients

Coefficients and their values Polymer fractionsin the asymptotics

. 2—4-unit 5—7-unit 8-10-unit

Q t lo Monomer polymers polymers polymers
0 30 0.1c 0.002/0.000 0.591/0.356 0.231/0.288 0.177/0.356
10 30 0.1c 0.000/0.000 0.387/0.184 0.236/0.227 0.377/0.589
0.1 30 0.1c 0.114/0.033 0.658/0.524 0.117/0.279 0.062/0.165
1 3 0.1c 0.000/0.000 0.777/0.602 0.179/0.287 0.044/0.111
1 30 0.01c 0.002/0.000 0.725/0.532 0.210/0.315 0.064/0.152
1 30 10c 0.000/0.000 0.245/0.098 0.174/0.138 0.581/0.765
1 30 0 0.000/0.000 0.801/0.640 0.165/0.274 0.033/0.086

Note: The dlash (/) separates the molar (Ieft) and mass (right) fractions of polymers.

culated according to the following expressions (14)

and (15):
W, = X/ X, (14
U, = Z(i+1)xi/ Z (i+1)x. (a5)

ida
The molar fraction accounts to a greater extent for the
final structure of the transition layer, whereas the mass
fraction better represents the balance of materia in the
boundary layer during thermal oxidation. Here, a isa
set of indices over which aggregationiscarried out. The
sets{0},{1,2,3},{4,5,6},and{7,8,9} wereconsidered.
The general run of the curvesis as follows: the mono-
meric fraction decreases (with the possibl e exception of
the initial range), the fraction of 8-, 9-, and 10-unit
polymers increases steadily, while the fractions of 2-,
3-, 4- and 5-, 6-, 7-unit polymers have a more or less
pronounced maximum (the instants of time when the
molar and mass fraction maxima occur are noncoinci-

O<i<N

Mass fraction
0.8

0.7+
0.6
0.5F 2
0.4
0.3
0.2F
0.1

1

0 50

300
Time, s

100 150 200 250

Fig. 6. Initial region of the dependence of Fig. 5. j =
0.1cexp(—t/T). Other parameters and designations are the
sameasinFig. 5.

dent). The fraction of 2-, 3-, and 4-unit polymers dras-
tically increases in the first few seconds, while the
monomer fraction abruptly decreases. Ast asymptoti-
cally tendstoward infinity, aquasi-steady state is estab-
lished, which now corresponds to the formation of bulk
layers of silicon dioxide. Furthermore, if the variation
dynamicsof polymer fractionsof variouslengthsinthis
cross section isknown, one can indirectly determinethe
distribution of these fractions over the transition layer
thickness.

The model was studied for various values of param-
eters (see table). For example, when chain propagation
(parameter Q) becomes more and more active, all the
maxima become pronounced and the fraction of 8-, 9-,
and 10-unit polymers increases. The quasi-steady state
is established more quickly. Figures 5 and 6 show the
special features of the initial oxidation stage; however,
these features are characteristic of only afew values of
the parameters. The physical cause of the Q increase
consists, e.g., in anincrease in oxidation temperature or
adecrease in viscosity; the latter can also be caused by
an increase in temperature. As the monomer flux (coef-
ficient jo) increases, which, e.g., can be caused by an
increase in the partial pressure of oxygen in the gas
mixture, the fraction of heavy polymers also increases
and alocal concentration maximum of 2-, 3-, and 4-unit
polymers can take place. Without the monomer diffu-
sion flow (j = 0), 2-, 3-, and 4-unit polymers dominate,
and the quasi-steady state is rapidly reached. A similar
factor decreases the parameter T, which corresponds to
the case of relative separation of various cross sections
when thereis a quick falloff of the monomer flux from
the active zone.

The dependences displayed in Figs. 5-6 and in the
table are related, first of all, to features of the polymer-
ization reaction kinetics and monomer diffusion into
the boundary layer from the active zone. These depen-
dences can be used to predict the fina distribution of
polymers with various numbers of monomeric units
over the transition layer thickness, which is of impor-
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tant practical significance for optimization of the elec-
trical properties of the gate insulator.

5. CONCLUSION

The numerical experiment shows that the diffusion
flow of monomers from the active zone into the poly-
merization zone has a significant effect on the ratio of
fractions of polymeric molecules of various lengths
even in the case of growth of rather thick silicon diox-
ide layers. This conclusion, which aso takes into
account the fact that the active zone naturally trans-
forms into a polymerization zone with time, seems to
be of interest. Aswas a so shown, the fraction of heavy
polymers increases with the temperature and oxidation
rate.

Currently, a mathematical model that solves the
problem of the percentage of these rings in various
cross sections of the transition layer does not exist. Fur-
thermore, the mechanisms influencing the formation of
rings of various sizes are also unclear. The mathemati-
cal model developed in this study of structural inhomo-
geneities that form in thermally oxidized silicon layers
gualitatively answers the above gquestions. A more ade-
quate quantitative solution requires extending the
model we suggested with technologically clearer
parameters, in particular, the oxidation temperature and
the partial pressure of oxygen in the gas mixture.
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Abstract—Specific features of changesin the noise spectral density and thelifetime of minority charge carriers
in Si p—n structures with athin multiplication region under thermal annealing of radiation defects were studied.
It is shown that the change in the frequency characteristics of noise in p—n structuresis related to the recovery
of surface states. A qualitative explanation of self-limitation of the avalanche process in p—n structures with a
thin multiplication region is suggested. © 2003 MAIK “ Nauka/lInterperiodica” .

Avalanche semiconductor devices operating in the
mode of microplasma breakdown are used in electron-
ics as sources of broadband noise. Studying the mech-
anisms of influence of external factors on the parame-
ters of physical processes that occur under avalanche
multiplication is of practical interest for the develop-
ment and application of such devices.

In [1], changesin the noise characteristics of Si p—n
structures with different p—n-junction areas irradiated
with gamma-ray photons from a ®Co source were
reported. The features of changesin the width of alow-
frequency plateau in the curves of the noise spectra
density (NSD), aswell asthe relationship between these
changes and the changes in the lifetime of minority
charge carriers in structures with small-area p—n junc-
tions (about 10° cm?), are of much interest. Accord-
ingly, theaim of this study wasto investigate the behav-
ior of the NSD and the lifetime of minority charge car-
riers under the isochronous annealing of radiation
defects.

We studied samples of p-Si:B with a B concentra-
tion of 10*® cm=3. The main p—n junction was obtained
by the thermal diffusion of P at 900°C; the area of this
junction amounted to =106 cm?. The samples differed
from each other by the time of thermal diffusion, which
manifested itself in different amplitudes and frequen-
cies of microplasma pulses. The p—n-junction depth
amounted to 1.33 x 10 and 1.50 x 10~ cm for samples
prepared using different thermal-diffusion times. The
dopant concentration amounted to=2 x 10" cm~23inthe
region of charge multiplication, which corresponded
to a breakdown voltage of =8 V. Under these condi-
tions, the width of the multiplication region amounted
to=(1-2) x 105 cm.

The samples were irradiated with gamma photons
from a%°Co source with an energy of 1.2 MeV at doses
in the range of 1.8 x 10%-1.7 x 10*® cm. The irradi-
ated samples were annealed for 30 min in the tempera-
ture range of 80-380°C. Output oscillograms of the
noise current in the structures were measured at 20 +
1°C by passing an electric current with an average
value of 50 YA through the structures. The calculation
of the NSD was performed using a standard algorithm
of fast Fourier transformation [2] on the basis of mea-
surements of the noise current in the p—n structures
under investigation. Figure 1 illustrates the changesin
the NSD dueto irradiation and subsequent annealing.

The lifetime of minority carriers was measured
using the transient-response method with current
switching [3].

The diffusion length L isrelated to the lifetime T of
minority charge carriers as follows:

Ly = J(KT/e)pr. (1)

Here, kisthe Boltzmann constant, T isthe temperature,
e is the elementary charge, and . is the charge-carrier
mobility. As calculations show, irradiation leads to a
decrease in the diffusion length from 1.1 x 103 (initial
samples before irradiation) to 0.4 x 10~ cm (samples
irradiated with the highest dose). According to the pre-
viously obtained [1] dependence of the change in the
lifetime of charge carriers on the irradiation dose, the
diffusion length becomes smaller than the linear dimen-
sion of the p—n junction when the irradiation dose ®
exceeds 1.5 x 10" cm. In this case, the change in the
lifetime of minority charge carriers caused by irradia-
tion is inversely proportiona to the concentration of
introduced radiation defects. A change in the frequency
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of microplasma pulses (or the width of the low-fre-
guency plateau in the NSD curves) is directly propor-
tiona to the concentration of the introduced radiation
defects.

We introduce the following designations. T, Trom
and 1 are the effective lifetimes of minority charge car-
riers before irradiation, after irradiation with the high-
est dose, and after annealing, respectively; Awy, AWy,
and Awy are the widths of the low-frequency plateau in
the NSD curves (at the level of 0.7 of the maximum)
before irradiation, after irradiation with the highest
dose, and after annealing, respectively. The curves
shown in Figs. 2 and 3 represent the recovery of the
lifetime of minority charge carriers and the recovery of
the width of the low-frequency plateau in the NSD
curves as aresult of thermal annealing:

f(1) = (Lt = UTo) (LT o — LT0), @)
f(w) = (Awr —Awyp)/ (AW ey —Awy). (©)

Two stages of defect annealing are quite distinct in
Fig. 2. These are the stage in the range of 150-260°C
and the stage in the range of 300-340°C. As can be
seen, the annealing at 300-340°C does not provide for
the compl ete recovery of thelifetime of charge carriers.
This may be due to the fact that, in this temperature
range, the diffusion length becomes larger than the lin-
ear dimension of the p—n junction and expression (2)
cannot be used for accurate estimations in this case.

At the same time, a nearly complete recovery of the
frequency of microplasma pulses is observed in the
annealing stage in the temperature range of 100-260°C
(seeFig. 3).

It was established using capacitance spectroscopy
that irradiation of p-Si with gamma photons from a
80Co source results in the formation of acceptor radia-
tion defects with emission-activation energies E, +
0.35 eV and E, + 0.21 eV having production rates of
=10 and 3 x 10~ cm™, respectively [4]. The above-
mentioned defects are commonly related to oxygen—
vacancy centers (E, + 0.35 eV) and divacancies (E, +
0.21 eV). Accordingly, the observed stage of recovery
of the lifetime of minority carriersin the range of 150
260°C can be attributed to the annealing of divacancies,
while the stage at 300-340°C can be attributed to the
annealing of centerswith an emission-activation energy
of E, + 0.35 eV [5]. However, Figs. 2 and 3 show a
broadening of the annealing stage in the range of 100—
260°C, which is inconsistent with the features of
annealing of divacancies in the sample bulk. Such
behavior of the annealing of defects produced by
gamma irradiation may be related to the annealing of
defects introduced at the surface [6].

The assumption that the annealing stage in the range
of 300-340°C corresponds to annealing of defects in
the bulk is confirmed by an analysis of oscillograms of
output pulses. Indeed, the probability of initiating an
avalanche decreases, which can be attributed to a
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Fig. 1. Noise spectral density for samples with 1.33 x
10~*-cm-deep p—n junctions irradiated at doses of (1) 0,
(2) 1.8 x 106, (3) 6.0 x 10", and (4) 1.14 x 10*® cm™ and
annealed at (5) 240 and (6) 340°C.

f(
1.0
0.9
0.8
0.7t
0.6
0.5
0.4
0.3
0.2
0.1F

T T T
~
N}

1 1 1 1 1 I
150 200 250 300 350 400
Temperature, °C

0 1
50 100

Fig. 2. Change in the effective lifetime of minority charge
carriers as a result of isochronous annealing of radiation
defects. The thermal-diffusion times for the main p—n junc-
tion are (1) 120 and (2) 75 min.

decreasein the number of bulk centers of reemission of
charge carriersthat are responsible for initiating subse-
guent avalanches.

The dataon the annealing studies makeit possibleto
refine the model suggested in [1]. The decrease in the
lifetime of minority charge carrierswith theincreasein
theirradiation dose, aswell asthe decrease in the steep-
ness of thetrailing edge of microplasma pul ses after the
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Fig. 3. Change in the width of the low-frequency plateau in
the NSD curve as aresult of isochronous annealing of radi-
ation defects. The thermal-diffusion times for the main p—n
junction are (1) 120 and (2) 75 min.

first stage of irradiation (see [1]), suggest that the sur-
face serves as the region where majority charge carriers
(i.e., holes) accumulate. In other words, the surface has
anegative potential [7]. Inthis case, alocal decreasein
an electric field results in the avalanche multiplication
being switched off (the thickness of the multiplication
region amounts to =(1-2) x 10 cm). A comparison of
the thermal -relaxation time and the time of the trailing
edge of pulses makesit possible to exclude the effect of
lattice heating [8]. The irradiation-caused exclusion of
the surface effect diminishes the role of the space
charge; i.e., the number of charge carriersincreases due
to impact ionization by holes, which increasesthetrail-
ing-edge time of microplasma pulses. Under these con-
ditions, the lifetime 1 of minority charge carriers
changes more significantly in comparison with the bulk
lifetime [9]: A(L/T) = kP. Here, K is the damage factor
and @ istheirradiation dose. Such behavior of thelife-
time can be caused by the formation of positively
charged radiation defects at the surface. These defects
not only balance the negatively charged centers, but
also affect the results of measurements of the lifetime
of minority charge carriers. A further increase in the
irradiation dose leads to the formation of bulk traps for

minority charge carriers, which serve as effective cen-
ters of trapping and recombination of majority charge
carriers, as well as centers of initiation of subsequent
avalanches.

Thus, the investigations performed here show that
therecovery of noise characteristicsof Si p—n structures
with a thin multiplication region, irradiated with
gamma photons from a %Co source and subjected to
thermal annealing, occurs in the temperature range of
100-120°C. We ascertained the dominant effect of the
surface on the frequency characteristics of noise. How-
ever, it isnecessary to takeinto account the influence of
radiation defects on the time distribution of noise
pulses, because the time of initiation of repeat ava
lanchesis governed to agreater extent by reemission of
electrons from trapping centers rather than by thermal
electrons. The results obtained may be used in design-
ing noise semiconductor devices.
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Abstract—Rectifying photosensitive heterojunctions were obtained for the first time by depositing films
of polyhomoconjugated organometallic compounds onto Si waters. The photoelectric properties of the
obtained structures were studied, and the basic photoelectric parameters of these structures were deter-
mined. The new heterojunctions are shown to be promising candidates for devel oping natural -radiation pho-

toconverters. © 2003 MAIK “ Nauka/Interperiodica” .

The devel opment of novel heterojunctions based on
diamond-like semiconductors and other materials is a
promising line of inquiry in modern optoelectronics[1—
4], since such heterojunctions make it possible to
expand the functional range of optoelectronic devices.
It was found recently that a direct contact of inorganic
semiconductors with materials of biologica origin
givesrise to the photovoltaic effect [5-7].

In this study, we report the first results from investi-
gations of the photoelectric properties of heterojunc-
tions formed by the deposition of recently synthesized
polyhomoconjugated organometallic polymers [8, 9]
onto single-crystal Si wafers.

Polymers were prepared by the Wurtz—Fittig reac-
tion according to the scheme

|C2H5
BrOCHZ—IEl—CHZOBr
CoHs
C2H5
Na, THF, 60°C
i fon S OO
C2H5
whereEl = Si, Ge.

The reactions were carried out in an inert gas using
dehydrated tetrahydrofurane (THF) as a solvent and
dicyanohexyl-18-crown-6 (DCH-18-cr-6) as an inter-
phase-transport catalyst. Polymers were purified by
redeposition, and solvent residues were removed by
vacuum drying down to an unchanged weight. The

structure of macromol ecules was confirmed by the data
obtained using UV, IR Fourier, *H, and 3C NMR spec-
troscopic methods.

The polymer layers were grown on substrates by the
flow coating technique using afresh filtered solution of
the polymer in CHCIl; (C,, = 5%). Solvent residues
evaporated from the layers at room temperature in air.
Final drying was carried out in avacuum chamber with
aresidual pressure of 2 x 1072 Torr.

The optical absorption was studied in polymeric
layers deposited onto glass plates. The synthesis
method devel oped has made it possible to obtain layers
with auniform yellow color, athicknessd = 50 um, and
an area of 2 x 2 cm?. The measured optical transmit-
tance T, of the polymeric layers was used to calculate
the optical-absorption coefficient

(1-R)?
TN ToT +RE’ @)

where Risthe optical reflectance; R= 0.3 in the studied
spectral range. Typical spectral dependences of the
optical-absorption coefficient for the polymers under
study are shown in Fig. 1. The absorption coefficient of
the polymer layers begins to significantly increase at
photon energies iw > 2.8 eV (Fig. 1, curves 1, 2). We
can use this fact to evaluate, in a first approximation,
the band gap Eg of two different novel organic com-
pounds. One can see from Fig. 1 (curves 1, 2) that the
short-wave length portions of the optical-absorption
spectrain the coordinates ((0%w)?, Aw) are closeto lin-
ear and the extrapolation (a7w)? — 0yields virtualy
the same value of the band gap for these materials,

EKl R’,
d |:| 2T0

a
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Fig. 1. Spectral dependences of the optical-absorption coef-
ficient of polymer layers(1, 1') PlGeland (2, 2') PSILAL T =
300 K.

Eg;0285eV a T=300K (Fig. 1, curves 1', 2). It is
worth noting that in the long-wavelength region of the
o (Ahw) spectrathe absorption coefficient of the polymer
layers containing Ge is higher than that of the Si-con-
taining layers (see curve 1 in Fig. 1). This may be
caused by a higher concentration of defects in the
Ge-containing layers. We should note that a more ade-
quate interpretation of the data on the optical absorp-
tion in the obtained organic polymers calls for further
investigations.

The polymer—crystalline-Si  heterojunctions were
formed by depositing polymer layers onto the chemi-
cally polished surfaces of KDB-10 Si(111) (i.e,
p-Si(111):B, p = 10 Q cm) wafers. The heterojunction
areawas about 1 cm?. Aluminum layersup to=0.1 um

BLINOVA et al.
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Fig. 2. Steady-state I-V characteristics of the (1, 1') P[Gelp-
Si and (2, 2) PSilp-Si heterojunctions at T = 300 K. The
inset showsthe (1, 2) forward and (1', 2') reverse portions of
the |-V characteristics plotted in semilogarithmic coordi-
nates.

thick, deposited through masks onto the polymer lay-
ers, aswell asasilver paste, were used as ohmic con-
tacts. The current—voltage (I-V) characteristics of the
Al(Aqg)/polymer/Al(Ag) systems showed that Ohm’s
law isvalid in therange of biasvoltagesupto U =100 V.
The resistivity of the polymer layers of different types
deposited on glass was evaluated at p = 10°-10° Q cm
at T =300 K. Notably, the Si- and Ge-containing poly-
mers were found to have similar resistivities.

The steady-state |-V characteristics of the new het-
erojunctions showed pronounced rectification. The for-
ward direction was the same for all the structures and
corresponded to the negative polarity of the applied
bias at the p-Si substrates. Typical steady-state |-V
characteristics for the heterojunctions based on poly-
mers (P) containing Si (P[SI0) and Ge (PIGel) are
shown in Fig. 2. Typical parameters of the heterojunc-
tions are listed in the table. The initial portions of the

Photoel ectric properties of the heterojunctions based on organic polymersand Si (T = 300 K, illumination from the polymer-

layer side)
Structure
type n I, A Ry, Q Ug, V KUDO1V) ﬁ,v/w ™ 0, eV
P[Gellp-Si 1.0,1.35 | 46x101 10° 0.9 2800 80 1.26 1.6
PLSip-Si 2.0 1.5x 107 10° 0.5 550 250 1.26 0.6
SEMICONDUCTORS Vol. 37 No.1 2003
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|-V characteristics (U < 0.4 V) are described by the
equation for conventional semiconductor diodes:

| = Is[expg%g—l}. @)

The ideality factor n determined from the slope of the
forward portions of the I-V characteristics in the coor-
dinates (logl —U) ranges from 1 to 2 (see table), which
can be caused by competition between diffusion and
recombination components of the forward current [10].
It is not improbabl e that the value of n can be controlled
not only by the parameters of deposition of polymer
layers on the Si wafers, but also by features of the ele-
ments of Group 1V of the periodic system incorporated
in the polymer. The deviation from relation (2),
observed a U > 0.5V, is caused by the effect of the
rather high series resistance of these structures. The
values of the saturation current | (see table), aswell as

therather low reverse currents (<10° A) at biases up to
20V at T =300 K in the best structures, are indicative
of the high quality of the obtained heterojunctions. The
reverse current typically increaseswith the voltage by a
power law, which is probably caused by the effect of
leakage currents at the structure periphery.

When the bias voltage exceeds certain values char-
acteristic of specific structures (see Fig. 2, curves 1 and
2), the exponential dependence (2) transforms into the
linear one:

| = 2, (3)

The PIGellp-Si and PSip-Si heterojunctions
turned out to have similar and rather high values of the
residual resistance R, (see table), while the cutoff volt-
age U, (generally associated with the energy-barrier
height) turned out to be higher for the heterojunctions
based on the Ge-containing polymer. As follows from
the steady-state |-V characteristics, the rectification
factor K (defined as the forward-to-reverse current
ratio at U 01V) is higher for the P[Gellp-Si hetero-
junctions (seetable).

The exposure of the obtained heterojunctionsto nat-
ural light resulted in the photovoltaic effect, due to
which negative photovoltage arose on the Si substrate.
It is also noteworthy that the photovoltage sign isinde-
pendent of the location of the probe beam of light
(about 0.2 cm in diameter) on the surfaces of these
structures. As arule, the photovoltage is higher in the
case of illumination of the polymer-layer side. The
established features of the |-V characteristics suggest
that the photovoltaic effect is controlled by the energy
barrier arising at the semiconductor—organic-polymer

contact. The highest photovoltaic sensitivity ) of the

best heterojunctions (see table) amountsto 250 V/W at
300 K when the polymer-layer sideisilluminated.
SEMICONDUCTORS  Val. 37
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Fig. 3. Spectral dependences of the relative quantum effi-
ciency n of the P[Gellp-Si (sample 1, curves1, 5; sample 2,
curve 2) and PSilp-Si (sample 3, curve 3; sample 4, curve
4) heterojunctions exposed to unpolarized light from the
polymer-layer side (curves 1-4) and from the silicon-wafer
side(curve5) at T=300 K. The spectraare shifted along the
ordinate axis to avoid overlapping.

Typica spectral dependences of the relative quan-
tum efficiency of conversion n for the obtained hetero-
junctions are shown in Fig. 3. One can see that the
broadband photovoltaic effect arises in the hetero-
junctions when the polymer layers are illuminated
(curves 1-4). The long-wavelength limit of the photo-
sensitivity in such heterojunctions is caused by the
interband absorption in Si. On the coordinates
((nw)¥?, iw), the long-wavelength portions of the
spectra of the obtained heterojunctions are linearized
and the extrapolation ((nAw)Y? — 0) yields a cutoff
on the energy axis, which is consistent with the value of
the band gap of bulk crystalline Si [11] (see Fig. 4).
When the Si sides of the P[Gellp-Si and PLSilp-Si het-
erojunctions areilluminated, as arule, the photosensiv-
ity spectra become narrow-band (Fig. 3, curve 5) and
the FWHM of the n spectra, §, amounts to [0.22 eV
and decreases with an increase in the silicon-substrate
thickness. When the polymer-layer side is illuminated,
the value of d is larger than in the preceding case (see
curves 14 in Fig. 3 and table). One can see from Fig. 3
that the n spectra of the heterojunctions studied here
differ from each other when the energy of incident pho-
tons7iw exceeds 1.26 eV. Correspondingly, the value of
0 changes too. This difference in the n spectra can be
caused by the effect of conditions in which polymer
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Fig. 4. Dependence of (n0) /2 on iwfor the P[GelZp-Si het-
erojunction a T = 300 K (illumination from the P[GeHlayer
side).

layers were deposited onto Si. It is noteworthy that the
short-wavelength falloff of the photosensitivity in the
structures with the broadest band spectrum (Fig. 3,
curve 1) islocated near the value corresponding to the
band gap E; (012.85 eV (determined from the polymer
absorption spectra). Therefore, the observed short-
wavelength falloff of n can be explained by the effect
of light absorption in the polymeric layer. Hence, the
new heterojunctions exhibit high photosensitivity in the
range between the band gaps of contacting materials,
which is, in generad, typical of perfect heterojunctions
[10]. We a so emphasize that the values of 3, aswell as
the spectral-peak |ocation obtained for the best Si/poly-
mer heterojunctions, are indicative of the applicability
of the developed systems to the design of high-effi-
ciency solar cells.

Thus, we have suggested and developed a new type
of semiconductor—organic-polymer heterojunctions.

These heterojunctions can be used in the development
of high-efficiency thin-film photoconverters of natural
light.
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Abstract—Optical transmission spectra of macroporous silicon with through pores has been studied experi-
mentally and theoretically in the spectral range 0.3-0.8 um (in which single-crystal Si is opaque). The spectra

are discussed in terms of the general diffraction theory.

Expressions taking into account the diffraction at the

entrance and exit of pores and the influence exerted by deviation of the angle of light incidence from the normal
are derived. The transmission spectrum is fairly well described by the results of calculation. © 2003 MAIK

“Nauka/Interperiodica” .

1. INTRODUCTION

Macroporous silicon (ma-Si) is atype of porous S
in which vertical or dightly inclined pores form atwo-
dimensional (2D) periodic structure on the surface, and
the pore depth is larger than the interpore distance and
pore diameter by orders of magnitude [1]. The combi-
nation of ahigh-quality 2D periodic structure with high
refractive index contrast in ma-Si opens the way to its
application as a 2D photonic crystal, where a photonic
band gap appears during light propagation in a direc-
tion perpendicular to the pore axis. The spectral posi-
tion and width of the gap are defined by the structure
symmetry, interpore distance, and pore radius [2]. For
the light propagating parallel to the pore axis, ma-Si
can be used as a sharp-cutoff high-pass filter that is
transparent in the short-wavelength range and blocks
long-wavelength radiation [3]. Filters with spectral
characteristics of thiskind are used in various imaging
systems. Conventionally, these have been multilayer
thin-film structures deposited on a glass substrate. In
the short-wavelength range, the filter materials them-
selves block the transmission. In ma-Si filters, light
propagatesin the air in pores surrounded by silicon that
is opaque to visible light. The pore dimensions, i.e.,
their diameter and length, define the filter transmission
spectrum. To date, we know of only one study devoted
to ma-Si transmission in the visible range [3], and
another, to its popularization [4]. The present study is
devoted to further experimental and theoretical investi-
gations of ma-Si transmission in the visible range for
light propagating parallel to the pore axis.

2. EXPERIMENTAL

The samples under study were 300-pm-thick n-Si
wafers 25 mm in diameter with 15Q-cm resistivity and
deep periodically arranged channels produced by pho-

toelectrochemical etching. The technology of ma-Si
preparation was described in [5]. The periodical pore
structure had a hexagona symmetry, with a distance of
d = 12 um between the pore centers and a pore diameter
2R ranging from 5 to 8.6 um. In the as-grown ma-Si,
the diameter of pores was about 3 um; their average
depth was L = 150-200 um. To obtain uniform through
pores, the pore-free part of a substrate and the layer
with seeding pits were removed by mechanical polish-
ing. Further, the pore diameter was enlarged by
repeated oxidation of a sample, with subsequent oxide
removal from the sample surface and pore walls by
etching. The parameters of the samples are presentedin
the table.

Figure 1 shows a SEM image of a sample with a
pore diameter of 4.0 um. Asis seen, the pores are par-
allel and their diameter varies only dlightly along their
length, though the walls are somewhat corrugated.

Transmission spectra in the wavelength range of
0.3-0.8 pm were recorded with an SF-26 spectropho-
tometer. The beam of light from amonochromator, with
a divergence of about 3.1°, was incident normal to the
surface and was not additionally focused after passing
through the sample. Figure 2 shows the transmission
spectra of four samples whose through pores have dif-
ferent diameters and lengths. As seen, the transmission
of ma-Si is at amaximum in the ultraviolet and violet

Table
Sample no. R, um L, um Porosity, %
1 25 170 15.6
2 3.4 180 29.0
3 4.3 180 46.0
4 4.1 208 41.8

1063-7826/03/3701-0057$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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Fig. 1. SEM image of an ma-Si sample before the removal
of seeding pits.

spectral ranges, and it decreases as the wavelength
increases.

3. DISCUSSION

The behavior and nature of ma-Si optical transmis-
sion in the visible range differ radically from the cases
of single-crystal (c-Si) and nanoporous Si. For compar-
ison, Figure 3 presents the transmission spectrafor c-Si
[6], luminescing nanoporous Si [7], and ma-Si (this

0.08 -

0.06

0.04

0.02

0.4 0.6 0.8
A, Um

Fig. 2. Transmission spectra of four ma-Si samples. Points:
experiment; curves: calculation by relation (7). Indices at
curves are the sample numbers.

study). Ininterpreting the ma-Si transmission spectra, it
isimportant that, during the propagation of visiblelight
along the pore axis, the radiation is transmitted through
absolutely transparent channels with a refractive index
n =1 and surrounded by silicon absorbing in this spec-
tral range. The pore diameter (the minimum was5 pm),
theinterpore distanced = 12 um, and the wafer thickness
substantially exceed the wavelength (in the transmission
study, the maximum wavelength was A = 0.8 pm).
Therefore, the general theory of diffraction [8] can be
used for atheoretical interpretation of the ma-Si trans-
mission spectra. A circular aperture is assumed. Fig-
ure 4 schematically shows a pore with aradiusRin a
plate with athicknessL.

It is convenient to resolve the problem in several
steps. At thefirst step, we consider normal incidence of
light onto an ma-Si wafer and consider only the light
diffraction by the entrance of a single pore. The light
intensity distribution I(r) in the pore exit planeis deter-
mined taking only the diffraction by the pore entrance
under normal incidence into account, i.e.,, at 6 = 0.
Starting with the relation (59.2) from [8], we obtain

I(r) = 1oZ(r). 1
Here, |, istheintensity of incident light,

2 2

B B
Z(r) = {IdtcostJo(ﬁ)} +[IdtsintJo(J§[)} , (2
0 0

where t = T[rizl)\L is the integration variable, a =
41r?/AL = 4Br?/R?, B = TWRAAL, and Jy(2) the Bessel
function. Let us consider different limiting cases. At
A — 0, atransition to the geometrical optics must

T
0.10
1
0.05
0 1
1.0
A, Hm

Fig. 3. Transmission spectra of (1) single-crystal Si [6],
(2) nanoporous Si [7], and (3) ma-Si.
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occur. Indeed, in thislimit, the function Z(r) becomesa
step function

, r<R

Zxao(r) = r>R!

©)

i.e., I(r) = I, within the pore exit, and I(r) = 0 outside it.
To prove relation (3), we note that at r < R, which cor-
responds conditionally to 3 > &/4, in the limit A — 0,
theintegralsin (2) are (see[9, p. 749])

J’dtcostJo(«/Et) = sin?l,
0

: (39)
IdtgntJo(Jat) = cos%,
0

whichyields Z, _ ;=1 upon being substituted into (2).
At A — 0, but with B < a/4, the same integrals are
zero, whichyields z, | ,=0.

Analyzing (2), we find that the light intensity distri-
bution at the pore exit is defined by the parameter (3. It
is a product of small R/L and large TIR/A parameters,
therefore, in terms of diffraction theory, it may be both
much smaller and much greater than unity. At 3 > 1,
the Fresnel and, at B < 1, the Fraunhofer diffraction
takes place [8]. In the latter case, (2) approximately
yields

R? 2r2TRr
Zo(r) = —ZJ%Z}\—LE, (4)

where J;(2) is the Bessel function. If the argument of
function z = (2rRr/AL) < 1, then J,(2) = z/2 and we
approximately obtain

TR g2
ZA(r) - )\ZLZ B ’ (5)

i.e., a small r in the Fraunhofer diffraction case, the
quantity Z,(r), which determines the intensity distribu-
tion in the pore exit plane, is independent of r.

The aforesaid is illustrated by Figure 5, which
shows Z(r) functions found by numerical integration of
(2) with different 3 values. Curve 1 correspondsto 3 =
0.1. Withinthelimitsof r <R, Z(r) =0.01; i.e,, itisvery
small and remains virtualy constant. Nearly al the
light energy goes outside the limits of the circle with
radius R in the bottom plane; i.e., it does not reach the
pore exit, but falls onto side walls. Curve 1 is well
described by approximaterelation (4), and withinr <R,
by (5). Curve 2 correspondsto 3 = 1. Thiscaseisinter-
mediate between the Fraunhofer and Fresnel types of
diffraction. As seen in the figure, the fraction of energy
falling within the circler < Ris comparable with unity.
Finally, curve 3 corresponds to a very large 3 = 50

SEMICONDUCTORS  Val. 37

No.1 2003

Yi

Fig. 4. Transmission of light through a pore at obliqueinci-
dence.

Z=1,
2ok L 10.010
10.008
151
10.006
1.0
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05f 10.002
0
0 2

r/R

Fig. 5. Z(r) at different 3: (1) B = 0.1 (right scale), (2) B=1
(left scale), and (3) B = 50 (left scale).

(unattained in our experiment, the actual 3 values being
within 0.15-1.6). In this case, nearly all of the energy
falswithinthecircler <R, Z(r) being very small at r >
R. Thisis an approximation of the geometrical optics,
with the entire amount of energy incident on the pore
entrance reaching the exit orifice.

In the general case, only the radiation reaching the
exit of apore with radius R passes through a pore. The
fraction of energy reaching the pore exit equas

(2s) ,r; r drZ(r), where §, = Tr? isthe area of the pore

orifice. Multiplying this value by the porosity, which
equals

P = (21./3)(R/d)’ (6)
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Fig. 6. Transmission spectra of sample no. 3 calculated in
approximations of (A) geometrical optics and (B) Fraun-
hofer and (C) calculated by general relation (7).

in the case of a hexagonal arrangement of pores, we
find that the transmission of ama-Si wafer is

_ an
T(A) = Jédz-!.rer(r). @)

AtA —= 0,i.e., inthelimit of geometrical optics, when
the function Z(r) has the form (3), we obtain

TA—0) = P. (8)
At B < 1, when the Fraunhofer diffraction takes place,

R
ATRC (dr 2 2TIRT

TeN) = — [0
AL O
J3d )T

9)

It is noteworthy that, in the limit A —» 0, relation (9)
alsoyields Tg(A — 0) = P. Comparing expressions (2)
and (4), we can concludethat in thelimit of geometrical
optics, i.e.,, at A — 0, relation (4), which describesthe
Fraunhofer diffraction, yields erroneous results for the
light intensity distribution in the pore exit plane.
According to (4), at A — 0, the intensity is nonzero
only at the point r = 0 (because J;(r) — 0 at z— ),
whereas according to (2), the intensity is nonzero
within a circle of radius R centered at the point r = 0.
However, the integration of expressions Z(r) and Zg(r)
over the coordinate r yields the same resultsin the lim-
iting case of A — 0. At last, in approximation (5), we
obtain

21'[3 R®
N

which shows that the transparency of ma-Si is propor-
tional to the sixth power of R and depends on the wave-

TA(A) = PB® = (10)

length as A=, Formulas (9) and (10) were used for inter-
preting the datain [3].

Figure 6 shows T(A) curves calculated using three
different formulas: curve C by (7) with substitution of
(2), curve B by (9), and curve A by (10). Asis seen, the
curves merge when A is high enough, which indicates
Fraunhofer diffraction. At small A, curve A strongly
deviatesfromB and C, and, at A — 0, theselatter tend
toward the point T(A — 0) = P at the ordinate axis.

In Fig. 2, the experimental data (transmissivity val-
ues) are compared with the theoretical T(A) curves that
were plotted using the most accurate formulas [(2) and
(7)]. The theory describes fairly well the shape of T(A)
curves, but the absolute experimental values of trans-
mission (points) are smaller than those predicted theo-
retically (curves) by a factor of 3.5 for sample nos. 3
and 1 (curves 3, 1) and a factor of 4 for sample no. 2
(curve 2). The theoretical valuesin Fig. 2 are reduced
in order to bring them into coincidence with the exper-
imental data.

Now we will discuss possible reasons as to why the
experimental transmissivitiesare much smaller than the
calculated values.

The first reason is the following: the condition of
normal incidence of aparallel beam onto the surface of
a sample, which is assumed to be met in deriving for-
mula (2), is not fulfilled in the experiment. In actual
fact, the beam divergence at the output dlit of the spec-
trometer is 3.1°. This can reduce the transmission in
comparison with its calculated value, especialy in the
short-wavel ength range where the geometrical opticsis
valid and the transmission equals zero if the angle of
incidence 8 > 2R/L. For example, thecritical angle 2R/L
equals 2.7° for R=4.3 umand L = 180 pm (for R =
25 pumand L =170 um, 2R/L = 1.7°).

The calculations of transmission for oblique inci-
dence of light onto the surface of a sample confirm this
assumption. Using relation (59.2) [8, p. 194], we obtain
an expression for light intensity in the lower plane of a
pore:

I(r,8) = 1,Z(r, 0), (1D

2

B
Z(r,8) = Z(r,¢,08) = {IdtcostJo(A/a(r,q))t)}
0

. : (12)
x[‘rdtsintJo(A/a(r,q))t)} ,
where
_4am, 2 2n2 . .
a(r,¢) = }T_(r +L°0"+2rLBsing); (13

0 is the angle of incidence, which we assume to be
small: 8 < 1, sothat sin6 = tan® =6, cosb = 1; and ¢
is the azimuth angle (see Fig. 4). Relation (12) has a
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0.2 0.4 0.6 0.8 1.0
A, Um

Fig. 7. Thetransmission of apore of sample no. 3 calculated
with Eq. (14). Angle of incidence 6: (1) 0°, (2) 0.62°,
(3) 1.24°, (4) 1.86°, (5) 2.48°, and (6) 3.1°.

very simple interpretation: the intensity distribution in
the lower plane under obligue incidence isthe same as
that under normal incidence, but with the center at the
point with coordinates x = 0, y = —-L6, instead of the
point r = 0.

Inthelimit of geometrical optics, from (11) and (12)
we find that the intensity of light in the output plane
equals I, within acircle of radius R centered at x = 0,
y =—-L6. Thetransition from expression (12) for Z(r, 8)
torelations Z(r, 8) and Z,(r, 6) occursin the same way
asin the case of normal incidence of light.

To calculate the transmission for a fixed angle 6,
Z(r, 6) must be integrated within the circle of radius R
in the vicinity of the origin of coordinatesr =0, i.e,,
within the pore exit; the result must then be divided by
TR? and multiplied by the porosity P defined by (6). We
obtain

2n R
2
T(A,8) = == [do [rdrZ(r, ¢,0) (14)
Al
and also
To(M,0) = 2 RZ}dq)} rdr
BVLWY) T TS 2, 1202 .
N3d) Ir®+ L°0% + 2rLesing (15)
xJz[QT{RJr2+ L?0° + 2rLOsind
! AL 0
_ 2R’
TA(A,8) = NN (16)

In thelast approximation, which we denote by theindex
A, the transmission is independent of angle 6. It is neces-
SEMICONDUCTORS  Val. 37
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Fig. 8. Caculated transmission spectra: (1, 2) sampleno. 1,
(3, 4) sample no. 3. (1, 3) (Solid lines) averaged over the
polar angle; (2, 4) (dashed lines) normal incidence of the
light beam.

sary to note, however, that this gpproximation isvalid only

2TRJRE + L0 + 2RLOSING
AL <1

which is more stringent than 2riR%/AL < 1, applicable
in the case of norma incidence. In the geometrical
optics limit, we use (14) to obtain an evident result:

(17)

under the condition

T( —0,6) = pXRLE)
TR
where SR, L8) isthe overlapping area of two circles of

radius R with centers spaced by L8. Elementary calcu-
lationsyield

S(R L)
HzRZarccosH9 _LeJR—(Lepa a 0<2R
R L
-0 " (18)

Figure 7 shows the transmission T as a function of
wavelength A for sample no. 3 at fixed 6 values. As
seen, al the curves merge at large A; i.e., the depen-
dence of transmission on the angle of incidence 6
decreaseswith A increasing. At small A, the dependence
of transmission on the angle O is very strong. In order
to perform a comparison with the experimental data,
the values of T(A) are averaged over 6 within the range
fromOto By i.e, it isnecessary to calculate

e0
= 1
T(A) GO_EdBT()\’ 0). (29)

Figure 8 shows data obtained in this manner for
sample nos. 1 and 3. Curves 1 and 3 were calculated by
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Fig. 9. Model of the experiment: rectangle a;b, isthe sam-
ple as a source of light and ayb, is the detector.

averaging over the polar angle within the range from O
to 3.1°; curves 2 and 4 correspond to normal beam inci-
dence. AsseeninFig. 8, at A = 0.2 um, the scatter of the
angles of incidence nearly halves the transmission for
both samples; the effect of scatter in angles may be con-
sidered insignificant at A = 1 pm.

The second possible reason for the discrepancy
between theoretica and experimental data may be the
neglecting of thediffraction by poreexits. Thisisindicated
by the deflection of a theoretical curve from the experi-
ment in the long-wavelength range (see Fig. 2). This dif-
fraction must lead to beam divergence at the exit of each
pore, and this divergence increases as the wavelength
increases. Therefore, at long wavelengths, some fraction
of the beam transmitted through the sample bypasses the
detector, which causes an apparent reduction in the trans-
mission T. In further calculations, we disregard the inter-
ference of light coming from separate pores, i.e., we sum
up theintensities, rather than eectric fields, from all pores,
since the interference should not considerably affect the
total power incident on the detector.

Let us model the experimental conditions using a
rectangular source and a detector of light placed in par-
allel planes spaced by L, (Fig. 9). The source is an
ma-Si wafer emitting light from its pore exits. The
intensity distribution at the exit of asingle pore situated
atthepointx, =0, y; = 0isgiven by relations (1) and (2),
with the wafer thickness L replaced by the distance L,
which is 11 cm in our experiment. Let us estimate the
parameter B = TR?/AL,. Using, asanexample, R=4.3um,
A =0.3um, and L, = 11 cm, we obtain B = 1.7 x 103,
The condition B < 1 is satisfied very well, so we can
use the Fraunhofer relation (4), with L replaced by L,,.
Evidently, theintensity at point (X, y) in thelower plane,
produced by a single pore lying at point (x;, y;), equals
1Zg(r, 1;), where | istheintensity at the pore exit and

RZ

ZB(r! ri) = 2 2
(X_Xi) +(y_yi) (20)

22RO x)+ (y-y) T

'0 AL, O

The intensity at point (X, y) in the ma-Si output
plane, produced by all the poreslocated inside the rect-
angle with sidesa; and b, is

a,/2 b,/2
[(X,y) = nl J’ dx; J' dy,Zg(r, r;), (2D
—a,/2  -by/2

where nisthe number of pores per unit of the surface area.
Instead of 1(x, y), we introduce the function Q(x, Y) =
KI(x, y), which is normalized so asto fulfill the condi-
tion

0 00

Idx_rdyQ(x, y) = 1. (22

The constant K is determined from normalizing con-
dition (22). After simple calculations, we find K and
finally obtain

1
T, b,

Q(xy) =

TR (x—x)2+ (y-y)D  (23)
10 AL Ll
0 |

(x=x)2+(y-vy)°

Integrating Q(X, y) within the rectangle with the sidesa,
and b,, we obtain the fraction of energy emitted from
the sample and reaching the detector. This fraction is
given by

a,/2 b2 J

x J'dxiJ’dyi

—b,/2

—a,/2

a2 byl2
HQA) = _ajz'lzdx_g[lzdyQ(x, y). (24)

Ata, — o and b, —» o, H(A) — 1. Thismeansthat
all the energy emitted from the source reaches the
detector.

Figure 10 presents H(A) curves for samples of vari-
ous dimensions: no. 3, with a; = 0.6 cm, b; = 1.5 cm,
a,=1cm, b,=35cm, and Ly =11 cm; and no. 1, with
a; =03cm, b, =15cm,a,=1cm, b, =3.5cm, and
Lo = 11 cm. The energy losses increase as the wave-
length A increases. These losses are no more than 10%
for both samples near A = 0.2 um, whileat A = 1 um
they reach 50% for the sample with R = 2.5 um. The
losses are substantially heavier for a sample with a
smaller pore radius.

Figure 11 presents the final theoretical curves for
two samples with account taken of two types of correc-
tions: that for deviation from normal incidence of light
and that for the energy losses associated with diffrac-
tion by pore exits. These curves have been constructed
using the relation

Te(A) = TAHQ). (25)
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Fig. 10. Intensity of light incident on the detector related to
that exiting from the sample: (1) sampleno. 3, a; = 0.6 cm;
(2) sampleno. 1, a; = 0.3 cm.

Corrections of the first and second types make the
T,o(A) values smaller at small and large A, respectively.
Therefore, taking into account both corrections simul-
taneously does not significantly modify the shape of the
T.«(A) curves, compared with that obtained without cor-
rections, but only reduces the absolute value of T(A)
by afactor of about 2.5 for all A. Nevertheless, despite
the fact that the spectral behavior is qualitatively the
same in both cases, the experimental transmission val-
ues differ by afactor of [11.2—1.7 from those cal culated
by the formulas with corrections. Possible reasons for
this discrepancy are the following.

(i) A small fraction of pores ((120%) does not pene-
trate through the sampleto its back surface.

(it) As can be seenin Fig. 1, the surface of channels
is not strictly cylindrical, rather, it is dightly corru-
gated, which was disregarded in our theory.

(iii) The precision in determining the pore radius
may be insufficient. Even dlight imprecision in the
value of theradius causes strong variations of transmis-
sion both at small and large wavelengths. At small A,
when the geometrical optics is “operative,” this can
occur due to scatter in the angles of incidence and a
strong dependence of the transmission on the parameter
2R/L [see (17)—(18)]. At high enough A, when Fraun-
hofer diffraction takes place and relations (10) and (16)
are valid, the transmission is proportiona to RS, i.e,
depends very strongly on the pore radius. For example,
if the pore radius decreases by 10%, the transmissionis
halved.

(iv) The condition A < 2Ris poorly satisfied at high
A (M2R=0.16at A =0.8 umand R= 2.5 um); therefore,
deviations from the basic diffraction relation taken
from [8] are possible.

(v) Inthe calculation of the energy losses at the pore
exit H(A), we disregarded obligue incidence of light
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Fig. 11. Comparison of transmission spectra calculated
with account of the correctionsfor the beam divergence and
for the diffraction at the pore exit for samples no. 3 [dashed
line (calculation) and circles (experiment)] and no. 1 [solid
line (calculation) and squares (experiment)]. The calculated
data were reduced to bring them in coincidence with the
experimental values.

onto the pore exit aperture, which may result in even
stronger divergence of the light beam at each pore exit
and thus reduce the energy incident on the detector.

On the other hand, our theory disregards the reflec-
tion of light from the inner surfaces of pores, since we
have assumed that the light falling onto these surfaces
does not reach the pore exits. However, multiple reflec-
tions from the inner surfaces with subsequent emer-
gence from pores can, in principle, somewhat enhance
transmission.

4. CONCLUSION

Inma-Si, light with awave vector parallel or dightly
inclined to the pore axis propagates in air, i.e., in a
medium which exhibits neither absorption nor disper-
sion in the visible spectral range. Since the geometric
parameters of pores can be preset experimentally, it is
possible to obtain ma-Si with a diameter and length of
pores that ensure that visible light is diffracted by ori-
fices in the opague screen; this diffraction determines
the transmission spectrum. Indeed, the experimental
transmission spectra recorded when the beam of light
was parallel to the pore axis are fairly well described in
terms of the general theory of diffraction with account
taken of the diffraction at the pore entrance and exit and
the influence exerted by deviation of the angle of light
incidence from the normal to the sample surface.
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Abstract—The generation of dislocations with even aredlatively low density (Ngs< 107 cm) leads to significant
variations in the kinetic coefficients of Cd,Hg; _,Te (x = 0.20-0.21) crystals. In n-type crystals, a substantia
decrease in electron mobility takes place along with a marked growth in electron concentration. For p-type crys-
tals, the transition from the activation conductivity to the metal one is observed in the low-temperature range of
4.240 K, asis the dternating-sign behavior of the Hall coefficient R, depending on temperature and magnetic-
field strength. A dominant rolein the observed modificationsis played by el ectronic states of point defectsformed
during the dislocation motion rather than the dislocations themselves. The totality of the data can be explained in
terms of the formation of connected channels of an opposite-type conductivity in the form of athree-dimensional
didocation network in the matrix of the main crystal. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The narrow-gap compound CdHg,_,Te (MCT),
which is widely used in infrared semiconductor opto-
electronics, is asemiconductor material that is difficult
to work with. Thisfact is associated with the mechani-
cal propertiesof MCT and, aboveall, withitshigh plas-
ticity. Even under insignificant mechanical action, a
marked number of dislocations can arisein MCT crys-
tals. Macroscopic plastic deformation, which resultsin
the generation of dislocationsin the crystal bulk, easily
proceeds in MCT at room temperature. Moreover, as
was shown in [1, 2], the plasticity rangeis extended in
MCT also to a region of much lower temperatures (to
T= 80-100 K). Thus, during various conventional
operations necessary for fabricating semiconductor
devices, for example, mechanical treatment of a sur-
face, thermal treatments, ion implantation, etc., a sig-
nificant number of defects with a deformation origin
can be generated in the semiconductor element. Such
defects arise in the active region of a device and during
the operation of the semiconductor devices themselves,
for example, in the case of thermal cycling. The indi-
cated problem is also of current concern for depositing
epitaxial layers. Due to mismatch in the | attice param-
etersfor the materials of the substrate and epitaxial lay-
ers, elastic stresses arise in the boundary region. Their
relaxation leads to the formation of a dislocation net-
work.

Deformation defects can markedly affect the char-
acteristics of devices and the processes of their degra-
dation. In addition, the available data on the electrical
activity of linear and point defects formed under plastic
deformation and also on the influence of such defects
on the electrical properties of MCT are rather scarce

[2-5]; moreover, the results of these studies are contra-
dictory. Such asituation is explained by the complexity
of this problem: the generation and motion of disloca-
tions induces several mechanisms of defect formation
at the same time. Especially contradictory are the
results of investigationsfor p-type crystals. In our opin-
ion, the indicated problems can also be explained, in
particular, by the fact that the lower boundary of the
temperature range of investigation of deformation
defectsin MCT, asarule, wasrestrictedto T = 77 K. At
the same time, an extension of the low-temperature
range to T = 4.2 K may facilitate identification of the
types of defects arising during deformation, because
the “freezing out” of free holes at acceptors occurs
exactly in this temperature region. As a result, most of
the uncompensated acceptors convert to the neutral
charge state, whereas the donors remain ionized.

In this study, we investigate the influence of defor-
mation defects on the kinetic coefficientsof MCT inthe
temperature range T = 4.2-300 K and for a magnetic
field whose strength can be ashigh as 70 kOe. Our main
goal isto establish the type of defects that form during
the plastic flow of the crystal and to determine the elec-
trical activity of such defects and their influence on the
basic electrical parameters of MCT crystals.

2. EXPERIMENTAL

MCT (as CdTe) single crystals are deformed plasti-
cally under the action of a mechanical load along the
(11000111} dlip system. In the experiments under con-
sideration, Cd,Hg, _,Te (x = 0.20-0.21) crystals were
plastically deformed by uniaxial compression at T =
300 K. In this case, as aresult of selective etching, the

1063-7826/03/3701-0006%$24.00 © 2003 MAIK “Nauka/ Interperiodica’



ELECTRICAL ACTIVITY OF DISLOCATIONS AND POINT DEFECTS 7

Fig. 1. Microphotograph of the Cd,Hg; _,Te (111) surface
with magnification of 370X: (a) before deformation and
(b) after deformation (Ngis = 10" cm™ )

(111) crystal surface contains a system of slip bands
formed by etching pits and oriented along equivalent
[110] directions (Fig. 1). Such a pattern corresponds to
the concept of the predominant generation of 60° dislo-
cations in the MCT [1100{111} dlip system [6]. The
average density of growth dislocations in the origina
crystals was within (3-5) x 10° cm. We measured the
temperature (T = 4.2-300 K) and magnetic-field depen-
dences of conductivity ¢ and the Hall coefficient R, for
samples before and after plastic deformation. The dis-
location density Ny in the crystal was determined by
metallography, i.e., by selective etching. In these exper-
iments, Ny was lower than 107 cm?, which corre-
sponds to the situations actually arising in crystals and
structures. Attempts to obtain a much higher degree of
strainat T=300K resulted, asarule, in the appearance
of microcracks. The choice of such alow deformation
temperature was motivated, first of al, by the problem
of abtaining the primary pattern of defect formation in
the crystal, which is affected only dlightly by the diffu-
sion and annihilation processes for the defects formed.

3. RESULTS
3.1. n-type Crystals

In Fig. 2, we show typica temperature dependences
of R, for an n-type sample before (curve 1) and after
(curve 2) plastic deformation. In Fig. 3, we show the
temperature dependences of the electron mobility p, in
the same sample. The mohility was determined as the
product of the experimentally measured o and R,.
Since the sample maintainsthe el ectron type of conduc-
tivity within the entire temperature range, determining
mobility in this way seems quite acceptable.
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—Ry;, cm’/C
105_

104_

103_

102 |
10! 102
T-'x10°, K™!

Fig. 2. Temperature dependences of R for then-Cd,Hg, _,Te
sample4: (1) before and (2) after generation of dislocations
with Ngis = 7 x 10% cm; solid lines are experimental, and
the dashed curve is calculated.

Our attention is drawn to several features in the
dependences p,(UT) and Ry(Y/T), which manifest
themselves in a sample with dislocations (curves 2 in
Figs. 2, 3). From the shape of the R,(1/T) dependence,
it follows that the type of conductivity of the sample
remains unchanged, while its electron concentration
increases after introducing dislocations. The parame-
ters of severa n-type samplesat T = 77 K before and
after deformation are listed in the table. It can be seen
that an increasein electron concentration n and asimul-
taneous decrease in €l ectron mohility [, isobserved for

s cm?/V-1gl
105_
1
104_
103— 2
10! 102

T-1x103, K!

Fig. 3. Temperature dependences of electron mobility for
sample 4 (1) before and (2) after deformation.
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Table
Sample nx 1014 cm3 U, X 1074, cm? V1t
no. before after before after
4 14 27 18 0.2
12 1.1 3.8 7.6 0.3
14 3.1 19 23 1.1
17 21 41 14 0.65

all the samples. As for y, itself, Fig. 3 shows that the
character of its temperature dependence is more
strongly modified after deformation when compared
with R,(/T). A distinct peak in |, appears and shiftsto
higher temperatures with increasing dislocation den-
sity. Our attention is also drawn to the fact that an
abrupt fall in p,, takes place on the low-temperature side
of the peak, the activation section being observed in the
M,(1/T) dependence. Thelatter fact pointsto the appear-
ance of a new supplementary mechanism of charge-car-
rier scattering which may have a barrier character. It
should be noted that the origina n-type MCT crystal had
avery high electron mobility of 2 x 10°cm? Vst at
T =77 K with relatively less pronounced scattering by
ionized impuritiesin the low-temperature range (Fig. 3,
curve 1).

From the dependences shown in Figs. 2 and 3 and
the data in the table, it can aso be seen that, as arule,
relative changesin the mobility of carriersturn out to be
larger than those in the concentration when the same

—Ry, cm?/C
105,

104,

3L
10 2

0 10 20 30 40

50 60 7
H, kOe

Fig. 4. Field dependences of Ry at T = 77 K for sample 4
(2) before and (2) after deformation.

dislocation density isformed in the crystal. This behav-
ior is especially pronounced for samples whose initial
concentration of extrinsic electrons exceeds 10 cm3,
This fact implies the mutual compensation of most of
the defects formed under deformation. Asaresult, such
defects contribute only to the scattering of charge carri-
ers, leaving their concentration virtually unaffected. It
should be noted that direct estimations of sample
parameters must be made with caution. This applies,
for example, to the estimation of mobility u,, from the
product of o and R, in the deformed samples. In fact,
the temperature dependence R, (1/T) for samples with
dislocations generally reveals a small characteristic
peak (Fig. 2), which points to the presence in the sam-
ple of at least two types of charge carriersthat have dif-
ferent mobility [7].

From the above data it follows that defects of both
donor and acceptor types are simultaneously formed in
MCT crystals during the motion of dislocations. There-
fore, it is of interest to estimate the resultant € ectrical
activity of thetotality of defectsformed with the aim of
trying to single out one component of the conductivity.
To this end, we measured the magnetic-field depen-
dences for the Hall coefficient at T = 77 K in a field
whose strength could reach 70 kOe (Fig. 4). Such a
strong magnetic field in the temperature region of
depletion of impurities (T > 5060 K) usually makes it
possible to easily reveal the MCT hole conductivity,
which is abscured in the absence of afield by the con-
tribution from the el ectron component to the conductiv-
ity. Such an effect can be explained by the large ratio
b = /K, = 100 between the mobilities of electronsand
holes. For this reason, electrons can dominate in the
conductivity even in the case when their concentration
in the sample is markedly lower than that of holes; i.e.,
when the inequality N, > N isfulfilled. However, in a
magnetic field which is strong for electrons (p,,H/c < 1)
but simultaneously weak for holes (u,H/c < 1), the
“magnetization” of electrons takes place. As a result,
the electron component turns out to be virtually
neglected in the conductivity even for H > 46 kOe and
the Hall coefficient can be described by the simple
expression R, = 1/e(p — n) in the strong-field limit [8].
Experimentally, the magnetization effect for electrons
should manifest itself in p-type crystals as a change in
the Hall-coefficient sign in a strong field from negative
to positive and in the leveling off of the Ry(H) depen-
dence [8]. However, as the field dependences of R,
(Fig. 4) show, these experiments do not reveal a ten-
dency toward a change in the sign of R,. The stronger
field dependence of R, for a deformed crystal when
compared with the original oneisassociated with either
an increase in the degree of inhomogeneity of the crys-
tal or the presence of at least two types of charge carri-
ers with different mobilities in the sample. The latter
conclusion is consistent with the datain Figs. 2 and 3.

On the basis of the results obtained and the metal-
lography data, we will try to make certain quantitative
estimates with the aim of clarifying the nature of the

SEMICONDUCTORS  Vol. 37
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electronic states of defects introduced into MCT crys-
tals during deformation. It is generally agreed that the
plastic deformation of a semiconductor simultaneously
generates a significant number of point defects [9] in
addition to dislocations. There are several mechanisms
for point-defect formation by mobile dislocations. An
important role in these mechanisms is played by didlo-
cation jogs. In II-VI compounds (in particular,
Cd,Hg; _,Te), the jogs are sources of vacancies and
interstitial defects. In addition, they themselves can act
as donors and acceptors [10]. The problem is essen-
tially reduced to the following: which of the two types
of electron states predominantly contributes to the
observed changes in the concentration and mobility of
electrons—those belonging directly to the dislocation
core or to the intrinsic point defect formed during dis-
location motion. If we start from the dangling-bond
model, which is the most acceptable for MCTSs, it turns
out that thereare 2 x 10’ cmt ionic sites, i.e., the atoms
with violated coordination of the chemical bond in the
dislocation core, per unit of dislocation length. In this
case, the charge density per state is much lower than
unity and is equal to 0.12 (the latter fact is associated
with the Coulomb repulsion of like charges and follows
from the Read statisticsfor the electronic statesin adis-
location core[11]). Therefore, the maximum number of
electronic states at the dangling bonds is less than 2 x
10% cmr2 for a dislocation density of 107 cm™. How-
ever, it follows from experimental values of R, that the
density of electronic states introduced by deformation
exceeds this value by at |east two orders of magnitude:
(2—4) x 10% cmr3. In fact, this excess can be even larger
if allowance is made for the observed increase in the
degree of compensation. The estimate of an ionized-
defect density N — N, from the Brooks—Herring rela-
tionship for electron mobility requires a defect concen-
tration of (7-8) x 10% cm=3. The latter value turns out
to be close to the estimated density of point defects
introduced in the crystal lattice by dislocation jogs
under adegree of strain such that it provides generation
of dislocations with Ngs = 10” cm2 [9].

Thus, we may conclude that the conductivity of
n-type MCT crystals subjected to plastic deformationis
mainly affected by point defects of deformation origin
rather than by dislocations themselves; these defects
are generated in corresponding dlip planes as aresult of
the motion of dislocations.

3.2. p-Type Crystals

In the as-grown state, the p-type crystals had arela-
tively low hole concentration p = (4-8) x 10> cm3
defined by the difference Ny — Np. The temperature
dependences of electrical conductivity p and R, for
such crystals had a shape typical of homogeneous
p-type MCT samples before deformation (Fig. 5). In
addition, as the temperature decreases, characteristic
regions appear consecutively in the temperature depen-
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Fig. 5. Temperature dependences of p for ap-Cd,Hg; _yTe
sample (1) before and (2) after deformation. The initial
parameters of the sample at 77 K: p = 3.8 x 10'® cm=2 and
Hp=42x10%cm? Vs,

dences of p and Ry; these are the intrinsic-conductivity
region, the region of depleted impurities (acceptors),
the region of freezing out of holes at acceptors, and,
finally, the region of conductivity over the impurity
band (hopping conductivity). Thefirst and third regions
are characterized by exponential dependences, with the
slope of the p(T) lines on a logarithmic scale corre-
sponding to the band gap E, for the first region and to
an approximate acceptor-level depth E, for the third
region. The value of E, depends on the degree of com-
pensation and on the concentration of acceptors and is
within 6-8 meV for the crystals under investigation.

In p-type crystals, the Hall coefficient isalways neg-
ative due to the large value of the ratio p/u;, in the
intrinsic-conductivity region. When the temperature
decreases, R, changes its sign (the passage from the
intrinsic to impurity conductivity). For the further
decrease in T, rapid growth in R, occurs due to the
freezing out of holes at the acceptor level. In the tem-
perature region of T < 10 K, where the electric resis-
tance of asampl e attains high values, while the conduc-
tivity is defined by the hopping mechanism, it becomes
impossible, asarule, to reliably measure the Hall coef-
ficient.

After introducing dislocations, the shape of the tem-
perature dependences of R, and p markedly change.
The following madifications should be cited.

(i) The temperature at which the sign of R,(1/T)
changes as aresult of a passage from intrinsic to impu-
rity (hole-type) conductivity shifts towards lower tem-
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IRy], cm?/C
105 =

1041

1021
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Fig. 6. Temperature dependences of |Ry|. The same sample
asin Fig. 5: (1) before and (2) after deformation; the solid
curves correspond to H = 1.5 kOe; the dashed curve, toH =
6 kOe.

peratures. In this case, the magnitude of R, turns out to
be smaller than that for the original crystal in the hole-
conductivity region.

(i) For areasonably high dislocation density (N5 =
(7-8) x 10° cm), the activation regions in the curves
for Ry and p associated with freezing out of the holes at
acceptors and also the hopping-conductivity region vir-
tually disappear; i.e., atransition to metal-type conduc-
tivity takes place.

(iii) By virtue of the above, at the lowest tempera-
tures (4.2-30 K), the conductivity of a deformed sam-
ple increases by several orders of magnitude as com-
pared with that of the original crystal. However, in the
temperature region of impurity depletion (50-110 K),
the conductivity of a sample with dislocations, on the
contrary, is lower than that of the original sample. At
the same time, measurements of the Hall coefficient at
T < 40 K run into serious difficulties due to its sign-
altering behavior (R, changesits sign several times) in
spite of the reasonably high conductivity of a sample
with dislocations. Moreover, in this temperature range,
the electron sign of R, can be changed for the hole sign
by a magnetic field with H = 5-6 kOe.

(iv) Intherange of T = 4.2-40 K for Ny = (6-8) x
10 cm™, a transverse magnetoresistance of p-type
MCT intheregion of fieldswith H = 1-5 kOe has, asa
rule, anegative sign, which is characteristic of conduc-
tivity over the impurity band.

4. DISCUSSION

A crystal with areasonably high density of disloca
tions should evidently be considered as an inhomoge-
neous system. However, when the degree of plastic
deformation in the sample bulk is constant, the afore-
mentioned inhomogeneity can be considered asordered
instead of chaotic. From the selective-etching pattern
(Fig. 1), it can be seen that a network consisting of vir-
tually equidistant lines with approximately the same
density of etching pits is superimposed upon the sam-
ple, which was homogeneous before the deformation.
Thus, we may consider a crystal with dislocations as
being divided into a main matrix, with the initia
parameters of the crystal, and a network of extended
microclusters with electronic properties, which differ
radically from those of the main matrix. In terms of
such amodel, we will discuss the experimental features
of kinetic coefficients in the MCT samples with dislo-
cations. Attention should be concentrated primarily on
the Ry(L/T) and u(/T) dependences.

It should be noted that problems from the emer-
gence of anomalies in the R,(L/T) dependences for
MCT (an additional small peak in the region of transi-
tion to intrinsic conductivity in an n-type material and
the double inversion of the sign in a p-type material),
observed in nominaly homogeneous MCT samples,
have been discussed for along time. The different the-
oretical approachesfor describing such anomalieswere
based on several models. the presence of microinhomo-
geneities with various types of conductivity in a sam-
ple, the layered structure of the sample itself, and the
presence of asurface layer whose carrier properties dif-
fer from those of majority carriersin the bulk (see, for
example, [12, 13]). However, for all the apparent diver-
sity of the models used, we are, in essence, dealing with
various ways of averaging the known expression for the
Hall coefficient on the assumption that there are several
types of carriers:

Ry = S oulrel(§ 0 + (HIO* (S a"ui)]. (1)

Here, summation is performed over al i various types
of carriersinvolved in the sample, a® = en®u®, and py,
isthe Hall mobility.

Important information about which groups of carri-
ers are involved in the samples under investigation is
provided by thefield dependence of the Hall coefficient
shown in Fig. 4. It should be noted that Ry = —y/en,
wherey = /U isthe Hall factor for electronsif, in the
n-type sample, there are only electrons in the limit of
weak magnetic fields. Consideration of the dependence
of y on amagnetic-field strength H can lead to acertain
decrease in Ry with increasing H. However, the magni-
tude of such an increase must not exceed 1.93 for scat-
tering of the carriers by charged impuritiesin the range
of temperatures and fields under consideration (see
[14]). In experiment, a much more abrupt decrease in
the Hall coefficient is observed.
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At the same time, the presence of a characteristic
peak in the R,(1/T) curve for an n-type semiconductor
(Fig. 2, curve 2) in the temperature region of transition
from intrinsic to impurity conductivity cannot be
explained if only carriers of like sign, for example,
electrons, are considered [7].

The totality of the above experimental data can be
explained by assuming that there are also hole-conduc-
tivity regions along with electron-conductivity onesin
a plastically deformed sample. In principle (see [12]),
p-type regions can have the form of surface layers;
however, chemical etching of the samples does not lead
to significant changes in the experimental results,
which makes it possible to neglect the role of the sur-
face. At the same time, the dislocations introduced into
the sample by plastic deformation are extended defects
and they can generally be related to “channels’ having
modified conductivity properties.

In fact, the 60° edge dislocation arising in MCT can
terminate both at the Te atomic row and at the Cd and
Hg rows [15]. In the first case, the unsaturated bonds
form a negative charge in the dislocation core and, in
the second case, a positive charge. Such charged cores
form “tubes’ of space charge along their length. The
negatively charged line of acceptors repulses free elec-
trons and forms a positive charge in n-type material; the
averaged magnitude of this charge per unit of volumeis
equal to &(Np — Np).

Around the dislocation, it is possible to construct a
cylinder of radiusr, which isdefined from the condition
for equality between the positive charge of the cylinder
and the negative charge of the dislocation. This radius
isequal tor = [ar(Np — N,)] V2. Here, ais the spacing
between the chargesin the dislocation line. An estimate
for the above parameters of n-type MCT yields a tube
radius of about a half of a micrometer, which exceeds
the characteristic sizes of adislocation core by orders of
magnitude. For Ngs = 10’ cm, this means that the
tubes with a positive space charge (their number is
equa to the number of negative-charge tubes) cover
only 4% of the area of aplaneintersecting them perpen-
dicularly. In this case, the acceptors inside the space-
chargeregion (SCR) areionized owing to valence-band
bending even when they are frozen out in the remaining
volume with decreasing temperature. As a result, the
tube becomes a hole-conductivity channel.

Thus, we can consider the n-type sample as pene-
trated uniformly over its bulk by channels with differ-
ent types of conductivity, both hole and el ectron (due to
the fact that the extended dipole layer is linked to the
dislocation). Evidently, the presence of additional
“electron” channelsrelated to dislocationsonly negligi-
bly affects the electron properties of the n-type samples
due to the smallness of their volume as compared with
the matrix volume; however, this influence can mani-
fest itself in p-type samples.

We assign the hole conductivity g, to the “hole”
tubes. In this case, the concentration of p carriers in
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such channels is controlled by point defects of defor-
mation origin. It should be noted that a similar model
was used for explaining the Hall effect anomalies in
MCT films[7] irrespective of dislocations. In this case,
amodel of p—n junctions was considered in which its
rectifying effect could be neglected down to the lowest
temperatures for small currents. The electron scattering
by p—n junctions was also considered to be negligible.

Such an approach makes it possible to use the clas-
sical “different-layer model” of Petritz [16], which
divides the sample into small “blocks’ of p—n—p or
n—p-n structures. The next simplification consists in
assuming that amagnetic field is always directed paral-
lel to theinterface between the hole and electron layers.
In this case, we considered the components of the cur-
rent | separately, which are parallel (l;) and perpendic-
ular (1)) with respect to the interface between n- and
p-type regions. It is clear that the Hall voltages should
be cal cul ated for a sequence of n—p—n-type regions con-
nected in parallel for thefirst case and the same regions
connected in series for the second case. However, the
calculation yields (see [7]) identical results in both
Cases:

Ry = [R,0,D,+R,0,D,]/[0,D,+0,D,]. (2

Here, R isthe Hall coefficient for the ith region (i = n,
p), 0; is the conductivity of such aregion, and D; isthe
thickness of thisregion (for the current flow perpendic-
ular to the p—n-junction boundary) or the area of this
region (for the current flowing along the p—n-junction
boundary). The conductivity for the current I, can be
easily written making alowance for the fact that, here,
the regions with electron and hole conductivity operate
as shunt resistances: ¢, = 0,D,, + 0,D,,. With respect to
the “perpendicular” direction of the current I, the
aforementioned regions are connected as series resis-
tances and, thus, o, = 1/[0,D, + 0,D,]. In the general
case of random distribution of blocks of the n—p—n
type, the conductivity can be written as

o= Zc|(D(i))Pi+ZGt(Di))[l—Pi]. ©)

Here, P' is the probability that the current flows in the
direction paralld to the p—n-junction boundary for the
ith block. The summation in (3) is performed over al
the possible blocks of the sample. However, the calcu-
lation of such acomplicated expression requires further
simplification. In the simplest case [15], P' was
assumed to be independent of the number of a block
and all o, and g, were assumed to be identical. In this
case, expression (3) can be written in a form that
makes calculation simple:

o =0P+0[1-P]. (@]

Hereafter, expression (2) was calcul ated with allow-
ance made for (4). The electron concentration in the
n-type region was calculated with allowance made for
intrinsic- and extrinsic-carrier concentrations. Inasim-
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ilar way, we calculated the hole concentrations in the
p-typeregion, but in this case, we also took into account
the temperature dependence of filling the acceptors
with the binding energy E,. The minority-carrier con-
centration in both regions was assumed to be equal to
their intrinsic concentrations.

The donor concentration Ny was determined from
the Ry magnitude in the low-temperature region. The
acceptor concentration, the ratio D/D,,, and the prob-
ability P were considered as adjustable parameters of
the theory. For the electron and hole mobilities, we
used the empirical formulas [17]. From the expres-
sions obtained, it follows that the peaks of Ry and of
the Hall mobility are interrelated. In this case, the best
agreement between theory and the curves in Figs. 2
and 3 was attained for D,/D, = 0.1, P = 0.5, and N, =
2 x 10 cm3,

It should be noted that theratio D,/D, = 0.1 is of the
same order of magnitude as that obtained above from a
simple estimate of theradiusr (0.04). Better agreement
could hardly be expected due to the multiple approxi-
mations made above. We give asimple qualitative inter-
pretation of the peak observed in the curve Ry(L/T). It
isevident that R, features no considerable anomaliesin
the matrix within the temperature range of the transi-
tion from intrinsic to impurity conductivity: it remains
negative and attains magnitudes close to the difference
Np —N,. Thiscurveis superimposed by the dependence
R,4(L/T) in a system of extended p-type microclusters.
In the region of intrinsic conductivity, the Hall coeffi-
cient signisalso negative (i.e., defined by more mobile
electrons). However, when the conductivity passes to
the hole impurity type, the sign of R, becomes positive,
while the Hall coefficient itself increases due to a
decrease in the free-hole concentration with tempera-
ture. It isthisfact that |leadsto the appearance of asmall
peak at the Ry(L/T) curve for the matrix—microcluster
system within the region of transition from intrinsic to
impurity hole conductivity (in the microclusters) and to
the further weak decrease in this coefficient with
decreasing temperature.

When considering the experimental results obtained
for the p-type samples, the following circumstance par-
ticularly caught our attention. If, in measuring R, and
p, We restrict ourselves to the temperature range above
T =77 K, these experimental data can lead to an erro-
neous conclusion (as was made in certain studies): the
type of the carrier changes as a result of deformation
(from p- to n-type). Actualy, as can be seen from the
comparison for the entire temperature range of the
curves, nothing of the kind happens. As to the errone-
ous assumption, it is associated with the shift of the
temperature of transition from intrinsic to impurity
conductivity (the change of the sign of R,) to lower
temperatures for the deformed crystal.

We will examine this feature in more detail in the
R, (1/T) dependence. The fact that the R, inversion
point shifts to lower temperatures with increasing con-

centration of deformation defects indicates, at first
glance (as in the n-type crystals), that the resultant
activity of the defects introduced by the deformation is
of the donor type. However, in this case, the following
contradiction arises: if an additional concentration of
electrons associ ated with the deformation defects of the
donor type turns out to be sufficient for conserving the
negative sign of R, in a certain temperature range of
impurity conductivity, a change of sign is even less
probable with afurther decrease in temperature. In fact,
thetotal hole concentration can only decrease with tem-
perature, and for T < 40 K, it decreases exponentially
dueto the fact that the holes are frozen out at acceptors.
At the same time, the electron concentration remains
virtually constant due to the presence of a major impu-
rity component (the donors are in the ionized state
down to the lowest temperatures). However, an inver-
sion isobserved in experiment and R, becomes positive
a T < 50 K. The solution to this contradiction will
likely be found in features of the temperature depen-
dence of mobility of carriersin the deformed crystals.
If there are two types of carriers with different signs
(electrons and holes), the Hall coefficient is described
by the expression R, = [(p — b?n)/(p + bn)?]/e. In this
case, the sign should change when the equaity p—b’n=
Oisfulfilled. It is easy to see that an abrupt decreasein
the electron mobility (Fig. 3) can bethe principal cause
of the shift in the R, inversion temperature (with the
mobility of heavy holes decreasing negligibly) in the
deformed crystals as the temperature decreases in the
range of T =50-100 K. Actually, variation in the factor
b? turns out to be determining because, in the above
range of T, the concentration of carriers varies only
dlightly, as can be seen from Fig. 2.

Thevariation in the coefficient b is evidently associ-
ated with the different influence of dislocations intro-
duced by deformation on the mobility of electrons and
holes. Qualitatively, it is possible to use a simple
expression for the time of scattering by an edge dislo-
cation: 1/t = Ngv;S. Here, v, is the component of the
velocity vector of a carrier scattered in the plane per-
pendicular to the dislocation axis; sisthe cross section
of scattering of carriers by dislocations and has the
dimension of length, since the problem is two-dimen-
sional. From this relationship, it can be seen that high-
mobility electrons are scattered stronger than those
with lower mobility if a certain concentration N of
dislocations is introduced. It is this circumstance that
leads to an abrupt decrease in the parameter b.

Another feature of the p-type samples also requires
explanation: a decrease in the activation energy of
acceptors as N grows and the transition to activation-
free conductivity in the low-temperature range. In a
homogeneous crystal, the transition to the activation-
free conductivity (the Mott transition) is provided by
overlap of the wave functions for acceptor states as the
spacing between impurities decreases. For attaining
this in p-type MCT, the acceptor concentration is
required to be N, = (2-3) x 10%" cm=[18]. Such aden-
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sity of hole states is quite unlikely for the conditions
under study. According to the experimental values of
Ry, on the one hand, and the estimate of the density of
dtates formed under plastic deformation, on the other
hand, the concentration of holes cannot exceed 10 cm=
inthe deformed crystals (Ngs = 10’ cm). Therefore, an
explanation should evidently be sought in the inhomo-
geneity of a crystal with dislocations. Here, two main
competing factors can be involved. As was shown in
[19], the broadening of impurity levelsinduced by crys-
tal inhomogeneity is proportional to the “degree of dis-
order” and is governed by the characteristic energy of
the shift of the band edge over the correlation length of
the inhomogeneity. In the case under consideration, the
scale of such shiftsfor the band edgesis defined by the
properties of the SCR near the dislocation tubes and can
attain avalue on the order of 10 meV, according to the
estimate for the aforementioned concentration of the
introduced defects. This would be quite sufficient for
broadening the acceptor level necessary for the transi-
tion to activationless conductivity; however, in the
above estimate, achangein the degree of compensation
of the crysta when introducing dislocations was
ignored. Asisknown, an increasein the degree of com-
pensation leads to increasing E, and, thus, inhibits the
transition to the conductivity without activation. A pro-
gressive decrease in the activation energy of acceptors
with a growth in N counts in favor of the first of the
aforementioned factors. However, this mechanism can-
not explain the features of R,. Actually, the alternating-
sign behavior of R, with variation of T and the mag-
netic field points to the presence (the same asin the n-
type samples) of two types of charge carriers with dif-
ferent signs, which introduce a comparable contribu-
tion to the conductivity of p-type crystals. The appear-
ance of the electron component in the p-type crystals
can only be explained by the formation of conductive
channels of n-type as a result of deformation. These
channels can emerge as disl ocation tubes around cation
chains. It is evident that the contribution of the electron
component increases as the density of these tubes
increases, particularly in the low-temperature region,
where the contribution of the hole component must
decrease.

Within the entire temperature range of extrinsic con-
ductivity in p-type MCT crystals, atransition from p- to
n-conductivity as a result of deformation was not
observed in the experiments under consideration except
in one sample. There are several causes of thisfact. Itis
well known that p-type crystals are much more imper-
fect in comparison with n-type crystals. As arule, the
initial total concentration of uncompensated acceptors,
including deep-level centers, exceeds 10% cm™ in
p-type crystals (arelatively low concentration of impu-
rity holes is attained by profound compensation).
Deformation-induced donors can be assumed to be
completely compensated, because the relationship N, >
Np remains valid even after deformation, and, thus, the
crystal retains the hole type of conductivity. A certain
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increase in the hole density should probably be associ-
ated with the known mechanism for the recharging of
defects by moving dislocations, which are present in
theinitial state of p-type crystals and lacking in n-type
crystals.

Apparently, alower initial concentration N, is prob-
ably necessary in the sample for the transition from p-
to n-conductivity. A convincing inversion of the con-
ductivity type as a result of introducing dislocations
(Ngis= 107 cm?) was observed in this study only for one
of the investigated p-type MCT crystals with N, = (3—
4) x 10* cm and with relatively slight compensation.
Thelast fact was a so corroborated by the higher mobil-
ity of holes as compared with that in other samples.
Another origin of theinversion of the conductivity type
can be related to a higher degree of plastic deformation
than in our experiments when the dislocation density
greatly exceeds 107 cm?. However, in our opinion, this
case is of lesser interest because it is uncommon in
practice. An exclusion is the formation of MCT dam-
aged layers of significant thickness as aresult of cleav-
age [10] or in the process of the mechanical treatment
of the surface [20]. As a result, high concentrations of
didlocation loops and so-called mechanodonorsarisein
the crystal and lead to a change in the type of conduc-
tivity. However, inthiscase, it isdifficult to consider the
plastic deformation of the crystal as homogeneous.
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Abstract—SiC-based nuclear radiation detectors figured prominently in the very first attempts of the 1960s to
replace gas in ionization chambers with amore condensed semiconducting medium. However, the dynamics of
improvement of SiC in those yearswas markedly inferior to the progress madein the devel opment of competing
materials. This study continues with the investigation of triode detector structures based on “pure” SiC films. It
is established that for weakly ionizing radiation (as also in the case of strongly ionizing alpha particles) the sig-
nal isamplified by no less than a factor of severa tens. This alows SiC films with a thickness of about 10 pm
to be used to detect penetrating radiation, e.g., X-rays, since the effective thickness of the filmsis on the order
of hundreds of micrometers. © 2003 MAIK “ Nauka/lInterperiodica” .

1. INTRODUCTION

For the ionization principle to be successfully
implemented in semiconductor detectors, the starting
material must possess a certain combination of proper-
ties. These are the following: alow impurity concentra-
tion (extended electric field domain in a diode structure
typicaly used in detectors), bipolar conduction (no
accumulation of space charge distorting the field), long
drift displacement of carriers (carrier transport with
efficiency closeto unity), wide band gap ensuring weak
thermal generation of carriers (low noise), and the pos-
sibility of creating high-voltage diode structures. Since
tracks occupy only asmall fraction of the detector vol-
ume, high local uniformity of carrier transport condi-
tions throughout the detector volume is necessary.

Owing to the success achieved recently in control-
ling the properties of silicon carbide SiC, the above set
of characteristics is rather well obtained in modern
materials. Presently, the standard impurity concentra-
tion in SIC is 5 x 10"-10' cm=3. This gives field
regions with awidth of W= 30 um at avoltage of 500 V.
Lifetimes on the order of hundreds of nanoseconds for
less mobile holes, combined with high values of satu-
rated drift velocity, ensure a nearly 100% efficiency of
charge transfer. Particularly attractive are the radiation
hardness[3, 4] and chemical stability of SIC, aswell as
the possibility of device operation at temperatures of
hundreds of degrees centigrade [5-7].

Correspondingly, publications of recent years have
given much attention to the investigation of the above-
mentioned properties of SIC and to tests of SIC struc-

tures for detection and spectrometry of various kinds of
nuclear radiation [8-10].

In this communication, we consider the possibility
of recording penetrating radiation with SiC detectors
(X-rays and gamma radiation, high-energy particles)
when the feasibility of using SiC is far from obvious.
Indeed, the most structurally perfect SIC is obtained
under laboratory conditions in the form of filmswith a
thickness of tens of micrometers[11-13]. Correspond-
ingly, the detector signal generated by weakly ionizing
radiation has alow amplitude.

In[1, 2], the possibility of detector signal amplifica-
tion in the case of atransistor-type (instead of the con-
ventional diode type) structure was demonstrated. Spe-
cificaly, asuperlinear risein the signal with increasing
bias across the structure was observed when recording
single alpha particles. An amplification of the charge,
introduced by aparticleinto the base, by afactor of ~50
was achieved. Short-range apha particles generated in
natural decay (with an energy of ~5 MeV) produce
tracks with a carrier density on the order of 10 cm™3
and belong to strongly ionizing radiation.

The present study is concerned with the response of
triode structures to weakly ionizing radiation (X-rays
and gamma radiation, high-energy particles). The
experiment was performed with fluxes of X-ray and
optical photons recorded in the induced-current mea-
surement mode. It is rather important that a k-fold
amplification of the signal generated by penetrating
radiation be equivalent to an identical increase in the
effective thickness of the film.

1063-7826/03/3701-0065%24.00 © 2003 MAIK “Nauka/Interperiodica’
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Fig. 1. Current induced by radiation from X-ray tubevs. the
voltage across the triode detector structure. Solid line: fit-
ting by formula (1) at current normalized to 13.5 nA.
Parameters: film thickness d = 4.66 pm, electron diffusion
length L = 0.35 pm. Tube anode voltage 20 kV.

2. EXPERIMENTAL

The current was recorded as a function of bias
applied to astructure, with carriers generated by X-rays
or optical radiation.

In the first case, samples were irradiated on a URS
1.0installation at an X-ray tube anode voltage of 20 kV
and current of 20 mA. Because of the small film thick-
ness, the absorption of the radiation emitted by the tube
was weak. Therefore, carrier generation was virtually
equiprobable across the film thickness.

In the second case, the filmswereirradiated with the
light of a mercury lamp. Separate parts of its emission
spectrum were selected by using variousfilters.

The detectors were fabricated in the form of transis-
tor structures. p-type 6H-SIC films grown on n*-sub-
strates by vacuum sublimation [12] served as the base
region. The net concentration of impurities ionized at
room temperature [N,- — N_.| = (1-3) x 10 cm3 at a

film thickness of ~5 mm. A Schottky barrier fabricated
by magnetron sputtering of Ni acted as the second el ec-
trode with n-type conduction. The area of the Ni elec-
trode was 1.2 mm?.

Accordingto[1, 2], higher amplification is observed
with the Schottky barrier as a collector. This predeter-
mined the polarity of the bias applied to adetector con-
nected in the floating-base mode.

3. RESULTS

Measurements of capacitance characteristics dem-
onstrated that the p—n junctions of the structure are not
identical. The Schottky barrier correspondsto an abrupt
junction, whereas the transition to p-type conduction at
the n*-substrate occurs gradualy.

(1) The response to the X-rays in the maximum-
amplification mode shows superlinear behavior with
increasing voltage U. Figure 1 presents a part of the
dependence of the photocurrent on U as a function of
(U + 1.5)Y2, with theterm 1.5V accounting for the con-
tact potentia difference. The current is normalized to
itsvalue of 13.5nA at (U + 1.5)Y2=4.1 VY2, |t can be
seen that the current increases steeply across a rela-
tively narrow range of argument variation, with the ini-

tial current exceeded by afactor of 25.1 Unfortunately,
the steep rise in the dark current at higher biases pro-
vided no way of studying the behavior of the induced
current in awider range of voltages.

Thedatain Fig. 1 were processed under the assump-
tion that the observed rise in current is due to amplifi-
cation typical of a transistor in the common emitter
mode. The emitter efficiency was taken to bey = 1. It
was also assumed that, during the separation of photo-
carrierscreated in the base, the main contribution to the
current comes from the collector junction. Correspond-
ingly, the expression for the collector current, presented
in monograph [14], was used as the starting formula:

IC = |ph/(l—GT),

where
a; = {cosh[(d=W)/Ly]} .

Here, |, isthe primary current of photoel ectrons enter-
ing the collector, a+ is the transfer coefficient of sec-
ondary electrons injected into the base owing to the
photovoltage that appeared across the emitter—base
junction, d isthe film thickness, WO (U + 1.5)Y2 isthe
width of the space charge region (SCR) of the collector,
and L, isthe diffusion displacement of electronsin the
base.

In writing an expression for I o, @CCOUNt WaS taken,
similarly asin [1], of both the drift transport of photo-
electrons from the W region and the contribution of
their diffusion from the neutral base. Since, to a first
approximation, | ,, J W UY2, the main contribution to
the dependence on bias comes from the denominator of
the formula, which contains a hyperbolic cosine.

In approximating the dependence of current on volt-
age, account was taken of normalization. The expres-
sion for |, was divided by the same expression at fixed
W,. This W, value corresponded to the voltage U, a
which the normalization current |, flows (I,,= 13.5nA in
the case in question). W was calculated with the con-
centration of ionized impurity inthe base (N - — N_.)

L1t is noteworthy that, in the case of alpha particles, the energy
introduced into the base is known to be 0.2 MeV/um, whichisin
accordance with the Bragg curve. This allows the magnitude of
the pulses observed to be expressed directly in units of energy. In
measurements with X-ray and optical excitation of current, rela-
tive values are considered in order to circumvent calibration in
theintensity of carrier generation.
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assumed to be 1.2 x 10'®> cm~3, which was the value
obtained from capacitance measurements. The film
thickness d = 4.66 um and L [00.35 um, found by fit-
ting to the data in Fig. 1, are consistent with the film
growth conditions.

(2) For the case of carrier generation by optical pho-
tons, asemitransparent Ni el ectrode was used. Figure 2
shows the dependence of the photocurrent on biasfor a
sampleirradiated with aflux of photons from a DRSh-
250 mercury lamp, which were passed through either a
glass or adouble (water + UFS6 glass) filter. The glass
filter made carrier generation more uniform across the
base thickness. The doubl efilter enabled measurements
in the UV spectral range. The current was normalized
to 1 pA, and, therefore, its values along the ordinate
axis correspond to an amplification factor of ~35. No
noticeabl e differencesin the behavior of the current are
observed for the given filtration conditions.

The 1 (U) data were approximated with account
taken of the above-described normalization for the
aboveimpurity concentrationinthebase, (N - —N_.) =

1.2 x 10'> cm3. Thisgave d = 4.67 um, avalue coincid-
ing with that obtained in detection of X-rays. However,
Lp = 0.83 um exceedsthe L value obtained from Fig. 1
more than twofold. This can be attributed to a differ-
ence of more than 2 orders of magnitude between the
currents flowing in X-ray and optical excitation of car-
riers.

It should also be noted that the dark current—voltage
dependence of the samples with semitransparent Ni
exhibited a characteristic feature. With increasing volt-
age, asteep risein current by 2—3 orders of magnitude
occurred over arelatively narrow range of U variation
(<1V). In some cases, there occurred an S-type switch-
ing from a* high-voltage” statewithU =25V toa"low-
voltage” state with U = 5V, similarly to the effects
observed in [15] and related to breakdown and current
pinching. However, in the casein question, these effects
were manifested at current densities 2—3 orders of mag-
nitude lower than those in [15]. Correspondingly, those
portions of the current—voltage curve in which the dark
currents were insignificant were chosen for measuring
the voltage dependence of the photocurrent.

At a negatively biased Schottky barrier, the photo-
current also exceeds the dark current by orders of mag-
nitude, but, in the range U = (10-100) V, the photocur-
rent is virtually independent of voltage.

(3) Additionally, the effect of a superlinear rise in
signa was studied in relation to temperature. The
experiment was carried out asin [1] with alphaparticles
and a detector having a more extended base. Figure 3
presents the behavior of the signal asafunction of volt-
age expressed in energy unitsfor amplificationsof up to
an order of magnitude at room temperature. The solid
line represents the results of fitting at an impurity con-

centration N,_ — N_. = 1.16 x 10% cm3, which was
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Fig. 2. Photocurrent induced by light from mercury lamp vs
the voltage across the detector. The current is normalized to
1 pA. Solidline: results of fitting (asinFig. 1) at d = 4.67 um,
Lp = 0.83 um. Filters used: (1) glass and (2) water + UFS6
glass.
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Fig. 3. Signal energy as a function of voltage in recording
of 2*Cm alpha particles (E, = 5.8 MeV). Solid line: result
of fitting by the algorithm of [1] at d = 6.37 pm and Lp =
2.90 um. Energy absorbed in the detector base ~1.3 MeV.

found from capacitance measurements. Varying parame-
terssuch asthebasewidth and L, gavethevaluesd = 6.37
pmand Lp =2.90 um.

At higher temperatures (up to T = 135°C), the
room-temperature value of d = 6.37 um was taken as
the starting value in data processing. The parameters

to be determined were (N - — N_.) and L, which can
vary with temperature. Experimentally, a significant
decrease in Lp to 0.3 um was observed. Figure 4 pre-
sents the dependence (Lp)? = f(1000/T) reflecting afall
in the electron lifetime t O (Lp)2
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Fig. 4. Temperature dependence of the diffusion displace-
ment of electronsin the p-base of the detector according to
the results obtained in recording of apha particles. Ly val-
ues found from curves similar to those in Fig. 3. The run of
the dependence (LD)2 =f(T) correspondsto variation of the
eectron lifetime t(T).
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Fig. 5. Temperature dependence of the concentration of
impurities ionized in the SCR of the collector junction
according to the results obtained in recording of alpha par-

ticles. (NA_ - ND+) values calculated from curves similar
tothosein Fig. 3.

The concentration of impurities (ionized within the
SCR of the collector junction) remained virtually
unchanged up to T = 100°C and then started to grow
(seeFig. 5).

4. DISCUSSION

The data obtained in this study were described
above in terms of the model [1], i.e., were attributed to
amplification in the phototransistor structure. The
model makes it possible to determine the main param-
eters of the p-base and seemsto be reasonable for atri-
ode structure.

Previoudly, superlinear behavior of the photocurrent
in SiC with an SCR width (voltage) similar to that in
Fig. 2 was observed in [16]. However, in contrast to the
case being considered in this paper, diode structures
fabricated on a heavily doped material were used in
[16]. Correspondingly, the effect was attributed to
impact ionization by nonequilibrium holes.

The signal amplification observed in this study is
characterized by theinsignificant role of thetype of car-
rier generation. Diametrically opposite cases in this
regard are those of irradiation with apha particles and
with X-rays. Asmentioned above, single aphaparticles
create dense tracks consisting of carriers shaped as cyl-
inders ~10 um in diameter. X-rays produce carriers
with alow density at equal probabilities throughout the
detector base. However, a superlinear rise in signal,
with about the same amplification factors, is observed
in both cases. In the end, it turns out that the manner in
which nonequilibrium carriers are created in the base
by radiation is insignificant for the resulting signal.
Thisis consistent with the phototriode model, in which
the current flowing through the base is governed by the
photovoltage across the emitter—base junction, which
appears owing to the “primary” charge itself.

At the sametime, it is difficult to provide a satisfac-
tory explanation for the behavior of the measured
parameters when the temperature increases. For exam-
ple, it seems natural to relate the increase in the nega:

tive space charge of impurities (N - — N_.) to the fill-

ing of centers having a higher energy with electrons
from the valence band. The holesformed in this process
drift toward the negative electrode and are carried away
from the field region.

Less understandable is the observed decreasein Ly
(in lifetime 1) for electrons in the p-base. The decrease
contradicts the known fact that, in recombination via
simple local centers, the lifetime grows with tempera-
ture and reaches amaximum upon transition to intrinsic
conduction (see [17]).

In explaining the run of Lp(T), account should be
taken of thefact that the L, values were found from the
signal generated by single alpha particles. Under these
conditions of pulsed ionization, the charge recorded in
the experiment is governed both by the photovoltage
across the emitter—base junction and by the duration of
its existence. Thus, the question as to why the lifetime
of majority carriers (holes, 1,) decreases in the base
arises in addition to the problem of transport of elec-
trons injected from the emitter.

In principle, the decrease in 1, can be understood as
the manifestation of multicharge centers. With centers
of this kind, a new level may appear when the Fermi
level moves upwards, away from the v-band, with
increasing temperature. In order for this to occur, the
old level must be filled. The center acquires a negative
charge and its hole-capture cross-section increases.
However, the filling of old levels with electrons must
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reflect upon the space charge (N, — N_.), which is
only observed at T > 100°C.

In view of the aforesaid, it is apparent that no
exhaustive explanation of the run of the Ly(T) depen-
dence could be found. It is aso apparent that the exper-
imental Ly value cannot be unequivocally attributed to
electron diffusion and should be regarded as a parame-
ter reflecting current relaxation in the external circuit of
atriode structure under pulsed ionization.

5. CONCLUSION

The dependence of the signal on bias acrossatriode
detector structure in recording weakly ionizing radia-
tion was studied. Fluxes of photons from an X-ray tube
or mercury lamp were used. In all cases, a superlinear
rise in induced current was observed with increasing
voltage across the structure. The signal was amplified
by afactor of several tenswith respect to the value cho-
sen for normalization.

Qualitatively, therisein signal can be accounted for
by the amplification of the nonequilibrium chargeintro-
duced into the base, which is characteristic of a photot-
riode (as proposed in a previous communication [1]).

At room temperature, a quantitative description in
terms of the phototriode model gives quite acceptable
values for the base width, length of diffusion displace-
ment of electrons, and space charge of ionized impuri-
ties. However, in additional experiments, the recording
of single apha particles demonstrated that the calcu-
lated electron diffusion length falls markedly with
increasing temperature. This fact could not be
explained adequately.

From the practical point of view, it isimportant that
comparatively thin (on the order of 10 um) SiC films
can be used to detect penetrating radiation. Their effec-
tive thickness exceeds the geometrical value by afactor
equal to the signal amplification factor.
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Abstr act—Temperature dependences of resistanceat 0.7 K < T < 300 K, the Hall and Shubnikov—de Haas effects
in magnetic fields of up to 40 T, photoluminescence (PL), and morphology of a heterointerface (using an atomic-
force microscope) of short-period INAS/GaAs superlattices were investigated. The investigations were carried out
for aregion of subcritical and critical thickness Q = 2.7 monolayers (ML) of InAs. Upon exceeding the critical
thickness, the self-organi zed growth of InAs quantum dots (QDs) set in. The formation of QD layers upon exceed-
ing the critical thickness of INAsQ = 2.7 ML isaccompanied by atransition of conductivity from metallic to hop-
ping. It isfound that at InAslayer thicknesses of Q = 0.33 ML and Q = 2.0 ML, the PL intensities and electron
mobilities in the structures have clearly pronounced maxima. Anisotropy of conductivity, which depends on the
thickness of the deposited InAs layers, was observed. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

In recent years, one of most important trendsin fun-
damental and applied solid-state physics has been the
investigation of formation of nanostructures resulting
from the reconstruction (self-organization) of a surface
during heteroepitaxial growth in lattice-mismatched
systems. Such processes are observed, for example, in
INAg/GaAs semiconductor heterostructures [1-4].
Using these processes, it is possibleto obtain, for exam-
ple, quantum-dot (QD) structures, the investigation of
which is of tremendous scientific interest.

The self-organized growth of InAs QDs on a GaAs
surface sets in when the thickness of the InAs layer,
which is generaly measured in monolayers (ML),
exceeds a certain critical value. There are numerous
publications devoted to the investigation of the optical
properties of QD structures. However, the electron-
transport properties of InASGaAs structures in the
region of the critical, and dightly below critical, thick-
ness of the InAs layer are poorly understood.

In this study, the lateral transport of charge carriers
in &-Si-doped short-period INAS/GaAs superlattices is
investigated. In essence, these superlattices represent
guantum wells (QWSs). Investigations were carried out
in the region of subcritical and critical thickness of the
InAslayers, which is necessary for the formation of the
QDs.

2. SAMPLES

The samples investigated were grown by molecular
beam epitaxy on semi-insulating GaAs(100) substrates.
Each sample consisted of substrate, an undoped GaAs
buffer layer 1 um thick, a short-period InNAs/GaAs
superlattice (for a detailed description, see below), an
undoped Al ,Ga, gAs spacer 10 nmthick, an Si d-layer,
an Aly,GaygAs layer (35 nm thick), and a GaAs cap
layer 6 nm thick (Fig. 1).

Thenominal thickness Q of the InAslayersin various
superlattices varied from 0.33 to 2.7 ML. The thickness
P of the GaAslayers was varied proportionally from 1.7
to 13.5 ML in order to keep the average composition of

Aly,Gaj gAs (35 nm)

AIO.ZGaO‘gAS (10 nm)

GaAs (P ML)}

InAs (Q ML)
GaAs (1 ym)

GaAs substrate

Fig. 1. Schematic representation of the sample structure.
Letters P and Q denote the thicknesses of the GaAs and
InAsin monolayers (ML), respectively.
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Characterigtics of the samples investigated
hv,, hvy, eV A(thQ/ax)1 El_l\E/o,
sample | QML | P.ML Number of me me ny, 101 n, o
P ’ ’ periods N _ Calcula cm? | 108 em=2 | ecm?(V 9)
Experiment ti
ion
1 1Ny 16G80.8sAS QW 1.434, 1.375 59 50 8.1 8.3 8100
2 0.33 1.7 24 1.419, 1.367 52 54 115 - 9400
3 0.67 34 12 1.411, 1.369 42 52 7.2 7.0 2060
4 1.00 50 8 1.411, 1.370 41 53 7.3 8.7 2450
5 1.33 6.7 6 1.418, 1.374 44 52 8.66 - 4220
6 1.58 8.0 5 1.404, 1.368 36 52 6.8 9.3 4910
7 2.00 10.0 4 1.406, 1.356 50 51 10.4 - 7060
8 2.70 135 3 1.390, 1.265 125 - 1.52 - 50

Note: Letters Q and P denote the number of InAs and GaAs monolayers, hv, and hv, are the peak energies of the PL spectrum hv o
measured at 77 K, A(hv,a) isthe difference between the PL peaks, E1—E, isthe calculated difference between the electron energy
levels, ny isthe Hall electron density, nisthe electron density obtained from the Shubnikov—de Haas effect, and p isthe Hall mobil-

ity. Measurements were carried out at T = 4.2 K.

the superlattice equivalent to the Iny,sGayg,AS solid
solution. Such narrow GaAs barriers are penetrable,
and, asit will be seen below, the superlattice represents
aQW. The number of MLsisnot aninteger. This means
that InAs (or GaAs) is distributed nonuniformly over
the structure surface, thus forming separate islands in
addition to a continuous layer. Depending on the layer
thickness, the number of lattice periods varied from 24
to 3, so that the overall thickness of the superlattice was
14 nm in al of the samples. All superlattices were
grown at atemperature T = 490°C, and the other layers
were grown at T = 590°C. After the deposition of each
InAs layer, the growth was interrupted for 30 s. We
investigated eight samples. Some of the parameters of
the samples are given in the table.

For comparison, a structure with a single QW was
grown (sample 1). In this structure, a layer of
INg16Gay 8sAS s0lid solution was formed instead of a
superlattice. Thislayer had the same thickness of 14 nm.

Data on photoluminescence (PL) (see section 3.3
below) and data obtained by atomic-force microscopy
demonstrated that, if the InAs layer thickness exceeded
2.7 ML, then QDsareformed. Figure 2 shows an image
obtained using an atomic-force microscope for sample 8
after the selective etching of its upper layers. The InAs
islands (i.e., the QDs) are clearly seen.

In this study, we investigated lateral electron trans-
port, i.e., transport over layers of superlattices. To mea-
sure the anisotropy of resistance and magnetoresis-
tance, the samples were prepared in the form of
L-shaped double Hall bridges using photolithography.
The resistance of the structures was simultaneously
measured for currents flowing along the[110] direction

and along the [110] direction. Magnetoresistance and
the magnitude of the Hall effect at low temperaturesin
magnetic fields of up to 8 T were measured in a super-
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conducting solenoid. A setup at the University of
Amsterdam that generated pulsed magnetic fields was
used for measurementsin magnetic fieldsof upto 40 T.

3. RESULTS OF MEASUREMENTS
AND DISCUSSION

3.1. Temperature Dependences of Resistance

The conductivity of the samples with short-period
superlattices was investigated in the temperature range
from room temperature to 70 mK (Fig. 3). For the sam-
ples with a nominal InAs thickness Q < 2.0 ML, a
metallic dependence of resistance on temperature is
characteristic. In the region of low temperatures, alog-
arithmic fall in conductivity, which is characteristic of
weak localization of charge carriers, is observed [5].
The absolute value of resistivity for these samples was
significantly smaller than h/e?, which conventionally

Fig. 2. Atomic-force microscopy image of the QD structure
(sample 8) after selective etching of the upper layer.
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Fig. 3. Temperature dependences of resistance R per area
for samples 1-6 with short-period superlattices and sample 8
with QD layers. A horizontal dotted straight line corre-
sponds to the h/e? value. Curves are numbered according to
sample numbers in the table.

separates a two-dimensional (2D) metal and insulator.
As an example, the temperature dependences of con-
ductivity for samples 2 and 4 are shown in Fig. 4. The
temperature scale in Fig. 4 is logarithmic. Due to this,
the linear portions are clearly distinguished for each
curve as the temperature decreases to ~2 K. At tem-
peratures T < 1 K, the conductivity of superlattices
with anominal InAs thickness Q < 2.0 ML levels off
(seeFig. 4).

The resistance of sample 8 was larger than h/e? in
the entire temperature range under consideration and
increased as the temperature decreased. At tempera-
tures below 20 K, the resistance was approximated well
by a function corresponding to the Mott law for hop-
ping conductivity with avariable hop range for the two-
dimensional case. In this case, the approximation takes
the form p = pyexp[(Ty/T¥3)] [6] (seeinset in Fig. 4).
The T, parameter for sample 8 equals ~200 K. This
parameter is associated with the density of states at the
Fermi level and the localization radius as T, =

C(ge, @), where C = 13.8 is a numerical coefficient.

The localization radiusr thus obtained from the exper-
imental datais approximately equal to 53 nm. Hence, a
transition from the short-period superlattice to the QD
layers upon exceeding the critical InAsconcentrationis
accompanied by a transition from metallic conduction
to the hopping one.

3.2. Magnetoresistance
and the Shubnikov—de Haas effect

Inweak magnetic fields at the liquid-helium temper-
ature, all of the samples showed negative magnetoresis-
tance. For the samples with Q < 2.0 ML, the magnetic-
field dependence of negative magnetoresistance was

o/(e*/h) o/(e*/h)
3.0 In(R, Q/0)

13.5 4 L

: 13.0 8 L op‘
o
Sl 125 . '/00
040506 ¥ f_, 13.4
241 T-183, K13 &2
K
?.

22r 133
2.0|||||I Lol Lol L1

102 103 104 T,mK

Fig. 4. Conductivity o for samples 2 and 4 in units of the
lowest metallic conductivity e%/h at low temperatures, The
dependence of resistance R on the temperature T for sample
8 in the coordinates corresponding to the Mott law isin the
inset. Curves are numbered according to sample numbersin
the table.

initially quadratic and then logarithmic, which is char-
acteristic of weak localization [5].

In stronger magnetic fields, the Shubnikov—de Haas
effect was observed for samples 1-7 withOML < Q <
2.0 ML. As an example, Fig. 5 shows the dependences
of the magnetoresistance R,, and the Hall resistance R
for samples4 (Q=1ML) and 6 (Q=1.58 ML) infields
up to 40 T. For both samples, clearly distinguishable
plateaus in the magnetic-field dependence of R, are
observed. These plateaus correspond to the filling fac-
torsof Landau levelsv =1, 2, and 3. The Fourier spec-
tra of Shubnikov—de Haas oscillations for the same
samples are shown in the insets to Figs. 5aand 5b. The
presence of a single peak in the Fourier spectra indi-
catesthat only the subband of dimensional quantization
isfilled in the samples under investigation. The electron
concentrations n, which were obtained based on the
Shubnikov—de Haas oscillations, are given in the table,
along with the concentrations n, and mobilities
obtained from the Hall effect in weak magnetic fields.

3.3. Photoluminescence and Energy Spectrum

Figure 6 shows the PL spectrafor sample 1, which
contains a single Iny 14Gayg.AS QW, and six samples
whose superlattices are arranged according to an
increase in the InAs layer thickness from Q = 0.33 ML
toQ=2.7ML.

Ascan be seen from Fig. 6, the PL spectrafor asam-
ple with a single QW and for samples with superlat-
tices, which contain an InAs layer with athickness Q <
2 ML, are shaped similarly. All of these spectra contain
two pronounced peaks. Thefirst low-energy pesk with a
transition energy hv, liesin therange of 1.356-1.375 eV,
while the second high-energy peak with a transition
energy hv, lies in the range of 1.404-1.434 eV (see
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Fig. 5. Transverse magnetoresistance R, and Hall resis-
tance R, of samples (a) 4and (b) 6at T = 42K Curvesare
numbered according to sample numbers in the table. The
relevant Fourier spectra are shown in inset.

table). For al of the samples, the intensity of the first
peak is higher than that of the second peak.

Upon reaching a nominal thickness Q = 2.7 ML
(sample 8) for the InAs layers, radical changes are
observed in the PL spectrum (see Fig. 6). A new broad
and intense band with apeak at hv = 1.265 eV emerges
in the low-energy region. According to [1], such
changes in the spectrum represent a characteristic fea-
ture of a transition of an InAs layer from 2D to 3D
growth, which leads to the formation of QDs. Accord-
ing to [7], the position of this peak in the PL spectrum
allows one to estimate the QD size. In our case, such
estimation yields a QD pedestal size of approximately
26 nm.

The electron mobilities 1, for the samples investi-
gated, which were obtained from the Hall effect, are
also given in the table. It is obvious that the variation
in the Hall mobility with an increase in the thickness
Q of the InAslayers correlates with the Q dependence
of the PL intensity I, . Thus, the mobility for the sam-
ple with Q = 0.33 ML is highest and equals py =
9400 cm?/(V ). At Q=0.67 ML, the mobility decreases
to 2450 cm?/(V s); it then increases and attains avalue of
7060 cm?/(V s) at Q=2.0 ML (Fig. 7). For sample 1 with
an Ing 16Gay gAs QW, iy = 8100 c,m?/(V ).
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Fig. 6. Photoluminescence spectra of the investigated struc-
tures, which differ in the nominal thickness Q of the InAs
layers. The scale on the axis of the PL intensity |p_isiden-
tical for all drawings. Drawings are numbered according to
sample numbersin thetable. T = 77 K.

The results obtained alow us to assume the follow-
ing. The structure of sample 1, which contains a
strained In, 14Gay g4AS QW, is rather homogeneous. In
this case, the carrier mobility is determined by scatter-
ing, which is characteristic of aloys, and by elastic
strains, which are caused by a mismatch of interatomic
distances between GaAsand Ing ;4Ga, 5,AS[8]. Sample 2
contains lessthan asingle ML of InAs(Q = 0.33 ML),
and the strains caused by lattice mismatch between
INAs and GaAs are small. Due to this, these strains
relax at small distances with the resulting formation of
aQW. Inthis QW, scattering and nonradiative recombi-
nation are reduced, and the carrier mobility and PL
intensity for this sample are highest. Upon reaching a
thickness of Q = 0.67 ML inthelnAslayers, the elastic
strains become larger. This probably gives rise to fluc-
tuationsin the potential relief and reduces the mobility.
A further increase in the thickness of the InAs layers
results in a gradual decrease in the elastic strains and
fluctuations caused by them, since an increase in the
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Fig. 7. Dependence of the Hall mobility py on the thickness
of thelnAslayers(Q) at T=4.2K. Thevalue Q=0 ML cor-
responds to sample 1.

carrier mobility and PL intensity is observed with
increasing thickness of the InAs layers. The radical
reconstruction of the shape of the PL spectrum upon
reaching the rated thickness Q = 2.7 ML of the InAs
layers (sample 8) isindicative of the formation of InAs
QDs. A low concentration of free charge carriersin this
sampleis explained by the localization (see above) of a
considerable fraction of éectrons in the formed QD
arrays, which resultsin an extremely low Hall mobility
inthissample. It is precisely these factorswhich lead to
the nonmonotonic dependence of the PL intensity and
the electron Hall mobility on the thickness of the InAs
layers.

For al of the samples, the energy spectra and elec-
tron wave functions were calculated by the method of
the self-consistent solution of the Schrodinger and
Poisson equations [9, 10]. In the Schrdédinger equation

[ﬁdgl dD

e @ V@ be = e, o

U,eV (2)

KUL’BACHINSKII et al.

the potential energy is expressed by the sum U(2) =
Un(2 + AU, + U,(2U(2), where Uy (2) is the electro-
static potential energy, which is determined from the
Poisson equation

% (2 )dUH(z)D

e’[N(2) —n(2)]. ()
Here, N(2) isthe bulk concentration of ionized donors,
n(z) = :—%Z(EF—Ei)e(EF—Ei)|wi(z)|2 3

is the electron density at T = 0 K, and 6(X) is the unit-
step function. AU, is the offset of the conduction band
bottom at the heterojunction, and U, is the exchange-
correlation potential [11]

1047 2 .,
U, = [1+00545rsln%1+ }narSRy .
where

o = DiDllS (o= Eﬂ-'l'[aérl(Z)D_l/3

@ 1] S |:| 3 D ]
) (5)

. _ ATgeh . _ €
T e 8rgeay

In calculations, band offsets between GaAs layers
and strained InAs layers were assumed to equal AU, =
535 meV and AU, = 385 meV [12] for the conduction-
band bottom and the valence-band top, respectively.
The effective electron massfor the strained InAslayers

in the superlattices was assumed to equal my
0.0365m, [13].

As an example, Fig. 8 demonstrates the calculated
profiles of the conduction-band bottom (E,), the posi-
tions of two lower electron levels, and the profiles of

-0.6 : !

40 60

80

40 60 80

Z, nm

Fig. 8. Calculated profile of the conduction-band bottom (E,), the position of the lower electron levels E; (dash-and-dot line) and
E, (dashed line), aswell asthe profile of corresponding wave functions for samples (a) 4 and (b) 7. The letter z denotes the distance
from the sample surface. The Fermi level is denoted by a solid horizontal line.
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Fig. 9. Ratio of resistanceinthe[ 110] direction (Rye) tothe
resistance in the [110] direction (R;y) as a function of the

thickness of the InAslayers (Q). The value Q = 0 ML cor-
responds to sample 1.

wave functions for samples 4 and 7. The Fermi energy
is taken as the origin of the energy scale. For al of the
samples, only the lower electron levels were occupied
with electrons, which corresponds to the data obtained
from the Shubnikov—de Haas effect. The calcul ated dif-
ference between the energies of the first and second
electron levelsis given in the table. It should be noted
that the calculated difference between the energies of
electron levels is close to the difference between the
observed PL peaks. Thisindicatesthat it isthefirst and
second electron subbands of dimensional quantization
that contribute to the observed transitions.

The configuration of the wave functions in the
superlattice for all of the samples resembles the config-
uration of the wave functionsfor asingle In 14Gay g/AS
QW. It differs from the latter by a modulation which
correlates with the profile of the conduction-band bot-
tom of the superlattice. This demonstrates that a short-
period superlattice, in essence, represents a QW with
profile modulations.

3.4. Anisotropy of Conductivity

For al of the samples, except for sample 1, anisot-
ropy of resistance is observed. Figure 9 demonstrates

the dependence of the ratio of resistance in the [110]
direction to the resistance in the [110] direction on the
thickness Q of the InAslayers. The spread of the anisot-
ropy coefficient for a series of sampleswith the same Q
islessthan 10%. The anisotropy of resistance correlates
with the asymmetry of dislocation distribution [14].
The anisotropy of resistancein asystem of 2D electrons
is typical of structures with the preferential growth of
the deposited material in a single direction [15]. The
dependence of anisotropy on the thickness of the InAs
layers demonstrates that island growth, which leads to
the anisotropy of conductivity, depends on the amount
of InAs deposited.
SEMICONDUCTORS  Val. 37
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4. CONCLUSION

In this study, the photoluminescence, the tempera-
ture dependences of resistance, and the Shubnikov—de
Haas effect for short-period InNAS/GaAs superlattices,
which represent QWSs, wereinvestigated. During inves-
tigations, magnetic fieldsup to 40 T were applied in the
temperature range of 0.07 K < T < 300 K. An
Ing 16Gay ssAS QW can be grown as a solid solution or
by the sequential fractional deposition of InAs and
GaAslayers. In the latter case, at a certain thickness of
the deposited InAs layer, specifically, at Q = 0.33 ML
and Q = 2.0 ML, the PL intensities and electron mobil-
ities of the structures have clearly pronounced maxima.
This is apparently associated with more efficient strain
relaxation compared with samples with other values of
Q. Anisotropy of conduction is observed, which
depends on the thickness of the deposited InAs layers.

It is found that a critical InAs concentration exists
(Q=2.7 ML). At concentrations higher than this value,
guantum dotsform in the layers. The formation of QDs
leads to a sharp decrease in the electron Hall mobility
and to a shift of the peak of the PL spectrum. Upon
exceeding the critical thickness of the InAs layer, a
transition from the short-period superlattice to the QD
layer is accompanied by atransition from metallic con-
duction to hopping conduction with a variable hop
range.

ACKNOWLEDGMENTS

This study was supported by the Russian Founda-
tion for Basic Research (project no. 00-02-17493) and
by the Ministry of Industry and Science of the Russian
Federation.

REFERENCES

1. N. N. Ledentsov, V. M. Ustinov, V. A. Shchukin, et al.,
Fiz. Tekh. Poluprovodn. (St. Petersburg) 32, 385 (1998)
[Semiconductors 32, 343 (1998)].

2. D. Bimberg, M. Grundmann, and N. N. Ledentsov,
Quantum Dot Heterostructures (Wiley, Chichester,
1998).

3. P W. Fry, |. E. Itskevich, D. J. Mowbray, et al., Phys.
Rev. Lett. 84, 733 (2000).

4. A.D.Yoffe, Adv. Phys. 50, 1 (2001).

5. T.A. PolyanskayaandYu. V. Shmartsev, Fiz. Tekh. Polu-
provodn. (Leningrad) 23 (1), 3 (1989) [Sov. Phys. Semi-
cond. 23, 1 (1989)].

6. B.1.Shklovskii andA. L. Efros, Electronic Properties of
Doped Semiconductors (Nauka, Moscow, 1979,
Springer-Verlag, New York, 1984).



76

10.

11

KUL’BACHINSKII et al.

J-Y. Marzin, J-M. Gérard, A. Israél, et al., Phys. Rev.
Lett. 73, 716 (1994).

V. A. Kulbachinskii, V. G. Kytin, T. S. Babushkina, et al .,
J. Low Temp. Phys., Nos. 5/6, 499 (1996).

T. Ando, J. Phys. Soc. Jpn. 51, 3893 (1982).

V. A, Kul’bachinskii, R. A. Lunin, V. G. Kytin, et al.,
Zh. Eksp. Teor. Fiz. 110, 1517 (1996) [JETP 83, 841
(1996)].

Theory of the Inhomogeneous Electron Gas, Ed. by
S. Lundgvist and N. H. March (Plenum, New York,
1983; Mir, Moscow, 1987).

12.

13.
14.

15.

J. Brubach, A. Yu. Silov, J. E. M. Haverkort, et al., Phys.
Rev. B 59, 10315 (1999).

Y. Foulon and C. Priester, Phys. Rev. B 44, 5889 (1991).

T. Schweizer, K. Kohler, W. Rothemund, and P. Ganser,
Appl. Phys. Lett. 59, 2736 (1991).

A.deVisser, V. |. Kadushkin, V. A. Kul’ bachinskii, et al.,
Pis'ma Zh. Eksp. Teor. Fiz. 59, 340 (1994) [JETP Lett.
59, 363 (1994)].

Trandated by N. Korovin

SEMICONDUCTORS Vol. 37 No.1 2003



Semiconductors, Vol. 37, No. 1, 2003, pp. 77-81. Trandated from Fizika i Tekhnika Poluprovodnikoy, Vol. 37, No. 1, 2003, pp. 77-82.
Original Russian Text Copyright © 2003 by Galiev, Kaminskiz, Mokerov, Avakyants, Bokov, Chervyakov, Kul’ bachinskii.

LOW-DIMENSIONAL

SYSTEMS

| nvestigation of Electronic Transitions
in Coupled-Quantum-Well Structures
with a Built-in Electric Field
by Photor eflectance Spectr oscopy

G. B. Galiev*, V. E. Kaminskii*", V. G. Mokerov*, L. P. Avakyants**,
P. Yu. Bokov**, A. V. Chervyakov**, and V. A. Kul’ bachinskii**
* | nstitute of Radio Engineering and Electronics, Russian Academy of Sciences,
ul. Mokhovaya 18, Moscow, 103907 Russia
** Moscow State University, Vorob' evy gory, Moscow, 119899 Russia
e-mail: kamin@mail.cplire.ru
Submitted April 15, 2002; accepted for publication April 15, 2002

Abstract—Room-temperature photorefl ectance spectra of coupled-quantum-well heterostructureswith a built-
in electric field are measured. The optical transition energies are determined and their dependences on the well
width and the barrier thickness are examined. The experimental results are compared with the calculated ener-
gies of electron—hole transitions. Good agreement between calculations and experiment is found for narrow
wells; in the case of wide wells, optical transitions are associated with groups of several closely spaced elec-
tron-hole transitions. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

In recent years, heterostructures  with
AlGaAgdGaAgdAIGaAs quantum wells (QWSs) have
been widely used to make photodetectors, optical mod-
ulators, high-power transistors, and other devices.
Desired characteristics of the optoelectronic structures
are often attained using a coupled-QW configuration
representing two GaAs QWs separated by an AlAs bar-
rier [1, 2]. Itisknown that parity selection ruleshold for
rectangular QWSs, so that the overlap integrals between
the electron and the hole wave functions equal either
unity or zero. However, in most cases, the QWsare sub-
jected to built-in and/or external electric fields. In this
case, the parity selection rules are lifted and the overlap
integrals can assume any value from zero to unity. This,
inturn, causes achangein the conditionsfor light emis-
sion or absorption in such systems.

In addition to the quantization of the electron energy
spectrum, the phonon spectrum is also quantized in
AlGaAgGaAgAIGaAs heterostructures. Calculations
indicate that this should bring about areductionin elec-
tron—phonon scattering and, thus, an increase in elec-
tron mobility [3]. For QWs of specific sizes, introduc-
tion of athin AlAs barrier should lead to a significant
reduction in the intrasubband scattering rate and can
providefor an additional increasein the mobility [4]; as
a consequence, the transistor characteristics can be
improved. All of this explains the current interest in
studies of QW systems with thin barriers.

Electronic states in heterostructures have been
investigated using a number of experimental tech-
niques. Along with photoluminescence [5-8] and
absorption spectroscopy [2, 9], methods of modulation
spectroscopy are among those most widely used [10,
11]. The most common of these methods is the spec-
troscopy of photoreflectance or electroreflectance,
which utilizes detection of the change in the reflection
coefficient R of the sample under the influence of an
electric field. In the photoreflectance (PR) approach,
the modulation of the electric field in the semiconduc-
tor, which leads to the modul ation of R, takes place due
to the generation of electron-hole pairs by laser radia-
tion.

In this paper, we report the results of experimental
studies of heterostructures with coupled QWsusing PR
spectroscopy. The optical transition energies are deter-
mined from room-temperature PR spectra and com-
pared with the energies of electron-holetransitionscal-
culated theoretically.

2. GROWTH OF SAMPLES
AND MEASUREMENTS
OF PHOTOREFLECTANCE SPECTRA

The samples were grown by molecular-beam epit-
axy on GaAs(100) substrates misoriented by 2° towards
the [110] direction. First, a 0.5-um-thick GaAs buffer
layer was grown. Then, an Aly,,Ga,7sAS barrier, a
GaAs QW, an AlAs barrier, a GaAs QW, and an
Alg,Gay 76AS barrier were grown. Finally, a protective

1063-7826/03/3701-0077$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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The parameters of the samples, experimental and theoretical transition energies

E Typeof E
Sam- | W | L Sample| W | L, | E Type of
pleno. | nm nm | | Experi- Calcu- M? - |the tran- nor.) nm | nm | i |Experi- Calcu- M? tra)r/%tion
ment | lation sition ment | lation
1.415|0.172 | 1e-1lh 1.528 | 0.128 | 4e-2hh
1.421 | 1.416 | 0.136 | 1e-2hh 1.579 | 0.179 | 3e-4lh
1.428 | 0.268 | 1e-3hh 1.586 | 0.198 | 4e-3lh
1.431 | 0.317 | 2e-1hh 1.599
1.439 | 0.332 | 1e-4hh 1.408 | 0.102 | 1e-4hh
1.437 | 1.441 | 0531 | 1e-2lh 141 |0.2 le-2lh
1.444 1 0.541 | 2e-1lh 1413 |[1.411|0.22 2e-1lh
1.446 | 0.266 | 2e-2hh 1.413 | 0.128 | 2e-2hh
1.45 |0.155 | 1e-5hh 1.418 | 0.176 | 1le-5hh
1.464 | 0.278 | 3e-1hh 1.422 | 0.227 | 3e-1hh
1.468 | 1.468 | 0.254 | 1e-3lh 1.426 | 0.267 | 2e-3hh
1.477 |1 0.125 | 3e-1lh 1432|0414 | 1e-3lh
45M | 26 |0 1.42 1.491 | 0.149 | 3e-3hh 1.425 | 1.435|0.448 | 3e-1lh
1.498 | 0.245 | 2e-3lh 1.437 | 0.196 | 2e-4hh
1.514 | 1.504 | 0.239 | 3e-2lh 1.437 | 0.25 | 3e-3hh
1.522 | 0.135 | 4e-2hh 1.438 [ 0.391 | 2e-2lh
1533 |0.12 |2e4lh 1.448 | 0.287 | 4e-1hh
1561 | 1.574 | 0.175 | 4e-3lh 1.451 | 1.454 | 0.278 | 1e-4kh
1.608 | 1.609 | 0.022 | 4e-4lh 1.462 | 0.178 | 4e-1lh
1.65 |0.128 | 4e-5lh 58M 35 0 1.413 1.471|0.129 | 3e-5hh
1.414 1.476 | 0.104 | 4e-3hh
1.437 | 1.443 | 0.595 | 1e-3hh 1.479 |1.482|0.184 | 2e-4lh
1.443 | 0.505 | 2e-1hh 1.484|0.221 | 3e-3lh
146 |0.113 | 1le-2lh 1.488 | 0.197 | 4e-2lh
1.462 | 0.609 | 2e-1lh 1.514 | 1.509 | 0.146 | 2e-5lh
1.492 1.533 | 0.14 3e-5lh
46M | 26 | 1.8 ({1.414 1.522 | 0.197 | 3e-3hh 1.551 |1.543|0.105| 5e-3lh
1.54 |0.213 | 3e-4hh 1.59
1.541 | 0.127 | 4e-1hh 1.625
158 |0.127 | 4e-1hh 1.413
1.605 | 1.606 | 0.178 | 4e-3lh 1.429 |1.438|0.191 | le-4hh
1.638 | 0.101 | 4e-4lh 59M 35 1.8 11413 1.438 | 0.627 | 1e-3lh
1.413 1.463 | 1.473|0.165| 2e-1hh
1.440 | 0.435 | 2e-1hh 1.525 | 1529 | 0.313 | 2e-2lh
1.442 | 1.456 | 0.449 | 1le-2lh 1.546
1.457 | 0.664 | 2e-1lh 1.563 | 0.209 | 3e-4hh
1.507 | 1.512 | 0.032 | 1e-4lh 1.629 |1.616 | 0.101 | 3e-5lh
50M | 2609|1413 1.53 [0.133 | 3e-2lh 1.621 | 0.018 | 3e-5hh
1.531 | 0.222 | 3e-3hh 1.413
1532|0111 |4e2hh || 61IM | 65 |0 |1.413|1.479 |1.48 |0.307 | le-lhh
1.593 | 0.196 | 4e-3lh 1.507 | 0.35 le-1lh
1.611 1.413
1413 1.465 | 1.469 | 0.173 | 1le-1hh
1.431 | 1.438 | 0.467 | 2e-1hh 1.486 |1.488|0.316 | le-2hh
1.452 | 0.595 | 1e-2Ih 1.498 | 0.386 | 1le-1lh
1.457 | 1.454 | 0.685 | 2e-1lh 62M 13 0.5 (1413 1.528 | 0.534 | 1le-1lh
1.455 | 0.164 | 1e-3hh 1531 ({0.154 | 2e-1lh
1.455|0.12 | 2e-2hh 1.604
56M | 26 | 0.5|1.413 1.47510.15 |1le3lh |[surface 14731041 | 1e1hh
1.523 | 0.186 | 2e-2lh || GaAs 8 0 1.42 - 1.495 | 0.447 | 1e-1lh
1.526 | 1.526 | 0.298 | 3e-3nh || layer 1567 | 0.241 | 1e-2lh
SEMICONDUCTORS Vol. 37 No.1 2003
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Fig. 1. Photorefl ectance spectra of the samples with narrow
QWs. Arrows a—c indicate the features related to the quan-
tum-confinement levelsin the wells.

8-nm-thick cap layer of GaAs was deposited. The
growth temperature for the GaAs and AlAs layers was
600°C, and that for AlGaAs layers was 640°C. The
ratio of the arsenic and gallium fluxes in the growth
zone equaled 30. The thickness of AlGaAs barriersin
all structures was 30 nm. The widths of the two QWs
were equal to each other. Thevaluesof the AlAsbarrier
thickness and the total width of the QWsfor all samples
are listed in the table. For the purpose of comparison,
some of the samples were grown without an AlAs bar-
rier layer. Heterostructures were not intentionally
doped during the growth process; according to our esti-
mates, unintentional background doping was of donor
type with adensity of =5 x 10* cm,

The PR spectra were recorded using an automated
setup described elsewhere [12]. A He—Ne laser operat-
ing at 632.8 nm was used as a source of modulating
radiation, with its power being 1 mW. The modulation
frequency was 370 Hz. The width of the instrument
response function of the spectrometer was less than
1 meV.

The PR spectra of the samples under study are
shown in Figs. 1-3. To determine the energy position of
the linesin these spectra, the shape of each of them was
approximated by a formula corresponding to the low-
field Aspnes model [13]:

%(E) = Re[A€®(E—E +il)™. 1)

Here, A and ¢ are the amplitude and the phase parame-
ters, E is the energy of the probing radiation, E; is the
energy position of the spectral feature, and I is the
broadening parameter. The index m is determined by
the type of the critical point; we used m= 2 [13]. The
energies of the optical transitions derived by this proce-
dure are given in the table. The experimentally deter-
No. 1
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Fig. 2. Photoreflectance spectra of the samples with a
26-nm QW. Arrows a—f indicate the features related to the
quantum-confinement levelsin the wells.

mined values of the band gap in the buffer GaAs layer
are also presented.

3. CALCULATION OF THE QUANTUM
TRANSITION ENERGIES AND DISCUSSION
OF THE EXPERIMENTAL RESULTS

Since the structures were not intentionally doped,
the space-charge region related to the surface potential
israther extended; for the donor density given above, its
thickness is about 2 um. Thus, the QWSs are subjected
to a uniform built-in electric field E;. Assuming that
the surface-barrier height is 0.7 V, we find that the
field strength equals =4 x 10° V/cm. The band dia-

GaAs QW Al Ga;_,As

S9OM

dR/R, arb. units

S8 M

]
1.3 1.4 1.5 1.6 1.7 1.8 1.9
E,eV

Fig. 3. Photoreflectance spectra of the samples with a
35-nm QW. Arrows a—g indicate the features related to the
guantum-confinement levelsin the wells.
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AlAs
AlGaAs

AlGaAs
GaAs

Surface

Fig. 4. The schematic energy-band diagram of the studied
heterostructures with a built-in electric field.

gram of the heterostructure under these conditions is
shownin Fig. 4.

The transition energies were calculated in the enve-
lope-wave-function approximation by numerically
solving the Schrodinger equation for the QWs:

n o

ah %d—xz—qu%wnm = B0, (2
Here, E, arethe energy eigenvaluesand misthe charge-
carrier effective mass for eectrons (e), light holes (1h),
and heavy holes (hh). Since the AlGaAs barriers are
thick and their tunneling transparency is low, a
Schrddinger equation for the case of semi-infinite bar-
riers was considered. To obtain time-independent solu-
tions to the Schrédinger equation, the built-in field E;
was assumed to be zero within the barriers. It was also
assumed that the conduction-band offset at the hetero-
interface AE; = 0.62AE,. According to [14], we have
AE, = 0.19 eV for x = 0.22. The calculated energies of
the electron—hole transitions are listed in the table.

In addition, the table contains the values of the
squared overlap integrals of the envelope wave func-
tions;

M;; = J’quelIthdX-

Note that the amplitude A in (1) is proportional to M.
For wide QWs (26 and 35 nm), only thetransitionswith

M; > 0.1 are included in the table. The results of the

calculation for the QW formed by the surface cap layer
are also presented. However, the actual size of thiswell
exceeds the atomic thickness of the layer and is deter-
mined by the self-consistent potential at the surface.
Thus, these results should be treated as approximate. It
can be seen that the calculated transition energies are
close to the experimentally determined ones. Thus, it
may be assumed that they merge with QW optical tran-
sitions.

It follows from the energy-band diagram that a
recorded spectrum represents a superposition of the PR
signals from the bulk GaAs, the protective cap layer,
the QW itself, and the triangular well for holes formed
in the GaAs buffer next to the interface with the

AlGaAs barrier. One can see from the table that good
agreement between the calculated transition energies
and those determined from the experiment existsfor the
structureswith narrow QWs. It may be assumed that the
absence of high-energy transitions (1.507—-1.531 eV) in
the experimental datais related to the small amplitude
of the corresponding signals, which are difficult to iso-
late from noise.

For the structures with wide QWSs, the situation is
somewhat different. First, in the QWs without an
inserted AlAs barrier, some of the electron—hole transi-
tions merge with the band-to-band transitions in the
GaAs huffer layer. Second, for all QWSs, calculations
indicate that the energy spacing within certain groups
of electron-hole transitions is considerably smaller
than the thermal energy KT (equal to 26 meV for the
temperature at which the spectra were taken). Mean-
while, at equilibrium, the broadening parameter I' = KT;
note that, in general, each transition is characterized by
its own value of I". Next, there is no equilibrium under
the conditions of the PR measurements. For undoped
GaAs, the equilibrium densities of electrons and holes
are very low (=10’ cm~3). Thus, irradiation of the sam-
ple leads to a considerable increase in the charge-car-
rier densities and to a significant deviation of the elec-
tron and hole distribution functions from equilibrium
ones. Furthermore, nonequilibrium electrons and holes
in the GaAs buffer layer drift in the built-in field. All
these factors contribute (to differing extents) to an addi-
tional increase in I and a change in the conditions of
absorption and reflection for each of the transitions in
comparison with the equilibrium conditions. If the
energy difference between the neighboring electron—
holetransitions AE > I, the number of spectral features
in the PR curve coincides with the number of allowed
optical transitions characterized by a sufficiently high
M2, In the case under study, thissituationisrealized for
6.5- and 13-nm-thick QWs. In wide QWSs, (26 and
35 nm) AE < I'. Then, the number of lines observed in
the PR spectra is always smaller than the number of
electron—hole transitions and depends on the amplitude
and phase relationships (1). Apparently, closely spaced
transitions (AE < I') will appear in the PR spectrum as
asingle line, whose position corresponds to the aver-
age energy of these transitions. Evidently, this occurs
in the case of the optical transitions experimentally
observed at 1.437 eV (sample 45M), 1.442 eV (sample
50M), and 1.425 and 1.473 €V (sample 58M).

If AE ~ T, the number of spectral lines will corre-
spond to the number of alowed electron—hole transi-
tions. It may be surmised that this is the case for the
electron—holetransitions calculated at 1.46 and 1.482 eV
(sample 46M), 1.593 eV (sample 50M), and 1.579 and
1.586 eV (sample 56M). It should be noted that, for cer-
tain relationshi ps between parameters, the amplitude of
the PR signal can be lower than the noise level and,
thus, the energy of the optical transition cannot be
determined. Apparently, this occurs for the transitions
No. 1
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calculated at 1.53-1.532 eV (sample 50M) and 1.54
and 1.541 eV (sample 46M).

The experimental spectra of samples 45M, 46M,
50M, and 62M have a feature in the region of 1.6—
1.611 eV which correspondsto E, + AE; thus, thisfea-
ture is most probably related to transitions between the
electron levels in the continuous spectrum and the first
level of heavy holes (1hh) in the QW.

One can see from Figs. 1 and 2 and from the table
that the shape of the spectra and the energy of the tran-
sitions change considerably as the QW width W
increases from 6.5 to 26 nm. With afurther increasein
W, the transition energies vary insignificantly. For wide
QWs, the insertion of an AlAs barrier and variation in
its thickness L, also have little influence on the transi-
tion energies; at the same time, it leads to a marked
decrease in the magnitude of the features in the spec-
trum of AR/R (Figs. 2, 3). We believe that this behavior
isrelated to the presence of abuilt-in field in the struc-
ture, which, in the case of wide QWSs, resultsin the for-
mation of triangular wells for electrons and holes. The
position of the second boundary in such wells is deter-
mined by the shape of the self-consistent potential.
Thus, the energy spectrum does not change consider-
ably upon introduction of a barrier in the region where
the potential energy exceeds the level energy. At the
same time, these factors have a profound effect on the
values of the overlap integral s between the electron and
hole wave functions. In narrow QWSs, the effect of a
built-in field is minimal and the transition energies are
mainly governed by the well width. Therefore, the use
of wide QWs to control the reflection or absorption
spectra by varying the surface electric field in devices
like optical modulators or photodetectors is not effec-
tive.

4. CONCLUSION

To summarize, AlGaAs/GaAs/AlGaAs epitaxial
structures with QWs of different thicknesseswere stud-
ied by photoreflectance spectroscopy. It was shown that
the spectrum of narrow QWSs can be changed effec-
tively by theinsertion of athin AlAs barrier in the cen-
ter of the well; the desired optical transition energies
can be obtained by varying the barrier thickness. For
these structures, there is a one-to-one correspondence
between the calculated energies of the optical transi-
tions and the spectral position of the PR features. For

SEMICONDUCTORS Vol. 37 No.1 2003

wide QWs, the effect of theinsertion of an AlAsbarrier
is much less pronounced. In this case, the lines
observed in the PR spectra result from a superposition
of the features originating from severa closely spaced
electron—hole transitions, with the spectral position of
the lines being determined both by the QW configura-
tion and the transition broadening parameters.
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Abstract—A relationship between the concentrations of induced spins and native U~ centersis established on
the basis of taking electronic processes accompanying band-to-band excitation into account. © 2003 MAIK

“Nauka/Interperiodica” .

1. INTRODUCTION

Chalcogenide vitreous semiconductors (ChGS),
such as a-Se, a-As,Se;, a-As,S;, a-GeSe, etc., have
been attracting the attention of researchers for more
than 30 years. This is not surprising since ChGS pos-
sess a number of very unusual and contradictory prop-
erties which can hardly be explained from a common
standpoint. In particular, this has to do with effects
accompanying photoexcitation. We will leave aside the
whole set of relevant problems, since various aspects of
these have been considered in numerous reviews (see,
e.g., [1, 2] and references therein).

In this paper, we will concern ourselves with phe-
nomena associated with photoexcitation of moderate
intensity (~1 mW/cm?) and limited duration (<10 min),
i.e., effects commonly related to native defects. Such
defects are charged centers with a negative effective
correlation energy (U- centers) [3-5]. In what follows,
for these centers we will use commonly accepted des-

ignations: C;, (inthe caseof S, Se), P, (in the case of

As), and T, (for Ge), where the symbol a = 0, +, —

denotes the charge state, and thesymbol n=1, 2, 3, ...
the coordination.

Under the above conditions, the main effects
induced by transitions of the band-to-band type (or
nearly so) are the following [6-8]:

(1) photoluminescence (PL) with a large Stokes
shift (~E4/2, where E; is the band gap);

(2) PL fatigue with a characteristic transient period
of =10 min;

(3) electron spin resonance (ESR) signal not
observed without irradiation;

(4) intragap absorption appearing together with the
ESR signal.

Comparison of the kinetics for attaining a station-

ary mode by the above effects clearly indicates that
defects of the same kind are involved in all cases.

ESR experiments yielded the following spin concen-
trations [6, 7]:

N (a-Se) = 10" cm®,
Ng(a-As,Se;) = N(a-As,S;) = 101 em™, (1)

N, (a-GeSe,) = 5 x 10™ cm™>.

In the case of a-As,S; and a-As,Se;, these estimates
of N, correlate well with the defect concentration found
from PL measurements: 10*—10'8 cm3 [8]. Therefore,
it is frequently assumed that N; = N, where N, is the
concentration of U~ centers.

However, here we have acontradiction. First, the PL
data are rather approximate, having been obtained
without exact knowledge of the quantum efficiency [8].
Second, almost simultaneously with reports of PL data
in [3, 4], an estimate of N, = 10810 cm was pro-
posed which is different from (1).

The latter is possibly due to the following. Thereis
reason to believe that, not only in a-Se, but in a-As,S;

and a-As,Se; aswell, U~ centersare C; and C; defects

[9]. Under these conditions, the concentration can be
calculated by the formula

N, = Noexp(-U/2k,T,), 2

where N, is the concentration of chalcogen atoms, T is
the glass transition point, U, is the effective energy of
Coulomb repulsion associated with the addition of an
extraelectron to a nonbonding level, and k; is the Bolt-
zmann constant. The U, value is unknown, with widely
varying estimates found in the literature: from 0.2-0.4
[2] to 0.5-1.0 eV [5]. If we choose an intermediate
value of, say, 0.5 eV, we obtain, using the known N, and
Ty, from (2)

N,(a-Se) = 2.6 x 10" cm™,

N, (a-As,Se;) = 4.2x 10" cm™,

1063-7826/03/3701-0082%$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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N, (a-As,S;) = 55% 10" cm™,

N, = (a-GeSe,) = 5.9x 10 cm™.

It follows from the values presented that, raising U,
somewhat, we can achieve agreement with the data
from [3, 4], but this can in no way be done for (1).
Finally, attention is drawn to the fact that, according to
ac conductivity datafor a-As,S; [10], the concentration
of randomly distributed charged centers must be ~2.0 x
10 cm3. The last value is also in agreement with [3,
4] and markedly exceeds the data of [6, 7] in (1).

To better clarify the problem concerning the concen-
tration of U~ centers, we used an aternative method to
evaluate N,, which is based on the fact that the low-fre-
guency tail of the PL spectrum is due to the absolutely
hard Coulomb gap (AHCG) formed by charged centers
[11,12]. Inthiscase, N, can be evaluated using therela-
tion [13]

N, = [MT 3)

1.36€;

where K is the didectric congtant, g, is the dementary
charge, and the difference of photon energies (%1, — 7 w)
is the gap width. The reliability of (3) depends on two
factors. First, the above-mentioned tail should be mea-
sured rather accurately in order to determine the photon
energy fiwy, corresponding to the onset of the PL spec-
trum, i.e., the point at which the intensity starts to rise
from zero. Moreover, the conditionsfor the existence of
the AHCG must be satisfied [11, 12]. When thisis the
case, we can take as iy, the point at which thefunction

2
() = Sk

(I is emission intensity) ceases to be linear [11]. For
these reasons, we chose, for the application of (3), the
data from [14, 15], where the Ay, point was indicated
for a-As,S; and a-As,Se;. A thorough analysis of these
datausing the least-squares method confirmed that all
indications for the existence of AHCG are present.
For dielectric constants k(a-As,Se;) = 7.6 [16] and
K(a-As,S;) = 6.4 [17], it follows from (3) that

N, (a-As,Se;) = 2.4 x 10" cm™,
N, (a-As,S;) = 2.5 x 10® cm™,

These values are in good agreement with [3, 4, 10].
Unfortunately, we failed to find any experimental data
that could enable the application of (3) to the case of
a-Se. For a-GeSe,, there are also no experiments that
can give the value of Aiwy,. Of some help inthissenseis
communication [18], which, athough containing no
exact evidence about fwy,, presents a PL curve that
closely approaches zero. Therefore, an approximation is
possible that gives an estimate of 7wy, = 0.600-0.622 V.

(4)
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Processing of the datafrom [18] a so confirmsthe pres-
ence of AHCG. It follows from (3) that

N, (a-GeSe,) = (1.4-5.3) x 10" cm™. (5)

It is noteworthy that the value obtained is close to the
estimate presented in [19]: N, (GeSe,) = 5.0 x 108 cmr S,

Thus, formula (3), applied with al the necessary
conditions carefully verified, yieldsN,, given by (4) and
(5). These values, which are in agreement with other
indirect estimates, show that the N, values obtained
from ESR data are underestimated, compared with N,
by an order of magnitude in the case of a-As,S; and a-
As,Se; and by 3 (!) orders of magnitude in the case of
a‘Ge%z.

Theaim of thisstudy isto ascertain apossible mech-
anism by which the N values obtained in [6, 7] differ
from N,. Thismechanism isbased on acertain model of
electronic processes that must accompany photoexcita-
tion of the band-to-band type. The model used in this
study is not new and can be regarded as a refinement of
the known models [3, 4, 8] used to interpret the effects
described above. However, the refinement of the mod-
elsalowsfor an important conclusion: under the estab-
lished conditions, each generated paramagnetic center
is surrounded by randomly arranged charged defects.

This paper is organized as follows. The modd is
considered in Section 2. The theory concerned with the
influence exerted by charged atoms on ESR detectionis
developed in Section 3. The basic conclusion of the the-
ory isthat arelationship exists between the experimen-
tally recorded spin concentration (Ng) and the N, value.
Section 4 compares the theoretical results with experi-
ment.

2. ELECTRONIC PROCESSES ACCOMPANYING
PHOTOEXCITATION

Interms of themodel [3, 4], the basic scheme of pro-
cesses accompanying band-to-band excitation isasfol-
lows. A generated electron and hole are captured,

respectively, by the antibonding level C;, converting it

into Cg, and by the nonbonding level, making it C;.
The last level is responsible for the observed ESR [6,
7]. Inprinciple, PL related to areverse radiative transi-
tion is also possible:

CI+C) — Ci+C +hw. (6)

However, if the initial centers are not closely spaced
and do not form aso-called “intimate” valence alterna-
tion pair (IVAP), the probability of instantaneous
recombinationislow [20, 21]. Because of theinfluence
exerted by the lattice, an electron moves away from the

CJ center and becomes involved in thermalization via

hopping. According to computer simulation in [21],
only ~39% of electrons are involved in geminate
recombination. The aforesaid means that ESR is
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Fig. 1. Scheme of P, center formation.

accounted for by ~61% of the C(l’ centers created by
irradiation.

It is noteworthy that the mechanism described isin
rather good agreement both with the AHCG model
responsible for the PL spectrum tail [12] and with the
large Stokes shift. This shift isnot necessarily related to
abnormally strong polaronic deformation, which can
be ascertained if we assume that the density of states,
via which the electron moves, near the conduction
band edge (E;) decreases rapidly in the depth of the
gap as, e.g., g(E) = goexp[«Ey — E)/{] and assume
that ¢ ~ 0.1 eV. It was shown in [20] that the electron
energy decreases under these conditions by ~0.7 eV
even after 10°s,

One question remains unanswered by the model
presented above. What happens with that excited elec-
tron which is not involved in luminescence and moves
agreat distance away fromitsown hole? To the author’s
knowledge, this problem has not been analyzed in
detail. Meanwhile, in my opinion, it is of key impor-
tance both for explaining (e.g., intragap absorption) and
interpreting the results reported bel ow.

It is clear that the electron must be localized some-

where, and, leaving behind a C§ center, it must form a

negatively charged nonparamagnetic state. In this
respect, the situations in a-Se, on the one hand, and
a-As,S;, a-As,Se;, and a-GeSe,, on the other, differ
significantly. In the first case, in accordance with the
exothermic process

2CY —-C}+C, 7)

two “wandering” electrons, finding themselves at a C;
center, must, having ruptured one bond, convert it into
C, and Cg centers. In the cases of a-As,S; and

a-As,Se;, the situation is more complicated. If we dis-
regard defects with improper bonds, then, as shown in
[9], aprocess of the type shown in Fig. 1 is preferable.

Here, the appearance of two electrons near the C; cen-
ter resultsin the rupture of one bond, with one electron

creating anormal center C5 and the second giving rise
toa P, center owing to the appearance of anonbonding

orbital at the As atom. If we disregard the electron get-
ting stuck at the interstice, then the scheme in Fig. 1
seems to be the only one possible under geminate
recombination conditions. At the same time, this
scheme is dubious, and the probability of formation of

P, centers may prove to be small. This statement fol-
lows from the results of [22], where it was shown that,
because of the difference in electronegativity between
As and Se (S), the nonbonding orbital of As must lie
near the conduction band. Therefore, if the Fermi level
does not lie far from the middle of the mobility gap, it

is expected that a P, center will appear instead of P;.
Moreover, the energy U, associated with the appear-
ance of a second electron on the nonbonding orbital
must be much higher in the case of As, compared with
that for Seand S[22].

We believe that the above contradiction is resolved
by communications [23, 24] (especialy the latter).
Indeed, wherever the electron is localized, it must
induce a particular lattice deformation. As shown in
[23, 24], this is sufficient for hybridization of states
bel onging to adangling bond and to the nearest conduc-
tion band. This hybridization results in the defect level
being markedly shifted, when occupied by electrons,
deeper into the mobility gap. For example, if we

assume that the P} level lies near the conduction band
bottom (whose energy istaken as zero), then, according

to [23, 24], for the energies of different P, states we
have

E(P;) = 0, E(P)) = -AW/2,
E(P;) = U,—AW,

where the positive AW value is determined by the
degree of hybridization. It can be seen from (8) that

U™ = E(P,) + E(P})—2E(PY) = U,—AW. (9)

Moreover, it follows from a comparison of (8) and
(9) that

(8)

E(P;) = U —AW. (10)

The data presented in [23, 24] indicate that, even
under moderate deformation, the value of AW can
ensure that the condition U~ < 0 is satisfied. It follows

from (10) that, irrespective of thevalue of U, the E(P3)

level may descend deep into the band gap. (It is note-
worthy that such a level can be used to interpret
intragap absorption.)

Thus, the above model of processes occurring in
a-As,S; and a-As,Se; under band-to-band excitation
yields the following pattern. A certain portion of
defects are involved in PL according to scheme (6).
Under geminate recombination conditions, the concen-
tration of such defects is ~0.39N,. The remaining
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defects decomposeinto C‘{ centersresponsiblefor ESR

(concentration ~0.61N,) and charged C; and P,

defects, each with a concentration of ~0.305N,. Thus,
the concentrations of the forming charged defectsare as
follows:

N(C;) = 0.695N,, N(C7) = 0.39N,,
N(P;) = 0.305N,.

(11)

In the case of a-GeSe,, the situation should, on the
whole, be similar to that described above. However, an

essential difference consists in that T; centers should

appear instead of P, centers[9]. The T centersform

amore rigid structure, and the effect of level lowering
may be weakened. Under these conditions, the proba-
bility of interpair recombination may increase mark-

edly at the expense of T3 center formation. Therefore,

aweakening of PL fatigue would be expected. In view
of the aforesaid, let us consider Fig. 7 in [7], showing
how a percentage decrease in the PL intensity depends
on time (t) for a-As,Se; and a-GeSe,. In interpreting
the figure, let us take into account the fact that the
guantity presented in it correspondsto the dependence
[1(0) = 1(1)]/1(0), where I (t) isthe PL intensity. Att =0,
when the process hasjust begun, I (0) O N, [the concen-

tration of C; and C; centers appearing through conver-
sion (6) is virtually zero]. In the steady state, () O
yN,, where y is the fraction of recombining centers.
Therefore,

[1(0) =1()]/1(0)=1-y.

As already noted, according to [21], y = 0.39 under
the conditions of geminate recombination. This corre-
sponds exactly to Fig. 7 of [7] for a-As,Se;. It can be
readily verified that, inthiscase, 1 —y=0.61 under con-
ditions of saturation. In the case of a-GeSe,, the corre-
sponding valueismuch smaller: 1 —y=0.09. Thisindi-
rectly confirms the assumption about the contribution
from interpair recombination.

(12)

Thus, with the following concentrations of charged

defects, the concentration of C‘f must be 0.09N,, in the
case of GeSe;:

N(C;) = 0.955N,, N(C;) = 0.91IN,,
N(T3) = 0.045N,.

(13)

Finally, inthe case of a-Se, according to (7) we have

N(C;) = N(C;) = 0.695N,. (14)
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3. INFLUENCE OF CHARGED DEFECTS
ON THE DETECTION OF ESR

It followsfrom the aforesaid that, in the steady state,

each paramagnetic center C; must be surrounded by
numerous randomly distributed positive and negative
defects. According to the Holtsmark theorem [25], the
uncompensated charge of aparamagnetic atom must, in
the first place, sense the field of a nearest neighbor of
each type (whichisoscillating, rather than being immo-
bile). Therefore, we have a certain kind of the known
guantum problem of interaction between an atomic
electron and a moving charged particle [26]. In this
case, an additional term must appear inthe Hamiltonian
of the electron

2 2
€o €o

=+
KIR(t)=r| “kR(t)

It is assumed that the origin of coordinates lies at a
paramagnetic center, R(t) is the time-dependent coor-
dinate of the charged defect, and r is the coordinate of
the spin carrier. Here, we take into account the fact that
R(t) > r under equilibrium conditions and use an
assumption according to which characteristic changes
in R(t) (dR), related to variation in the position of the
charged defect, are not beyond the condition

OR/R(t) < 1. (16)

In what follows, we ascertain that (16) is satisfied
with alarge safety margin.

Since the phases of oscillation of separate charged

atoms are uncorrelated, distance as a function of time,

R(t), should be considered random. Here, two situations

should be distinguished with respect to the possible
influence on ESR. If the characteristic time of R(t) vari-

ation (t) satisfies the condition 8t > w; ", where w, is
the frequency of a resonance transition, w, ~ 10%° s
[6]. At the same time, we have dt ~ w™, where wis the
phonon frequency (w = 10 s?). Thus, we have &t <
w{l in the case in question. This meansthat, during the

time of transition, the additional term (15) changes its
value randomly and repeatedly. This fact must be
reflected in the Hamiltonian, which becomes explicitly
time dependent:

Ho(t) = ¢

(15)

H(t) = Ho+ %8s 4 1 (n) (1)
Here, Hy isthe Hamiltonian in the absence of amag-
netic field (B) and a randomly varying electric field
[i.e., H{(1)], §, isthe electron spin operator, and 3 isthe
Bohr magneton
= &f -
B = Py 5.795x 10 eV/T.

(18)

Henceforth, the g-factor appearing in (17) is consid-
ered to be equal to 2.
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Fig. 2. Model of resonance transition under conditions of a
weak shift of levels.
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Fig. 3. Model of random variation of the distance between
the spin and the charged defect.

It is shown in the Appendix that, under the given
conditions, a microwave photon is absorbed with the
energy determined by

hw, = 2PB+ [E(8t) — E(0)], (19)

which isillustrated in Fig. 2. Since E(dt) is a random
quantity, the resonance is “smeared” when the charac-
teristic scatter of the difference E(dt) — E(0) (3E)
exceeds the Zeeman splitting 23B. Therefore, the ESR
signal observed can only be accounted for by centers
for which the following inequality holds:

OE <2(B. (20
According to (15) and (16), this means that the dis-
tance from the center to any charged defect of the ith
type (i = C;, C;, P;, T3) must satisfy
2 1/2

R(t) > Ro(i) = ZBBj (22)
Let us assume that the charged atom is shifted to a cer-
tain distance dp(i). Then, its distance from the spin car-
rier will beincremented by dR,, satisfying the condition
(see Fig. 3)

OR, = dp(i)cosh. (22)

Averaging 6Ri2 over al possible angles 6 in aplane
that isalwaysformed by the centersin Fig. 3, we ascer-
tain that

(RO = 0.7073p(i). (23)

Using (23) as an estimate of dR in (21) we have
gaoo 7075p(i )g
R >R = {55 1

In the general case, for a characteristic value of
op(i) [26] we can write

where mis the mass of an oscillating atom, w is fre-
guency, and

(24)

(25)

_ ﬁ(.o, D_l
n= BsprT-—lD .

According to Poisson’s distribution, the probability
that condition (24) will be satisfied for the distance from
the paramagnetic center to theith defect is given by

(26)

ProbR(t) > Ro(t)] = exp-| TR(i) | NI}, (27
g g

where N(i) is the concentration of defects of the ith
type.

If we assume that thereis no correlation in the posi-
tions of defects (including those oppositely charged),
then, based on (27), we can evaluate the recorded spin
concentration from the relation

N, = (1-Y)N, ﬂeXp&[ R | NOX. @)

4. COMPARISON WITH EXPERIMENT

It follows from (24) and (25) that, in order to com-
pare (28) with the experiment, we must know the fre-
guencies wy. To the author’'s knowledge, direct mea-
surements of the vibration frequencies of the defects

C;, C1, P;, and T3 have not been carried out for the
semiconductors being considered here. Therefore, it is
necessary to proceed from a number of general consid-
erations that will allow evaluation of Ry(i).

First, let us take into account the fact that all of the
defects considered can be related to three types of
molecular formations:

XY3(Cs Ta), XY(Pa),  Y4(CY).

According to [19], each of these molecules is char-
acterized by acertain set of orthogonal vibrations deter-
SEMICONDUCTORS  Vol. 37
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mined by the type of deformation. For example, we
have, in the case of XY 5, bending vibrationswith afre-
guency wy(i) and stretching vibrations with a fre-
guency wy(i). If we take into account the fact that,
under the conditions in question, w(i) = 10'% s (see
below) and that ESR experiments have been carried out
aT=42K [6, 7], then, according to (26), we can
neglect (here and in what follows) n in (25). Corre-
spondingly, we have

Sp(i) = [dpZs(i) + Bp%(i)]

A 12 1 1 1/2

= - — + . .
[me(|)} [wb3(|) 0053(')}

In the case of XY ,, we should also add to the vibrations

mentioned above a rocking vibration with frequency
wyo(i) [27]. Therefore, we have

(29)

o % 12 1 1 1 v2
dp(i) = [me(i)} [wbz(i)+wsz(i)+wr2(i)} (30)

Finally, in the case of C;, we have [19]

% D2112

30(1) = oyt

If it were possible to regard all the defects as free
mol ecules, then we could use the formulas presented in
[28] to determine the frequencies appearing in (29) and
(30):

(31)

2 3k,
+
G mx[3mY cos’p
(32)
+ dn (% 12c0s’B }
1+ 3cos’ B
2 _ 3kr EQmX . 2
Wg3 = 2mx%+sm B
(33)
3[(2mx/2mY)(1+ cos B) +dn B] D
1+ 3cos” B D
Why = 2 [ + coda + 200 smzamv} (34)
27 mel2my [Pm, u”
2 2I(rDmx 0
W, = - EQmY +dn’ . (35)

In the same approximation for C7, it seems natural
to use a reduced mass:

Ke
oo = — =9 36
my Liny, ID (36)
SEMICONDUCTORS Vol. 37 No.1 2003

In relations (32)—(36), k. isthe force constant for the
X=Y bond; v = ky/k,, where ky is the force constant for
displacements perpendicular to X-Y; [ is the angle
between an X-Y bond and the axis of symmetry of the
molecule; and 2a is the angle at the point X between
two X-Y bonds.

The use of formulas (32)—(36) presents the follow-
ing problems. First, it is necessary to determine k. and
v. Second, it is necessary to evaluate the angles 3 and
a. Further, account should be taken of the fact that, in
the case in question, the X atoms are charged.

It is aso necessary to determine to what extent the
free-molecule (FM) approximation is applicable. It is
absolutely clear that, in the case in question, the Y
atoms are bound and it is not improbable that the
approximation of immobileY atoms (I'YA), considered
in[19], ismore precise. In this case, we must set my =
in (32)—36).

Finally, the question of frequency w,, remains open.

The problem of the coefficients k. and v is resolved
relatively easily. For the cases of a-As,S;, a-As,Se;, and
a-GeSe,, values of k. were reported in [29]. The data

presented in [29] can aso be used to evaluate v for P,

and T3. For C; we took the value v = 0.01 [30].
Finally, the value of k, for a-Se wasfound by the Gordy
method [31].

The angles 3 and a were found as follows. In [32],
attention was drawn to the fact that 3 = 60° is a good
approximation for many structures of the XY type
with different relative masses of X and Y atoms. We

adopted this condition for C; and T;. For thea angle,

which isimportant for the P, state, account was taken

of the fact that chalcogen atoms (S, Se) are bonded to
one another in As,S; and As,Se; lattices. Therefore,
removing asingleY atom from the XY 5 structure (see
Fig. 1) must not markedly affect the positions of the
other two chalcogens. In this case, assuming that the
covalent nature of the X—Y bond isinvariable and pro-
ceeding from the condition [19, 28]

sina = “—/Z_gsinB,

for B =60°, we obtain a = 48.6°.

Thefact that the X atoms are charged may affect the
following two factors. First, the equilibrium position is
shifted [23, 24]. Second (and especially important for
determining the frequencies), this reflects upon the
force constants. Using the empirical formulas reported
in [31] (and fitted to the k, values presented in [29]), we
analyzed in detail the influence exerted by charges on
op(i). Thiseffect is exceedingly weak and can affect Ng
only to a second order of smallness. The main reason
for this is that opposite charges affect k. in different

(37)
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Table 1. op(i) valuesin accordance with (29)—(31)

I'YA approximation

substance | SP(C3): | 3p(C1), | 8p(P3), | 3p(T3),
1009¢m | 100%cem | 10%cm | 10%cm
aAs,S; | 6322 4393 6.643 —
a-As,Se; 5.327 3.701 6.790 -
a-GeSe, 5.226 3.632 - 5.079
a-Se 4592 3.191 - -
FM approximation
Substance| 9P(C3). | 30(CY), | 8p(P2), | 3p(Ts),
109¢em | 100%em | 10%cm | 10%cm
aAs,S; | 5743 3.994 5.837 —
a-As,Se; 4.389 3.009 5.653 -
a-GeSe, 4.285 3.104 - 4.481
a-Se 3.810 2.263 - -

directions. In our case, the number of negative and pos-
itive defects is approximately the same.

The most difficult problem in determining dp(i) is
how to choose between FM and YA approximations.
As already mentioned, the I'YA approximation was
used in [19]. This approach was based on the fact that
[19] was concerned with v-SIO,, in which eachY (Si)

atominthe Cg structure, in addition to being bonded to

an X (O*) atom, has triple coordination, not to mention
the fact that the mass of Si is nearly twice that of O. In

our case, such a situation may only refer to C; defects

in a-GeSe,. In all other cases, drawing a conclusion in
favor of one of the approximations considered is diffi-
cult. Therefore, both variants were considered here.
Apparently, the correct value of Ny must lie between N
for the FM approximation and that for the I' YA approx-
imation.

Thefinal question concerning the frequency w,, was
answered as follows. According to [27], the oscillation
frequency of the bridging atom, i.e., O, S, and Sein,
respectively, As,0O;, AS,S;, and GeSe,, follows, with
good precision, the dependence

wa(i) _ M2
wo(i)  Hmd
where m and my are the masses of the above-mentioned
atoms. For a-As,S; and a-As,Se;, As acts as the bridg-

ing atom in the P, state (Fig. 1). Therefore, in accor-

(38)

dance with (38), the frequencies w,,(P,) were deter-
mined as
m

— =197x10
Mas

13 -1
S,

(39)

W,o(P, As,Se;) = W, ,(Gese,) E_Se =1.94x 10" s?,

'As

Wi2(Py, AS,S;) = Wrx(AS,S;)

where the close proximity of the atomic masses of Ge
and Aswas used in the latter case.

Table 1 presents al the values of dp(i) obtained in
accordance with (29)—(31) from (32)—(36) and (39) in
FM and I' YA approximations. Table 2 lists the corre-
sponding Ry(i) values obtained from (24) and N, val-
ues calculated using formula (28). In this case, we

Table 2. Critical distances R, and concentrations N,, of U~ centers and N, of spins

I'YA approximation

_ _ - Ng, cm=
Substance Ro(C3), Ro(Cy), Ro(P2), Ro(T3), N, , cm N, cm™3 (experiment
107 cm 107 cm 107 cm 107 cm (6, 7])
a-As)S; 5.215 4.347 5.345 - 24x10'8 | 25x10Y ~10Y7
a-As,Se; 4.392 3.662 4.959 - 25%x10% | 45x10Y ~10%
a-GeSe, 5.136 4.281 - 5.063 50x10® | 59x10%° ~5x10%°
a-Se 4.590 3.826 - - 1.65 x 106 1.0 x 10% ~10'6
FM approximation
R _ _ - Ng, cm™3
Substance Ro(C3). Ro(C1), Ro(P2), Ro(Ts). N,, cm Ng, cm™3 | (experiment
107 cm 107 cm 107 cm 10" cm [6, 7])
a-As,S; 4.970 4145 5.010 - 24x1018 | 32x10Y ~10%7
a-As,Se; 3.897 3.302 4525 - 25x10%8 | 6.4x10Y ~10%7
a-GeSe, 5.136 3.958 - 4.756 50x10® | 8.2x10'° ~5x 10'°
a-Se 4181 3.222 - - 1.65x10% | 1.0x10'® ~10%
SEMICONDUCTORS Vol. 37  No.1 2003
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used, on the basis of [6], a magnetic field B = 3191 G
for a-As,S;, a-As,Se;, and a-S2, and B = 3164 G for
a-GeSe,. The N(i) values were substituted from (11) for
a-As,S; and a-As,Se;, from (13) for a-GeSe,, and from
(14) for a-Se. The experimental values of N, were taken
from (2).

5. CONCLUSION

Commenting on the data presented in Tables 1 and
2, in the first place, according to (23), in al cases we
have

SR/R,(i) = 107,

This confirms condition (16), which playsan impor-
tant part in deriving the basic relationships.

Further, attention should be drawn to the following.
Thevaue of N, was unknown beforehand for a-Se. The
value of N, = 1.65 x 10'® cm™3, given in the table, isa
result of fitting to the value Ng = 10'® cm™3, which must
be obtained, accordingto [6, 7], if (28) isvalid. Thus, if
N, =< 10% cm3, then it follows from Table 2 that
charged defects virtually do not affect ESR detection
for both of the approximations used.

The situation is different for the cases of a-As,S;
and a-As,Se;. Here, the use of values of N, following
from formula (3) [see (4)] yields N valueswhich arein
good agreement with data from observations [6, 7] [see
(2)] for both the FM and I YA cases. |n other words, the
higher concentration of native U~ centers compared
with a-Seisresponsible for the fact that the recorded Ng
value is an order of magnitude smaller than N,. Thisis
even more clearly manifested in the case of a-GeSe,. To
be sure, a certain influence is also exerted by the
smaller fraction of electrons involved in geminate
recombination and by the relatively low dielectric con-
stant. However, the fact that the Ng value islarge, rather
than small, is adecisive circumstance for the value of
N being 3 orders of magnitude less than N, = 5 x
10%* cm3, which corresponds to (3) and [19].

Finaly, attention is called to the following. The
main conclusion of the present study is that charged
centers which originate under photoexcitation of mod-
erate intensity from native U~ centers may, when the
concentration of the latter is sufficient, markedly
reduce the recorded concentration of induced spins. Of
interest in this connection is such amaterial as v-SiO,.
The concentration of U~ centersin thismaterial is, inall
probability, high (~10*° cm=[13, 19]). Therefore, if, in
addition, we take into account the smallness of the
didlectric constant, the question arises asto whether it is
even possible to observe photoinduced ESR in v-SO,.
There have been reports of an observed photoinduced
ESR signal in v-SiO, (see, e.g., [33]). In my opinion,
however, the photoexcitation used in these studies can-
not, strictly speaking, be classified as being of the band-
to-band type. Moreover, the resonance curves observed

(40)
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in these studies are not quite identical in shape to those
presented in [6, 7] and require additional interpretation.

Atany rate, itisclear, in view of the results obtained
in the present study, that the problem of photoinduced
ESR in v-SiO, (which is equa to the set of problems
encountered in studying photostructural transforma-
tions) invites further investigation.

APPENDIX

L et us denote by V(t) a microwave perturbation and
consider the Schrédinger equation
oW
5t
To passto the interaction representation, we assume
that

= [H() + V()] W. (A1)

t

W = exp|:—i% J‘H(s)ds}b. (A.2)

Substituting (A.2) into (A.1) and “multiplying”
from the left by exp[(i /ﬁ)J‘0 H (s)ds], we obtain

0 0
iﬁaa—? - [exp%'J’H(s)dsaH(t)
0

t

x exp%fli IH(s)ds%— H(t) + exp% [H (S)dgV(t) (A.3)
ohl 0 s 0

0! 0
x expE)—%JO’H(s)dsa}dJ.
In writing (A.3), account was taken of the fact that,
according to (17),
[H(t), H(s)] = Ho(Hc(s) —Hc(1))
—(H(s) —H(t))H, = 0.

From (A.3) we have, to afirst approximation of the
perturbation theory,

(A.4)

O(3t) = 16tdt DitH dH (t
3 = i {exp%{ (99 (1)
0! 0 ' 0
X expE-ﬁIH(s)dE— H(t) + exp%J’H(s)d@V(t)(A.S)
nhd 0 J 0
X Di—tH dD d(0
eXDE}-hJO' (s) Sa} (0).

Let usintroduce a spectrum of eigenfunctions

(Ho+ He(1))o(t) = E(D)(1). (A.6)
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In addition, we introduce the spin functions |-1/2[1 Hence, assuming that

and |+1/20)which satisfy the conditions
8 [+1/200= if—;|ill2D (A7)

Assuming that, at t = 0, the system isin the state

it —iw,t

V(t) = %Bléx(e +e ), (A.19)

where B; isthe amplitude of an ac orthogonal magnetic
field with a frequency wy, and substituting (A.13),

(A.13), and (A.14) into (A.10), we have

®(0) = ¢(0)[-1/2L= ju_(0) L) (A.8)

we canwrite, according to (A.5) and (A.7), for the mag-
nitude of the transition into the state

u,(ot) = ¢ (dt)|[+1/20
the following expression:

(A.9)

ot t
_1 Ui ]
[11,(8)| (30)0= ﬁ< (3t [ctexp E; [H® ds%V(t)
° ° (A.10)

u(0)> :

in which account is taken of the orthogonality of the
spin functions. With (17), it can be readily understood
that in (A.10) we have operations of the form

[Ho+Hc(8)]9(0), [Ho+Hc(s)]¢ (01,

which, in the general case (at s # 0, s # dt), are not
defined. However, on the basis of (15), (16), and (A.6),
we can write 3.

[Ho+ Hc(s)]¢ (0) 4

t

EJ H( )dsg
x expF= [H(s
DﬁJ; O

= [Ho+ @+ 2220 a1y s
6.
<[ Ho+ HO B~ 350 (@) = E@6(0) ,

where the following relation is used:

1/R(s) - 1/R(0) = SRIR¥(0). o
In asimilar manner, we can write 10.
[Ho+ Hc(s)]d B1) "
= [Ho+ Han G + LI ‘(;;(&)E}Mat) 12
¢ (A.12) 13
= [Ho + Hc(ét)%l ¥ R?;)E}d)(ét) 1
15.
= E(5t)$(5t).

16.

From (A.11), (A.12), (A.7), and (17), it follows that

H(s)¢(0)-1/2L= [E(0) — BB]¢ (0)|-1/20) (A13)
H(s)¢(dt) [+ 1/2C= [E(St) + BBl G t)[+1/20 ©

ot
1L, (3) | P (30~ — [ote
0

17.

(1/)[E(8t) - E(0) + 2BB—fw]t

it (A.15)

x [(5t) | ¢ (0)IF1/2[3)—1/20

From (A.15) we obtain, by applying conventional
methods, the resonance transition probability

| CU, (8t) | P(B)T7 O | T (5t) |6 (0)F
x &(E(8t) — E(0) + 2B —fi0,).

(A.16)

It can be seenfrom (A.16) that transitions are possible
when, firgt, the overlapping condition @ (6t)|¢(0)% O
and, second, condition (19) are satisfied.
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Abstract—Hydrogenated silicon (Si:H) layers and Si:H/p-Si heterostructures were produced by multiple-
energy (3-24 keV) high-dose (5 x 10%6-3 x 10'7 cm) hydrogen implantation into p-Si wafers. After implan-
tation, current transport across the structuresis controlled by the Poole—Frenkel mechanism, with the energy of
the dominating emission center equal to E. —0.89 eV. The maximum photosensitivity is observed for structures
implanted with 3.2 x 10 cm™ of hydrogen and annealed in the temperature range of 250-300°C. The band

gap of the Si:H layer

= 2.4 eV, and the dielectric constant € = 3.2. The density of states near the Fermi level

E
is(1-2) x 101" cm™ eV-L. © 2003 MAIK * Nauka/| nterperiodica” .

1. INTRODUCTION

Interest in amorphous hydrogenated silicon (a-Si:H)
films is primarily due to their possible applications as
photodetectors[1, 2]. Conventionally, a-Si:H layersare
deposited by PECVD. Previous studies have shown
that, to improve and stabilize the parameters of a-Si:H
devices, it is essential to be able to control the density
of dangling Si—Si bonds, as well as the hydrogen den-
sity, and also to determine the optimal ratio between
these densities [3]. lon implantation allows controlled
introduction of hydrogen in awide concentration range.
Thus, an attempt to produce Si:H layers by ion-implan-
tation doping with hydrogen was justified. To obtain a
uniform distribution of hydrogen in a layer, a source
emitting hydrogen ionsin arange of energies was used
instead of a monoenergetic beam [4]. The goal of the
present study was to investigate electrical properties of
Si:H/c-Si structures produced by this method.

2. EXPERIMENTAL METHODS

p-Si with acarrier density of 7 x 10%-10% cm=3 was
irradiated from a pulsed source with hydrogen ions
with energies in the range E = 3-24 keV. The pulse
width was 4 us, the pulse separation, 30 s; and the cur-
rent density, 40 mA cm2. Theirradiation dose was var-
iedintherange D =5 x 10'-3.2 x 10'” cm2. The max-
imum ion range was 0.22 um; the hydrogen density at
the maximum irradiation dose was ~10% cm3. After
irradiation, the wafers were pretreated with oxygen
plasmato remove organic contaminants from their sur-
faces and further cleaned chemically by boiling in ace-
tone. Aluminum or gold contacts were deposited
through a mask by sputtering in a vacuum, or mesa
structures with Al contacts were fabricated. In severa
cases, amercury probe was used as a contact. Measure-

ments of capacitance-voltage (C-V) and current—volt-
age (I1-V) characteristics, combined with layer-by-layer
etching and deep level transient spectroscopy (DLTS),
were used to study the parameters of Si:H/c-Si struc-
tures immediately after irradiation, and also after 1-h
annealing in the temperature range T,,, = 180-700°C.

3. RESULTS AND DISCUSSION

Figure 1 shows |-V characteristics of Al/Si:H/p-Si
structures for minimum and maximum doses of hydro-
gen irradiation (in all the figures, the forward bias cor-
respondsto anegative voltage applied to an Si:H layer).
As seen, the as-grown structures exhibit clearly pro-
nounced rectifying |-V characteristics. The rectifica-

I, A
1073+
1074+
1075+
1076+
1077+
1078+
1079+
10-10

1
-10 -5 0 5 10

Fig. 1. 1=V characteristics of Al/Si:H/p-Si structures
implanted with hydrogen at a dose D: (1, 2) 5 x 10%°,

(3, 4) 3.2 x 1017 cm™2 (1, 3) unannealed, (2, 4) annealed at
260°C for 1 h. Forward bias corresponds to negative voltage
a Si:H layer.

1063-7826/03/3701-0092%$24.00 © 2003 MAIK “Nauka/Interperiodica’
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Fig. 2. Reverse current under illumination by the wave-
length A = 0.7 um (at U =—5V) related to dark current, I;/14,

vs. the annealing temperature T,,, for structures implanted
with hydrogen at adoseD: (1) 3.2, (2) 2.7, (3) 1, and (4) 0.5 x
1017 cm™. Inset: spectral dependence of current after 1 h of
annealing at T, = 280°C; D = 3.2 x 10%" cm 2.

tion coefficient (the ratio between the forward and
reverse currents, I¢/1,) is ~10°-10* at V = 10 V bias
across the structure. For structures with the maximum
irradiation dose, the barrier properties are totally elim-
inated after annealing at T,,, ~ 700°C.

To determine which contact (i.e.,, metal/Si:H or
Si:H/c-Si interface) is rectifying, the temperature
dependences of current were recorded in structures
with different contacts. The experiment has shown that,
at one and the same bias across the structure, the tem-
perature dependence of current is independent of the
contact metal (Au, Al). Thisimplies that the rectifying
properties of structures (Fig. 1) are dueto theformation
of an internal barrier between the Si:H layer and p-Si
substrate, rather than to the metal/Si:H Schottky barrier.
Asfound from an analysis of (C-V) characteristics, the
carrier density determined from the slope of /C%(V) is
virtually independent of the irradiation dose (7.5 x 104
and 8.0 x 10** cm for, respectively, the minimum and
maximum doses) and corresponds to the carrier density
in the substrate. The DLTS study in the temperature
range 77-300 K did not reveal deep levelsin the deple-
tion region of the structures. Thisimpliesthat the deple-
tion region is located in the single-crystal substrate
rather than in the Si:H layer distorted by irradiation;
i.e., heterostructures were fabricated by implantation.

To determine the band gap of the Si:H layer, the
photoelectric properties were studied. Figure 2 shows
theratio of current I;, measured when the structure was
illuminated by photons with awavelength A = 0.7 um,
tothedark current |4 versus the temperature of isochro-
nous (t = 1h) annealing. The data were recorded at a
reverse bias of 5V. As seen, maximum photosensitivity
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T,K
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Fig. 3. Temperature dependences of current at different

biases U for astructureimplanted with D = 3.2 x 10 cm™2.
Solid lines: simulation with the activation energy E, (V)

shown near acurve. Inset: E, vs. the barrier energy lowering

inthe electric field B(E)Y2. The straight line corresponds to
the equation presented in the inset.

(I;/1y) is observed in the structures with an irradiation
dose D = 3.2 x 10" cm™ and annealed at T,,, = 250—
300°C. Theinset of Fig. 2 shows the short-wavelength
portion of the spectral dependence of current, which
allowed us to estimate the band gap of the Si:H-layer,
Ey = 2.4 €V. The extrapolation of the 1/C?(V) depen-
dence to the voltage axis yields the height of the inter-
nal barrier (Si:H/p-Si), V4= 1.1eV.

Since the structures under study include an irradia-
tion-distorted Si:H layer and a barrier, it is reasonable
to discuss |-V characteristics for an in-series connected
resistor and diode [5]:

I = l,exp[q(V - IR)/nkT]. (@D}

Here, nistheideality factor of al-V characteristic, and
R is the resistance (of the irradiated layer, in the given
case). For the maximum and minimum irradiation
doses, weobtainn= 36, R=7kQ, and n= 20, R=2kQ,
respectively. The junction depth d was determined from
|-V measurements with layer-by-layer etching. Simple
estimation shows that, with d = 0.25 um and an area
S=1.13 cm™, the resigtivity of hydrogenated layersis
p =3 x 106 and 8 x 10° Q cm for the extremeirradiation
doses. A high value of the ideality factor indicates that
the voltage applied across the structure falls mainly on
the high-resistivity layer rather than on the barrier [5].
Indeed, partial removal of the Si:H layer shifts the for-
ward |-V characteristic toward negative voltages.
Therefore, the forward conductance of the structure is
defined by the conductivity of the Si:H layer.

Figure 3 shows temperature dependences of current
measured with different biases across the structures
obtained by hydrogen implantation with D = 3.2 x
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Fig. 4. Temperature dependences of current at different

biases U for a structure implanted with D = 3.2 x 10 cm™
and annealed at 260°C for 1 h.

10 cm2. As seen, the current increases exponentially
in the temperature range 270400 K, | ~ exp(E/KT).
The experiment shows that the activated behavior of
I(T) is observed for al doses, 5 x 10'-3.2 x 10% cm.
The activation energy of conductivity E, decreaseswith
increasing bias across the structure. This suggests that
a mechanism associated with field-assisted gjection of
carriers from emission centers dominates in irradiated
structures (under forward bias). For the volume-con-
fined Frenkel effect [6],

| O exp[F, — BE")/rkT]. 2

Here, F, isthe depth of thelevel related to the emission
center, B = (g®/m&e)Y? is the Frenkel constant, E isthe
eectricfield strength, and r isaparameter taking values
between 1 and 2.

Theinset of Fig. 3 showsthe activation energy E, =
F,/r as a function of the barrier lowering B(E)¥2. In
calculating 3, we used the dielectric constant € = 3.2
obtained from C-V measurements. Then, 3 = 2.68 x
10 eV cm¥2V-Y2, The energy of the dominating cen-
ter, estimated by extrapolating the experimental curve
to zero activation energy, iSE, = 0.89 eV.

It was found that, with respect to the el ectrical prop-
erties of the annealed samples, the samples implanted
with D =5 x 10%, 107, 2.7 x 10%, and 3.2 x 10'" cm™
can be divided into two groups: those implanted with
doses in the range 5 x 10'%-2.7 x 10 cm and those
with D = 3.2 x 10" cm. The samples of thefirst group,
besides having virtually zero photosensitivity (Fig. 2),
have the following specific feature. C-V studies com-
bined with layer-by-layer etching have shown that, in
the structures produced by hydrogen irradiation with
D =5x10%%-2.7 x 10*” cm, annealing at T,,, = 250°C
forms an n-type surface layer with a carrier density of

about 10'® cm3. The layer thickness is 30-50 nm. It is
noteworthy that, under irradiation with a monoener-
getic hydrogen beam at a dose above 10 cm™, the
n-layer in p-Si is formed at higher annealing tempera-
tures (~300°C) [7].

The structures obtained at an implantation dose of
3.2 x 10% cm2 differed from those implanted at lower
doses by the following specific features, which
appeared after annealing in the temperature range of
250-300°C:

(i) The formation of alow-resistivity n-type surface
layer was not observed;

(i) 1=V curves showed a saturation of current in the
depletion mode (Fig. 1);

(iii) The mechanism of current transport across the
structures changed (cf. Figs. 3 and 4);

(iv) The structures were photosensitive (Fig. 2).

The saturation of current in the structures with
p-substrate (Fig. 1) indicates the presence of an elec-
tronic component of current from the substrate to the
Si:H layer.

Figure 4 shows the temperature dependences of cur-
rent in the structures implanted with D = 3.2 x 10'” cm
and annealed at 260°C. As seen from a comparison of
Figs. 4 and 5, the temperature dependences of forward
current exhibit not only an exponential portion, but also
a portion in which the current is virtually temperature-
independent, i.e., I(T) = const, over some temperature
interval. This interval becomes wider as the annealing
temperature rises. Immediately after irradiation, I(T) =
const at T < 250 K (Fig. 3); after annealing at 260°C,
thisoccursat T < 310 K (Fig. 4), and after annealing at
300°C, at T< 380 K.

There are two known mechanisms of carrier trans-
port across barrier structures with high-resistivity lay-
ers and in which current is constant; these are space-
charge limited current (SCLC) and tunneling through
the barrier. It is hardly probable that tunneling through
an Si:H/p-Si barrier occurs at room temperature, since
the electric field strength in the structure does not
exceed 2 x 10°V cm and the Fowler—Nordheim mech-
anism demands a higher field. To determine whether
tunneling from an emission center can take place, we
evaluated the barrier height. The experimental data
were approximated with therelation | 0 AVZexp(—b/V),
with the coefficient b = 10.82. Here b = 23rmY2¢pd/6hq,
where @ is the height and d, the width of the potential
barrier; misthe effective mass, and g is the elementary
charge. Calculation has shown that, in order to obtain
physically plausible values of the barrier height (=KT)
at d=1nm, itisnecessary to assume that m < 10-m,.
Thus, it seems most probable that the SCLC mecha-
nism is operative.

Space-charge-limited current is an injection cur-
rent through a high-resistivity layer (in our case, Si:H)
that is partially compensated by trapping at localized
No. 1
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levels. In the general case, SCLC is described by the
relation [8]

| = av+bV'.

The linear term (the ohmic portion of a |-V curve) is
dominant at low fields. The parameter y characterizes
the energy distribution of local states (y = 2 for
monoenergetic traps in a layer). Under the experimen-
tal conditions, we obtained y = 5.3 for T, = 260°C and
y = 4.2 for T,,, = 300°C. The lower value of yimplies
that the energy distribution of carrier traps in Si:H is
less uniform for the case of T, = 300°C.

We used the method of calculating the density of
charged states from SCLC data[9] to estimate the den-
Sity of states near the Fermi level. For the structures
implanted at D = 3.2 x 10*” cm™ and annealed at T, =
260°C and 300°C (1 h), the obtained values were,
respectively, r = 2.3 x 10*" and =1.1 x 10 cm=3 eV-L.
At the same time, SCLC can be observed only if the
density of thermally activated carriersin the high-resis-
tivity layer islower than the density of injected carriers.
The fact that SCLC is observed only in alimited range
of doses and temperaturesimpliesthat it isin thismode
where generation—+ecombination centers in an Si:H
layer are largely eliminated. Figure 5 shows the dark
current |4 versus the temperature of structure annealing
in the range T,,, = 180-300°C. Asis seen, |4 increases
as the annealing temperature rises; this indicates the
formation of generation-recombination centers in the
structures. However, the reverse current (which
depends on the density of the recombination centers) is
1-2 orders of magnitude smaller in the structures with
a maximum irradiation dose than in the structures
implanted with D = 5 x 10'%-2.7 x 10' cm™. It isthe
structures implanted with D = 3.2 x 10% cm™ that are
photosensitive.

Another specific feature of the structures under study
isthe metastable state of the system of defectsinan Si:H
layer. Thus, unannealed samplesimplanted at D = 3.2 x
10% cm and stored for some time (more than half a
year) exhibited, after subsequent annealing, properties
similar to those typicd of structures implanted at lower
doses (for example, an n-type low-resistivity surface
layer wasformed at T, above 250°C). At the sametime,
if annealing with T,,, > 250°C was carried out directly
after irradiation, the eectric properties of a structure
remained unchanged with time.

It follows from these results that a heterostructureis
formed in p-S during implantation, similarly to
PECVD fabrication of Si:H layers. However, acompar-
ison of the electrical properties of structures produced
by hydrogen implantation and conventional methods
(glow discharge, sputtering, CVD) yields the follow-
ing. In a-Si:H layers applicable for device fabrication
and produced by conventional methods, the hydrogen
content is5-15 at. % [10]. This corresponds to passiva-
tion of the majority of defects. At a higher hydrogen
concentration, the density of defect states in the layer

SEMICONDUCTORS  Val. 37

No.1 2003

I, A
10731
o /
41 m2
10 5
osp
107+
1077+
10781
107911, ! ! !
20 200 250 300
Tanm OC

Fig. 5. Dark current (at U = -5V) vsthe annealing temper-
ature for Al/Si:H/p-Si structures implanted with hydrogen

at adoseD: (1) 3.2, (2) 2.7, (3) 1, and (4) 0.5 x 107 cm™2.

and at the interface increases, thus enhancing recombi-
nation in the layer (with loss of photosensitivity) and
leading to the total loss of modulation in the space
charge region of barrier structures as a consequence of
a high density of states at the interface. In the case of
ion implantation, the structures are photosensitive a a
hydrogen content ~29% (D = 3.2 x 10 cm™); i.e., a
higher hydrogen concentration is necessary for defect
passivation. The band gap in ion-implanted Si:H layers
iISEy=2.4 €V, in contrast to E; = 1.9 €V in films with
the same hydrogen content (~29%) but produced by
conventional methods [10]. The dielectric constant € =
11 for the latter films, and € = 3 for the films produced
by implantation. At the same time, thevalue E, > 2 eV
istypical of porous silicon, whose dielectric constant
(e =3.6[9]) isalso closeto that of the structures under
study (€ = 3.2). Therefore, analysis of our results leads
to the conclusion that the difference between the elec-
trical properties of Si:H layers produced by conven-
tional methods and those produced by hydrogen ion
implantation is most probably related to the presence of
defects introduced during implantation and annealing,
with the possible formation of vacancy-type clusters
(pores).

4. CONCLUSION

We established the following:

(i) Si:H/p-S structures obtained by hydrogen implan-
tation in the dose range D = 5 x 10%-3.2 x 10Y" cm?
exhibit rectification with the coefficient I;/I, = 103-10*
and at 10V bias across the structure. The resistivity of
an Si:H layerisp=3x 108 and p = 8 x 10° Q cm for
maximum and minimum doses, respectively;

(ii) After implantation, the carrier transport across
the structures at room temperature is associated with
field-assisted g ection of carriers from emission centers
(the Poole—Frenkel mechanism). The energy depth of
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the level related to the dominating emission center is
about 0.89 eV;

(iif) Maximum photosensitivity is obtained in struc-
tures implanted at D = 3.2 x 10" cm™ and annealed at
Tan = 250-300°C. The band gap of the Si:H layer in
these structuresis= 2.4 €V. The carrier transport mech-
anism is space-charge limited current; the density of
states near the Fermi level is~(1-2) x 10" cm= eV,

(iv) In the structures produced by irradiation in the
dose range D = 5 x 10%-2.7 x 10' cm and annealed
a T,,, = 250°C and higher, 30- to 50-nm-thick n-type
surface layers with a carrier density of ~10'® cm2 are
formed.
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Abstract—A thermally stimulated structural transformation of the Si—O phase in the SiO, layers, which leads
to the formation of Si nanoinclusions, was investigated using gravimetry, infrared spectroscopy, multiple-angle
ellipsometry, and atomic-force microscopy. It is demonstrated that vacuum heat treatment leads to an increase
in the concentration of O bridgesin the structural network of oxide. Oxide is compacted, and its surface rough-
ness is smoothened. Silicon and SiO, phases are precipitated due to the transfer of O atoms from lightly oxi-
dized molecular clusters (SiOSi;) to heavily oxidized ones (SiO;Si). An analysis of ellipsometry datain the con-
text of the effective medium model made it possible to estimate the fractions of the precipitated Si and SiO,

phases. © 2003 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The insulating and optical properties of amorphous
films of silicon oxides (SO,) have been intensively
investigated over the last three decades (see, for exam-
ple, [1-5]). Thisis mainly due to the widespread use of
such layers as passivating, insulating, or antireflecting
coatings. Today, the investigation of this material istill
of interest in connection with the possibility of obtain-
ing Si nanoinclusions in an SiIO, matrix as a result of
heat treatment. Particularly, photoluminescence (PL)
bands related to the formation of Si nanocrystallites in
annealed SO, films, which were obtained by plasmo-
chemical deposition, have been observed recently [6, 7].

Recently, PL with bands at 650 and 730 nm was
observed in annealed SiO, films, which were obtained
using vacuum thermal evaporation of SO [8]. This
method is very promising for the fabrication of large-
area Si-based displays. The effect mentioned can be
explained by the formation of Si nanoinclusions as a
result of heat treatment. The structure of these inclu-
sions (amorphous or crystalline) depends on the heat
treatment temperature. In principle, the emergence of
such Si inclusions is in good agreement with the
known phenomenon of the separation of an SiO, matrix
into Si and SIO, phases at elevated temperatures[1, 4]:
250, — xS0, + (2 —x)Si. Because of this circum-
stance, the investigation of structural—phase transfor-
mations of silicon oxides upon heating is of great
importance from the point of view of understanding the
mechanisms of formation of Si nanoinclusions in an
oxide matrix.

Annealing-induced variations in the characteristics
of SiO, layers obtained using vacuum thermal evapora-
tion of SIO, have been investigated in detail [3, 5, 8-

10]. Asarule, heat treatment was carried out in an oxi-
dizing medium (usualy in air). Specifically, the pur-
pose was to obtain a wide set of films with a variable
stoichiometry coefficient. However, such an approach
does not permit one to keep track of the phase separa-
tion of thefilm material itself during thermal treatment.
This restriction is caused by external oxygen influx,
which is associated with additional oxidation of the
film. In the case of vacuum heat treatment [8, 10],
prime attention was paid to the observation and charac-
terization of the Si inclusions. At the same time, analy-
sis of thermally stimulated changes in the structure and
composition of the Si—O phase should give important
additional information about the mechanism of forma-
tion of these inclusions. In this context, we carried out
a detailed investigation of variations in the structural
properties of SIO, films as aresult of heat treatment in
vacuum. As was demonstrated previously [8], such
treatment leads to the formation of Si nanoinclusions.

2. EXPERIMENTAL

The SiO, layers were obtained by thermal evapora-
tion of SO (Cerac Inc.) with a99.9% purity in vacuum
at aresidual pressure of (1-2) x 10-° Torr. Two-sided
polished Si wafers were used as the substrates. During
deposition, the substrate temperature was 150°C. The
film thickness, which varied within theranged = 1-3 um,
and the deposition rate were initially determined using
a quartz oscillator, which was accurate to 3%. Typi-
cally, the deposition rate was 8-10 nm/s. The film
thickness was further refined and made accurate to
5nm using a Dektak 3030 profilometer. Some sam-
pleswere annealed in vacuum at aresidual pressure of
(1-2) x 10°° Torr for 20 min at 700°C.

1063-7826/03/3701-0097$24.00 © 2003 MAIK “Nauka/ Interperiodica’
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Table 1. Characteristics of the SO, films investigated

Characteristic As-grown film Anneded film
Density, g/cm® 1.90 + 0.07 2.09+0.10
Index of refraction 1.99+0.03 1.90+0.01
Absorptionindex | (6.9+1)x 103 (9+1)x10°3
Position of the 1023 1053
absorption band
peak, cm™

Immediately after deposition and heat treatment, the
film weight was measured using an Oertling NA164
analytical balance with an accuracy of 10 g. This per-
mitted us to calculate the density (p) of the SIO, layers
being studied.

The refractive index (n) and absorption factor (k) of
the films were determined using multiple-angle mea-
surements on an LEF-3M laser elipsometer with a
wavelength of 632.8 nm. When calculating n and k val-
uesfor the oxidefilms, the known values of optical con-
stantsfor single-crystal Si were used [11].

Infrared (IR) transmission spectrawere measured in
the range of 800-1400 cm using an IKS-25M auto-
mated spectrometer. An Si substrate without an oxide
film was used as areference sample. It isknown that the
main absorption band for SiO, is within the aforemen-
tioned range and the position of the v,, peak varies
within the wavenumber range of 1000-1100 cnr®. This
band was deconvolved into Gaussian profiles, whose
main characteristics, specificaly, positions and intensi-
ties of peaks, were analyzed in the context of the ran-
dom bonding model. The purpose of the analysiswasto
determine the content of S—-O~Si, _, (1< y<4) molec-
ular complexes in the structural network of an SO,
matrix according to the approach that was previously
suggested by us [12-14]. The accuracy of deconvolu-

81 /2
E
[
g
=1
800 1000 1200 1400

Wavenumber, cm ™!

Fig. 1. Optical transmission spectra for (1) as-grown and
(2) annealed SiO, films.

tion was characterized by the standard deviation of the
Gaussian sum from the experimental curve. In our
experiments, this deviation was no larger than 10-2.

The surface profile of the oxide films was investi-
gated using a DI NanoScope |lla atomic-force micro-
scope. The measurements were carried out in periodic
contact mode using CSG10 (NT-MDT) Si probes with
an Au reflective coating. The nomina curvature of a
probetip was 10 nm. Prior to measurements, some sam-
ples were kept as long as 5 min in 1% HF solution in
order to etch the S O, phase.

3. RESULTS AND DISCUSSION

As-grown SIO, films had characteristics (see Table 1)
which correlated rather well with those obtained for
thismaterial in other studies[2, 3, 15]. Subsequent heat
treatment in vacuum substantially affected all of the
characteristics of the material. The thickness of the
annealed films decreased by 7—9%, while their weight
remained unchanged. The density attained after heat
treatment was 2.09 g/cmd. This value almost coincides
with the results of calculation (2.1 g/cmd) for SIO [16],
as well as with the value 2.16 g/cm? [3] for the films
deposited in rather high vacuum (5 x 1076 Torr).

Figure 1 shows the transmission spectra of the as-
grown and annealed SO, films. It can be seen that the
fundamental-absorption band for the annealed oxide
noticeably shiftsto higher frequencies (see Table 1) and
its area substantially increases. The former fact is usu-
ally attributed to variation in the phase composition of
anoxidefilm[1, 3]. Moreover, using the position of the
transmission-band peak vy, and the known data on the
v\, dependence of x obtained for oxidesgrown using the
same technology [3, 17], we can estimate the oxide
composition. This estimation demonstrated that, for the
SO, films investigated, x = 1.25 and 1.54 prior to and
after heat treatment, respectively. Thus, during the ther-
mal deposition of SIO, films, atomizing SIO clusters
are partially oxidized in an ambient of residual gases.
Further variation in the phase composition of a film
during hesat treatment in vacuum proceeds due to the
partial decomposition of silicon oxide into the Si and
SiO, phases|[1, 8]. Thisleadsto anincreasein the effec-
tive value of the stoichiometry index.

The characteristics of elementary Gaussian compo-
nents, which were obtained by mathematical decompo-
sition of the spectral curves of optical density for corre-
sponding transmission bands, are given in Table 2. The
main parameters of the components (their number, peak
position, and full width at half maximum) almost coin-
cide with those obtained previously for SiO, films
deposited by the CVD technique [12, 13], SIO, layers
obtained by ionic modification of SIO, [18], and for
SIPOS films (semi-insulating polycrystalline oxygen-
doped silicon) [19]. This coincidence, along with a
detailed analysis of the uniqueness of the results of the
mathematical deconvolution procedure for the spectra,
No. 1
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Table 2. Characteristics of elementary absorption bands for SiO, films

99

- ] ] Area, arb. units
Band PeakC;?r?_sitlon, Sa_r%T es,| é)ggnd Mode Origin prior to heat after heat
treatment treatment
0 940 SiOH 18.0 6.7
1 995 115 TO SiOSi, 21.6 19.2
2 1033 127 TO Si0,Si, 120 16.1
3 1067 136 TO SiO;Si 14.0 20.0
4 1100 145 TO SiO, 10.1 16.8
5 1145 115 LO SiOSi, 19.8 28.2
6 1205 126 LO SiO,Si, No Gaussian 24.0

which was carried out in these studies, suggests that the
datawe obtained are sufficiently credible. It can be seen
from the results presented that the main absorption
band for an oxide is mainly represented by the sum of
four profiles. These profiles are related to transverse
stretching vibrations of bridging O atoms which appear
in the molecular complexes S-O~Si,_, (1 <y < 4).
The bands assigned to longitudinal stretching vibra-
tions of the Si—O bond (bands 5 and 6) arerelated to the
motion of the bridging O atoms. These atoms enter the
same structural elements as the bands of transverse
optical (TO) phonons 1 and 2, respectively. Heat treat-
ment of the SIO, layers|eads to a substantial redistribu-
tion of the intensities of elementary bands. Conse-
guently, the areas under the bands also vary (see Table
2). Specifically, the contribution of the band assigned to
the SiOSi; complexes decreases. Alternatively, the frac-
tion of vibrations determined by bridging O atoms,
which appear in the SO;S and SiO, complexes,
increases. It is this fact that leads to the above-men-
tioned shift of the summary absorption band to higher
frequencies. This may mean that heat treatment of SIO,
causes the decomposition of molecular complexes of
lightly oxidized Si and the formation of both Si clusters
and clusters containing heavily oxidized Si. A similar
effect was previously observed for CVD-deposited
SO, films [12, 13] and SIPOS films [19]. It seems
likely that this effect is similar to the formation of O
precipitates during heat treatment of single-crystal Si
[20]. A substantial increasein the intensity of the bands
of longitudinal optical (LO) phonons due to heat treat-
ment was also observed previously [9, 10]. This effect
may be associated with the heterogeneity of the
annealed film dueto the formation of phases of variable
composition.

However, the aforementioned bands, which are
associated with stretching vibrations of bridging O in
an oscillating Si—O-Si “molecule’, are insufficient to
describe the lower-frequency wing of the main absorp-
tion band. An elementary 0 band, whose parameters
coincide with those given in [21], is related to SIOH
complexes. Their emergence in the as-grown SiO, film
isapparently caused by the presence of water vapors (or
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hydrogen) in residual gases or in SiO powder. A sub-
stantial decrease in the contribution of the relevant pro-
file to the spectra of the annealed films is consistent
with the results reported in [21]. According to [21],
vanishing of the band at ~940 cm™, which is associated
with the decomposition of SIOH groups, was observed
due to heat treatment of silicon oxide layersfor 1 h at
800°C.

A substantial (~30%) increasein thetotal areaunder
the main absorption band of the SIO, films due to heat
treatment was mentioned above. Thisisindicative of an
increase in the total number of oscillators, i.e., an
increase in the concentration of bridging O atoms. A
similar effect may arise from the formation of Si—O-Si
bridges due to the completion of dangling bonds of Si
and O, both of which initialy existed in the as-grown
oxide film and formed during the decomposition of the
SiOH complexes. This conclusion isin good agreement
with the measurements of the mechanical characteris-
tics of the investigated films. According to these mea-
surements, the as-grown SiO, layer is characterized by
arather porous structure; i.e., there are numerous dan-
gling Si and O bonds in the layer. To be sure, measure-
ments of electron spin resonance demonstrated the
presence of numerous P, centersin similar sasmples[8].

The transformation of the surface relief of annealed
SiO, films is shown in Fig. 2. It can be seen that the
roughness of the surface substantially decreases due to
heat treatment.

The formation of clusters of heavily oxidized Si in
the annealed SiO, film, which was revealed in the
course of an analysis of the shape of the IR spectra, can
be seen upon treatment of the sample surfacein hydrof-
luoric acid. A similar phenomenon was observed previ-
ously [13] for SIO, films obtained using the CV D tech-
nology. For this purpose, we etched the surface of some
filmsin 1% HF solution. The changein the surface nan-
orelief of an annealed sample dueto subsequent etching
isillustrated by Fig. 2c. It can be seen that the effect of
the etchant on the surface of the annealed sample
causes the roughness of the sample surface to increase
substantially and even exceed the roughness of an as-
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Fig. 2. Three-dimensional atomic-force microscopy images
of the SIO, film surface: (a) as-grown surface, (b) annealed
surface, and (c) annealed surface after subsequent etching
for 5 min.

grown film. Allowance should be made for the fact that
asolution of hydrofluoric acid does not etch Si, whileit
dlightly etches an oxide (x < 2), and etches SiO, well.
In this context, the data presented clearly demonstrate
the existence of phase reconstructions, which proceed
at least at the surface of the SiO, films upon heat treat-
ment in vacuum and lead to the formation of SIO, inclu-
sions.

Thus, summarizing the results obtained, we may
conclude that the as-deposited SiO, 55 films have a
rather porous structure. This structure contains numer-
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ous dangling bonds, which are partially saturated with
hydroxyl complexes, and a relatively high content of
SiOSi; molecular clusters. Subsequent heat treatment
in vacuum causes the escape of hydroxyl groups and
the compl etion of dangling bonds of Si and O. Specifi-
cally, thisleads to anincrease in the concentration of O
bridgesin the structural network of an oxide. The oxide
is compacted, and its surface relief is smoothened.
Simultaneously, lightly oxidized molecular clusters,
mainly SIOSi;, start to lose oxygen and transform to
SiSi, tetrahedra due to the formation of new S-S
bonds. The interaction of released oxygen with heavily
oxidized molecular clusters, for example, SIO;Si, leads
to their transformation into silicon—-oxygen SO, tetra-
hedra, thus increasing the number of SIO, moleculesin
the oxide film. Due to both processes, local precipita-
tion of elemental Si and SiO, phasesin an SiO, matrix
OCCUrs.

Using the effective-medium model, we calculated
the optical constants (n and k) of annealed SiO, films.
We assumed that the annealed films consisted of three
phases. an SiO, matrix, as well as SIO, and Si inclu-
sions localized in the matrix. For this case, the Max-
well-Garnett formula can be written as [22]

(e—¢€)/(e+2¢y) = fr(e,—¢€)/(er + 2¢y)
+ fa(e3—€)/(e5 + 2¢,),

(D)

where g, €4, €, and €5 are complex dielectric constants
(& = (n, + ik)? of the SIO/SIO,/Si composite, SIO,
matrix, and SiO, and Si inclusions, respectively; and f;,
f,, and f5 are the volume fractions of these phases.

Performing simple transformations, we obtain
€ = &(1+2A)/(1-A), 2

where A = fj[a(e, — €))/(e, + 2€7) + (5 —€)/(g5 + 2¢7)],
and a = f,/fs.

Expression (2) was used to cal cul ate dependences of
the indices of refraction and absorption of the three-
phase composite on the volume fraction of the formed
Si inclusions. In carrying out the calculations, the fol-
lowing circumstances were taken into account.

First, the a = f,/f; quantity depends heavily on the
composition of the as-grown SiO, film, i.e., on the
value of x. However, this quantity can be easily esti-
mated in each particular case. Specifically, in the case
under consideration (x = 1.25), the complete decompo-
sition of the oxide into SiO, and Si phases is described
by the equation

2Si0, 5 —= 1.25Si0, + 0.75Si. A3)

Sincethe SIO, and Si densities (2.217 and 2.328 g/cm?,
respectively [16]) differ dightly (within 10%), we may
assume that the volumes of phases formed are propor-
tional to the ratio of their masses. Using the known
molecular weights of the components formed and tak-
ing into account the coefficients in the reaction
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scheme (3), we can easily find the ratio of volumes of
the SIO, and Si phases formed: a = 3.75.

Second, as long as there are no problems with the
choice of optical constants of the vitreous SiO, phase
and if the datain [23] are used (n, = 1.46, k, = O at a
wavelength of 632.8 nm), optical constants for the Si
inclusions depend substantially on both the structural
state of Si and the size of inclusions mentioned.
Because of this, the dependences n(f3) and k(f;) were
calculated for three cases: (i) inclusions of crystalline S
(optica congtants for single-crystal S [11] were used),
(i) inclusions of amorphous Si (optical constants for
amorphous S films tens of nanometers thick [24] were
used), and (iii) nanoinclusions of amorphous Si (optical
constants for amorphous 1-nm-thick Si films [25] were
used). The values of optical constants n; and k; for the
Si phase are given in Table 3. The results of ellipsomet-
ric measurements carried out for as-grown (unan-
nealed) samples were used to calculate the optical con-
stants of the SIO, ,s matrix (Table 1).

Theresultsare shown in Fig. 3. Theindex of refrac-
tion for the annealed sample was obtained from the
ellipsometric measurements and equaled n = 1.9. It fol-
lows from Fig. 3 that there are no possible f; values
(0% < f;3 < 21.1%) that fit the calculated dependences
n(f;) for the films with amorphous Si inclusions
(Fig. 3a, curve 2). Agreement between the experiment
and calculations is possible for the composite with
inclusions of crystalline Si (Fig. 3a, curve 1) and
nanoinclusions of amorphous Si (Fig. 3a, curve 3). For
crystalline inclusions, the value n = 1.9 is reached for
the volume fraction of inclusions f; = 18.2%. In this
case, the volume fractions of SiO, and SIO, ,; are 68
and 13.8%, respectively. The averaged compositions of
the matrix in such Si/SiO, composite corresponds to
y =(1.84+0.09). Thisvalueissubstantially higher than
the O content, which was obtained from the composi-
tion dependence of the IR-absorption band peak (y =
1.54). In addition, with the formation of crystalline
inclusions, the effective absorption index for the com-
posite should decrease (Fig. 3b, curve 1) as its experi-
mental value somewhat increases (Table 1).

In the case of amorphous Si nanoinclusions in an
annealed sample, agreement with the experiment is
attained for volume fractions of the Si, SiO,, and
SiO; o5 phases equal to 6.8, 25.3, and 67.9%, respec-
tively. In this case, the average O content in the
SIO,/SIO; 55 matrix isy = (1.43 £ 0.06), which is rather
close to the estimation of the matrix composition from
the position of the IR band. The effective absorption
index for the sample with such a composition is 2.2 x
1072 i.e., it exceeds the experimentally observed value
by a factor of 2.4 (Table 1). This distinction can be
attributed to the fact that the optical characteristics of
thin Si layers were used in the calculation of the effec-
tive absorption index. At the same time, the inclusions
formed during heat treatment are small clusters in
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Table 3. Optical constantsfor Si inclusions
Type of Si phase ns ks References
C-Si 3.88 0.019 [11]
a-Si, film~ 60 nm 4.20 0.41 [24]
a-Si, film~1nm 2.50 0.30 [25]

which the fraction of surface atoms substantially
exceeds the fraction of such atomsin the film. The for-
mation of Si—O bonds on the cluster surface leads to a
decrease in the effective absorption index in such clus-
ters compared with that in thefilm. Similar effectswere
also observed for other structures. For example, for
chal cogenide glass nanoparticles ~1-2 nm in size, the
absorption index in the edge band-to-band transition
region was substantially smaller (by a factor of 2—4)
than in the film of the same glass[26].

Thus, the best agreement between the calculated
effective optical parameters of an annealed film and the
measured characteristics can be attained if the optical
constants for the Si inclusions are used as the parame-
ters for the nanometer amorphous film. This circum-
stance isin agreement with previous experimental data
[8], which indicate an amorphous structure of the S

20+ @)
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Fig. 3. Calculated (a) indexes of refraction n and (b) absorp-
tion indexes k at a wavelength of 632.8 nm for the three-
phase SiO,/SiO,/Si composite versus the volume fraction
of Si inclusions of various types. See the text for details.
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nanoinclusions formed as a result of heat treatment
under similar conditions.

4. CONCLUSION

Heat treatment of SiO, film deposited by thermal
evaporation profoundly affects the physical properties
of the film; this is associated with structural changes.
Specifically, the density and absorption increase, while
the refraction index decreases. We analyzed specific
features of thermally stimulated variations of the IR
spectra and simulated effective optical constants of
annealed films. The results suggest that dangling bonds
of Si and O are completed due to heat treatment. This
refers both to dangling bonds that already existed in the
as-grown oxide film and to those formed upon the
decomposition of SIOH complexes, which leads to the
compaction of the layer. In addition, molecular com-
plexes of lightly oxidized Si also decompose and
phases which contain heavily oxidized Si and amor-
phous Si nanoclusters are formed.
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