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Abstract—The structural features of undoped CdTe ingots grown in a gasdynamic flow at 620°C were studied
by selective etching and X-ray diffractometry. It is found that the samples grown at a deposition rate of up to
500 µm/h consist of independently growing rods with both [111] A and [111] B directions. This indicates that
the vapor composition in the growth region is almost stoichiometric. Both rod types exhibited transverse stria-
tions due to rotation twins. The twin boundaries in rods with the growth direction [111] A were shown to be
also small-angle boundaries with additional misorientation of separate twins of 0.2°–0.3°. © 2003 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

The study of structural defects and their interactions
with point defects in the CdTe semiconductor com-
pound is of significant interest in relation to the produc-
tion of crystals and films with reproducible properties.
The reason for this is that the interaction of extended
(dislocations, stacking faults, twin boundaries, and
grain boundaries) and point defects is rather intricate
and gives rise to various clusters responsible for deep
electron states arising in the band gap. As a result, the
electrical and optical properties of materials can be
drastically changed. This is especially important in the
case of CdTe, since its single crystals grown at high
temperatures (≈1000°C) contain cadmium vacancies
and tellurium inclusions over grain boundaries [1, 2].
According to the section through the P–x CdTe state
diagram, the smallest possible deviations from the sto-
ichiometry of bulk crystal under the congruent sublima-
tion condition should be observed at a growth tempera-
ture close to 620°C. This study is concerned with the
special features of structural defects in textured CdTe
samples produced by free growth in a gasdynamic flow
at this temperature.

2. EXPERIMENTAL

Cadmium telluride ingots up to 70 mm in diameter
were grown on graphite bars at a temperature T ≈ 620°C
from a gasdynamic vapor flow. The mass transfer rate
in dynamic vacuum was varied within 4–20 g/h. The
vapor deposition rate at the bar, taking into account the
condensation rate, was 250–750 µm/h. As the initial
charge, we used purified polycrystalline CdTe with the
1063-7826/03/3702- $24.00 © 0119
smallest possible deviations from the stoichiometric
composition. Some of the optical and electrical proper-
ties of the textured p-CdTe samples grown by us are
given in [3, 4].

Three series A–C of CdTe samples produced at
growth rates of 250, 500, and 750 µm/h, respectively,
and treated in bromine–methanol polishing etchant
were studied. The samples were cut out as parallelepi-
peds with sides of 3–8 mm along the growth direction.
The polarity of separate single-crystal grains and their
defect structure were revealed by E–Ag–1 selective
etchant [1].

Structural studies were carried out using a DRON-2.0
X-ray diffractometer with a reflection-mode graphite
monochromator. Each sample simultaneously contains
a few crystalline grains, whose crystallographic [111]
directions are misoriented with respect to each other up
to 15° with the random azimuth angle of twisting
around the normal to the growth surface. Therefore, a
major problem in the study of such samples is the rela-
tion of an observed reflection to a particular grain. To
solve this problem, we calculated all the probable
reflections of the CdTe cubic phase, which can be
observed using Cu X-rays in the mode of reflection
from the (111) surface. When materials characterized
by a high absorption of X-rays (to which CdTe is
related) are studied in the aforementioned conditions,
only the asymmetric reflections for which the Bragg
reflection angle ΘB is larger than the tilt angle ϕhkl of the
reflecting plane with respect to the surface under study
are observed. We calculated the angles with the [111]
direction, which were formed by the normals to all of
the probable reflecting planes. These normals, which
2003 MAIK “Nauka/Interperiodica”
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met the criterion ΘB > ϕhkl, were drawn on a gnomonic
projection as a Boldyrev polar net, which is used when
constructing pole figures of textured samples [5]. This
net (see Fig. 1) is represented by concentric circles
drawn with a misorientation interval of 10° from the
normal to the sample surface; the angular distance
between the nearest radial lines is 30°. Thus, a sample
should be rotated by 30° about the normal to the surface
under study so that each successive radial line is
aligned horizontally and the planes, the normals to
which lie in this horizontal line of the net, are aligned
vertically. The filled circles in Fig. 1 are related to the
normals of reflecting planes of a separate twin; the
larger open circles correspond to twins of rotation
around the general growth direction [111] of the same
grain. We note that this direction does not coincide with
the projection center.

Although the [111] direction of the studied grains is
deflected by a few degrees from the normal to the sam-
ple surface, we will conditionally consider the reflec-
tions (333) or (444) as symmetric (ϕhkl ≈ 0°), at which
both twins of the cubic phase with a sphalerite structure
and the hexagonal phase with a wurtzite structure
reflect X-rays as a single crystal. The diffraction condi-
tions are fulfilled for only one of the separate twins for
most of the asymmetric reflections (except for the
{153} system with ϕhkl = 28.56°); this factor can be
used to separate them. A DRON-2.0 diffractometer can
detect reflections only from vertical (or close to verti-
cal) planes [6]. Therefore, to measure the dihedral
angle between the (111) and asymmetric reflection
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Fig. 1. Gnomonic projection of the twin with the common
axis [111] deviated by a few degrees from the aggregation
growth direction. A Boldyrev polar net is used. We show the
components of the normals only to the planes, the reflec-
tions from which can be observed in the mode of reflection
from the (111) surface when using Kα X-rays.
planes, both planes should be aligned vertically. The
fact that a given reflection was related to a particular
grain was established as two criteria were simulta-
neously met: the Bragg angle coincided with the value
calculated for this reflection, and the calculated and
measured angles between the grain plane (111) and the
reflecting plane were close.

To diminish the spreading of asymmetric reflection,
an additional vertical slit 0.1 mm wide was placed
immediately in front of the sample under study.

3. RESULTS

The treatment of all three samples in a selective
etchant showed that the crystallite cross sizes decreased
from several millimeters to fractions of a millimeter as
the deposition rate increased from 250 to 750 µm/h.
Samples A and B exhibited a conical axial texture [111]
(with a misorientation of the axis [111] of each grain by
a few degrees from the growth direction). Sample C, in
addition to grains {111}, contained grains with orienta-
tions {110} and {331} along the growth direction.

Another special feature of samples A and B,
revealed by selective etching, is the fact that grains with
orientations {111}A and {111}B coexist along the
growth direction. The tellurium grain surface in Fig. 2
(top micrograph) appears to be dull due to insoluble tel-
lurium oxides [7]. The equiprobable growth of grains
with both polarity directions confirms that the vapor
composition above the growth surface is almost stoichi-
ometric. This is also indicated by the absence of reflec-
tions in most of the twin grains (grain polarity change).
At higher temperatures of II–VI crystal growth, rods of
only one polarity grow preferentially, with equiproba-
ble nucleation for both polarities [8]. The average dis-
location density in a separate grain does not exceed 5 ×
103 cm–2.

The bottom micrograph of Fig. 2 displays the stri-
ated structure (caused by twin boundaries) in each sep-
arate grain in sample B cut normal to the growth direc-
tion. The number of twin boundaries and their contrast
are significantly higher in the grains growing along the
[111]A direction in comparison with [111]B grains.
This can be caused by a minor cadmium deficiency, as
well as by a higher mobility of α dislocations in com-
parison with β dislocations. A similar inference about
the higher quality of epitaxy of CdTe films onto {111}B
CdTe substrates was made in [9]. The rocking curves of
sample B grains, measured in a diverging X-ray beam
without an additional slit, showed that the grains can be
classified into two groups with relative misorientations
of 0.4°–0.5° and smaller than 0.15°. A careful compar-
ison of the arrangement of separate grains in the etch
pattern with the grain rocking curves for the same area
allowed the conclusion to be made that the grains grow-
ing along the [111]A direction are characterized by a
higher concentration of defects in comparison with
[111]B grains. Since each group of grains has a random
SEMICONDUCTORS      Vol. 37      No. 2      2003
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azimuth angle of twisting around the normal to the
growth surface, we managed to analyze separately the
asymmetric reflections belonging to grains grown in the
[111]A and [111]B directions using the algorithm
described in Section 2.

The symmetric reflections (333) and (444) for both
groups of grains for sample B are very narrow with well
resolved Kα1 and Kα2 lines (Fig. 3 shows the curves for
a grain growing in the [111]A direction). The lattice
parameter calculated from the position of the reflection
(444) peak (2Θ = 110.80°) is 6.4835 Å. The asymmet-
ric reflections at large sample rotation angles (ΘB +
ϕhkl) are also very narrow and are always observed as
two pairs: reflections (331) and (440) are detected for a
separate single-crystal grain, whereas a pair of reflec-
tions (422) and (533) from another single-crystal grain
is invariably observed. To pass from one pair of reflec-
tions to another in a single crystal, a sample should be
rotated through 60° about the [111] axis (see Fig. 1).
Since both pairs coexist, each studied grain is a twin
with a common [111] axis nearest to the direction of
grain growth. We emphasize that the intensities of
asymmetric reflections in sample B from two separate
twins are largely the same, taking into account the dif-
ference in structure factors for these reflections. Since
the symmetry center is always involved in the diffrac-
tion pattern (the Friedel law) [10], it is impossible to
distinguish between the rotation twin (rotation through
60° about the common triad axis with unchanged polar-
ity in the growth direction) and the reflection twin
(reflection in the (111) plane with changed polarities of
growing grains). However, the selective etching pat-
terns show mostly rotation twins. Reflection twins were
also observed, but much less often than rotation twins,
which were probably indicative of small local varia-
tions in the vapor composition stoichiometry.

Large-angle reflection spots (440) of one separate
twin and (533) of the other are narrow with well
resolved doublets, Kα1 and Kα2. Hence, it may be
argued that the reflections are not appreciably spread
due to microstresses or small X-ray coherent-scattering
regions (CSR). No reflections from the hexagonal
phase were observed. The data obtained allow an esti-
mation of the lower thickness limit for each twinned
interlayer no smaller than 1000 Å, since the reflections
broaden in inverse proportion to the CSR size at smaller
thicknesses [15].

The rocking curve for the symmetric reflection
(444) of the grain grown along the {111}A direction
consists of four separate peaks indexed as 1–4 in Fig. 4.
The rocking curves of the asymmetric reflections (440)
and (533) of two separate twins consist of two peaks. A
comparison of the angular positions of the peaks and
peak shapes in these rocking curves made it possible to
ascertain which peaks in the rocking curve of a (444)
reflection are related to one separate twin and which
two peaks, to the other. Peak 4 in reflection (440) is
approximately half as high as the peak in reflection
SEMICONDUCTORS      Vol. 37      No. 2      2003
(444). This can be explained by different penetration
depths of X-rays in the sample. Using the mass-absorp-
tion coefficients (µ/ρ)Cd = 231 cm2/g and (µ/ρ)Te =
282 cm2/g [11] of cadmium and tellurium for CuKα
X-rays, as well as the X-ray density of 5.85 g/cm3 for
cadmium telluride, the determined linear coefficient of

Fig. 2. Patterns of selective etching perpendicular (top) and
parallel (bottom) to the growth direction.
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Fig. 3. Diffraction profiles of the symmetric reflection (444)
common for twins and asymmetric reflections (440) and
(533) of two separate twins. The left angle values on the
scale of each reflection approximately correspond to the
reflection maxima.
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absorption µ = 1500 cm–1 can be used to calculate the
total penetration depth X of the wave into the sample for
the symmetric reflection (444) and the asymmetric
reflection (440) with a tilt angle ϕ (35.26°) to the
reflecting surface [12, 13],

Since these formulas are employed for only a rough
estimation of the X-ray penetration depth in the sample,
we disregarded small (3°–5°) deviations of the [111]
direction from the normal to the surface under investi-
gation.

The X-ray penetration depth for the symmetric
(444) and asymmetric (440) reflections are approxi-
mately 2.75 µm and a mere 0.75 µm. Thus, a decrease
in the height of peak 4 in the rocking curve of reflection
(440) can be caused by a deeper position of the twin
interlayer in the sample and by an almost fourfold
decrease in the X-ray penetration depth for this reflec-
tion. We note that such an appreciable change in the
peak heights is not observed in the rocking curve of
reflection (533) in comparison with the same peaks for
reflection (444) due to comparable X-ray penetration
depths for these reflections (X533 = 2.41 µm), since the
tilt angle of the reflecting plane (533) is only 14.42°.

We measured the rocking curves of asymmetric
reflections (335) and (044) from the side of small
angles (ΘB – ϕhkl)). In this case, an intensity decrease
was observed even for peak 3. The data obtained allow
the conclusion that interlayers 3 and 4 are located
deeper in comparison with interlayers 1 and 2. These
data allow estimation of the upper limit of the twin
interlayer thickness, which cannot exceed several
tenths of a micrometer, so that the deepest twin inter-
layer at reflection (440) can be detected. The values
determined conform well to the thicknesses of the inter-
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Fig. 4. Rocking curves of the symmetric reflection (444)
common for twins and asymmetric reflections (440) and
(533) of separate twins.
layers detected by selective etching in the sample trans-
verse section.

Although the (111) interface between twins is
coherent, slight misorientations between separate twins
suggest that the twins contain grain-boundary disloca-
tions [14], which is confirmed by etch pits detected in
the emergence traces of a twin boundary at the trans-
verse cut of the sample.

A supersaturation decrease during the preparation of
sample A does not radically change the pattern of the
sample structure: several groups of grains are also
observed (but in a smaller number). Each grain consists
of twinned interlayers, whose boundaries are perpen-
dicular to the [111] axis closest to the growth direction.
However, the misorientation of the normal to the
growth surface with respect to the [111] direction,
which is common for two twins, can be as large as 15°,
while the estimated interlayer thickness can be as large
as several micrometers. This follows from the increase
in the distance between twin striations in the etch pat-
tern of the transverse cut, the increase in the ratio of
intensities of reflections from twins with an angle of
reflecting plane asymmetry (i.e., as the X-ray penetra-
tion depth decreases), and the total disappearance of the
peaks of one of the twins at reflection (440).

An increase in supersaturation above a certain limit
gives rise to grains with orientations close to [110]
and [331] along the normal to the growth surface
(sample C). In this case, grains with the [111] orienta-
tion also exist. Such a change in the growth direction at
high levels of supersaturation can be caused either by
twinning over three other equivalent {111} planes or by
the replacement of the layer growth mechanism by the
normal (fibrous) mechanism [15]. Crystallites become
so small and their total number becomes so great that it
becomes impossible to attribute asymmetric reflections
to any grain. The presence of twins during the layer
growth of crystals can facilitate nucleation of new lay-
ers in the twin reentrant angle [15]. However, the twin
boundaries terminating inside grains more likely count
in favor of a deformational mechanism of grain forma-
tion.

4. CONCLUSIONS

Cadmium telluride samples grown in a gasdynamic
flow at 620° at deposition rates of up to 500 µm/h were
found to consist of rods with the 〈111〉  directions of
both polarities close to the growth direction. This indi-
cates that the vapor composition above growing crystal-
lites is close to stoichiometric. Both grain types consist
of rotation twins alternating perpendicularly to the
growth axis, as well as, to a much lesser extent, reflec-
tion twins. The grains with the [111]A orientation along
the growth direction are characterized by small-angle
boundaries with a misorientation of several tenths of a
degree at twin boundaries.
SEMICONDUCTORS      Vol. 37      No. 2      2003
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Abstract—Atomic-force microscopy is applied to study the characteristic features of the relief forming on
a germanium surface at the initial stages of multiple laser-induced deformation. Both elastic and inelastic
strains can be induced in a semiconductor surface layer irradiated by scanning laser pulses. It is shown that
the elastic deformation of the Ge surface does not affect its initial nanorelief, whereas inelastic deformation
initiates a low-threshold formation of ordered nanostructures on the surface. Correlation between this phe-
nomenon and the laser-induced generation of point defects near the inelastic-strain threshold is considered.
© 2003 MAIK “Nauka/Interperiodica”.
INTRODUCTION

One of the most interesting phenomena induced by
pulsed laser irradiation of solids is the appearance of
strain and the related displacement of the surface layers
[1, 2]. In conditions of multiple local irradiation of met-
als and semiconductors, nondestructive (elastic) shear
strain ϕ = dUz/dr (where r is the coordinate along the
laser beam radius) corresponds to effective normal sur-
face displacements Uz on the order of subnanometers [3,
4]. Irradiation in the nanosecond mode (τ ≤ 1–100 ns)
has been studied in detail because of acoustic [5, 6] and
other fast processes that take place, for example, during
the laser annealing of defects [7, 8].

Slower quasi-static (“photothermal”, [9]) strain
appears under single-mode irradiations, with the typi-
cal size of the light spot on the surface ω ≈ 10–100 µm
and the exposure time τ ≥ 0.1–1.0 µs [10, 11]. Such
quasi-static strain (if it is elastic or quasi-elastic) holds
promise for the contactless local monitoring of thermal
[12] and optical [13] parameters of surface layers and
for studying the kinetics of the first-order phase transi-
tion in thin semiconductor films [14, 15], as well as for
revealing and 3D analysis of special modes in the kinet-
ics of local nondestructive surface displacement [10,
11]. Usually, a typical relaxation time of the discussed
strain t ranges from 1 to 100 µs [3, 4].

During the development of pulsed photoinduced
quasi-static strain in semiconductors (and metals), dif-
ferent channels of defect formation may be activated.
Three main factors have traditionally been considered
as those governing laser-induced defect formation in
semiconductors: heating, energy transfer from photo-
excited carriers to defects, and strain of the surface
1063-7826/03/3702- $24.00 © 20124
layer itself [16–19]. According to the electron-strain-
thermal (ESH) theory of defect formation [16, 19], the
processes of point defect formation prevail until the pho-
toinduced heating is of below-threshold type (i.e., does
not result in the short-term melting of the surface layers
[7, 8]).

It was shown in previous studies [3, 20–22] that, in
the conditions of multiple local irradiation of semicon-
ductors, the elastic form of strain gives way to the
inelastic one even at low shear strains, 10–5 < ϕ0(W0) <
10–4, where W0 ≤ 0.1 [J/cm2] is the threshold energy
density of submicrosecond laser pulses. It was also
shown that, at least at the initial stages of inelastic
deformation (with a moderate number of pulses N ≤
103), the amplitude of temperature inhomogenities over
the surface reaches only a few tens of degrees. Under
these conditions, the multiple deformation of semicon-
ductor local regions (within a size of ≈2ω) may give
rise to the so-called size effects [3, 20, 21] and enhance
the influence of strain on the generation (and redistribu-
tion) of point defects [22–24].

The slow electron states (of fluctuation origin) in a
thin insulating GeO2 film [23] and the vacancies that
are driven from the interface into the bulk [24] may be
considered among the defects that are sensitive to the
threshold ϕ0(W0) in germanium. Note that the previ-
ously described [23, 24] contribution from the genera-
tion and accumulation of defects to changes in the relief
on an actual Ge surface subjected to cyclic inelastic
deformation has not yet been detected in experiments.

For the direct investigation of the initial stages of
inelastic strain in germanium and the detection of cor-
responding residual displacements ∆Uz on a nanometer
scale, we used atomic-force microscopy (AFM) to
003 MAIK “Nauka/Interperiodica”
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study the nanorelief produced on a germanium surface
subjected to scanning pulsed laser irradiation (N ≤ 103)
in the vicinity of previously determined [3, 22–24]
deformation thresholds ϕ0(W0).

EXPERIMENTAL

Similar to [23, 24], the (111) surfaces of high-resis-
tivity (ρ = 25–30 Ω cm) n-Ge:Sb single crystals etched
in H2O2 were scanned by laser pulses in air at room
temperature. A normal-incidence laser beam with λ =
0.53 µm was used for the scanning method, which is
similar to that described in [22–24]: the repetition rate
was f ≈ 104 s–1; a typical pulse duration was τ ≈ 0.4–
0.5 µs; the single-mode laser beam produced a Gauss-
ian spot with a size of 2ω ≈ 70 µm on the surface; the
velocity and the step of scanning were v  ≈ 1–5 mm/s
and δ ≈ 5–10 µm, respectively.

Our method of overlapping the laser spots on the
surface allowed us to obtain a spread no greater than
5−7% in the maximal incident-energy density W
within each scanned area of ≈3 × 5 mm2. Note that
W[mJ/cm2] = E/πω2, where E is the measured total
energy of the pulse [22–24]. The single-mode character
of the laser beam should be emphasized: the depen-
dence of the intensity of light on the radial coordinate r
and time t (as in [10, 11, 20]) can be closely approximated
by the formula I(r, t) = Wexp(–r2/ω2)(t/τ2)exp(–t/τ).

We considered the energy densities W in the range
from 0 to 150 mJ/cm2, which includes the previously
determined inelastic-strain thresholds in germanium
[3, 23, 24] W0 ≈ 65–70 mJ/cm2 and is essentially
below the Wm values predicted for the melting thresh-
olds upon long-term (submicrosecond) irradiation:
Wm ≥ (1.2–1.5) J/cm2 [7, 8].

Profiles of the surface nanorelief were measured and
the topology of the surface was studied on a submicron
scale with the use of a Nanoscope-111a-type atomic-
force microscope (AFM) (Digital Instruments), which
operated in air in the contact mode. Levers with a rigid-
ity of ≈0.01–0.2 N/m provided a nondestructive mode for
studying the relief on the Ge surface. Images of the sur-
face regions after exposure to the scanning laser pulses
were processed using specialized “FemtoScan-001”
software [25].

RESULTS

Figure 1 shows the results of the AFM study of the
actual germanium surface (1) before and after laser irradi-
ation with W = (2) 50, (3) 85, (4) 110, and (5) 150 mJ/cm2.
According to our measurements, the average difference
in height in the relief of the initial (unirradiated) surface
is no larger than δUz ≤ 2–5 nm (Fig. 1, 1). In some areas,
we observe scratches as deep as 10 nm, which appar-
ently are traces from the mechanical grinding and
remained after the chemical etching of the surface.
SEMICONDUCTORS      Vol. 37      No. 2      2003
The situation is nearly the same in the region irradi-
ated with W = 50 mJ/cm2 (Fig. 1, 2): the amplitudes of
the random nanorelief δUz remain as before and neither
laser-induced residual strain nor additional displace-
ment of the surface is revealed. This circumstance cor-
relates with the data obtained previously [3, 23, 24] for
the elastic mode of laser-induced deformation of Ge
surface layers at W < W0 = 65–70 mJ/cm2. It is notewor-
thy that previous studies [23, 24] revealed an enhanced
formation of point defects at the inelastic-strain thresh-
olds ϕ0(W0).

At the initial stages (N ≤ 103) of inelastic laser-
induced strain (W ≥ 85 mJ/cm2 ≈ 1.2W0), it was only in
separated uncoordinated surface spots (Fig. 1, 3) with a
diameter of several micrometers and a total area
accounting for 5–10% of the scanned surface area that
we observed the appearance of a threshold (with
respect to W) for formation of nonoriented clusters
(Fig. 2, 1) and for self-organization of laser-induced
point defects [22–24] into two-dimensional (2D)
arrays of surface nanorelief (Fig. 2, 2) with the ampli-
tude of irreversible normal surface displacements
δUz ≈ 10–20 nm (Fig. 2, 3). The size of nonoriented
clusters was on the order of ≈100 nm, and the spacings
in the emerging 2D array a ≈ 550–600 nm (perpendic-
ular to the direction of scanning) and b ≈ 350–400 nm
(along the crystallographic directions of [100] type
(Fig. 2)). Note that these values are considerably
smaller than the laser spot size ≈2ω and the scanning
pitch δ (see above).

The presence of regions with a weak plastic strain in
Fig. 1, 3 and the clearly defined horizontal sections (so-
called “plateaus”) in Fig. 2, 3 allows us to set a refer-
ence point along the z direction (normal to the surface)
with an accuracy of ≈δUz/2; in other words, we deter-
mined the zero level of the initial surface. As a result,
regular elevations of nanorelief appearing in 2D submi-
cron arrays are attributed to the transfer of material
from well-developed circumferential “nanotrenches”
around each of the “nanohills”.

The stable formation of ordered (periodic) struc-
tures over the entire area of the irradiated surface is
observed at an energy density W ≥ 110 mJ/cm2 ≈1.5–
1.6W0. When W is much higher than W0, separate hills
merge into parallel ridges (Fig. 1, 4); i. e., the 2D arrays
give way to one-dimensional structures with a period
≈a and a height difference ∆Uz ≈ 20–40 nm.

Irradiation of the germanium surface with W ≥
150 mJ/cm2 ≈ 2.2–2.5W0 results in an essentially more
complicated pattern of microplastic strain. For exam-
ple, simultaneously with the growth of the amplitudes
of irreversible displacements ∆Uz to 30–60 nm in the
submicrometer arrays, we observed an additional gen-
eration of structures with a large (several micrometers)
spatial period (Fig. 1, 5). With a further increase in W,
the evolution of multiple inelastic laser-induced strains
in the germanium surface layer had mainly a destruc-



126 VINTSENTS et al.
40

30

20

10

0

–10

–20

–30
∆U

z, 
nm

40

30

20

10

0

–10

–20

–30

∆U
z, 

nm

40

30

20

10

0

–10

–20

–30

∆U
z, 

nm

40

30

20

10

0

–10

–20

–30

∆U
z, 

nm

40

30

20

10

0

–10

–20

–30

∆U
z, 

nm

0 2000 4000 6000 8000
Lateral distance, nm

1

2

3

4

5

SEMICONDUCTORS      Vol. 37      No. 2      2003



SELF-ORGANIZATION OF LASER-INDUCED POINT DEFECTS 127
20

15

10

0

5

–5

–10

∆U
z, 

nm

0 500 1000 1500
Lateral distance, nm

1 2

a

b

3

Fig. 2. AFM images at the initial stages of the formation of (1) nonoriented clusters and (2) 2D gratings; (3) vertical profiles of
irreversible displacements ∆Uz at the germanium surface subjected to inelastic deformation near the thresholds W1 ≈ 1.2–1.5W0.
The size of images 1 and 2 is 2300 × 2300 nm2.
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tive character and fell outside the scope of this AFM
study.

DISCUSSION

In what follows, we provide an interpretation of the
most important results and present a number of esti-
mates. Let us recall that the modes of multipulse local
irradiation of semiconductors and metals have tradi-
tionally been divided (see, e. g., [3, 20–24] and refer-
ences therein) into destructive (W > Wd) and nonde-
structive (W < W0). The upper damage threshold Wd is
usually defined by the onset of the formation of
extended (on the order of micrometers) damaged sites,
which are visible under a microscope, or by a pro-
nounced drop in the mirror reflectivity of the scanning
beam from the surface [3, 10, 26–29]. These final stages
of degradation with the appearance of microcracks can
be detected with the use of acoustic waves, among other
methods [30, 31].

A detailed study of the changes induced at the initial
stages of irradiation was performed by Vintsents et al.
[20–24]. The corresponding lower thresholds W0,
below which no damage is produced on the solid sur-
face even after exposure to a large number of focused
laser pulses N ≥ 107–109 [3, 4, 10–15], were deter-
mined. For the case N ≤ 103, highly sensitive techniques
were used: quasi-equilibrium field effect [23], molecu-
lar luminescence probes [24], photothermal deforma-
tion of the surface [20–24], as well as Raman (and dif-

Fig. 1. AFM images and nanorelief profiles of the actual
germanium surface irradiated with multiple (N ≤ 103) laser
pulses of submicrosecond duration for different energy den-
sities W: (1) unirradiated sample, W = (2) 50, (3) 85, (4) 110,
and (5) 150 mJ/cm2. The size of images is 8 × 8 µm2. Plots
to the right show the displacement of surface ∆Uz along the
vertical section of sample.
fuse) scattering of light [22, 24] are examples. As a
result, it was established that the thresholds W0 corre-
sponding to the buildup of inelastic strain in Ge surface
layers and changes related to the size effect [3, 20]
should appear under the surface even at the earliest
stages of irradiation [21]. With a further increase in W
above W0, a threshold growth of the concentration of
defects was detected both in the thin GeO2 oxide film
[23] and in the deeper layers in the bulk of the material
[24]. Similar low-threshold phenomena were also
observed in Si and GaAs samples [22].

Thus, one might expect that the laser irradiation of
solids at W0 ≤ W ≤ Wd in the inelastic mode of multiple
local strain is mostly destructive. However, this state-
ment appears to be true only for large N [3, 22]. The
results of AFM studies (Figs. 1, 2) indicate the exact
opposite situation at N ≤ 103: at the initial stage of
inelastic deformation, laser-induced point defects [22–
24] are self-organized into periodic nanostructures on
the germanium surface. In this case, the discussed
energy interval may be considered as the range of con-
trolled inelastic effects where, along with W, the gov-
erning parameters can also be N, ω, τ, and λ.

Periodic surface structures appearing as a result of
the irradiation of solids have already been observed.
The most thoroughly studied case is the formation of a
surface periodic relief due to the instability that devel-
ops as a result of interference between incident and dif-
fracted (surface) electromagnetic waves. The spatial
orientation of such interference gratings (IG) should
depend on the polarization and the angle of incidence of
radiation, while their period strictly correlates with the
wavelength and is proportional to λ [32–34].

In this study, the orientation of the observed gratings
is defined mainly by the crystallographic symmetry
(Fig. 2, 2) or by the direction of scanning (Fig. 1, 5). At
normal incidence of the beam, the resulting structures
had different periods (a and b), which were not closely
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related to λ, ω, or δ (see above). The formation of grat-
ings has a pronounced low-threshold character and
takes place only within the energy range W ≥ W1 ≈ (1.2–
1.5)W0 < Wd ! Wm.

In this context, we believe that, at the initial stages
(at N ≤ 103) of inelastic (W > W0) light-induced strain,
i. e., far from the damage thresholds Wd [22, 26–29] and
the calculated melting thresholds Wm [7, 8], the defect-
diffusion microplasticity mechanism [36] (unrelated to
dislocations [35]) is realized on the solid germanium
surface. It is only in the inelastic mode of deformation
that critical concentrations of defects can be attained
due to the successive (from pulse to pulse) accumula-
tion of laser-induced point defects [37] and the appre-
ciable enhancement of this process at the strain thresh-
olds ϕ0(W0) [22–24]. According to the theory devel-
oped in [38], an increase in the concentration of defects
above certain critical values initiates the transition of a
system of laser-induced point defects to a spatially
inhomogeneous state with a lower energy due to the
formation of so-called defect-deformation (DD) sur-
face structures [38, 39].

According to the present theoretical view [38], gen-
eration of DD structures stems from the development of
the so-called generation-diffusion-deformation insta-
bility (GDDI). This instability can be related to defect–
deformation interaction [40, 41] at which the genera-
tion or annihilation of defects implies a change in the
volume (and the energy) of a crystal and an initial fluc-
tuation of strain gives rise to deformation-induced
defect fluxes and/or leads to modulation of their gener-
ation rate [38]. As a result, the inhomogeneous field of
the defect concentration nd(r, t) produces forces that are
proportional to the concentration gradients and increase
the strain in a material. These forces enlarge the initial
fluctuation up to the formation of autolocalized defect
clusters (Fig. 2). At the early stages of self-organization
(Fig. 2, 1; Fig. 2, 2), an angular selection of gratings
[42, 43] occurs and the AFM-detected changes in the
height of the nanorelief (Fig. 2, 3) can be interpreted in
terms of the theory of 2D gratings [38] as clusters of
excess atoms in interstices (or as vacancy clusters).

Thus, the initial stages of inelastic deformation in
germanium are characterized by generation of both
vacancies [24] and interstitial defects, which then orga-
nize into small-scale (submicrometer) convex–concave
DD structures. The rate of generation of these and some
other [23] point defects under the submicrosecond irra-
diation of semiconductors is still low compared to
nanosecond irradiation [7, 8]. We believe that these
conditions provide for the realization of a special case
of GDDI, i. e., a diffusion–deformation instability
(DDI) [38]. The submicrometer (or micrometer) period
d of such diffusion–deformation gratings is propor-
tional to the thickness h of the defect-enriched surface
region rather than to λ [38]. This circumstance indi-
cates that the arising inhomogeneities in the concentra-
tion of defects are indeed fairly small-scale, d ≈ h [38],
and are mainly due to deformation-induced defect
fluxes, while spatial variations in the rate of defect gen-
eration or some other mechanisms (for example, the
development of microcracks) [44] play only a second-
ary role in the conditions under consideration.

As was mentioned above, the combined effect of
radiation-induced heating, transfer of the electron exci-
tation energy to defects, and deformation of the surface
layers causes the efficient formation of point defects
under the uniform irradiation of the surface [16, 19]. In
the conditions of local multiple irradiation, the effect of
strain may become enhanced and, thus, give rise to
“size” effects at the thresholds when W0 values are pro-
portional to ω [3, 20, 21]. In our opinion, this situation
enables the low-threshold self-organization of defects
into DD gratings at temperatures which are consider-
ably lower than the melting point.

Indeed, the calculated laser-induced heating of a
surface at the thresholds W0 is still only moderate:
∆Tmax < 100°C [3, 21, 22]; therefore, the thermal
(quenching) mechanism [45] seems to be of minor sig-
nificance for the pulse-to-pulse accumulation of vacan-
cies (and other defects) at small N. However, in the con-
ditions of appreciably greater N and W > W0, additional
heat release is possible due to the action of external
forces (associated with the temperature gradients aris-
ing from thermal extension [10, 21]) during the accu-
mulation of irreversible displacements of atoms [36].

At small N and W ≈ W0, our estimate of d from the
length h of the low-temperature diffusion of defects
produced near the surface into the bulk of the material
(Ge, Si) in terms of the deformation-induced “vacancy
pump” [36] is in good agreement with the predictions
of theory [38].

When the alternating-sign contact loading of semi-
conductors is characterized by an asymmetric cycle
(i. e., the extension strain exceeds the compression
strain in every cycle), the role of vacancy sources is
known to dominate over that of sinks [36]. In this case,
the kinetics of escape of vacancies to the bulk sinks dur-
ing compression lags behind the process of their escape
from the surface during extension. A “hill” usually
forms on semiconductor (or metal) surfaces subjected
to local pulsed irradiation [3, 4, 10–13, 20, 21, 23]; i. e.,
quasi-static deformation in the surface layers of solids
is mainly realized in the form of extension, and tensile
(and shear) stresses are dominant. According to the
vacancy-pump model [36], the thickness of the defect-
enriched layer h (and the diffusion length) should be
defined by the total time Nτ1/2 of the stressed state of a
semiconductor.

In the case of germanium, the half-time of relax-
ation of the photoinduced stresses τ1/2 ≈ 10–15 µs
starting from the leading edge of each pulse (for every
beam size 2ω, the time τ1/2 is different [10, 11]) can be
estimated from the experiments with the kinetics of
local quasi-static photoinduced strain [46] or from the
instantaneous profiles of the surface displacements
SEMICONDUCTORS      Vol. 37      No. 2      2003
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[47]. As determined in [36], the largest values of hmax ≈
2(DvNτ1/2)1/2 = 420 nm, where Dv ≈ 4.3 × 10–8 cm2/s is
the diffusion coefficient of vacancies in germanium
extrapolated to room temperature (Dv ≈ 10–4exp(–0.2/kT)
[48]) and N ~ 103 is the maximal number of photodefor-
mation pulses used during the scanning irradiation.

Close correlation between the estimates h ≈ 420 nm
and the grating periods obtained in experiment, d ≈
350–550 nm (a and b sections in Fig. 2, 2), may be con-
sidered as further verification of the defect–deforma-
tion mechanism [38] for the formation of residual
nanometer displacements ∆Uz at the initial stages of
inelastic photoinduced deformation in germanium. A
significant role in this process is apparently played by
the point-defect generation (discovered previously [23,
24] at the deformation thresholds ϕ0(W0)) in the surface
layer and at the Ge–GeO2 interfaces. The maximal
amplitudes δUz ≈ 30–60 nm in Fig. 1, 5 are also in good
agreement with the estimate ∆Uz ≡ ξq ≈ h/10 ≈ 40 nm
obtained for the stationary state of gratings, i. e., after
the completion of angle selection and the monochroma-
tization of their spectrum [38].

In conclusion, we should note the 2D character of
the structures generated near the thresholds of the grat-
ing formation W1 ≈ 1.2–1.5W0 (Fig. 2, 2) and their non-
uniform distribution over the surface; in our opinion,
the separate “spots” of generation may be interpreted as
sites with an enhanced concentration of biographical
defects in germanium (Fig. 1, 3). In such regions,
which, at first, are undistinguishable, the critical con-
centrations of point defects should be most readily
attained under irradiation. This finding may be of use in
revealing and outlining defect regions. At a consider-
able excess over the thresholds W1, the inelastic photo-
induced strain features a more uniform distribution
over the surface; however, its identification becomes a
challenge because of the additional generation of other
structures with a larger period (Fig. 1, 5). The possible
influence of the direction of scanning on the merging of
hills into ridges on the surface (Fig. 1, 4) presents a
topic for further investigation. In this context, we are
pinning much hope on the future AFM study of semi-
conductors under local (ω ≈ 10–100 µm) inelastic (W >
W0) laser-induced deformation for a different number
of pulses N when the position of a beam on the surface
is fixed.

CONCLUSIONS

For the first time, we studied experimentally the for-
mation of residual displacements ∆Uz on an actual ger-
manium surface at the initial stages of inelastic quasi-
static deformation induced in micrometer-sized (ω ≤
10–100 µm) surface regions. It is shown that, at a fixed
number of pulses, N ≤ 103, in the nondestructive (elas-
tic) photodeformation range (i. e., at W < W0), no effec-
tive accumulation of defects occurs and the surface
relief remains random. At the very beginning of micro-
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plastic changes, at W0 < W < 1.2–1.5W0, an intense [23,
24] concealed (i. e., subsurface, latent) accumulation of
point defects with a quasi-uniform distribution of their
concentration over the surface prevails over the main part
of the scanned area. As the microplastic strain increases
(at W ≥ W1 ≈ (1.2–1.5W0)) we observe the low-threshold
self-organization of light-induced defects [23, 24] into
deformation–defect “convex–concave” nanostructures,
which can be adequately explained in terms of existing
theory [38]. The discovered mechanism for the forma-
tion of regular residual displacements of nanometer-
size ∆Uz directly points to the defect–diffusion (unre-
lated to dislocations [35]) character of microplasticity
in the germanium surface layers [36] irradiated by mul-
tiple laser pulses in the temperature range near the brit-
tle point.
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Abstract—The effect of illumination on the isothermal relaxation of slow photoinduced metastable defects
(metastable electrically active impurity atoms) in boron-doped a-Si:H films has been studied. It was established
that, under illumination, the kinetics of relaxation of these metastable defects is governed not only by their ther-
mal annealing and photogeneration, but also by the process of photoinduced annealing. © 2003 MAIK
“Nauka/Interperiodica”.
Recently, photoinduced annealing of metastable
dangling silicon bonds (MDB) in undoped a-Si:H films
have been studied extensively. This process was first
predicted theoretically. It was suggested in [1] that the
kinetic equation must also include, in addition to the
photoinduced formation of metastable defects and their
thermal annealing, two symmetric processes: thermal
formation and photoinduced annealing. Later, the
occurrence of photoinduced annealing of MDB in
undoped a-Si:H films, manifested in an increase in the
rate of their annealing during the initial period of their
relaxation, was demonstrated experimentally [2–4]. It
was also established that the rate of MDB annealing at
a given concentration N of these defects is proportional
to the carrier generation rate G raised to a power γ coin-
ciding with the exponent in the current–light character-
istic. In the authors' opinion, this may indicate that pho-
toinduced annealing of MDB is proportional to the con-
centration of free carriers and involves capture of a hole
by a metastable center [4].

It is known that two kinds of metastable defects, fast
and slow, are formed in doped a-Si:H films under illu-
mination. MDB are fast defects, and metastable electri-
cally active impurity atoms (MEAI) or complexes of
these are slow [5, 6]. We are not aware of any observa-
tions of photoinduced annealing of MEAI. Therefore,
we analyzed the effect of illumination on the isothermal
relaxation of photoinduced MEAI in boron-doped
a-Si:H films in order to study the process of photoin-
duced annealing.

With the concentration of MDB and MEAI chang-
ing as a result of their formation or relaxation, the posi-
tion of the Fermi level in the energy gap changes and,
consequently, so does the dark conductivity of the
material. Provided that the density of states is constant
within the range through which the Fermi level moves
1063-7826/03/3702- $24.00 © 0131
in the energy gap of a-Si:H, the variation of the dark
conductivity with time reflects the manner in which the
concentration of metastable states, N(t), varies with
time [7]:

Here, σd0 is the equilibrium dark conductivity, |∆F(t)| is
the magnitude of the Fermi level shift relative to the
equilibrium position, and ρ0 is the density of states in
the range across which the Fermi level moves.

For study, we chose a-Si:H films lightly doped with
boron. The total concentration of boron in the films,
determined by SIMS, was (3–4) × 1017 cm–3, and the
Fermi level position was found to be 0.79 eV above the
valence band top. In this case, the Fermi level lies
within a rather wide dip in the density of states, in
which ρ(E) can be considered virtually constant and
equal to ρ0. In addition, the ρ0 value in the material
lightly doped with boron is small, compared with ρ0 for
a more heavily doped material [8]. This makes it possi-
ble to vary the dark conductivity more widely when the
same concentration N of metastable states is generated
and, consequently, to determine the N(t) dependence
with a higher precision.

Figure 1 shows how the dark conductivity of the stud-
ied a-Si:H films (doped with boron to 3 × 1017 cm–3) var-
ies with time after its preliminary illumination at T =
410 K for 10 min. It can be seen that the quantity
ln(σd(t)/σd0) varies nonmonotonically, which is due to
relaxation of the photoinduced MDB and MEAI, whose
energy levels lie, respectively, higher and lower than
the Fermi level. Curve 3 fits the experimental points
rather well. This curve can be regarded as the sum of
two stretched exponentials with different N(0), τ0, and
β (curves 1 and 2). The exponentials, representing fast
relaxation of MDB and slow relaxation of MEAI, are

σd t( )/σd0( )ln ∆F t( ) /kT N t( )/ρ0kT .= =
2003 MAIK “Nauka/Interperiodica”
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responsible for the increase in dark conductivity at
short t and decrease in dark conductivity at long t:

The indices 1 and 2 refer to, respectively, relaxation of
MDB and MEAI. The parameters of the stretched expo-
nentials are listed in the caption to Fig. 1.

The fact that the isothermal relaxation of metastable
defects of the given type is described by a stretched,
rather than simple, exponent means that we are dealing
with a set of defects with different relaxation times τ. In
this case, the parameters of a stretched exponential
have the following meaning: N(0) is the total initial
concentration of metastable defects with a relaxation
time distribution having a maximum at τ = τ0 and a
half-width characterized by the reciprocal of the
parameter β. Thus, the parameters N(0), τ0, and β
define an ensemble of metastable defects at the initial
instant of annealing.

Correspondingly, with the aim of studying the pho-
toinduced annealing, we determined the parameters

σd t( )/σd0( )ln

=  N1 0( ) t/τ01( )
β1–[ ]exp N2 0( ) t/τ02( )

β2–[ ] .exp+

0.50
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–0.25
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log(σd(t)/σd0)
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Fig. 1. Variation with time of the dark conductivity of an
a-Si:H film with boron concentration NB = 3 × 1017 cm–3

after its preliminary exposure to white light with an inten-
sity of 90 mW cm–2 at T = 410 K for 10 min (experimental
points). Curve 3 is described by a sum of two stretched
exponentials (curves 1 and 2) corresponding to isothermal
relaxation in the dark of photoinduced ensembles MDB I
and MEAI I. Parameters of stretched exponentials: (curve 1):
N1(0) = –0.3, τ01 = 51, and β1 = 0.66; (curve 2): N2(0) =
0.49, τ02 = 4800, and β2 = 0.85.

Table

MEAI 
ensembles

N(0),
rel. units τ0, s β

I 0.49 4800 0.85

II 0.29 5700 0.95

III 0.25 5200 1
N(0), τ0, and β for the isothermal relaxation of three
ensembles of MEAI and compared the results obtained.
Ensemble I was obtained by exposing an annealed
a-Si:H film to light with an intensity of 90 mW cm–2

at T = 410 K for 10 min. Ensembles II and III were
obtained from the isothermal relaxation of ensemble I
for the same time (40 min) in the dark and under weak
illumination (8 mW cm–2), respectively.

The variation in the dark conductivity of a film with
time, associated with the relaxation of MEAI in ensem-
ble I, is shown by curve 2 in Fig. 1. The parameters
characterizing this ensemble at the initial instant of
annealing are listed in the table. Figure 2 shows how the
dark conductivity of a film varies with time as a result
of relaxation of ensemble II (curve 4). It can be seen
that the relaxation of ensemble II is described by a sin-
gle stretched exponent, corresponding to the relaxation
of MEAI. Thus, virtually all MDB of ensemble I are
annealed out, and ensemble MDB II is lacking. The
parameters characterizing ensemble II are listed in the
table. Comparison between the parameters for ensem-
bles MEAI I and MEAI II shows that isothermal
annealing of ensemble MEAI I in the dark leads to a
decrease in the total concentration of MEAI in ensem-
ble I (decrease in N(0)), a narrowing of the ensemble
half-width (increase in β), and a rise in the effective
relaxation time τ0. This last fact is associated with the
immediate annealing-out of MEAI with short times τ.

The manner in which the dark conductivity varies
via the isothermal relaxation in the dark of metastable
defects belonging to ensemble III produced by isother-
mal annealing of ensemble I under illumination is rep-
resented by curve 3 in Fig. 2. It can be seen that illumi-

0.3

0.2

0.1

0

–0.1
10 100 100 100001

log(σd(t)/σd0)

t, s

1

3
2

4

Fig. 2. Variation with time of the dark conductivity of the
same a-Si:H(B) film after its preliminary illumination at T =
410 K for 10 min, followed by partial isothermal relaxation
for 40 min in the dark (experimental points on curve 4) or
under weak illumination (experimental points on curve 3).
Curves 4, 1, and 2 represent stretched exponentials describ-
ing the isothermal relaxation in the dark of, respectively,
ensembles MEAI II, MDB III, and MEAI III, with the fol-
lowing parameters: (curve 1): N1(0) = –0.06, τ01 = 240, and
β1 = 0.68; (curve 2): N2(0) = 0.25, τ02 = 5200, and β2 = 1;
(curve 4): N2(0) = 0.29, τ02 = 5700, and β2 = 0.95.
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nation in the course of annealing of ensemble I leads to
formation of ensemble MDB III, together with ensem-
ble MEAI III, and, consequently, to a nonmonotonic
variation of the dark conductivity. Curve 3, which is the
sum of two stretched exponentials (curves 1 and 2), fits
the experimental points well. The parameters of the
stretched exponential characterizing ensemble MEAI III
are listed in the table.

A comparison between the parameters for ensem-
bles MEAI II and III shows that illumination in the
course of isothermal annealing makes the total concen-
tration of MEAI lower (decrease in N(0)). This indi-
cates that the photoinduced annealing of MEAI occurs,
especially if account is taken of the additional photoin-
duced formation of MEAI under illumination. It can
also be seen from the table that the parameter τ0 for
ensemble III is smaller than that for ensemble II, which
indicates that photoinduced annealing is manifested in
a decrease in the concentration of MEAI with long
relaxation times τ. This may be due to the much lower
rate of formation of MEAI with long relaxation times τ
under illumination compared with the rate at which
MEAI with short relaxation times τ are created, which
is in accordance with the model of MEAI formation
based on a three-level configuration diagram [9].

The relaxation of MEAI in the a-Si:H films under
study is due to a structural rearrangement that consists
of the transformation of a tetracoordinated electrically
active impurity atom—an acceptor impurity of boron in
the given case—into an electrically inactive complex
composed of a tricoordinated boron atom and a hydro-
gen bonded to a silicon atom. Elucidating the mecha-
nism by which the rate of this structural transformation
SEMICONDUCTORS      Vol. 37      No. 2      2003
increases under illumination requires further experi-
mental and theoretical study.
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Abstract—Results of investigating the static and dynamic conductivity of an InSe single crystal in the temper-
ature range from 4.2 to 300 K are reported. The measurements were performed for a temperature-variation rate
of 0.2–0.8 K/min and for currents through a sample of up to 10 µA. Under such conditions, new states can be
formed as a result of phase transitions and the dimensionality of the gas of carriers changes. Charge-density
waves arising in this case do not penetrate the crystal under the action of an electric field. A substantial differ-
ence was observed between the properties of InSe single crystal in the static and dynamic modes. © 2003 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Indium monoselenide InSe is a prominent example
of III–VI semiconductors. It has a layered structure in
which each layer perpendicular to the c axis of the crys-
tal contains a group of atomic planes, Se–In–In-Se,
characterized by strong covalent bonds. In contrast, the
neighboring layers are bonded by weaker Van der
Waals forces, which are the cause of the characteristic
mechanical properties of these crystals, specifically,
their high cleavability in the layer plane. The formation
energy for crystal-lattice defects in InSe is such that
there exists the possibility of generating a significant
concentration of electrons, for example, by means of
self-intercalation with indium. This fact distinguishes
InSe from other III–VI semiconductors in which
defects compensating introduced electrically active
impurities are generated.

The physical properties of InSe have been ade-
quately investigated in a number of studies [1–9]. As a
result of these investigations, the following reliable
proofs were obtained for the two-dimensional (2D)
localization of electron gas at low temperatures [1, 3]:

(i) the existence of regions in the dependence of the
magnetoresistance (MR) on the magnetic-field strength
where the MR is proportional to lnH in the magnetic
field with an H || c that corresponds to concepts of the
theory [10];

(ii) the possibility of observing quantum oscillations
up to certain maximum angles of inclination for the
magnetic-field vector with respect to the c axis;

(iii) the independence of the frequency of Shubni-
kov–de Haas oscillations on the magnetic-field compo-
1063-7826/03/3702- $24.00 © 20134
nent perpendicular to the plane of layers and the cylin-
drical shape of the Fermi surface [11];

(iv) a high coefficient of anisotropy of conductivity
attaining a value of K = 103–105;

(v) a decrease in K for the temperature region (9–18 K)
of the transition from 2D conductivity to three-dimen-
sional (3D) conductivity;

(vi) the influence of superconducting lead precipitates
on the 2D-to-3D-conductivity transition at T < Tc [12];

(vii) the appearance of N-shaped portions in the cur-
rent–voltage (I–V) characteristics, which is typical of
2D structures having superlattice properties;

(viii) the suppression of the N-shaped portions of the
I–V characteristics for the case when InSe is interca-
lated with lead at T < Tc;

(ix) the MR-sign change from negative to positive
when the sample is illuminated [3]; and

(x) the observation of the Mott semiconductor–
metal transition when applying a quasihydrostatic pres-
sure, due to an increase in the wave-function overlap
for neighboring electrons [13].

Thus, the reversible transition from 2D to 3D con-
ductivity can be attained by increasing temperature,
intercalating with a superconductor (which is able to
form precipitates), illuminating (with a photon energy
exceeding a 2D-localized-state depth beneath the 3D
percolation level), and by a pressure shifting of the 2D
localized state into the conduction continuum.

The 2D nature of the electron gas in InSe is associ-
ated with two circumstances:

(i) the anisotropy of the chemical bond in the crystal
lattice with a period scale;
003 MAIK “Nauka/Interperiodica”
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(ii) the presence of planar extended defects, which
are potential barriers for electrons, with a distance
between them of ~1 µm [14] or ~500 lattice spacings.

The latter fact causes a drop in the crystal conduc-
tivity when the electron path along the c axis becomes
comparable with the interbarrier spacing. Planar
defects may also explain the high conduction-anisot-
ropy coefficient.

However, in our opinion, the natural anisotropy of
the chemical bond can independently and consistently
explain all the special features of the properties of InSe.

In study [4], and then in [5], we advanced a hypoth-
esis that explains a number of anomalous properties of
indium selenide:

(I) an unusual temperature dependence of conduc-
tivity;

(II) special features of temperature dependences for
the thermopower;

(III) the appearance of a narrow gap when the tem-
perature decreases and the dependence of this gap on
the current through the sample; 

(IV) a change in the sign of the linear-expansion
coefficient from positive to negative with decreasing
temperature; and

(V) a change in the sign of the derivative in the tem-
perature dependence of the nuclear-quadrupole-reso-
nance frequency.

This hypothesis consists in realizing the Peierls
structural phase transition with the formation of charge-
density waves in an InSe layered crystal at a tempera-
ture below 80–100 K.

The formation of charge-density waves (CDW) as a
result of the Peierls structural phase transition (PSPT)
and their influence on the properties of layered dichal-
cogenides of transition metals with metallic conduction
and also on the anisotropic semimetal oxide Mo4O11
were investigated previously [15–18].

In contrast to metal-like dichalcogenides, the obser-
vation of effects associated with the formation of
CDWs at the PSPT is difficult in InSe due to a low con-
centration of free carriers. Nevertheless, the aforemen-
tioned InSe anomalies investigated by us and observed
in other studies indicate that the PSPT is possible in this
crystal.

A modification of the spectra of electrons and
phonons in InSe at the PSPT must certainly affect the
spatial distribution and the energy spectrum of impuri-
ties and defects in the crystal. Since the indicated mod-
ification is realized in a time necessary for the diffusion
processes to take place, the appearance of hysteresis
phenomena should be expected when the temperature
slowly decreases or increases under PSPT conditions.
The presence of van der Waals gaps, to which the impu-
rities and defects shift under certain conditions, can be
the cause of the formation of new modifications in the
periodic structures based on InSe layered crystal. This,
SEMICONDUCTORS      Vol. 37      No. 2      2003
in turn, can lead to new multiple phase transitions (PT)
with new critical temperatures.

In addition, possible inhomogeneities of the crystal
at the microlevel can explain why individual parts of
the crystal experience PT at various temperatures; as a
result, we can have multiple PTs.

The phenomenon of suppressing the CDW mode,
which we previously observed when the electric current
increased through the crystal and was accompanied by
collapse of the gap that arose at the PSPT, must also
affect the manifestation of CDW under various condi-
tions.

The rigorous proof for the realization of PSPT can
be obtained by means of structural analysis. This anal-
ysis is very difficult because the displacement of atomic
positions from equilibrium is small, and a long-dura-
tion exposure is necessary for keeping the sample at a
fixed low temperature. 

Taking into account all of the reasons mentioned, we
set ourselves the task of investigating the static and
high-frequency conductivity of indium monoselenide
in the temperature range of 4.2–300 K. For revealing
the features of conductivity associated with the forma-
tion of CDWs, we performed measurements at a tem-
perature-variation rate of 0.2– 0.8 K/min and with cur-
rents through the sample up to 10 µA. Such conditions
were chosen in order to ensure that the phase arising as
a result of the PT can be completely formed and that the
CDW does not penetrate into the crystal under the
action of an electric field.

2. EXPERIMENTAL

For investigations, we chose γ-polytype samples,
whose unit cell contained a single InSe layer [1]. The
crystal structure was assessed by measuring the X-ray
diffraction and Raman spectra. The dc static conductiv-
ity was measured using the conventional four-point
probe method. For preparing nonrectifying contacts,
various methods were used: the deposition of current-
conducting pastes with various compositions and the
soldering of indium in a newly cleaved surface. The
results of the measurements of σ|| and σ⊥  were indepen-
dent of the method for preparing the contact. The
dynamic conductivities σ||(ν) and σ⊥ (ν) were measured
in the range of ν = 1–500 MHz using an HP 4191A
impedance analyzer. A high-frequency cable was used
to provide a connection to the sample in the cryostat.
The electrical length of the cable was instrumentally
compensated using the facilities incorporated into the
analyzer and by software processing of data, which
allowed us to take into account more accurately the spu-
rious contribution from the cable. For investigating the
conductivity σ||(ν) in the frequency range ν ≈ 100 GHz,
the quasi-optical procedure [6] was used. The current
flowed through the sample in the cleavage plane.
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3. RESULTS

3.1. Static Mode

3.1.1. Low temperature-variation rates
The investigation of resistivity as a function of cur-

rent through the sample (Fig. 1) shows that it decreases
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Fig. 1. Resistivity ρ as a function of a current through the
InSe single-crystal sample at T = 4.2 K. The dots show the
spread in the magnitude of ρ for a fixed current through the
sample.
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Fig. 2. Cyclic variation in the resistivity ρ as a function of
temperature (1) during cooling and (2) during heating the
InSe sample for a fixed current I = 10 µA.
by six times when the current increases from 0.6 to
4 µA; a further increase in current up to 10 µA leads to
a decrease in resistivity only by a factor of 1.3. This
dependence tends to level off.

The maintenance of a fixed current through the sam-
ple leads to a substantial reduction in the resistivity.
Such an instability in ρ (16%) is most pronounced for
the lowest current. For 10 µA, the variation of ρ
amounts to ~10%.

On cooling and heating the sample in the range from
9 to 130 K at a rate of ~(0.2–0.8) K/min and for a cur-
rent I = 10 µA through the sample, we found jumps of
ρ (Fig. 2) in the region of 150 K during cooling and at
200 K during heating. The ρ(T) dependence forms a
hysteresis loop with a maximum span of ~50% (or by
more than 600 Ω cm).

The temperature dependence of electrical conduc-
tivity for a lower current I = 1 µA is much more com-
plicated. In Fig. 3, we show the ρ(T) dependence for a
low heating rate after the preliminary cooling of the
sample. The jumplike variations of the resistance can
be seen at 15, 20, 45, 70, and 150 K (the last feature was
observed also for a current of 10 µA). An especially
large variation in ρ is 3000 Ω cm at 45 K.

3.1.2. High temperature-variation rates

We consider temperature dependences for the real
part of conductivity σ′. The conductivity  across lay-σ⊥′

104
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10 100 T, K

ρ, Ω cm

InSe, I = 1 µA
heating

102

Fig. 3. Resistivity ρ as a function of temperature for the cur-
rent I = 1 µA during low-rate heating after preliminary cool-
ing of the sample.
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ers decreases with temperature in the region of 150 K <
T < 300 K. In the range of 50 K ≤ T ≤ 150 K, a tendency
towards leveling off (T) is observed, while, for T <

50 K, a drop in  increases again with decreasing T.
A further reduction in temperature is accompanied by
a leveling off of the dependence (T ) at the level of
(6–7) × 10–7 (Ω cm)–1 at T & 10–20 K. It should be
noted that the temperature dependence of  for the
frequency ν = 100 MHz is qualitatively similar; how-
ever, the steepness of variation in  turns out to be
much less as compared with the case of ν = 0 (Fig. 4,
curves 1, 1').

The temperature dependence of conductivity 

along layers is more complicated. Similarly to , 
(ν = 0) increases with temperature for T > 150 K. In the
region of T ≈ 150 K, a minimum is observed in the

(T) curve at ν = 0. A temperature decrease in the

range of 50 K & T & 150 K leads to an increase in 
by a factor of 4, while the conductivity again abruptly
decreases with temperature for T & 50 K, and, at T =
4.2 K, it turns out to be approximately 30 times lower
as compared with  at T ≈ 50 K. It is of interest that

fluctuations are observed in the dependence (T) in

the region of 50 K & T & 150 K at the level of ∆ /  ≈
10–20%.

3.2. Dynamic Mode

The results of measurements of temperature
dependences for the real part of conductivity σ′ for
various frequencies and orientations of an electric
field are summarized in Fig. 4. It was found that the
conductivity both across and along layers substan-
tially depends on the frequency, with σ′ increasing
with the frequency up to ν ≈ 100 GHz in both cases. It
can be seen that the conductivity increases 30–100 times
for  and  in the range of 0 < ν < 100 MHz, while
the strongest variation in conductivity is observed at
helium temperatures: (100 MHz)/ (0) ≈ 180 and

(100 MHz)/ (0) ≈ 250.

Special features of the (T ) dependences are
substantially less pronounced for ν = 0 than in the case
of ν = 100 MHz, and, at T & 50 K, the rate of decrease
of (T ) turns out to be substantially lower for ν =
100 MHz than in the case of ν = 0 (Fig. 4). However,
the temperature range of 50 K & T & 150 K turns out
to be anomalous (Fig. 5) also for the dynamic conduc-
tivity. In this temperature range, a pronounced temper-
ature hysteresis is observed both for the real part  and
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for the imaginary part  of the conductivity, while the

reproducibility of data for (T) and (T) is attained
only at T & 50 K and T * 250 K (Fig. 5).

In the frequency region of ν ≈ 120 GHz, the conduc-
tivity along layers measured by the quasi-optical
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Fig. 4. Results of measuring the temperature dependences
for the real part σ′ of conductivity of InSe for the crystallo-
graphic directions (1, 1')  across the layers and (2–2'')

 along the layers. The conductivity was measured at the

frequencies ν = (1, 2) 0; (1', 2') 108; and (2'') 1.2 × 1011 Hz.
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method is highest in the region of 50 K & T & 150 K
and levels off at T & 50 K (Fig. 4). It should be noted
that the value of σ(T) for ν ≈ 120 GHz increases when
the temperature decreases (Fig. 4) for T * 150 K, in con-
trast to the measurements at frequencies ν ≈ 100 MHz
and ν ≈ 0.

4. DISCUSSION 

The InSe conductivity we considered in the previous
section depends very unusually on frequency and tem-
perature. First of all, it should be noted that there is a
pronounced frequency dispersion of conductivity even
at helium temperatures at which the electron gas in InSe
is two-dimensional and degenerate. However, for a
degenerate electron gas at ν ≈ < 100 GHz,  must,
first, depend weakly on frequency and, second,
decrease with frequency instead of increasing as fol-
lows from the data in Fig. 4. Such behavior of σ′(ν) in
degenerate systems is conventionally associated either
with strong Fermi liquid effects or with generation of
charge-density waves [19].

In order to clarify the possible nature of the disper-
sion of  and , we consider the frequency depen-
dences of the real and imaginary parts of the conductiv-
ity at T = 300 and 4.2 K for ν < 500 MHz (Fig. 6). In
the case of conductivity across layers (Figs. 6a, 6c),

(ν) and (ν) increase almost linearly with the fre-
quency, whereas the frequency dependences of the
conductivity along InSe layers for (ν) and (ν)
(Figs. 6b, 6d) are nonlinear and tend to level off at 300 K.
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Fig. 6. Frequency dependences of (a, b) real and (c, d) imag-
inary parts of the conductivity at temperatures of 4.2 K
(curves 1) and 300 K (curves 2). The conductivity was mea-
sured (a, c) ( , ) across layers and (b, d) ( , )

along InSe layers.

σ⊥′ σ||′ σ||′ σ||′ ′
The simplest explanation can be given for the con-
ductivity σ⊥  across layers because the conductivity is
controlled in this case by planar defects and by poten-
tial barriers related to them. It is well known [20] that
these barriers can give rise to frequency dispersion of
the conductivity beginning at low frequencies, which is
apparently observed experimentally (Figs. 4, 6). If the
space-charge relaxation time depends only slightly on
temperature, the temperature dependence of high-fre-
quency conductivity can be weaker than the thermally
activated tunneling at the direct current (Fig. 4).

The presence of spatial inhomogeneities may be one
of the possible causes of strong dispersion of the con-
ductivity σ|| along layers. Such an assumption makes it
possible to explain the similar shape of the curves

(ν) at T = 300 and 4.2 K (Fig. 6b) in a natural way.

At the same time, the form of the dependences (ν)
turns out to be different for these cases (Fig. 6d), which
indicates that it is necessary to take into account the fre-
quency dependence of the relaxation time τ(ν, T) aris-
ing due to interaction effects. It should be stressed that
the necessity of taking into account the relaxation-time
dispersion and the scattering anomalies related with it
follows also from an analysis of the data for σ′(ν, T) at
T * 150 K (Fig. 4), according to which ∂ /∂T > 0 for

ν & 100 MHz and ∂ /∂T < 0 for ν ≈ 100 GHz.

The behavior of σ(ν, T ) is most complex in the
range of 50 K & T & 150 K, where a 3D-to-2D-con-
ductivity transition occurs. The fluctuations observed
for ν = 0 and also the hysteresis for ν = 100 MHz
(Fig. 5) in the case of conductivity along layers can be
explained by the presence of structural defects in InSe
crystals under investigation; these defects act as traps
for charge carriers. The relaxation processes (including
long-duration ones) induced by the capture of electrons
and by emptying these localized states are likely the
cause of the anomalous behavior of the conductivity in
the region of a 2D-to-3D-conductivity transition.

5. CONCLUSIONS

The obtained experimental data show conclusively
that there is a substantial difference between the prop-
erties of InSe layered crystal in the static and dynamic
modes.

In the static mode, we managed to prove that multi-
ple phase transitions can occur in InSe layered crystal.
Their characteristics (the critical temperatures and their
large number, the presence of a hysteresis loop and its
span, and the presence of unstable conductivity), as can
be expected, depend on experimental conditions (the
temperature-variation rate and current through the sam-
ple). The hysteresis loop indicates that a first-order PT,
possibly associated with a transition between the states
of commensurable and incommensurable charge-den-

σ||′

σ||′′

σ||′
σ||′
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sity waves, is realized. The effects discovered require
further careful investigation.

If there is a superstructure (higher orders of period-
icity) associated with interlayers of polytypes, the alter-
nation of intercalated van der Waals gaps, or with other
causes, the commensurability or incommensurability of
CDWs must be considered relative to the periods of
identity for a different dimension. Therefore, in this
case, multiple phase transitions from the commensura-
ble phase to the incommensurable one should be
expected.

The multiple instabilities of the conductivities for the
quasi-2D organic conductor (BEDT-TTF)3Cl2-2H2O in
the range of 4.2–300 K and also the hysteresis phenom-
ena and bistabilities associated with the formation of
CDWs were observed previously [21–23]. Thus, the
phenomena described by us for InSe, instead of being
unique, are characteristic of conducting materials with
reduced dimensionality of the electron gas.

The experimental data obtained in this study show
that the pronounced dispersion of high-frequency con-
ductivity of InSe is also caused by structural imperfec-
tions of various nature. The fluctuations and the hyster-
esis in the temperature dependences of static and
dynamic conductivity at comparatively low frequencies
likely arise as a result of the interaction of charge carri-
ers with structural inhomogeneities in the directions
across and along layers and also with the superstructure
caused by the formation of CDWs.

An important role is likely played by the modifica-
tion of the spatial distribution and energy spectrum of
impurities and defects in the crystal; this modification
is related to the formation of charge-density waves.
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Abstract—The origin of a broad U band in spectra obtained using deep-level transient spectroscopy (DLTS)
of n-GaAs irradiated with fast neutrons and 65-MeV protons was investigated. It is believed that this band is
presumably a superposition of two peaks related to two defects P2 and P3 which have been well documented
in GaAs and reside within defect clusters. The DLTS spectra were calculated taking into account the nonuni-
form distribution of these defects in a sample and the built-in electric fields induced by corresponding inhomo-
geneities. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is well known that a broad peak (referred to as the
U band in previous publications) is observed in the
spectra of deep-level transient spectroscopy (DLTS) of
n-GaAs irradiated with ions or fast neutrons; this band
manifests itself in the temperature range of 250–350 K,
which is characteristic for the appearance of E4 and E5
peaks in the spectra of samples irradiated with gamma-
ray photons or 1- to 2-MeV electrons. The U peak is
presumably related to the presence of aggregates (clus-
ters) of point defects in irradiated GaAs samples [1]. It
has been attempted to relate this peak to the AsGa anti-
site defect, which has an irradiation origin and is similar
to a grown-in EL2 center with a level at Ec – (0.75–0.82)
eV in the GaAs band gap. In fact, measurements of
electron spin resonance indicate that this defect is effi-
ciently generated in GaAs exposed to radiation [2]; at
the same time, the intensity of the DLTS band corre-
sponding to the EL2 center does not increase. There-
fore, it has been assumed that the AsGa radiation defect
produced during the ion or neutron irradiation of GaAs
is formed within a dense defect cluster. In addition, an
unknown defect X with a shallower level is formed in
the vicinity of the AsGa defect. In this case, the emission
of an electron from the AsGa level to the conduction
band occurs via the level of the X defect, which suppos-
edly results in a shift of the corresponding DLTS peak
to a lower temperature region of the spectrum [3].
Indeed, isochronous annealing of irradiated GaAs sam-
ples brought about a shift of the U peak to higher tem-
peratures and a slight increase in the intensity of the
EL2 peak, compared to its preirradiation value in the
DLTS spectra, which was related to annihilation of the
X defect. However, the above assumption was not cor-
roborated by subsequent special investigations of this
1063-7826/03/3702- $24.00 © 20140
problem [4]. It was also noted that a decrease in the fill-
ing-pulse amplitude Up (with the bias voltage Ub main-
tained unchanged) in n-GaAs samples irradiated with
neutrons shifts the U peak to the higher temperature
region of the spectrum. This phenomenon was related
to the anomalously profound effect of the strength of an
applied external electric field on the rate of emission of
electrons from the traps that were involved in the for-
mation of the U band [5]. Therefore, we suggest esti-
mating the “true” position of the U peak by extrapolat-
ing the strength of the external electric field to zero.

2. RESULTS AND DISCUSSION

In this study, we assume that the U band is related to
well-known point defects which are characteristic of
GaAs irradiated with 1–2-MeV electrons or gamma-ray
photons but are located within a defect cluster in the
case of irradiation with ions or fast neutrons. It can then
be expected that special features of the band under con-
sideration are caused by the fact that electron emission
from the above defects occurs in the region of a nonuni-
form electric field formed at the interface between a
cluster and crystalline matrix. Indeed, since the Fermi
level in irradiated GaAs is pinned at the limiting (sta-
tionary) position near Flim = Ev + 0.6 eV [6], the contact
potential difference ϕc = (Eg – Flim – F0)/q appears
between the cluster and the crystal matrix; this potential
difference gives rise to a space-charge region (SCR) at
the interface between the defect cluster and the crystal.
Here, Eg is the semiconductor band gap; F0 is the Fermi
level, whose position is specified by the doping of ini-
tial material; and q is the elementary charge.

In order to gain insight into the factors that control
the shape and the temperature position of the U band,
003 MAIK “Nauka/Interperiodica”
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we studied the influence of the duration tp and ampli-
tude Up of the filling pulse on the shape of the U peak
in n-GaAs irradiated with pulsed-reactor neutrons
(~1 MeV) and cyclotron protons (65 MeV). We sub-
jected irradiated samples to isochronous annealing
under conditions where a reverse-bias voltage was or
was not applied to the structures. We then calculated the
DLTS spectra of the samples under consideration tak-
ing into account the nonuniform distribution of radia-
tion defects and the presence of built-in electric fields
caused by these inhomogeneities.

We measured the DLTS spectra using Au–Ti–n-
GaAs–n+-GaAs–n++-GaAs structures, where n = (3–6) ×
1015 cm–3, n+ ≈ 2 × 1017 cm–3, and n++ ≈ 2 × 1018 cm–3.
The n-type region under investigation contained EL2
and EL3 growth defects, whose concentrations were
equal to about (5–8) × 1013 cm–3 and &2 × 1012 cm–3,
respectively. The DLTS spectra of irradiated structures
included the well-known peaks E2 (Ec – 0.16 eV) and
E3 (Ec – 0.38 eV), and also a broad peak located in the
temperature range of 250–350 K and referred to as the
U band (Figs. 1a, 1b).

It follows from Figs. 1a and 1b that, as the duration
of the filling pulse decreases from 20 µs (curves 1, 1')
to 2 µs (curves 2, 2') with Up = 6 V kept constant, the
peak of the U band shifts to higher temperatures; this
shift is mainly caused by a distortion of the band shape
due to a decrease in the DLTS-signal amplitude at the
low-temperature wing of the U band. This circumstance
indicates that the traps which form the low-temperature
wing of the U band have a smaller capture cross section
compared to the traps responsible for the high-temper-
ature wing of this band. In addition, a decrease in the
amplitude of the filling pulse Up from 6 to 2 V (for tp =
2 µs) brings about a further shift of the peak of the band
under consideration to higher temperatures due to sim-
ilar distortion of its shape (curves 3, 3'). Presumably,
this effect is caused by the fact that a decrease in the
amplitude Up of the filling pulse results in an increase
in the ratio λ/(W1 – W0). Here, W0 and W1 are the widths
of the depletion layer when the filling pulse is or is not
applied to the structure, respectively; and λ is the dis-
tance between the depletion-layer boundary and the
point of intersection of the Fermi level for electrons
with the level of a deep trap. The aforementioned effect
brings about an increase in the contribution of slowly
filled traps to the total number of traps in the region
under investigation [7]. As a result, the contribution of
traps with a smaller capture cross section (the low-tem-
perature wing of the U band) to the DLTS signal
decreases; consequently, the shape of the U band
changes.

In order to clarify the cause of shift of the U-band
peak to lower temperatures as the amplitude Up

decreased, we measured the DLTS spectrum at Up = 2 V
SEMICONDUCTORS      Vol. 37      No. 2      2003
with the filling-pulse duration increased to tp = 300 µs
(curve 4) and 100 µs (curve 4'). An increase in tp leads
to an almost complete recovery of both the temperature
position of the U-band peak and the corresponding
band shape. Hence, it follows that the main cause of the
U-peak shift as the amplitude Up decreases (at tp =
const) is the incomplete filling of the traps that form the
low-temperature wing of the U band during the time tp

when the filling pulse is in effect. This circumstance
indicates that, contrary to previous assumptions [5], the
rate of emission of electrons from the traps, which form
the U band, is virtually independent of the strength of
the applied external electric field. Therefore, we may
assume that electrons are emitted from the U-band lev-
els in high built-in nonuniform electric fields formed in
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Fig. 1. The DLTS spectra of n-GaAs irradiated with (a) fast
neutrons at a dose of 6.3 × 1013 cm–2 and (b) 65-MeV pro-
tons at a dose of 1.3 × 1013 cm–2. The measurements were
performed at (1, 1') Ub = Up = 6 V and tp = 20 µs (the con-
ditions of almost complete filling of the U-band traps);
(2, 2') Ub = Up = 6 V and tp = 2 µs (the conditions of incom-
plete filling of the traps); (3, 3') Ub = 6 V, Up = 2 V, and tp =
2 µs (the conditions with an even lower degree of filling);
and (4, 4') Ub = 6 V, Up = 2 V, and tp= (4) 300 and (4') 100 µs
(the conditions of almost complete filling of the traps). The
time window t1/t2 = 2 × 10–3/10–2 s/s.
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the vicinity of the interface between a defect cluster and
the semiconductor matrix. In this case, the rate of
electron emission from the traps located in the SCR
changes radically owing presumably to the Pool–
Frenkel effect, which can result in an appreciable
broadening of the DLTS peak to the low-temperature
region [8].

Experiments show that, in the samples irradiated
with neutrons, the U peak becomes partially resolved
into two peaks as a result of subsequent annealing [5,
9]; at the same time, in proton-irradiated n-GaAs, such
a resolution is attained without annealing if the mode of
incomplete filling of the traps is used (Fig. 1b, curves 2',
3'). This circumstance suggests that the U band is
formed by two types of defects, which have possibly
already been identified in irradiated n-GaAs. Notably,
the shape of these peaks and their temperature position
are appreciably distorted as a result of the fact that elec-
tron emission from these traps to the conduction band
occurs in the region of built-in nonuniform electric
fields generated by defect clusters.

A decrease in the defect density in a cluster as a
result of partial isochronous annealing leads to a
decrease in the value of ϕc and, consequently, to a
decrease in the strength of the built-in electric field.
Therefore, as the temperature of isochronous annealing
increases and approaches that corresponding to the
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Fig. 2. Spectra of the U band in n-GaAs (1) after irradiation
with 65-MeV protons at a dose of 6.3 × 1013 cm–2, (2) after
subsequent isochronous annealing for 5 min with (a) U = 0 V
and (b) U = 15 V at annealing temperatures of (2) 250,
(3) 275, (4) 325, (5) 375, and (6) 500°C. The time window
t1/t2 = 2 × 10–3/10–2 s/s.
cluster decomposition, the shape and the temperature
position of each of the peaks, which presumably form
the U band, tend towards “true” values that are charac-
teristic of isolated defects. We can identify these peaks
by analyzing them at the highest attainable annealing
temperatures and by determining the parameters of the
defects that are responsible for the U peak.

In Figs. 2a and 2b, we show the DLTS spectra in
the region of the U band for the samples irradiated
with 65-MeV protons and then annealed isochronously
without applying a reverse-bias voltage (Fig. 2a) and
with a reverse voltage with a magnitude of U = 15 V
applied to the structure (Fig. 2b). In the upper part of
Figs. 2a and 2b, we indicate the positions of the DLTS
peaks for the well-known E4, E5, P2, and P3 centers in
n-GaAs irradiated with 1-MeV electrons [10]. It fol-
lows from Fig. 2 that, as the annealing temperature
increases, the U peak changes its shape, shifts to higher
temperatures, and becomes partially resolved into two
subpeaks, whose relative contribution to the U-band
formation depends heavily on the annealing conditions.
This circumstance makes it possible to resolve these
peaks and estimate their parameters by varying the iso-
chronous-annealing conditions. An analysis of these
subpeaks, designated henceforth as P2' and P3' and
obtained after annealing the irradiated samples at tem-
peratures of 500°C at U = 0 (the P2' peak) and 325°C at
U = 15 V (the P3' peak), made it possible to estimate the
corresponding parameters at Ena = 0.48 eV and σna =
2.2 × 10–15 cm2 for the P2' peak and Ena = 0.68 eV and
σna = 1.4 × 10–15 cm2 for the P3' peak. As the annealing
temperature increases, these estimates approach the
parameters of the well-known centers P2 (Ec – 0.5 eV
and 1.4 × 10–15 cm2) and P3 (Ec – 0.72 eV and 1.4 ×
10–13 cm2), which were observed in n-GaAs irradiated
with gamma-ray photons and 1-MeV electrons [10].

We used the previously obtained expression for the
DLTS spectra of samples which contain radiation-
defect clusters [8] to describe analytically the U-band
shape as a combination of two well-known peaks P2
and P3; i.e.,

(1)

Here, t1 and t2 are the sampling times for the capaci-
tance relaxation, which define the rate window; T is the
temperature of the sample; C is the capacitance of the
Schottky barrier in the absence of a filling pulse;  is
the macroscopic concentration of the traps that contrib-
ute to the U band; α is the rate of electron emission
from the traps to the conduction band; r0 is the radius of
the spherical surface of a cluster at which the Fermi

R T( )
NTC W1

2 W0
2–( )

2NdW1
2σ2

------------------------------------- r r2/2σ–( )exp

r0

3σ

∫≈

× α r( )t1–( )exp α r( )t2–( )exp–[ ] dr.

NT
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level F intersects the deep trap level; and σ is the vari-
ance of the normal distribution of the P2 and P3 centers
in the SCR of a cluster. The quantities W0, W1, and C are
related by well-known formulas to the free-carrier con-
centration Nd in the semiconductor matrix, the voltage
U applied to the diode, and the contact potential differ-
ence across the Schottky barrier. When estimating
parameters of a cluster, we used the characteristics
reported by Coates and Mitchell [11]. We assumed that
defects in the SCR were distributed according to the
normal law with a variance σ, whose value was esti-
mated using regression analysis of experimental DLTS
spectra with allowance made for the well-known “elec-
trical” sizes of a cluster in the percolation model [11].

The spectrum calculated according to expression (1)
(see solid line 1' in Fig. 3) is in satisfactory agreement
with the shape of the experimental U band (filled circles
in Fig. 3) for n-GaAs irradiated with fast neutrons.
According to expression (1), the peaks are bound to
shift to higher temperatures as the rate window
increases; notably, this shift is bound to be accompa-
nied with changes in the shape and height of the peaks.
The experimental (2) and calculated (2') spectra shown
in Fig. 3 were obtained using the time window t1/t2 =
4 × 10–5/2 × 10–4 s/s; as can be seen, the results of cal-
culations satisfactorily agree with experimental data,
which indicates that expression (1) is correct. The
results of calculations (Fig. 4) are also consistent with
experimental evidence that an increase in the U-band
half-width is mainly due to an increase in the contribu-
tion of the low-temperature wing of this band to the
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Fig. 3. Experimental (circles 1 and diamonds 2) and calcu-
lated (the solid lines 1', 2') DLTS spectra of n-GaAs (Nd =
5.7 × 1015 cm–3) irradiated with fast neutrons at a dose of
6.3 × 1013 cm–2 for the time windows t1/t2 = 2 × 10–3/10–2 s/s
and (2, 2') 4 × 10–5/2 × 10–4 s/s, with the variance parameter
being equal to σ = 250 Å.
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spectrum as the dopant concentration in the material
becomes higher [12].

3. CONCLUSIONS

It is well known that the peaks related to the E4 and
E5 traps are dominant in the temperature range of 250–
350 K in the DLTS spectra of n-GaAs samples irradi-
ated at room temperature with 1- to 2-MeV electrons or
gamma-ray photons and obscure the peaks related to
the P2 and P3 traps. The peaks corresponding to the P2
and P3 traps appear in the spectra only after annealing
of irradiated samples at about 200°C or as a result of
high-temperature irradiation, in which case the E4 and
E5 defects disappear [10]. It is noteworthy that the con-
tribution of the P traps to the spectrum amounts to less
than 5% of the total amount of observed radiation
defects; however, this contribution increases to 10% if
the crystal is irradiated with 5-MeV protons [13].
Therefore, we may expect that the contribution of
P-type defects to total defect formation is larger in
GaAs samples irradiated with high-energy (65-MeV)
protons or fast neutrons. The E4 and E5 defects are
annealed out after heat treatment of such samples at a
temperature near 200°C; as a result, the shape and
intensity of the U band change somewhat (Fig. 2). In
addition, according to the data shown in Fig. 2, the con-
tribution of the P-type defects to formation of the U
band amounts to about 70%. Presumably, P-type traps
are more complex defects than E traps; the latter are
typically related to defects in the As sublattice [10].

DLTS signal, 10–3 pF

T, K
200

E3 U-peak

1

0

2

150 250 300 350 400 450

4

8

1.2

1.8

1.6

3

1 ×1
2 ×2.5
3  ×14.7

Fig. 4. Calculated DLTS spectra for n-GaAs which had
dopant concentrations equal to (1) 1015, (2) 5.5 × 1015, and
(3) 1017 cm–3 and was irradiated with fast neutrons at a dose
of 6.3 × 1013 cm–2. The time window t1/t2 = 4 × 10–5 s/2 ×
10–4 s; the variance parameter σ = 250 Å.
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Possibly, P traps are complexes of several point defects,
since these traps are annealed out at high temperatures
(in the range of 450–600°C) [10, 13]. In n-GaAs sam-
ples irradiated with ions or fast neutrons, these defects
are mainly formed in corresponding clusters. In GaAs
the Fermi level in such clusters is pinned at the limiting
(steady-state) position at about Ev + 0.6 eV, which
causes the space-charge region to be formed at the
interface between the defect cluster and the crystal.
Notably, emission of electrons from P-type traps to the
conduction band occurs in nonuniform electric fields in
these regions; this circumstance makes it possible to
use the Pool–Frenkel effect to describe the shape of the
observed U band and its transformation caused by
changes in the conditions of both the DLTS measure-
ments and isochronous annealing of irradiated samples.
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Abstract—ZnSe:In and (ZnSe:In):Zn single crystals obtained by the method of free growth were studied.
Inversion of the conductivity type was attained by annealing crystals in an atmosphere of saturated selenium
vapors. Hole conductivity was attained for the first time in (ZnSe:In):Zn crystals with an initially high electron
conductivity (3–5 Ω–1 cm–1). The origin of donor and acceptor centers responsible for the conductivity of crys-
tals was ascertained. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Zinc selenide is one of the most promising materials
for the fabrication of injection electroluminescent
structures and lasers which emit in the blue region of
the spectrum. In this context, the problem of obtaining
bulk crystals with a high electron conductivity and
attaining conductivity-type inversion in a confined
n-ZnSe layer becomes extremely important.

Undoped ZnSe crystals have a high resistivity (ρ ~
1010 Ω cm). A decrease in the resistivity of crystals is
typically attained by annealing them in a melt of
high-purity zinc or aluminum. The resistivity of the
ZnSe:Zn samples we studied was typically no higher
than 40 Ω cm. Doping with aluminum results in a
decrease in resistivity to 0.1 Ω cm. At the same time, an
increase in the intensity of self-activated long-wave-
length luminescence is observed in ZnSe:Al, which
reduces the quantum yield of blue emission. It was
shown previously by Vaksman et al. [1] that crystals
obtained by the free-growth method and subsequently
subjected to annealing in a zinc melt have a low resis-
tivity (ρ = 0.2–0.3 Ω cm); in addition, the efficiency of
the edge emission in these crystals is higher than that of
long-wavelength self-activated emission. We believe
that such crystals hold considerable promise as a mate-
rial for light-emitting structures.

In this context, we report in this paper the results of
studying the electrical conductivity of ZnSe, ZnSe:In,
and (ZnSe:In):Zn crystals annealed in saturated sele-
nium vapors. We show for the first time that it is possi-
ble to inverse the conductivity type in zinc selenide
crystals with a high electron conductivity. The aim of
this study is to clarify the types of dominant intrinsic
and impurity defects that induce conductivity-type
inversion in the crystals under investigation.
1063-7826/03/3702- $24.00 © 20145
2. EXPERIMENTAL

The ZnSe single crystals under investigation were
obtained by the method of free growth on oriented sin-
gle-crystal ZnSe substrates. Vapor-phase doping of the
crystals with indium was effected in the course of the
crystal growth. The growth of the crystals was
described in detail elsewhere [2]. The indium concen-
tration in the crystals under investigation was deter-
mined using the atom-emission method and varied
from 1016 to 1019 cm–3.

The ZnSe crystals were annealed in selenium vapors
in evacuated quartz cells for 0.5–20 h at a temperature
of 1120 K. Samples annealed in vacuum or in zinc
vapors in similar conditions were used as references.

Electric contacts to n-ZnSe crystals were formed
using fusion of indium. Contacts to p-ZnSe samples
were obtained by the cathodic sputtering deposition of
platinum. We verified that the contacts were nonrectify-
ing by measuring the current–voltage characteristics.
The conductivity type was determined from the ther-
mopower sign. The resistivity was measured using the
van der Pauw method.

3. ELECTRICAL CONDUCTIVITY
OF n-ZnSe CRYSTALS

We studied temperature dependences of the dark
electrical conductivity in ZnSe and ZnSe:In crystals.
We ascertained that the electrical conductivity of
undoped n-ZnSe crystals was controlled by donors with
an activation energy of Ea = 0.66 eV. Interstitial zinc
atoms correspond to the donors with this activation
energy [3]. The n-ZnSe:In crystals were characterized
by two values of donor-activation energy: Ea = 0.03 and

0.39 eV. The former value corresponds to  donorInZn
+
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centers, which were identified previously. The donors
with an activation energy of 0.39 eV were not detected
in undoped crystals. We believe that these donors are

related to  interstitial atoms. The  centers were
detected in ZnSe:In crystals for the first time. Evi-
dently, the formation of these centers becomes possible
owing to doping of the crystals in the course of their
growth.

A fraction of indium atoms leaves the zinc lattice
sites for interstices when the ZnSe:In crystals are
annealed in a zinc melt and the indium solubility in the
crystals is lowered. This inference is corroborated by an
analysis of the absorption spectra of ZnSe:In crystals
before and after their annealing in a zinc melt [1].
Escape of indium atoms to interstices is accompanied
by the formation of associative macrodefects. In order
to estimate the size of the macrodefects, we measured
the optical indicatrixes of light scattered in the crystal
without absorption. A semiconductor laser emitting at a
wavelength of 660 nm was used as the light source. In
Fig. 1, we show the indicatrixes of scattering for an
undoped ZnSe crystal and a ZnSe crystal doped heavily
with indium. It can be seen that the indicatrix of scatter-
ing for the heavily doped crystal has a clearly pro-
nounced asymmetry in the forward direction (i.e., in the
direction of optical-beam propagation) and features
two poorly pronounced maxima at the base of the right-

InI
3+ InI

3+

0° 180°

270°

90°

Fig. 1. Indicatrixes of scattering of light in an undoped ZnSe
crystal (dotted line) and in a ZnSe crystal doped heavily
with indium (the solid line).
hand side of the diagram. This fact suggests that, in this
case, we have Mie scattering by particles whose size is
larger than λ. It is also noteworthy that the scattering
defects are located in a highly conducting medium with
a large dielectric constant (ε = 8.1). This circumstance
brings about an increase in the role of the reflected
component of optical radiation (the left-hand part of the
diagram).

As noted previously [1], the formation of indium-
related macrodefects reduces the electron mobility in
(ZnSe:In):Zn crystals. In addition, the (ZnSe:In):Zn
crystals are grayish, which reduces their optical trans-
mission. The electrical conductivity of ZnSe:In crystals
annealed in a zinc melt has a single activation energy,

Ea = 0.02 eV, which corresponds to  shallow-level
donors.

4. CHARACTERISTICS OF p-TYPE CRYSTALS

It was ascertained that conductivity-type inversion
occurred in ZnSe, ZnSe:In, and (ZnSe:In):Zn crystals
as a result of annealing in selenium vapors. Annealing
for 5 h was found to be optimal. The characteristics of
the samples annealed in selenium vapors are listed in
the table. It should be noted that control annealings of
the samples in vacuum or in zinc vapors did not result
in inversion of the conductivity type. In particular,

InZn
+

4

2

0

0.004 0.006 0.008 1/T, K–1

ln(I, µA)

2
3

1

Fig. 2. Temperature dependences of dark current in
(1) ZnSe:Se, (2) (ZnSe:In):Se, and (3) [(ZnSe:In):Zn]:Se
crystals.
Electrical characteristics of ZnSe crystals with p-type conductivity

The crystal type ρ, Ω cm µ, cm2 V–1 s–1 [3] p, cm–3 Ea , eV

ZnSe:Se 3 × 106 25 5 × 1010 0.43

(ZnSe:In):Se 1 × 106 25 1 × 1010 0.12, 0.43

[(ZnSe:In):Zn]:Se 4 × 105 25 3 × 1111 0.08, 0.12

Note: p and µ are the hole concentration and mobility, respectively.
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annealing (ZnSe:In):Zn crystals for 5 h in vacuum at
900°C leads to an increase in the resistivity of the crys-
tals from 0.3 to 8 Ω cm. Similar annealing in zinc
vapors results in a decrease in the resistivity from 0.3 to
0.2 Ω cm.

In order to determine the origin of the centers
responsible for hole conductivity in the crystals under
investigation, we studied the temperature dependence
of the dark current I(T) (Fig. 2). The hole conductivity
in ZnSe:Se is characterized by an activation energy of
0.43 eV (Fig. 2, curve 1). This value, according to Ser-
dyuk et al. [4], corresponds to the activation energy of
the (VZnVSe)– center, which incorporates a doubly
charged zinc vacancy. The same defects are observed in
(ZnSe:In):Se. However, in a low-temperature region,
the hole conductivity of (ZnSe:In):Se crystals has an
activation energy of 0.12 eV (Fig. 2, curve 2). Accord-
ing to Krasnov et al. [5], the activation energy Ea =
0.12 eV corresponds to neutral (VZnVSe)* associative
defects. It was ascertained that these defects are also
present in [(ZnSe:In):Zn]:Se crystals. At the same time,
the p-type conductivity of these crystals at low temper-
atures is controlled by acceptors with an activation
energy Ea = 0.08 eV (Fig. 2, curve 3). We observed such
shallow acceptor levels in p-ZnSe crystals for the first
time. Taking into account the amphoteric properties of
indium, we may assume that these acceptors are impu-
rity atoms that are localized in the selenium sublattice.
This assumption is corroborated by the following facts.

(i) The concentration of zinc vacancies increases
and the concentration of selenium vacancies decreases
as a result of annealing in selenium vapors. In these
conditions, substitution (filling) of selenium vacancies
can occur according to the scheme VSe + In  InSe.
This substitution proceeds simultaneously throughout
the entire volume of the crystal, since selenium impu-
rity was introduced in the crystals during their growth.

(ii) The solubility of indium in the crystals under
consideration increases as a result of annealing the
samples in selenium vapors. This inference is corrobo-
rated by an increase in the transmittance of
(ZnSe:In):Zn crystals after their annealing in selenium
vapors.

In order to check the uniformity of the physical
properties of [(ZnSe:In):Zn]:Se crystals, we performed
a small-angle (5°) lapping of one of the crystal faces.
This made it possible to measure the photolumines-
cence spectra at various distances from the sample sur-
face. We found that these spectra were identical; i.e.,
they remained unchanged as the distance from the sur-
face was varied. We also measured the resistivity of
SEMICONDUCTORS      Vol. 37      No. 2      2003
crystals in the course of consecutive lapping of one of
the faces to a certain depth. These results also indicate
that crystals are electrically homogeneous. Thus, we
may state that the presence of excess indium in inter-
stices of (ZnSe:In):Zn is the main cause of formation of
shallow-level InSe acceptor centers during heat treat-
ment of the crystals in selenium vapors. These centers
(along with zinc vacancies) give rise to hole conductiv-
ity in [(ZnSe:In):Zn]:Se crystals.

The absence of shallow acceptor levels with an acti-
vation energy of 0.08 eV in the band gap of
(ZnSe:In):Se crystals indicates that the source of effi-
cient indium diffusion to the selenium sublattice is
related to indium macrodefects, rather than point inter-

stitial  centers.

5. CONCLUSIONS
The following conclusions can be drawn on the

basis of the above results:
(I) Inversion of the conductivity type occurs in the

crystals under investigation as a result of annealing in
selenium vapors.

(II) Hole conductivity of ZnSe and ZnSe:In crystals
is controlled by zinc vacancies, which are incorporated
into (VZnVSe)* and (VZnVSe)– associative defects.

(III) The low-temperature conductivity of
[(ZnSe:In):Zn]:Se crystals is controlled by shallow-
level InSe acceptor centers, which are uniformly distrib-
uted over the volume of crystals. Formation of these
centers is related to the presence of indium-containing
macrodefects in (ZnSe:In):Zn crystals; these macrode-
fects are located in interstices of the crystal lattice.

REFERENCES
1. Yu. F. Vaksman, Yu. A. Nitsuk, Yu. N. Purtov, and

P. V. Shapkin, Fiz. Tekh. Poluprovodn. (St. Petersburg)
35, 920 (2001) [Semiconductors 35, 883 (2001)].

2. Yu. V. Korostelin, V. I. Kozlovsky, A. S. Nasibov, and
P. V. Shapkin, J. Cryst. Growth 197, 449 (1999).

3. D. D. Nedeoglo and A. V. Simashkevich, Electrical and
Luminescent Properties of Zinc Selenide (Shtiintsa,
Kishinev, 1980).

4. V. V. Serdyuk, N. N. Korneva, and Yu. F. Vaksman, Phys.
Status Solidi A 91, 173 (1985).

5. A. N. Krasnov, Yu. F. Vaksman, and Yu. N. Purtov,
Pis’ma Zh. Tekh. Fiz. 18 (12), 1 (1992) [Sov. Tech. Phys.
Lett. 18, 763 (1992)].

Translated by A. Spitsyn

InI
3+



  

Semiconductors, Vol. 37, No. 2, 2003, pp. 148–155. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 37, No. 2, 2003, pp. 159–165.
Original Russian Text Copyright © 2003 by Glinchuk, Prokhorovich.

                                                         

ELECTRONIC AND OPTICAL PROPERTIES
OF SEMICONDUCTORS

                                                                      
Specific Features of Determination of the Concentrations
of Shallow-Level Impurities in Semiconductors
from Analysis of Edge-Luminescence Spectra

K. D. Glinchuk* and A. V. Prokhorovich
Institute of Semiconductor Physics, National Academy of Sciences of Ukraine, Kiev, 03028 Ukraine

*e-mail: ria@isp.kiev.ua
Submitted June 4, 2002; accepted for publication June 18, 2002

Abstract—Analytical expressions for the normalized intensities of bands in the spectra of low-temperature
(T = 1.8–4.2 K) luminescence, related to the recombination of free electrons at shallow-level acceptors, to the
recombination of free holes at shallow-level donors and to the electronic transitions between the components
of donor–acceptor pairs and of bound excitons are reported. Different possibilities of using these expressions
for determination of the changes in the concentrations of shallow-level acceptors and donors, caused by external
factors F, are analyzed. A comparison of the theoretical dependences of the normalized intensities of low-tem-
perature impurity-, donor–acceptor-, and exciton-luminescence bands on F with the relevant dependences used
in experiments is performed. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is known that a number of intense bands are
observed in the low-temperature edge-luminescence
spectra (the energy of emitted photons hν) of semicon-
ductors (Fig. 1). These bands (see, for example, [1]) are
due to (1) the radiative recombination of free electrons
at shallow-level neutral acceptors A0 (intensity ), of

free holes at shallow-level neutral donors D0 (intensity
), and of free electrons and holes (intensity Ieh);

(2) the radiative transitions of electrons from donors D0

to acceptors A0 (intensity ); and (3) the radiative

annihilation of both free excitons (intensity IX) and
excitons bound at neutral acceptors A0X, at ionized
donors D+X, and at neutral donors D0X (intensities

, , and , respectively).

Analysis of the ratios of the intensities of the above-
listed edge bands in the luminescence spectra of semi-
conductors is widely used to determine the concentra-
tions of shallow-level acceptors NA and donors ND in
the latter and the changes in these concentrations
caused by different external factors F (see, for example,
[2] and relevant references therein, as well as [3, 4]).
However, in order to use this method for the determina-
tion of NA and ND and their changes, one should carry
out a detailed analysis of its validity. Previously [2],
such an analysis was performed for semiconductors
containing isolated acceptors and donors (to which
transitions of only free electrons and holes are possible)
(Fig. 1). Evidently, this method is valid for elemental
semiconductors, such as Si and Ge, where concentra-
tions of shallow-level acceptors and donors are gener-
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ally low. In the III–V and II–VI semiconductors, the
concentrations of shallow-level acceptors and donors
are quite high; therefore, a great number of acceptors
and donors form donor–acceptor (DA) pairs with a con-
centration of NDA.

In this study, we generalized the results obtained in
[2] for the case of semiconductors containing rather
high concentrations of shallow-level acceptors and
donors. Due to high concentrations of shallow-level
impurities, intense DA transitions are possible in such
semiconductors (Fig. 1). We present relations for the
normalized intensities of bands in low-temperature
edge-luminescence spectra. These relations make it
possible to determine the changes in the concentrations
of shallow-level acceptors and donors when external
factors are varied.

2. BASIC ASSUMPTIONS

(1) We consider semiconductors containing shal-
low-level acceptors A and shallow-level donors D. On
the one hand, transitions of free electrons and holes to
acceptors and donors are possible. On the other hand,

Ec

Ev DA A A0X D+X D0X ehD X

IhD0
ID0A0

IA0X
IeA0

ID0XID+X IX Ieh

Fig. 1. Radiative transitions in bound (A0X, D+X, and D0X)
and free (X) excitons: to isolated donors D and acceptors A;
between the components of DA pairs; and between the com-
ponents of free-electron–free-hole pairs (eh).
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the transitions of electrons may occur from donors to
acceptors; i.e., between the components of DA pairs
(Fig. 1). Free excitons X may be bound at one of the
components of DA pairs to form exciton–impurity
complexes.1 In addition, the semiconductor under con-
sideration may contain defects of other types, which, to
some extent (in comparison with the acceptors and
donors), affect the recombination rate of excess elec-
trons and holes (in particular, the concentrations of
photoelectrons and photoholes [5]).

(2) Let the generation of excess electrons and holes
occur uniformly throughout the semiconductor bulk.
We assume that the semiconductor is at a low tempera-
ture (T = 1.8–4.2 K). In this temperature range, neither
thermal ionization of acceptors and donors nor thermal
decay of excitons occurs; and the semiconductor’s con-
ductivity, due to the impurity deionization, is governed
by excess electrons and holes.

(3) It is known that not only radiative, but also non-
radiative electronic transitions (of the same type as
Auger transitions) may occur between the components
of DA pairs and between the components of free and
bound excitons [5–10]. In what follows, we assume that
the role of the Auger recombination of DA pairs and
bound excitons is insignificant. By this we mean that
(i) the distance between the components of DA pairs is
relatively large [5, 6]; (ii) the concentrations of excess
charge carriers δn and δp and the concentration of DA
pairs NDA are not very high [5, 6]; and (iii) excitons are
bound at shallow-level acceptors and donors in direct-
gap semiconductors, for example, GaAs [6, 8]. In this
case, the transitions e  A0, h  D0, and D0  A0

between the components of DA pairs and the annihila-
tion of bound excitons result mainly in the emission of
photons (Fig. 2).2

3. RELATIONS FOR DETERMINING 
CONCENTRATIONS OF SHALLOW-LEVEL 

ACCEPTORS AND DONORS IN DIFFERENT 
CHARGE STATES

It is evident that, at low temperatures (see Section 2),
changes in the concentrations of neutral acceptors and
donors (  and , respectively) per unit time are

governed by the balance equations

(1)

(2)

1 We assume that the Bohr radius of bound excitons A0X, D+X, and
D0X is significantly smaller than the distance between the compo-
nents of the DA pair.

2 In direct-gap semiconductors (in particular, in CdS) the quan-
tum yield of luminescence caused by the annihilation of exci-
tons bound at shallow-level acceptors and donors is close to
unity [6, 8].
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Here, NA –  =  and ND –  =  are the con-

centrations of ionized acceptors and donors, respec-
tively; δp and δn are the concentrations of excess holes

and electrons, respectively;  and  are the coeffi-
cients of hole trapping by ionized acceptors and neutral

donors, respectively;  and  are the coefficients
of electron trapping by neutral acceptors and ionized
donors, respectively; and  is the DA-recombination

coefficient. The value of  heavily depends on the dis-
tance between the donor and acceptor in a DA pair; i.e.,
it is significantly different for DA pairs with dissimilar
radii [5, 6]. Therefore, we regard  as the average
value of the DA-recombination coefficient.

Relations (1) and (2) imply that the annihilation of
exciton–impurity complexes A0X, D+X, and D0X
(Auger processes in such complexes are disregarded) is
accompanied by the appearance of isolated acceptors
A0 and donors D+ and D0 [11, 12]. In this case, the anni-
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Fig. 2. Calculated exciton-luminescence spectra of GaAs at
T = 4.2 K. The ratios of the intensities  :  :  :

IX are assumed to be equal to (1) 2 : 5 : 3 : 2; (2) 12 : 1 : 1 : 1;
(3) 1 : 12 : 1 : 1; (4) 1 : 1 : 12 : 1; and (5) 1 : 1 : 1 : 12. It
follows from here (see (9)) that (1) nX ~ δnδp, , ,

; (2) nX ~ δnδp/ ; (3) nX ~ δnδp/ ; (4) nX ~

δnδp/ ; and (5) nX ~ δnδp.
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hilation of bound excitons does not affect , ,

and ; i.e., these quantities are governed only by

transitions of electrons and holes to neutral and ionized
acceptors and donors. Expressions (1) and (2) are valid
if the photogeneration rate of electron–hole pairs (eh) is
nonzero.

A simple transformation of Eqs. (1) and (2) allows
us to obtain quadratic equations in the unknowns ,

, and . The solutions for these equations will

make it possible to determine the steady-state concen-
trations of neutral acceptors and ionized and neutral
donors at different relations between the quantities

(2a)

4. INTENSITIES OF BANDS
IN THE EDGE-LUMINESCENCE SPECTRUM

Undoubtedly, under the above-mentioned condi-
tions (see item 2 in Section 2), the intensities of the
edge-luminescence bands (Fig. 1) are governed by the
relations [12]

(3)

(4)

(5)

(6)

(7)

Here,

(8)

nX, , , and  are the concentrations of free

excitons and excitons bound at neutral acceptors, ion-
ized donors, and neutral donors, respectively; c is the
rate of direct radiative recombination of free electrons
and holes; αX, , , and  are the probabil-

ities of radiative annihilation of free excitons and exci-
tons bound at neutral acceptors, ionized donors, and
neutral donors, respectively; and bX, , , and

 are the probabilities of binding of an electron–

hole pair with the formation of a free exciton and bind-
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ing free excitons at neutral acceptors, ionized donors,
and neutral donors, respectively.

The relations for the intensities (5)–(7) and for nX

(8) imply that there are only a small number of accep-
tors and donors at which excitons are bound; i.e.,

 ! ,  ! , and  ! . This is

one of the main conditions for the applicability of the
method under consideration [2].

Evidently, when the values of , , and 

are known (see Eqs. (1) and (2)), relations (3)–(7) allow
us to determine the normalized intensities of the edge-
luminescence bands which are directly related to the
concentrations NA or ND.

As follows from (4)–(7), the ratios of the intensities
of the exciton-luminescence bands are governed by the
expression

(9)

It can be seen from (8) and (9) that the shape of the
exciton-luminescence spectrum allows us to estimate
the relationship between the recombination character-
istics of free excitons on the right-hand side of expres-
sion (9). Thus, we can estimate the relative role of dif-
ferent channels of annihilation of free excitons and, in
particular, determine the dominant mechanism of their
recombination (see Fig. 2).

5. THEORETICAL RELATIONS
FOR THE NORMALIZED INTENSITIES

OF BANDS IN THE EDGE-LUMINESCENCE 
SPECTRUM

In what follows, we consider the most convenient
(i.e., independent of the generation rate of electron–
hole pairs) relations for the normalized intensities of
the impurity-, DA-, and exciton-luminescence bands,
which follow from expressions (3)–(7). These relations
allow us to directly determine (without measuring δn
and δp simultaneously) the changes in the concentra-
tions of shallow-level acceptors and donors when the
external factor F is varied. The changes in the concen-
trations are derived from an analysis of the dependence
of the edge-luminescence intensity on illumination.
Evidently, the normalized intensities are convenient if
the relevant spectral bands have similar illumination-
dependent characteristics.

We will perform a theoretical consideration of the
convenient normalized intensities of the edge-lumines-
cence bands for the limiting cases of high and low con-
centrations δn and δp. We will show that the normalized
intensities of the impurity-, DA-, and exciton-lumines-
cence bands may have the convenient form only when
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the quantities b = NDδn and d = NAδp obey the
relations

This convenient form may also be valid when rather
plausible relations

are satisfied. Notably, the ratio δp/δn is independent of
the external factor F and the generation rate of elec-
tron–hole pairs L [2]. The observed dependence of the
intensities of the edge-luminescence bands on illumina-
tion (see Section 7) are indicative of the validity of both
of the above relations (we assume that they are valid
when L and F vary) and the relation δp/δn ≠ f(L). At the
same time, the validity of the relation δp/δn ≠ f(F) can be
verified only when δp and δn are high (see Section 7).
However, it is not inconceivable that, in a semiconduc-
tor containing DA pairs, δp/δn = f(F) at low δp and δn,
while, at high δp and δn, the ratio of these quantities is
independent of F [5]. Therefore, in what follows, when
considering the convenient normalized intensities of
edge-luminescence bands (which imply that the rela-
tion δp/δn ≠ f(F) is satisfied), we will restrict our anal-
ysis to high generation rates L (i.e., to high δp and δn).

For simplicity, we will not specify the form of the
dependence of the concentration of free excitons on
their recombination characteristics when determining
the convenient normalized intensities of edge-lumines-
cence bands. Undoubtedly, such specification is possi-
ble only if one of the mechanisms of free-exciton
recombination plays a dominant role in governing the
value of nX. In particular, if we have

then nX ∝  δnδp; if we have

then nX ∝  δnδp/ ; and if we have

then nX ∝  δnδp/  (see relation (8)). As was noted

above (see Section 4), we can assess the roles of differ-
ent channels of free-exciton annihilation in governing
nX (i.e., the shape of the dependence of the concentra-
tion of free excitons on their recombination character-
istics) from an analysis of the exciton-luminescence
spectra (Fig. 2). Evidently, the above-mentioned speci-
fication of the shape of the dependence of nX on δnδp,

, , and  can significantly increase the num-

ber of normalized intensities of the edge-luminescence
bands, which are convenient for determination of the
changes in NA and ND when the external factor F is var-
ied. The convenient normalized intensities can be easily
derived from the expressions presented below for the
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intensities of edge-luminescence bands and for the con-
centrations of acceptors and donors in different charge
states.

5.1. Low Concentrations
of Excess Charge Carriers δn and δp

When the concentrations δp and δn are low, the fol-
lowing inequality is satisfied: (b + d) @ a (see (2a)).
In this case, it is quite plausible that the DA band is
dominant in the impurity-luminescence spectrum; i.e.,

 @ ,  (see below).

5.1.1. When b = NDdn @ d = NAdp

In the conditions under consideration, it follows
from Eqs. (1) and (2) that

(10)

Here, if cPANA @ ND, then δn @ δp;

The quantity  = δn/( δn + δp) is the

probability of an electron being trapped by a donor

when the DA-transition rate is low (  ! δn +

δp, see Eq. (2)).

When the above relation between b and d is satis-
fied, it follows from the inequality b @ a (see (2a))
and expressions (3) and (10) that

Apparently,  @ , because we should expect

that NA @ ND due to a significant difference

between the  and  coefficients (  @ ) [2].
It is very likely that this inequality is satisfied even
when NA < ND.

If the quite plausible inequality δn @ δp is

satisfied (i.e.,  . 1), then we have  ∝  NAδp/ND,
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 ∝  f(NA, ND)δp/δn, and  . ND. In this case, as

follows from expressions (3) and (5)–(7),

(11)

(12)

Thus, in order to determine the changes in NA and
ND when the external factor F is varied, we can use the
following relations for the normalized intensities of the
impurity-, DA-, and exciton-luminescence bands:

(13)

(14)

Here, the use of convenient normalized intensities of
the impurity- and DA-luminescence bands make it
possible to determine variation in the relation between
NA and ND as F changes. The convenient normalized
intensities of the exciton-luminescence bands allow us
to determine ND and NA as functions of the external
factor F.

5.1.2. Case of b = NDdn . d = NAdp(|b – d| ! 
b, d)

In this case, it follows from Eqs. (1) and (2) that
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Then, it can be easily shown from the inequality
(b + d) @ a (see (2a)) and expressions (3), (6), and

(15) that

If the relation b . d is not violated when the gener-
ation rate L and the external factor F vary, i.e., if δp/δn ≠
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(strictly speaking, the validity of the latter relation is
unlikely), for any β, we can use only the following con-
venient relation for the normalized luminescence-band
intensities (this relation makes it possible to determine
the dependence of ND on F):

(16)

If β ∝  δn/δp (evidently, δn/δp ∝  NA/ND; see above),

i.e., δn @ δp and δp @ δn, we can use
the following relations to determine the changes in
NA/ND as F is varied:

(17)

(18)

5.1.3. When d = NAdp @ b = NDdn

In this case, it follows from Eqs. (1) and (2) that
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Here,

is the probability of a hole being trapped by an acceptor

when the DA-transition rate is low (  ! δp +

δn, see Eq. (1)).

As follows from the inequality d @ a (see (2a))
and expressions (3), (6), and (19), when d and b obey
the relation under consideration, we have
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Apparently,  @  because one should expect

that ND @ NA due to the significant difference

between the  and  coefficients (  @ ) [2].
It is quite likely that this inequality is satisfied even
when ND < NA.

If the quite plausible inequality δp @ δn is

satisfied (i.e.,  . 1), we then have  . NA and

 ∝  NDδn/NA. In this case, it follows from expres-

sions (3) and (5)–(7) that

(20)

(21)

Here, in order to determine the changes in NA and ND

when F is varied, in addition to relation (16), the fol-
lowing relations for the normalized intensities of the
impurity-, DA-, and exciton-luminescence bands can
be used:

(22)

(23)

(24)

In the conditions under consideration, the use of the
intensity  normalized to IX makes it possible to

directly determine the change in NA as a function of F.
The intensities of the other luminescence bands allow
us to determine both the relations between ND and NA

and the dependence of ND on F.

5.2. High Concentrations
of Excess Charge Carriers δn and δp

When the concentrations δp and δn are high, the fol-
lowing inequality is satisfied: a @ (b + d) (see (2a));
i.e., the bands related to the transitions of free charge
carriers are dominant in the impurity-luminescence
spectrum ( ,  @ ). In this case, the concen-

trations , , and  are independent of the

relations between the quantities NDδn and NAδp
and the DA-transition rate. As follows from Eqs. (1)
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and (2), the concentrations , , and  are

defined by the expressions

(25)

If

we have

Then, as follows from expressions (3) and (5)–(7),

(26)

(27)

Evidently, in this case, in order to determine the
changes in NA and ND in relation to the external factor
F, we can use relations (14), (18), and (23).

If the ratio δp/δn is independent of the generation
rate of electron–hole pairs and of external factors, we
have  ∝  NA and  ∝   ∝  ND. Then, it follows

from (3) and (5)–(7) that , , , and  are

governed by relations (26) and (27) and by the relation

(28)

Here, as follows from (8), nX ∝  δnδp/f(NA, ND).

Undoubtedly, in this case, relations (14), (16), (18),
(23), (24), and the relation

(29)

describe convenient normalized luminescence intensi-
ties that make it possible to determine the changes in
NA, ND, and NA/ND in relation to F. Expressions (25) are
also valid (evidently, at any a, i.e., at any δp and δn) for
isolated acceptors and donors (for isolated impurities,

 = 0; see Fig. 1) [2]. Therefore, in the case of semi-
conductors containing isolated acceptors and donors, in
order to determine the dependences of NA and ND on F,
we can also use (when relevant criteria are satisfied)
relations (14), (16), (18), (23), (24), and (29).
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6. COMPARISON
WITH THE EXPERIMENTAL DATA

In studies [3, 4], where changes in the intensities of
low-temperature (T = 4.2 K) edge-luminescence spec-
tra of semiconductors were analyzed in relation to the
external factor F, it was assumed that the semiconduc-
tors under investigation contained DA pairs. We com-
pare the above theoretical relations for the determina-
tion of changes in NA and ND caused by variation in F
with the relations used in [3, 4]. The authors of these
studies, in order to determine changes in the concentra-
tions of shallow-level acceptors (C and Zn atoms)
under varying conditions of epitaxial growth of n- and
p-GaAs films, analyzed the dependence of the intensity
of the DA-luminescence band (related to neutral C0 or
Zn0 atoms) normalized to , / , on F.

Luminescence peaks were observed at hνm = 1.490 and
1.5133 eV for the D0  A0 (i.e., D0  C0 or D0 
Zn0) and D0X  D0+hν transitions, respectively [1]. It
was assumed [1] that, under the experimental condi-
tions, the relation /  ∝  NA is satisfied. How-

ever, such a relation cannot be satisfied at all (see Sub-
sections 5.1 and 5.2). Another relation is possible, spe-
cifically, /  ∝  NA/nX (see relations (20) and

(21), (26) and (27)). In this case, /  ∝  NA if

nX ≠ f(F); i.e., the free-exciton concentration is inde-
pendent of the external factor F.

7. VERIFICATION OF THE VALIDITY
OF DETERMINING CHANGES IN NA

AND ND IN RELATION TO F
FROM AN ANALYSIS

OF THE EDGE-LUMINESCENCE SPECTRA

It follows from the above that the correct determina-
tion of changes in NA and ND from an analysis of the
normalized intensities of edge-luminescence bands
under varying F is possible in the following cases:

(a)  ! ,  ! , and  ! ;

(b) When the generation rate of electron–hole pairs
L and the external factor F are varied, certain relations
remain between the quantities a and (b + d) (see (2a)):

a ! (b + d) or a @ (b + d),

and between the quantities b and d: either b @ d, b . d,
or b ! d. In addition, the quite plausible relations

δn @ δp and δp @ δn are satisfied;

(c) The ratio δp/δn is independent of the generation
rate L at high concentrations δn and δp;

(d) The role of the Auger recombination of bound
excitons A0X, D+X, and D0X and of DA pairs is insignif-
icant; and
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(e) The ratio δp/δn is independent of the external
factor F at high concentrations δn and δp.

It is quite easy to verify that the first four criteria
have been met. Evidently both the independence of the
normalized intensities of the edge-luminescence bands
from L and the form of the dependence of the edge-
luminescence intensity on illumination indicate that
these criteria are satisfied. In particular, at b < d and
δn ∝  δp we have

(see relations (3) and (15)). It is much more difficult to
experimentally verify that criterion (e) has been met (if
we restrict the analysis to studying the luminescence
characteristics of semiconductors). Indeed, this verifi-
cation is possible only when we measure the lumines-
cence spectra of semiconductors with quite high con-
centrations of excess charge carriers δp and δn, i.e., at
a @ (b + d) (see (2a)). In this case, we can verify
that the criterion δp/δn ≠ f (F ) has been satisfied using
the relation /  ∝  /  ∝  δp/δn (see rela-

tion (27) and study [2]). However, the luminescence
bands related to bound excitons D+X and D0X are not
always observed simultaneously in semiconductors.
Therefore, if we cannot directly verify that the ratio
δp/δn is independent of F, we should not use the nor-
malized intensities of edge-luminescence bands, which
depend on δp/δn, to determine changes in NA and ND

when F varies.

8. CONCLUSIONS

It is quite convenient to use the normalized intensi-
ties of impurity-, DA-, and exciton-luminescence bands
to determine changes in the concentrations of shallow-
level acceptors NA and shallow-level donors ND, as well
as in the relations between them, under the effect of
external factors F. In order to obtain reliable data on the
dependences of NA and ND on F from an analysis of the
intensities of the above-mentioned luminescence
bands, one should strictly follow the criteria of the
applicability of the luminescence method to determine
the changes in the concentrations of shallow-level
acceptors and donors in semiconductors.
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Abstract—The existence of magnetic breakdown frequencies of Shubnikov–de Haas oscillations in layered
charge-ordered crystals has been proved. Classification of the magnetic breakdown frequencies has been per-
formed. © 2003 MAIK “Nauka/Interperiodica”.
At present, the processing of experimental data on
the de Haas–van Alphen (DHVA) and Shubnikov–de
Haas (SDH) oscillations is mainly carried out on the
basis of the Lifshits and Kosevich (LK) theory [1],
which unambiguously relates the oscillation frequen-
cies of the DHVA and SDH effects to the extreme cross
sections of the Fermi surface (FS) by the planes perpen-
dicular to the direction of a magnetic field. However,
first of all, the LK theory is only correct in a quasi-clas-
sical approximation that is valid if the cyclotron energy
is small in comparison with the Fermi energy. Sec-
ondly, even with the validity of a quasi-classical
approximation, the Fermi surface can be determined
from extreme cross sections if they have only an almost
circular or ellipsoidal shape, i. e., in the approximation
of nearly free electrons [2], which is correct for most
normal metals. However, there are a number of semi-
conductor structures, in particular, semiconductor
superlattices [3], for which this approximation is not
appropriate. In this case, as was shown in [4], the oscil-
lation frequencies of the DHVA effect could be
expressed in terms of the Fermi energy and the Fourier
transform of the energy of interlayer electron motion.
At the same time, only some of these frequencies can be
identified with Fermi surface sections, even with not
necessarily extremal ones. Even for a narrow conduc-
tion miniband, when the first harmonic of the Fourier
transform is sufficient for determining the energy of
electron interlayer motion, the LK theory is only cor-
rect when a narrow conduction miniband is divided into
a number of Landau subbands. This is correct not only
for the DHVA but also for the SDH effects if it is pos-
sible to ignore the influence of a magnetic field on car-
rier scattering. However, if the SDH effect is clearly
pronounced, as is shown in [5], it is necessary to con-
sider the influence of magnetic quantization not only on
the energy spectrum of the charge carriers but also on
carrier scattering. If the relaxation time is inversely pro-
portional to the density of states in a magnetic field,
which is, in particular, correct for charge carrier scatter-
1063-7826/03/3702- $24.00 © 20156
ing by acoustic phonons, in the case of a narrow con-
duction miniband, the SDH oscillation frequencies are
completely consistent with the LK theory, although
their relative contribution, in this case, does not corre-
spond to a quasi-classical approximation; i. e., the SDH
oscillation spectrum is simpler than the DHVA oscilla-
tion spectrum. However, this is, generally speaking, not
correct if the corrugation of the FS is more complex;
i. e., the tight binding approximation is inadequate for
a description of the interlayer motion of electrons. Nev-
ertheless, in charge-ordered layered crystals, to which
some semiconductor superlattices, dichalcogenides of
transition metals, intercalated graphite compounds [6,
7], and other crystals belong, a classification of the
SDH oscillation frequencies can be used which is fairly
simple and convenient for the processing and interpre-
tation of the experimental data. This is the subject of
this study.

It was shown [8] that charge ordering can occur in
highly anisotropic (quasi-two-dimensional) layered
structures. This ordering consists in the simple alterna-
tion of layers more or less occupied by electrons and is
caused by the effective attraction between electrons due
to competition of the electron–phonon interaction and
Coulomb repulsion. In this case, the electron energy in
a quantizing magnetic field H, perpendicular to the lay-
ers, can be expressed as

(1)

if the reference point of energy is placed at the midgap

between minibands. In formula (1), µ* = µB ; µB is

the Bohr magneton; m0 is the free electron mass; n is the
number of the Landau level; m* is the effective electron
mass in the plane of layer; W0 is the effective constant
of attractive interaction and is directly proportional to
the electron concentration in the approximation of a
self-consistent field; δ is the ordering parameter, which

ε± n kz,( ) µ*H 2n 1+( ) W0
2δ2 ∆2 akzcos

2
+±=

m0

m*
-------
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describes nonequivalence of the layer occupation by
electrons and is equal to the ratio between the electron
density difference in neighboring layers and average
electron density (at zero temperature ∆ = 0, H = 0,
δ  1; in the state of unorder, δ = 0); ∆ is the mini-
band half-width in the unordered state; kz is the quasi-
momentum component in the direction perpendicular
to the layers; and a is the distance between translation-
ally equivalent layers.

Assuming that the electron relaxation time is
inversely proportional to the density of states in a mag-
netic field [9], the oscillating component of conductiv-
ity σzz for scattering by acoustic phonons in the approx-
imation hν ! kT ! µ*H (ν is the highest phonon fre-
quency) can be expressed, according to [5], as

(2)

where σLK is the component of conductivity, the oscil-
lation frequencies of which are unambiguously related
to extreme sections of the FS by the planes perpendic-
ular to the magnetic field; and σMB is the so-called
“magnetic breakdown” component of conductivity,
which we will analyze in detail. This component, as a
function of energy, can be written as

(3)

(4)

(5)

σos σLK σMB,+=

ζ ∆δ σMB–≤ 0,=

for ∆δ ζ W0δ–≤ ≤–

σMB

32πτ0e2m*a∆
h4kT µ*H

-----------------------------------=

× 1–( )l f l
σ πl

µ*H
----------- 

  W0
4δ4 W0

2δ2∆2–( )
l 1=

∞

∑

× πlζ
µ*H
----------- 

  Si
πlζ
µ*H
----------- 

  Si
πl∆δ

µ*H
----------- 

 +cos

+
πlζ
µ*H
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πlζ
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----------- 

 – ,sin

for W0δ ζ W0δ≤ ≤–

σMB

32πτ0e2m*a∆
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For W0δ ≤ z ≤ ∆δ, σMB can be obtained by the sum-

mation of expression (5) and the term , which is
equal to

(6)

For ζ > ∆δ, σMB(H) can be obtained by summation of

expression (5) and the term , which is equal to

(7)

(8)

The following designations are used in formulas (4)–
(8): ζ is the electron chemical potential reckoned from
the middle of the gap between minibands; ∆δ =

; τ0 is a constant of a crystal and has the
dimension of time and characterizes the scattering
intensity; T is temperature; Si(…) and Ci(..) are the
integral sine and cosine; and sinh is the hyperbolic sine;
and the other designations, with the exception of stan-
dard ones, are explained above. It should be noted that
formulas (3)–(8) are correct both for the charge carrier
scattering by acoustic phonons and other mechanisms
of scattering for which the relaxation time of longitudi-
nal momentum is inversely proportional to the density
of states. In these cases, only the factors before the
summation over l should be changed.

It follows from formulas (4)–(7) that for ∆δ/µ*H ! 1
and W0δ/µ*H ! 1, when integral sines and cosines can
be represented by polynomials [10], the basic fre-
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quency of the magnetic-breakdown oscillations as a
function of 1/H can be defined by the formula

(9)

for δ ≠ 0, i. e., in the case of ordering, ω1 can in no way
be identified with any section of the FS by the plane
perpendicular to the magnetic field.

However, in the intermediate range of magnetic
fields, if the integral sine and cosine can be presented
by asymptotic expansions which contain sines and
cosines of appropriate arguments, the oscillation pat-
tern is more complex. In particular, it follows from (4)
that, for –∆δ ≤ ζ ≤ –W0δ, the basic frequencies of the
magnetic breakdown oscillations are given by

(10)

(11)

and they cannot be identified with any sections of the
FS by the planes perpendicular to the magnetic field in
the range of –∆δ ≤ ζ ≤ –W0δ. However, the frequency

(12)

is identified with stationary sections of the FS by the
planes kz = 0 and kz = ±π/a. In this region, the FS con-
sists of three separated parts.

In the range –W0δ ≤ ζ ≤ W0δ, when the FS becomes
connected, new oscillation frequencies occur in addi-
tion to the frequencies which are determined by formu-
las (11) and (12), where ω3 is the magnetic-breakdown
and ω4 is quasi-classical frequencies. These new fre-
quencies are defined by the expressions

(13)

(14)

In this case, ω5 cannot be identified with any station-
ary cross sections of the FS by the planes perpendicular
to the magnetic field. The frequency ω6 is related to the
stationary cross sections of the “necks” which occur as
a result of the FS transformation from closed to open.
However, for ζ > W0δ – ∆δ/2, the frequency ω5 can no
longer be classified as a pure magnetic-breakdown fre-
quency, because it is identified with nonstationary sec-
tions of the FS by four planes which can be described
by the equations

(15)

(16)

Analysis of Eqs. (15) and (16) shows, however, that

they are meaningful only if δ < ∆/( W0). In charge-
ordered layered crystals, we have ∆ < W0. As a result,

ω1 πζ/µ*;=

ω2 2πζ/µ*,=

ω3 π ζ ∆δ– /µ*=

ω4 π ζ ∆δ+( )/µ*=

ω5 π ζ W0δ– /µ*,=

ω0 π ζ W0δ+( )/µ*.=

kz 4ζ2 4ζW0δ–( )
1
2
---

/∆
 
 
 

/a,arccos±=

kz π 4ζ2 4ζW0δ–( )
1
2
---

/∆
 
 
 

/aarccos– .±=

3

under the conditions of charge ordering (δ ≈ 1), the
frequency ω6 corresponds to magnetic breakdown for
–W0δ ≤ ζ ≤ W0δ. This inference is especially true for
materials with a high critical transition temperature.

For W0δ ≤ ζ ≤ ∆δ, the occupation of a higher mini-
band sets in, and a new portion of the FS, which is com-
pletely enclosed by the first one, appears. Due to this
fact, new oscillation frequencies do not appear; only
frequencies ω1 in strong magnetic fields and ω2 and ω3
in intermediate magnetic fields are of magnetic-break-
down nature. However, if ζ > (∆δ + W0δ)/2, then the fre-
quency ω3 is related to the nonstationary sections of the
FS by the planes perpendicular to the magnetic field;
these planes are described by the equations

(17)

(18)

For ζ > ∆δ, only oscillations with the frequencies ω3,
ω4, ω5, and ω6 occur in intermediate magnetic fields.
These frequencies are solely related to the stationary
sections of the FS by the planes kz = 0, kz = ±π/a, and
kz = ±π/2a. In addition, in strong magnetic fields, mag-
netic-breakdown oscillations with a frequency ω1
occur.

It should be noted that the conditions W0δ/µ*H < 1
and ∆δ/µ*H < 1, at which oscillations with a frequency
ω1 occur, are actually the conditions for magnetic
breakdown between minibands, because 2W0δ is the
gap between them and 2µ*H is the energy gap between
the neighboring Landau subbands. Oscillations with
other magnetic breakdown frequencies can be related to
the electron reflection from the Brillouin zone bound-
aries. The amplitudes of these oscillations are not large
in intermediate magnetic fields when W0δ/µ*H and
∆δ/µ*H, but at the same time, they are not too small in
comparison with unity. This is important because a
sharp increase in conductivity occurs not only at the
crossing of the Fermi level with the Landau level but
also under the conditions of singularity in the density of
states, i.e., at the crossing of the Landau level with the
miniband boundaries. However, the amplitudes of all
magnetic-breakdown oscillations vanish for δ = 0.
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Abstract—A new method for processing data on the Shubnikov–de Haas effect in quasi-two-dimensional sys-
tems is suggested. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is known that the kinetic coefficients of a degen-
erate electron gas oscillate in a quantizing magnetic
field if the Fermi quasi-levels intersect the Landau lev-
els. Such parameters as the effective mass, relaxation
time, and the concentration of charge carriers are usu-
ally determined from the measurements of the oscilla-
tion of conduction (the Shubnikov–de Haas effect).
However, it should be noted that only the Fermi energy
can be obtained directly from the period of oscillations
in a reverse magnetic field. For obtaining other param-
eters, one should invoke theoretical considerations
describing this effect and the procedure for processing
experimental data. This procedure is not trivial since
the least-squares method is hardly applicable to the
oscillating functions, and Fourier analysis requires spe-
cial analysis of nonoscillating parts and the consider-
ation of limitation in the range of measured fields [1, 2].

Analysis of experimental data becomes more com-
plicated if the conductivity is caused by charge carriers
from two or more subbands of dimensional quantiza-
tion (henceforth, for simplicity, we restrict ourselves to
the case of two occupied subbands). A theory describ-
ing the Shubnikov–de Haas effect with account of inter-
subband scattering is given in [3].

In this paper, we describe a method for processing
experimental data using the formulas given in [3]. We
believe that this method is simpler and yields better
results compared to conventional Fourier analysis.

2. THE PROCEDURE FOR CALCULATIONS

As shown in [3], if two subbands of dimensional
quantization are filled, the components ρxx of a resistiv-
ity tensor are described by the following expressions:

ρxx ρxx
TD ρxx

TI ,+=
1063-7826/03/3702- $24.00 © 20160
(1)

Here,

and

(2)

The quantities , AHF, ALF, and And are nonoscillat-
ing functions of ωc. These functions and the notation
used in the expressions (2) are given in the Appendix.

We should note that the variations in resistivity ρ
with magnetic field, at least for two-dimensional sys-
tems, are more suitable for processing than the corre-
sponding variations in conductivity σ (although the
analytical expressions for σ are simpler), since the
dependence of classical magnetoresistance on a mag-
netic field for ρ in two-dimensional systems is much
weaker than for σ. Thus, in the case of a single filled
subband of dimensional quantization for a degenerate

Fermi gas, the quantity  in a classical limit is inde-

pendent of the field, while its counterpart  depends

ρxx
TD ρxx
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on the magnetic field so strongly that it becomes almost

impossible to distinguish the oscillating  compo-
nent against the background of this strong dependence.

Expression (1) contains a temperature dependent
(TD) and a temperature independent (TI) part. The lat-
ter contains smoothly varying classical magnetoresis-

tance  and a temperature-independent oscillating

function  of the second order with respect to the
parameter exp(–π/ωcτi). The TD part contains a term
corresponding to high-frequency (HF) oscillations
responsible for the occupation of the lower subband of
dimensional quantization, and a term corresponding to
low-frequency (LF) oscillations responsible for the
occupation of the upper subband.

For illustration, will employ formulas (1) and (2) to
calculate the dependence of ρxx on the reciprocal field
using values of parameters close to those observed in
experiment [4]. We consider the case where the occu-
pancy of the second subband is relatively small
(.10%). Figure 1 shows these dependences at several
temperatures and the following values of parameters of
a medium: concentration in the first subband N1 = 1 ×
1012 cm–2; in the second subband, N2 = 0.4 × 1011 cm–2;
the relaxation time in the first subband τ1 = 0.8 × 10–12 s;
in the second subband, τ2 = 4 × 10–12 s; and the time of
intersubband scattering τ12 = 6 × 10–12 s.

First, we separate the TD and TI parts from ρxx. As
follows from expression (1), to do this it is sufficient to
have the two experimental dependences ρxx(T1) and

σxx
nd

ρxx
0

ρxx
nd

1.38
1.36
1.34
1.32

T = 10 K

T = 2 K

T = 1 K

1.6

1.4

1.2

0.8
1.2
1.6
2.0

1.0 1.2 1.4 1.6 1.8 2.0
1/H, T –1

Pxx, arb. units

Fig. 1. Initial dependences of ρxx on the reciprocal magnetic
field: the top, middle, and bottom curves are for the temper-
atures of 10, 2, and 1 K, respectively. For the sake of conve-
nience, ρxx(H) is divided by ρxx (H = 0).
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ρxx(T2) measured at different temperatures. Subtracting
one dependence from the other, we obtain

Multiplying the result by (T1) – (T2) ,

we exclude the temperature dependence and obtain

, which contains all the information about the sys-
tem. Similarly we can separate the TI part. The result of
such subtraction is shown in Fig. 2.

Thus, if we have a set of experimental curves ρxx(T)
obtained at different temperatures for the same sample,
the above subtraction procedure should yield the same
result for all pairs. This, in our opinion, is a good
method for the preliminary rejection of invalid experi-
mental data (or for theoretical verification in any spe-
cific experimental situation).

The following procedure for experimental data pro-
cessing is to some extent similar to Fourier analysis but,
in our opinion, is more convenient and simpler.

Let us consider, for example, . This quantity is
a sum of two oscillating functions which decrease in a
reciprocal field. These functions can be separated by

considering the fact that the function cos

goes through zero halfway between the maximum and
the minimum of high-frequency oscillations. At these

points, the function becomes equal to . Thus, by
dividing the distance between the maximum and the

ρxx T1( ) ρxx T2( )– ρTD
λ

λsinh
-------------- T1( ) λ

λsinh
-------------- T2( )– 

  .=

λ
λsinh
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 λ

λsinh
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Fig. 2. Temperature-dependent and temperature-indepen-
dent parts of ρxx (the bottom and the top curves, respec-
tively) obtained by the subtraction of any pair of curves in
Fig. 1.
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minimum in two and finding the value of  at this

point, we separate the low-frequency part  from

. The high-frequency part can be obtained by sub-

tracting  from  (this, of course, requires the

interpolation of ). The separation of  from 
(classical magnetoresistance) can be performed in a
similar way.

It should be noted that, generally speaking, the max-

ima for  do not coincide with the maxima for

cos . The quantity  has the form

(3)

therefore, the condition for the extremum of expres-
sion (3) is

(4)
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Fig. 3. Terms , , and  separated out from the

curves shown in Fig. 2. The results of straightforward cal-
culation using formulas (1) and (2) are shown by the circles.

ρxx
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The condition for the applicability of the above simple
procedure is

(5)

These conditions, as a rule, are satisfied for actual val-
ues of parameters, but, if required, the values corre-
sponding to maxima could be refined, for example, by
using a standard iterative procedure,

which relates the roots at preceding (ωi) and succeeding
(ωi + 1) iterations.

After the procedure for the elimination of high-fre-
quency oscillations is completed, all curves, except for

, should be centered with respect to zero and have
no beats. This serves as additional verification of the
theory. The result of this procedure is shown in Fig. 3.
Such separation is quite competitive in precision with
Fourier analysis if conditions (5) are satisfied. This can
be justified by comparing the division procedure and
the straightforward calculation of the data shown by
circles in Fig. 3 by formula (2).

In principle, the curves obtained allow one to calcu-
late all the parameters characterizing the system: EF, ∆,
τ1, τ2, and τ12. For the HF parts, again it is sufficient to
consider the values corresponding only to maxima
(minima) in the curve; then, the fitting function for AHF
turns out to be simpler and more convenient for using
the least-squares method than the initial oscillating
function (EF can be easily determined from the period
of oscillations).

As for , the number of oscillations for the rela-
tively underpopulated second subband may be small. In
this case, the entire function should be fitted.

3. CONCLUSIONS

Thus, we suggested a procedure for determining the
kinetic coefficients in quasi-two-dimensional structures
from Shubnikov–de Haas oscillations. It should be
emphasized that, in order to determine the concentra-
tion of charge carriers in the lower subband of dimen-
sional quantization, complicated processing is not
required. Such processing is useful only if one wants to
know the relaxation times in the first and second sub-
bands or the time of intersubband transitions. The sug-
gested procedure is also applicable when the charge
carrier concentration in the second subband is low and
its contribution to the total conductivity in the absence
of a magnetic field can hardly be observed.

In addition, this procedure is useful for the verifica-
tion of both the experimental data and the adequacy of

f 2Ω2

f 1Ω1
------------ ! 1,

f 1'

f 1Ω1
------------ ! 1,

f 2'

f 1Ω1
------------ ! 1.

Ω1 f 1 ωi( )– Ω1ωi 1+( )sin f 1
' Ω1ωi( )cos+

+ f 2' ωi( ) Ω2ωi( )cos Ω2 f 2 Ω2ωi( )sin– 0,=

ρxx
0

ρxx
LF
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the theoretical model used for data processing for the
experimental situation.

Notably, the limitation imposed on the applicability
of (1) by the fact that this expression is derived in the
approximation of a short-range potential is unimportant
since the transition to a long-range potential requires
only the substitution of times τ1 and τ2 in the preexpo-
nential factors of expression (1) by the corresponding
transport times.

APPENDIX

Here, we present explicit forms of the quantities
involved in formulas (1) and (2) for the case of occupa-
tion of two subbands of dimensional quantization [3].
In the case under consideration, the system is character-
ized by the following quantities: the Fermi level in the
first subband of dimensional quantization µ1 reckoned
from the bottom of the first subband; the Fermi level in
the second subband µ2 reckoned from the bottom of the
second subband (these quantities can be easily
expressed in terms of the surface densities of charge
carriers in each subband); the relaxation times of
charge carriers in the first and second subbands τ1 and
τ2, respectively; and the time of intersubband transi-
tions τ12. We introduce additional designations:

The results of calculating σik are given in [3]. Transition
from the σik matrix to the reciprocal matrix ρik = [σik]–1

requires taking into account the condition for the appli-

cability of the theory exp  ! 1; therefore, it is

necessary to expand the quantity ρxx =  in a

power series of these parameters and to consider only

the zeroth- and the first-order terms for , and the

second-order terms for . As a result, we obtain

which yields
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The quantities Ai are expressed in terms of conductivity
components in the following way:

(6)

The quantities appearing in (6), according to [3], are
given by

 can be easily obtained from  by the substitu-
tion τ1  τ2; i.e.,
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Abstract—The temperature dependence of electrical conductivity and current–voltage characteristics of
FeIn2Se4 single crystals were studied. It is shown that the current in the nonlinear range of the current–voltage
characteristic is caused by the field effect. The activation energy of charge carriers, the concentration of traps,
and the shape of a potential well in the region of a trap are determined. © 2003 MAIK “Nauka/Interperiodica”.
In recent years, great interest has been expressed in

the semiconductors of the AII  type (where A
stands for Fe, Mn, Ni, and Co; B, for Ga and In; and X,
for S, Se, and Te) containing elements with unfilled
d shells [1–6]. These compounds are promising as
materials for lasers, light modulators, photodetectors,
and other functional devices controlled by a magnetic
field.

Electrical properties of FeIn2Se4 single crystals are
poorly understood. In this paper, we report the results
of studying the temperature dependence of electrical
conductivity σ(T) and current–voltage characteristics
in FeIn2Se4 single crystals.

Single crystals of FeIn2Se4 in the form of plane-par-
allel platelets were grown by the Bridgman–Stock-
barger method. 

X-ray analysis showed that FeIn2Se4 crystallized in
a hexagonal lattice with the following parameters: a =
4.18 Å, c = 19.47 Å, c/a = 4.65 [3]. The current–voltage
characteristics were measured in the samples with In
contacts fired-in on the opposite surfaces of plates. The
distance between contacts varied within 20–150 µm.

The current–voltage characteristics of the In–FeIn2Se4–
In structures at various temperatures are shown in
Fig. 1. The curves consist of two portions: an ohmic
portion (J ∝  U) and a portion of nonlinear increase in
current (J ∝  Un, n > 1).

Figure 2 shows that the ohmic portion can be
approximated by the relation σ ∝  exp(103/T) and con-
sists of three straight lines with different slopes. The
slope in the high-temperature region decreases more
considerably with decreasing temperature than in the
low-temperature region. The values of the activation
energy for impurity levels in FeIn2Se4 single crystals,
calculated from the slopes for the above three tempera-
ture portions, are E1 = 0.13 eV, E2 = 0.28 eV, and E3 =
0.45 eV. 

Figure 3a shows the electric-field dependencies of

electrical conductivity (as plots of  vs. ) mea-

B2
IIIX4

VI

σlog F
1063-7826/03/3702- $24.00 © 0165
sured at various temperatures in the region of a sharp
increase in current. The exponential law for the
increase in the electrical conductivity with field was
first advanced by Frenkel [7] in the form

(1)

where β is the Frenkel coefficient,

(2)

e is the electron charge, ε is the dielectric constant of
free space, k is the Boltzmann constant, and T is the
absolute temperature. From the slopes of the straight
lines in Fig. 3a, the values of β determined for various
temperatures fall within (2–3) × 10–2 (cm/V)1/2. The

σ σ0 β F( ),exp=

β e3

kT πεε0

----------------------,=

10–1

10–2

10–3

10–4

10–5

10–1 1 101 102

J, A 

U, V

6
5
4
3
2

1

Fig. 1. Dark current–voltage characteristics of the
In−FeIn2Se4–In structures at the temperatures T = (1) 300,
(2) 310, (3) 323, (4) 339, (5) 348, and (6) 363 K.
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Fig. 2. Temperature dependence of electrical conductivity
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Fig. 3. (a) Electrical conductivity of FeIn2Se4 single crys-
tals as a function of the field F at T = (1) 300, (2) 310,
(3) 323, (4) 339, (5) 348, and (6) 363 K. (b) Temperature
dependence of the Frenkel coefficient β.
temperature dependence of β (see Fig. 3b) was obtained
from the dependence σ(F1/2) at different temperatures.
As can be seen, β increases with decreasing tempera-
ture and the dependence β ∝  103/T is well obeyed. Such
temperature variation in β is in agreement with the
Frenkel theory, and the extrapolated straight line
β ∝  103/T, in accordance with formula (2), passes
through the origin of coordinates. It is shown by Hill [8]
that the smallest electric field magnitude, which corre-
sponds to the nonlinear relationship σ = f(F), contains
information about the concentration of defects respon-
sible for thermal-field ionization and electrical conduc-
tivity in FeIn2Se4 crystals. Using the expression

(3)

we can estimate the concentration of ionized centers Nt

in FeIn2Se4 provided we know the values of the lowest
electric field Fc at which a nonlinear σ(F) dependence
sets in. We found that Nt = 1.1 × 1015 cm–3. Of great
importance is knowing the shape of a potential well.
The function ϕ(x) is the potential energy that depends
on the distance to an impurity center or trap (x is the
distance along the direction of an applied field). The
energy changes under the action of an electric field [8].
It can be shown [8, 9] that

(4)

(5)

Using the experimental data and relations (4) and (5),
we determined the shape of a potential well in FeIn2Se4,
as shown in Fig. 4.

Nt
2e

kTβ
--------- Fc 

 
3

,=

ϕ x( ) kTβ
2

--------- F– eFx,= =

x
kTβ
2e

--------- 1
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-------.=
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Fig. 4. The shape of a potential well associated with an elec-
tron trap in FeIn2Se4.
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If the form of the potential energy for the interaction
with a center is known, one can obtain information
about the structure of trap centers. As was pointed out
in [9], an electron escapes from the center if the condi-
tion εe > E0 – ∆U0 is satisfied. The electron must con-
serve energy until it passes the saddle point and not
loose energy as a result of thermal collisions.

This situation takes place if the mean free path of an
electron exceeds the effective dimensions of a potential
well. The mean free path of charge carriers is deter-
mined by the following formula [9]:

(6)

The mean free path of an electron in FeIn2Se4
crystals, calculated from experimental data accord-
ing to formula (6), is equal to approximately 9.8 ×
10–6 cm.

Thus, the measurements of the current–voltage
characteristics and the σ(T) dependence show that the
current in the linear portion of the characteristics is
caused by the field effect. The values of the activation
energy of charge carriers, the concentration of traps,
and the shape of a potential well were determined.

λ 1
e
--- f Fe( ) kTβ

2e
--------- 1

F
-------.= =
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Abstract—The influence of silicon impurity on the energy-band spectrum in the Hg3In2Te6 semiconductor
compound, which incorporated a high concentration of stoichiometric vacancies, was studied on the basis of
the results of electrical and optical measurements. It is shown that silicon impurity forms an impurity band of
donor states whose density can be approximated by a Gaussian distribution with a peak at Ec – 0.29 eV. The
emergence of the impurity band is accompanied with the formation of a quasi-continuous spectrum of localized
states in the band gap (Eg = 0.74 eV); the density of these states is shown to increase as the doping level
increases. All states merge into a continuous band if the impurity concentration NSi > 4.5 × 1017 cm–3. Experi-
mental data are explained on the basis of the effect of impurity self-compensation, in which case donor impurity
states arise simultaneously with acceptor states of defects. © 2003 MAIK “Nauka/Interperiodica”.
Crystals of the Hg3In2Te6 compound belong to semi-
conductors with a sphalerite structure, in the unit cells
of which there are more sites than atoms. A sixth frac-
tion of cationic sites, which are unoccupied by atoms,
gives rise to a high concentration of stoichiometric
vacancies (~1021 cm–3). These defects radically reduce
the sensitivity of Hg3In2Te6 electrical properties to the
introduction of a fairly high concentration (~1019 cm–3)
of extraneous impurities; notably, this concentration is
still lower than that of intrinsic structural defects [1, 2].
Other important properties of this material are also
related to the special features of its structure; these
properties include a high resistance of Hg3In2Te6 to ion-
izing radiation, inertness of the surface to adsorption of
atoms from atmospheric air, high quantum efficiency of
photoconductivity in a wide range of photon energies
(0.74–3.0 eV), and so on. As a result, this material has
found a wide range of applications [3].

It is of interest to study the influence of doping on
the energy-band spectrum and the concentration of lev-
els in the band gap of Hg3In2Te6; such studies can pro-
vide insight into the origin of self-compensation of
1063-7826/03/3702- $24.00 © 20168
impurities in Hg3In2Te6 and into the role of stoichio-
metric vacancies in this phenomenon.

An Hg3In2Te6 ingot was doped with silicon impurity
in the course of Bridgman–Stockbarger growth. The
concentration of introduced Si impurity was 1019 cm–3.
The distribution of impurity over the Hg3In2Te6 ingot
length was studied by analyzing the optical-absorption
spectra of samples cut from different parts of the ingot.
The spectral dependences of the absorption coefficient
were determined from the reflection R(hν) and trans-
mission T(hν) spectra measured at 300 K in the photon-
energy range of 0.05 eV < hν < 0.74 eV. The form of
variation in the absorption coefficient along the ingot
length in the entire spectral range suggested that, in the
course of planar crystallization, silicon impurity was
distributed nonuniformly throughout the crystal with
the distribution coefficient k < 1. It was found that the
concentration of impurity atoms NSi in the starting part
of the ingot (from which samples 1–3 were prepared;
see table) is much lower than the average concentration
of introduced Si impurity; in contrast, the impurity is
accumulated in the end part of the ingot, which results
Characteristics of studied samples

Sample no. NSi, cm–3 E, meV
ni, cm–3 |Rσ|, cm2 V–1 s–1

T = 300 K

0 0 14 1012–1013 250–350

1 1.6 × 1017 23 1.65 × 1013 307

2 2.7 × 1017 25 1.72 × 1013 272

3 4.5 × 1017 34 2.05 × 1013 205

4 – 36 7.44 × 1012 308
003 MAIK “Nauka/Interperiodica”
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in an appreciable decrease in transmission to a degree
of complete opacity of the material in this part of the
ingot. A steep slope of the concentration profile along
the ingot length is typically [4] observed for deep-level
impurities with small values of k (k ! 1).

The spectral dependence of the absorption coefficient
in the region of the fundamental-absorption edge is
described by Urbach’s relation α ∝  exp[–(Eg – hν)/E].
As the impurity concentration increases, the steepness
of the absorption edge decreases and the characteristic
energy E determined from the slope of the linear portion
of the dependence lnα = f(hν) (see the inset in Fig. 1)
increases (see table).

Extrapolated linear portions of spectral depen-
dences of the absorption coefficient in the region where
the Urbach rule is obeyed converge to a common point
at hν = Eg = 0.74 eV for samples with different impurity
concentrations. This observation indicates that the
value of Eg is not affected by doping. Both the absorp-
tion coefficient and the characteristic energy E correlate
with the doping level. Diffuseness of the absorption
edge and its exponential dependence on hν for sample
0 (see the inset in Fig. 1) are induced by the tails of the
density of states at the edges of allowed bands in the
starting (nominally undoped) Hg3In2Te6 crystals. The
tails in the density of states are presumably [5] caused
by crystal field fluctuations, which are introduced by
intrinsic defects (in the case under consideration, these
are stoichiometric vacancies). Doping brings about an
increase in the characteristic energy E, which is indica-
tive of additional broadening of the tails in the density
of states and the appearance of localized states in the
band gap; these states form a quasi-continuous set and
merge with the bands of free charge carriers. Notably,
the density of these states increases as the concentration
of Si impurity increases.

A selective absorption band peaked at hν = E0 =
0.45 eV (Fig. 1) is observed in the spectral range of
2−25 µm against a background of continuous struc-
tureless absorption, which increases with the doping
level; this band is distinct in the spectra of samples 1–3
with a low impurity concentration NSi and disappears
when NSi exceeds a certain value. If we assume that
the impurity band features a Gaussian distribution of
the density of states, the absorption coefficient can be
expressed as [6]

(1)

The quantity γ defines the half-width of the impurity
band and is given by

(2)

where

α hν( ) α0 hν E0–( )2/γ2–[ ] .exp=

γ e2

εε0
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Nr0

4π
--------- 

 
1/2

,=

r0

εε0kBT

2e2ni
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  1/2

=
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is the Debye screening length, N is the impurity con-
centration, kB is the Boltzmann constant, and ni is the
concentration of intrinsic charge carriers at 300 K.

Formula (1) can be used to describe satisfactorily the
shape of the impurity absorption band in samples 1–3 for
the values of NSi listed in the table. These values were
determined from the best fit of calculated curves to
experimental data. The dependences calculated using
formula (1) are shown in Fig. 1 by the solid lines.

According to Shklovskii and Efros [5], formula (2)
defines the rms potential of randomly distributed
screened impurities, which governs the spread of impu-
rity levels in energy positions and broadening of the
impurity band.

The observed selective-absorption band is most
likely related to optical transitions from the valence
band to the levels of the donor centers, which are ion-
ized at room temperature. Taking this circumstance into
account, we may assume that the peak in the density of
states responsible for the appearance of the selective-
absorption band is located below the conduction-band
bottom and is spaced from the latter at Ed0 = Eg – E0 =
0.29 eV.

Electrical measurements showed that the Si-doped
Hg3In2Te6 samples under investigation retain intrinsic
electrical conductivity at T * 300 K; the electron type
of this conductivity is caused by the ratio between the
electron and hole mobilities b = µn/µp > 1. Samples 1–4
do not differ from undoped samples in the concentra-
tion of intrinsic charge carriers (ni ≈ 1013 cm–3); how-
ever, the former samples have a somewhat lower Hall
mobility |Rσ| (see table) for the same value of ni.

Temperature dependences of electrical conductivity
σ(T), the Hall coefficient R(T), and thermoelectric

Fig. 1. Absorption spectra of Hg3In2Te6 samples either
(0) undoped or (1–4) doped with silicon; the parameters of
the samples are listed in the table. The numbers at the curves
coincide with numbers of the samples in the table. The same
spectra in the region of exponential increase in the absorp-
tion coefficient are shown in the inset.
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power αth(T) were analyzed using the well-known rela-
tions [7] for the case of mixed conductivity; i.e.,

(3)

(4)

(5)

where Nc and Nν are the effective densities of states in
the conduction and valence bands, respectively; F is the
Fermi level position; A is the Hall factor; and r is a
quantity that depends on the mechanism of scattering of
the charge carriers. If the latter are scattered by acoustic
lattice vibrations, we have r = 0.

The quantities ni, F, b, µp, Nc, and Nν were deter-
mined for the region of intrinsic conductivity using the
equality n = p = ni in the case of r = 0.

Equations (3)–(5) were solved simultaneously for
the region of transition from the intrinsic to extrinsic
types of conductivity, in which case n ≠ p; in calcula-
tions, we used the values of Nc and Nν determined at T =
300 K and took into account the temperature depen-
dences of these quantities. The calculated temperature
dependences logn(p) = f(103/T) and F(T) are shown in
Figs. 2 and 3. As can be seen from Fig. 2, a correlation
between electron (n) and impurity (NSi) concentrations
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Fig. 2. Temperature dependences of charge-carrier concen-
trations n and p for samples 1–3. Numbers at the curves
coincide with numbers of the samples in the table.
in the samples is observed in the region of low temper-
atures. However, the values of NSi exceed those of n ≈
(1012–1013) cm–3 by more than five orders of magnitude.
This observation is indicative of a large degree of com-
pensation K = Na/Nd ≈ 0.999 [Na(d) is the concentration
of acceptor (donor) impurity].

The spectra of absorption, which increases in the
entire transparency range of 2–25 µm as the doping
level increases, indicate that the Hg3In2Te6 band gap is
filled with both donor and acceptor states as a result of
doping with silicon. A number of electronic transitions
in a wide range of photon energies (0.05–0.62 eV) are
induced by the localized states, which are distributed
quasi-continuously throughout the band gap. The areas
under the peaks against the background of structureless
absorption are approximately the same for samples 1–3
(Fig. 1), although the impurity concentrations differ;
this effect is a result of pronounced (although incom-
plete) compensation of donors that form the impurity
band. Disappearance of the corresponding peak for
sample 4 occurs owing to the fact that this peak merges
completely with the increasing background absorption.
Transformation of the absorption spectra shown in
Fig. 1 is caused by the simultaneous formation of com-
pensating defects with inclusions of doping impurity
and a transition to complete compensation of the
formed states. Probably, the formation of pairs consist-
ing of doping impurity and defects occurs with the
involvement of stoichiometric vacancies, which
ensures a decrease in energy and relaxation of the crys-
tal structure.

It is worth noting that we failed to perform calcula-
tions for sample 4 at T < 300 K using formulas (3)–(5)
owing to an anomalous temperature dependence of the
thermoelectric power αth, which has a sharp maximum
|–2150| µV/K in the region of 230 K; on both sides of
this maximum, αth decreases to |–500| µV/K at T ≈ 180 K

–0.20
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–0.30

–0.35

200 250 300 350 400150
T, K

F, eV

2

1

3

Fig. 3. Temperature dependences of the Fermi level position
for samples 1–3. Numbers at the curves coincide with num-
bers of the samples in the table.
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and to |–700| µV/K at 270 K. We are still unable to
interpret such behavior of αth(T).

In order to determine the energy position of the
impurity band from electrical measurements, we used a
differential method for an analysis of curves n(T); this
method was suggested by Hoffmann [8]. As can be seen
from Fig. 3, the Fermi level shifts monotonically into
the depth of the band gap as the temperature increases.
Electrons are released when the Fermi level intersects
an impurity level.

According to Hoffmann [8], the derivative –kBTdn/dF
has a maximum when F coincides approximately
with the donor level Ed. Therefore, the abscissa point
corresponding to the maximum of the dependence of
–kBTdn/dF on F defines the energy position Ec – Ed.

In Fig. 4, we show the results of differential analysis
of the dependences logn(103/T) (Fig. 2) in the temper-
ature range of 170–300 K. If the temperature variations
∆T = Ti – Tj were small, we determined the dependence
of –kBTdn/dF on F(T) in terms of the function Z(x) [8],
where

In contrast to the dependences logn(103/T) (Fig. 2),
which do not exhibit any special features in the range of
170–300 K, the curves –kBTdn/dF plotted versus F(T)
(Fig. 4) have a single peak; the latter corresponds to the
energy level Ec – Ed ≈ 0.28 eV, since the Fermi energy
at which the peak is observed is F ≈ Ed.

The small height of this peak and the appreciable
shift of this peak to lower energies when compared with
the position of the optical maximum result from a large
degree of compensation [8]. However, a somewhat
decreased value of Ed compared to the optical value
Ed0 = 0.29 eV can be caused by electrical conductivity
via the percolation level, which is located below the
conduction-band bottom owing to the fact that the
allowed-band edges are diffuse and by approximations
used in determining Ed from electrical measurements,
i.e., by assuming that the values of Nc, Nν, A, and r are
fixed.

The studies we performed showed that silicon impu-
rity affects the energy-band spectrum of Hg3In2Te6
by introducing localized states of acceptor and donor
types, which are distributed quasi-continuously
throughout the entire band gap; notably, an impurity
band with a peak in the density of states at Ec – 0.29 eV

Z
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n Ti( ) n T j( )–
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----------------------------------,–=
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is formed against the aforementioned states if NSi &
4.5 × 1017 cm–3. If NSi > 4.5 × 1017 cm–3, the complete
compensation of oppositely charged centers occurs; as
a result, a continuous structureless band of localized
states is formed in the band gap.
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Abstract—Electrical properties of a p+-Bi2Te3–p-GaSe isotype heterostructure fabricated for the first time are
reported. A qualitative model is suggested which explains the emergence of negative differential conductivity
for a forward-biased structure and for a reverse-biased structure, which is also illuminated. © 2003 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Gallium monoselenide GaSe belongs to a wide-
spread class of layered III–VI compounds. It is used as
a base material for the development of various photo-
sensitive structures. Based on GaSe, solar cells [1],
high-efficiency photodiodes [2], and sensors of polar-
ized radiation [3] have been developed. The sensitivity
of native oxide of this semiconductor in the ultraviolet
spectral region means GaSe can be considered as a
promising material for the development of sensors of
ultraviolet radiation [4]. Native anisotropy of chemical
bonds inside the layers and between them exists both
for this material and other layered semiconductors
(InSe, GaS, Bi2Te3, etc.). It is believed that, due to this,
the substrates from these materials, which are obtained
by cleavage in air, are perfect not only geometrically
but also in that they are inert to atomic adsorption from
the atmosphere [5–7]. Because of this circumstance,
data on the influence of the interface for heterojunc-
tions or the GaSe surface for Schottky barriers are vir-
tually absent in the literature. As an exception to this
circumstance, there are several studies in which the
native oxide layer was intentionally formed at the GaSe
surface, for example [8], or the contact of GaSe with
such semiconductors as Ge or Si was investigated [9].
In the latter case, deviations of electrical characteristics
from ideal ones were explained by the influence of the
Ge or Si surface. Analysis of experimental current–
voltage (I–V) characteristics of GaSe-based structures
is also hampered by a high series resistance, which
depends nonlinearly on the voltage. Because of this cir-
cumstance, instead of dark I–V characteristics, their
photoelectrical modification is often reported in the lit-
erature (see, for example, [10]). Note that the large
series resistance of GaSe-based structures is one of the
factors which hinders wide practical use of this semi-
1063-7826/03/3702- $24.00 © 20172
conductor. However, reduction of the series resistance
to the conventional values for commercial Si or GaP
diodes can lead to nontrivial results. In this case, the
electrical characteristics of the structure will be deter-
mined mainly by the interface properties rather than the
barrier properties. This is especially noticeable for
structures with a low potential-barrier height.

In this study, a p+-Bi2Te3–p-GaSe isotype hetero-
structure fabricated for the first time is investigated.
The series resistance to a direct current for the structure
was ~20–40 Ω, whereas the potential-barrier height,
which was experimentally determined from capaci-
tance–voltage (C–V) characteristics, was 0.1 eV.

2. EXPERIMENTAL

To reduce the series resistance, Dy-doped GaSe sin-
gle-crystals with a majority carrier density p ≈ 1016 cm–3

at 300 K were used to fabricate the heterojunctions. As
a contacting material, we used weakly degenerate
Bi2Te3 with a hole density p = 1.6 × 1019 cm–3 at the
same temperature. This was grown using the Bridg-
man–Stockbarger technique with no deviation from
stoichiometry. The carrier density for both semiconduc-
tors was determined from Hall measurements. The
semiconductor surfaces were prepared by cleavage in
air. They were not subjected to any additional treatment
(mechanical, chemical, or thermal). Heterojunctions
were fabricated by fitting onto an optical contact [11].
The thickness of GaSe substrates was 1–1.5 mm, and the
thickness of bismuth chalcogenide was 0.1–0.2 mm. The
area of the samples investigated was s ≈ 0.3 cm2. Cur-
rent-carrying contacts both from the GaSe side and
from the Bi2Te3 side were deposited by In alloying at
150–180°C and retained nonrectifying properties over
the entire range of current densities investigated. Het-
003 MAIK “Nauka/Interperiodica”
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erostructures thus formed possess clearly pronounced
rectifying properties in a wide temperature range. For a
voltage of 1.5–2 V, the forward current exceeds the
reverse one by no less than a factor of 5 × 103. The for-
ward portion of the I–V characteristic corresponds to
the positive voltage applied to GaSe.

To determine the mechanisms of current flow across
the heterostructure, the forward and reverse I–V charac-
teristics were measured in the voltage range from –11
to +11 V at various fixed temperatures from 230 to
333 K. Three methods of measurements were used.

(i) Measurement by varying the voltage applied to
the structure with a certain step (a static I–V character-
istic). The rate of varying the voltage (both increasing
and decreasing) was varied in the range of 10–200 mV/s.
Variation in the rate caused no variations in the shape of
the I–V characteristic. The measurements were carried
out using an H.F.-FRA-1255&1286 amplitude–fre-
quency analyzer. The measuring complex was con-
trolled using a CorrWare-v.2.2 program.

(ii) Measurement by specifying certain values of
bias voltage (by points). The values of the voltage and
the current were fixed during the third second after
applying a bias to the structure.

(iii) The ac measurement at a frequency of 50 Hz.
A typical static I–V characteristic of the p+-Bi2Te3–p-

GaSe structure at T = 290 K is shown in Fig. 1 (curves 1,
2). Dependence 1 corresponds to varying the bias volt-
age applied to the structure from –11 to +11 V, and
dependence 2 corresponds to the reverse variation of
the voltage. As can be seen from Fig. 1, the I–V charac-
teristic includes a portion with a negative differential
conductivity (NDC). In the case of measuring the I–V
characteristic by points, the shape of the characteristic
remains qualitatively the same (Fig. 1, curve 3). How-
ever, starting from bias voltages V * 4.5 V, a certain
delay in the current density from dependences 1 and 2
was observed. Measurements of the ac I–V characteris-
tic (dynamic I–V characteristic) showed no evidence of
an NDC portion. Only the variation in the position of
the forward portion from position 4 to position 5 (see
Fig. 1) with a relaxation time of 4–6 s was displayed by
an oscillograph. This observation indicates that the pro-
cesses governing the emergence of NDC in the
p+-Bi2Te3–p-GaSe structure are slow. In this case, the
forward portion of the I–V characteristic was in state 3
for 4–6 s, whereas it was in state 4 for a time interval
that was an order of magnitude shorter. Upon illumina-
tion of the heterojunction by light with a power of
100 mW/cm2, the emergence of an NDC portion was
also observed in the reverse portion of the I–V charac-
teristic (see inset in Fig. 1).

The investigations carried out demonstrated that
the electrical properties of isotype Bi2Te3–GaSe het-
erostructures are independent of whether the struc-
tures were fabricated within 5–6 min after cleavage of
SEMICONDUCTORS      Vol. 37      No. 2      2003
contacting semiconductors or within 30 min. How-
ever, a dependence of electrical properties on the
impurity concentration in GaSe was found. Thus, for
the GaSe substrate with a majority carrier density p =
2.7 × 1016 cm–3, a shift of the onset of the NDC portion
to lower bias voltages V ≈ 3.5 V was observed. Alterna-
tively, with decreasing carrier density in GaSe, the
NDC portion shifted to higher voltages. For example,
for p = 6 × 1015 cm–3, the onset of NDC was fixed at
V ≈ 8.5–9 V. Another special feature of the heterostruc-
ture under investigation is that the diffusion potential,
which was determined from the C–V characteristic
(0.1 eV), diverges considerably with the current-cutoff
voltage of the I–V characteristic for relatively high volt-
ages (≈1.2 eV). The current-cutoff voltage is used to
estimate the potential-barrier height [12]. The C–V
characteristics were measured according to the proce-
dure [13] using an H.F.-FRA-1255&1286 analyzer
under the control of a ZPlot-v.1.5 program.

3. DISCUSSION

First of all, it should be noted that the investigation
of the temperature dependence of resistivity for GaSe
and Bi2Te3 gives no grounds to relate the NDC portion
of the p+-Bi2Te3–p-GaSe heterostructure to the effect of
temperature on the conduction of one (or both) of the
contacting semiconductors. Making allowance for the
degeneracy of hole gas in Bi2Te3, the emergence of
NDC also cannot be explained by using a tunnel diode
model. Even under equilibrium conditions, the valence
band of p-GaSe is located facing the levels allowed for
Bi2Te3.
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Fig. 1. Typical static (1, 2), dynamic (4, 5), and measured
by points (3) current–voltage characteristics of the
p+-Bi2Te3–p-GaSe isotype heterostructure at T = 290 K.
Reverse portions of the static current–voltage characteristic
of the structure in dark (6) and under illumination (7) are
shown in the inset. The majority carrier density for GaSe
was p = 9.5 × 1015 cm–3 at room temperature.
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It is known that slow processes can be caused either
by a system of charged particles, which possess ensem-
ble properties [14], or by the recharging of surface
states located in the oxide layer [15–17]. The former
assumption seems to be rather improbable. Even mak-
ing allowance for the injecting role of nonrectifying
contacts in a system consisting of a rear nonrectifying
contact In and p+-Bi2Te3–p-GaSe, plasma formation for
the forward bias is possible only in Bi2Te3. However,
the resistivity of Bi2O3 is substantially lower compared
with that of GaSe. Because of this circumstance, the
variation in the voltage applied to bismuth chalco-
genide will cause no noticeable variation in the voltage
across the heterostructure. The injection of minority
carriers through p+-Bi2Te3 into GaSe is also impossible
due to the high potential barrier for electrons, which is
caused by the conduction-band offset ∆Ec for contact-
ing semiconductors.

In spite of the fact that the GaSe surface is consid-
ered inert to atomic adsorption from the atmosphere
[5−7], it is our opinion that the latter assumption is
more realistic. The experimentally observed hysteresis
(Fig. 1, dependences 1, 2), which is characteristic of
certain types of insulator films [15], is also indicative
of the presence of an oxide layer at the interface
between contacting semiconductors. Indeed, it is
known that an ultrathin oxide layer exists at the inter-

Bi2Te3 GaSe

Localized states

Fig. 2. Energy-band diagram of a p+-Bi2Te3–p-GaSe het-
erostructure under equilibrium conditions.

Thermionic
emission Thermionic

emission decays

Tunneling

– + ++–

Fig. 3. Energy-band diagram of a forward-biased
p+-Bi2Te3–p-GaSe heterostructure.
face in GaSe-based structures [18–20]. On the one
hand, the data [18, 19] refer to heterostructures fabri-
cated at temperatures which considerably exceed room
temperature (T = 400–450°C), where the growth of
native oxide is rather intense [21]. On the other hand,
Bakumenko et al. [20] reported on the influence of
keeping GaSe substrates in air on the work function of
this material. According to [20], even within several
minutes (the characteristic time is 5–6 min), the GaSe
surface is covered with a Ga2O3 layer ~0.6–0.8 nm
thick. Then, oxide growth is substantially decelerated.
Within 96 h, its thickness increases by a factor of no
more than 1.5. It seems likely that this circumstance
explains the identity of electrical characteristics of het-
erojunctions which were fabricated within 5–6 and
30 min after cleavage of contacting semiconductors.

An energy-band diagram of the p+-Bi2Te3–p-GaSe
heterostructure under equilibrium conditions is shown
in Fig. 2. Allowance is made for a thin insulator layer
(the bandgap Eg for Ga2O3 is 4.6 eV [22]) and deep-
level traps localized in this layer. When constructing the
energy diagram, Eg for GaSe and  for Bi2Te3 were set
at 2.0 [23] and 0.17 eV [24], respectively. The surface
bending of bands, which is equal to ϕ0 = 0.1 eV for
GaSe, as mentioned above, was determined from the
C–V characteristic. The position of the Fermi level for
GaSe was determined from the formula [25]

(1)

where EF and EV is the energy position of the Fermi
level and the valence-band top for the base semicon-
ductor, respectively; k is the Boltzmann constant; T is
the absolute temperature; p is the equilibrium majority-
carrier density; NV = 2(2πmpkT/h2)3/2 is the effective
density of states for the valence band; and mp is the effec-
tive hole mass. Setting mp = 1.34m0 for GaSe [24], we
calculate ∆µ = 0.215 eV at 300 K. The Fermi level posi-
tion for Bi2Te3 ∆µ' was estimated from the formula [26]

where  and  are the energy positions of the Fermi
level and the valence band top for Bi2Te3, respectively;
and F1/2 is the Fermi integral. As a result, ∆µ' =  –

 equals ∆µ' ≈ (3–5) × 10–2 eV at room temperature.

As can be seen from Fig. 2, the bands are flat in
GaSe even at moderate forward biases V * (2–3)kT
(Fig. 3). Thus, the structure under investigation is sim-
ilar to a classical metal–insulator–metal system with
the only difference in that the majority carriers are
holes rather than electrons in the case under consider-
ation. According to [15–17], charge transport in such a
system is controlled by the thermionic emission and is
described by the expression

(3)

Eg'

∆µ EF EV– kT NV / p( ),ln= =

p 4π 2mPkT /h2( )3/2
F1/2 EV' EF'–( )/kT[ ] ,=

EF' EV'

EF'

EV'

I IS eV /kT 1–( ),exp=
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where IS = A*T2exp(–Wm/kT) is the saturation current,
A* = 4πmpk2e/h3 is the effective Richardson constant,
and Wm is the anode work function. In the case under
consideration, the Wm quantity in the formula for IS

should be replaced by the work function for the semi-
conductor into which the majority carriers are injected
for the forward bias. This semiconductor is Bi2Te3, and

Wm = χ +  + ∆µ', where χ is the electron affinity of
the semiconductor. Charge transport in a metal–semi-
conductor–metal system can also proceed via tunnel-
ing. However, we do not consider this case, since tun-
neling implies that the current is independent of tem-
perature (or IS depends on T very weakly), which
contradicts the experimental data.

Thus, for a forward bias across the p+-Bi2Te3–p-
GaSe heterostructure, a major part of the voltage drops
across the insulator layer. This is caused by a low
potential-barrier height for GaSe (0.1 eV) and, conse-
quently, low resistance of the space charge region
(SCR). Upon reaching a certain forward bias, the
valence band of GaSe descends to the level of localized
states in an insulator (slow levels) (Fig. 3). In this case,
a fraction of the holes from GaSe tunnels to these states.
The charge, which introduces holes into the insulator,
causes both the barrier height (solid lines with arrows
instead of dotted lines in Fig. 3) and, in its turn, the ther-
mionic current to increase. The states localized in the
insulator can also contribute to carrier transport through
the insulator, for example, via multistep tunneling.
However, these processes are slow and ineffective com-
pared with thermionic emission. Even the emergence of
certain positive charge feedback is possible: the larger
the number of holes tunneling into localized states in
the insulator, the higher the barrier. Because of this cir-
cumstance, it is energetically favorable for an even
larger number of holes to tunnel into the insulator, and
so on. The further increase in the current with increas-
ing forward bias is caused by the fact that the valence
band of GaSe descends below the localized slow states
and the capture of charge carriers by traps becomes
impossible.

For a reverse bias, the SCR located in GaSe has a
higher resistivity than that of the insulator. Because of
this circumstance, the major part of the voltage applied
to the p+-Bi2Te3–p-GaSe structure drops across the
SCR (Fig. 4). For the region of low reverse biases, the
dependence I = f(V) is sublinear, which is characteristic
of currents controlled by generation–recombination
processes in the SCR. For voltages |V | * 0.4–0.5 V, a
slow increase in the current changes to a steeper super-
linear rise, which is most probably associated with car-
rier tunneling through the barrier in GaSe. Such an
assumption is quite plausible if we take into account
that the potential barrier in GaSe takes a parabolic
shape under the action of image forces. For a barrier

Eg'
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with a parabolic shape, the tunnel current is described
by the expression [16]

(4)

where ε and ε0 are the dielectric constants for the semi-
conductor and free space, respectively. According to
expression (4), the I–V characteristic for carrier tunnel-
ing through the barrier should be a straight line in coor-
dinates

which is in fact observed experimentally (Fig. 5, depen-
dence 1).

The situation changes for a heterostructure exposed
to light. Illumination affects the barrier located in GaSe
and leads to flattening of the bands in GaSe. The situa-
tion becomes similar to a forward-biased heterostruc-
ture, with the only difference in that the holes now
move in the reverse direction (from Bi2Te3 into GaSe).
The larger part of the voltage applied to the structure
now drops across the insulator, and the overbarrier cur-
rent of the thermionic emission becomes the dominant
mechanism of charge transport through the insulator
(Fig. 4). The NDC occurs when the valence band of
Bi2Te3 approaches the slow states localized in the insu-
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lator. The current reaches saturation and then starts to
decrease with increasing applied potential owing to
positive feedback (Fig. 4). An increase in the current
with further increase in the reverse bias is associated
both with the descent of the Bi2Te3 valence band below
slow states and with tunnel breakdown of the hetero-
structure.

It should also be noted that the charge transport
above the barrier formed by the insulator in the metal–
insulator–metal system implies that the insulator con-
ductivity is equal to zero and predetermines the value of
the ideality coefficient for the I–V characteristic n = 1:

As the applied voltage increased, the coefficient took
the value n = 2 over the entire temperature range under
investigation (Fig. 5, dependences 2–5). At the same
time, the I–V characteristic of the structure for voltages
V * 3kT is described by the expression I ∝  expV1/2

(Fig. 6, dependences 1–4). This is typical of both
Schottky emission [16],

(5)

and Frenkel-type ionization [16],

(6)

where d is the insulator thickness, εi is the dielectric
constant of the insulator, and  denotes the trap depth
rather than the barrier height. The linearity of the 1/T
dependence of ln(1/T2) (Fig. 6, dependence 5) suggests
that Schottky emission is favorable. This is also con-
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peratures T = (2) 238, (3) 263, (4) 293, and (5) 323 K.

1

firmed by the fact that the barrier height for the semi-
conductor–insulator–semiconductor contact, which
was determined from the relationship [16]

(7)

equals ϕB ≈ 1.2 eV at T = 295 K. This is in good agree-
ment with the current cutoff voltage and explains the
difference between this quantity and the contact poten-
tial difference determined from the C–V characteristic.
However, the thickness of the insulator layer, which
was found from the relationship [15]

(8)

(β is the slope of the I–V characteristic in the coordi-
nates lnI = f(V1/2)), equals ≈2 nm, which somewhat
exceeds the value expected (0.6–0.8 nm, according to
[20]). Such a discrepancy can be explained by a number
of reasons. First, when analyzing the experimental
results, we made allowance for the presence of native
oxide at the GaSe surface only. However, a similar
oxide layer can also be formed at the Bi2Te3 surface.
Allowance should also be made for the air gap between
two contacting semiconductors. In this case, formally
dividing the quantity obtained from relationship (8) by
three, we obtain good agreement with the results
reported by Bakumenko et al. [20]. Second, recent
investigations of native GaSe oxide [4] indicate that it
can also consist of GaO and Ga2O rather than Ga2O3
only. The dielectric constants for these oxides differ
from this quantity for Ga2O3. Allowance made for this
circumstance can affect the results obtained from for-
mula (8). Third, charge transport through the insulator
can also be controlled by currents limited by the space
charge rather than by the Schottky emission only. This
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is confirmed by the dependence of the current on the
forward voltage, which is close to quadratic.

4. CONCLUSIONS

Thus, the suggested model explains well the reasons
for the emergence of negative differential conductivity
(NDC) in a forward-biased p+-Bi2Te3–p-GaSe isotype
heterostructure and in a reverse-biased structure, which
were also illuminated. In addition, it is possible to make
the following conclusions.

(i) With the use of Dy-doped GaSe substrates, struc-
tures with series resistance typical of industrial Si
diodes can be fabricated.

(ii) For the interpretation of experimental results and
the development GaSe-based semiconductor devices,
allowance should be made for the influence of the inter-
face.

(iii) The electrical properties of the forward-biased
heterojunction and of the reverse-biased heterojunction
under illumination are determined by the interface
properties and imply the existence of an ultrathin oxide
layer at the surface of contacting semiconductors.

(iv) Rectification in the system under investigation
is attained due to a barrier at the semiconductor–insula-
tor interface. This explains the distinction between the
contact potential difference for GaSe and the cutoff
voltage of the current–voltage characteristic.

(v) The principle mechanism determining charge
transport in a forward-biased p+-Bi2Te3–p-GaSe hetero-
structure is the Schottky emission, which does not
exclude the simultaneous possibility of the flow of cur-
rents limited by the space charge.

(vi) The electrical properties of the structure under
investigation without illumination are determined by
the properties of the potential barrier located in GaSe.

(vii) The emergence of NDC in the p+-Bi2Te3–p-
GaP structure is associated with the localization of deep
traps in the insulator layer.
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Abstract—Photosensitive structures based on single crystals of the ZnIn2S4 ternary compound were fabricated
and studied for the first time. The optoelectronic properties of this compound and corresponding structures were
analyzed using the results of measurements of the optical-absorption spectra of ZnIn2S4 crystals, steady-state
current–voltage characteristics, and photosensitivity of the structures at T = 300 K. It is concluded that surface-
barrier structures and heterojunctions based on ZnIn2S4 can be used as wide-band photodetectors of natural
optical radiation. © 2003 MAIK “Nauka/Interperiodica”.
Effects to make the atomic composition of diamond-
like materials more complex is one of the main lines of
development in modern semiconductor science and
technology; as a result of research in this field, the
range of semiconducting materials is widening and new
physical phenomena are being discovered [1, 2].

Numerous AII  ternary compounds belong to
promising multicomponent semiconductors; even early
studies of these compounds have shown that some of
them can be applied to optoelectronics [3–6]. The con-
ventional methods for growing these materials make it
possible to obtain only crystals with n-type electrical
conductivity [3]. Therefore, in order to realize the

potential of AII  compounds in optoelectronics,
it is topical, at present, to develop the foundations for
the formation of efficient energy barriers in correspond-
ing structures. In this paper, we report data related to
the fabrication and investigation of photosensitive
structures based on homogeneous ZnIn2S4 (ZIS) crys-
tals.

1. Photosensitive structures were fabricated using
ZIS single crystals grown by gas-transport reactions.
This method made it possible to obtain plane-parallel
plates with dimensions of ≈15 × 15 × 0.1 mm3; in trans-
mitted white light, these plates had a uniform light-
orange color. X-ray diffraction analysis of ZIS single
crystals has shown that the method employed makes it
possible to obtain crystals which belong to the R3m

point group with a ( ) symmetry and have unit-cell
parameters aH = 3.8697 ± 0.0006 Å and cH = 37.0145 ±
0.0057 Å (aR = 12.539 Å, αR = 17°45') at T = 300 K.
These parameters are consistent with relevant pub-
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lished data [3, 7]. The level of the structural quality of
the crystals obtained made it possible to radically
improve the accuracy in determining the parameters aH

and cH in comparison with published data [7]. Undoped
ZIS crystals have “dark” resistivity ρ ≅  108–109 Ω cm
at T = 300 K.

2. Studies of contact phenomena in ZIS crystals
with a fairly high resistivity have made it possible to
observe the phenomenon of rectification in surface-bar-
rier structures formed by the vacuum deposition of
semitransparent layers of pure In onto the freshly
cleaved surface of ZIS plates with average dimensions
of 10 × 10 × 0.1 mm3. In Fig. 1, we show a typical
steady-state current–voltage (I –V) characteristic of one
of the In/ZIS structures at T = 300 K. A negative exter-
nal-bias voltage applied to the barrier contact corre-
sponded to the conducting state for all obtained struc-
tures. The forward portion of I–V characteristics in the
structures subjected to bias voltages U > 5 V are typi-
cally described by the relation

where the cutoff voltage U0 ≈ 5 V and the residual resis-
tance R0 ≅  107–108 Ω at T = 300 K. The reverse current
of these structures without illumination is described by

the power law Ir ∝  , which can be related to an
imperfect periphery of the structures. When the struc-
tures are exposed to the integrated light of an incandes-
cent lamp (≈100 W), the forward and reverse currents
increase by a factor of ≈103, whereas the shape of the
I−V characteristics does not change much.
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The photovoltaic effect was observed for the first
time in In/ZIS surface-barrier structures; this effect was
typically dominant when the structures were illumi-
nated from the barrier-contact side. The photovoltage
sign was independent of both the incident-photon
energy and the location of an optical probe at the sur-
face of the structures. The photovoltage was invariably
positive at the substrate crystal, which is consistent
with the rectification direction in the In/ZIS structures
under consideration. When the barrier side of the struc-
tures was exposed to the radiation of a GaN light-emit-
ting diode (≈10 mW), the photovoltage in the best
structures was as high as 20 mV and was much higher
than in the case of illumination with an incandescent
lamp of higher power. As can be seen from the table, the
highest voltage photosensitivity for the structures under

consideration is  ≅  10 V/W under illumination from
the barrier-contact side. Typical spectral dependences
of the relative quantum efficiency of photoconversion η
for several In/ZIS structures are shown in Fig. 2; the
parameters of one of the best structures are listed in the
table. If these structures are illuminated from the con-
tact-barrier side (Fig. 2, curves 1, 3, 4), photosensitivity
is observed in a wide spectral range, from 0.8 to 3.8 eV.
If the structures are illuminated from the side of the
crystalline substrate (d = 0.1–0.3 mm; see Fig. 2, curve 2),
a sharp falloff is observed at short wavelengths ("ω >
2.5 eV) in the η spectrum and is related to a rapid
increase in the absorption of radiation in the crystalline
substrate; the location of this falloff on the photon-
energy scale is governed by the substrate thickness d.
As d increases, the short-wavelength falloff of η shifts
to longer wavelengths owing to an increase in the dis-
tance between the layer with photogenerated charge
carriers and the active region of the surface-barrier
structure. The long-wavelength portion of spectral
dependences (see Fig. 2, curves 1–4) is virtually inde-
pendent of the side from which the structure is illumi-
nated; this observation indicates that radiation is
absorbed in the bulk of the structure. The spectral
dependences are linearized in the coordinates (η"ω)1/2

(Fig. 3); notably, two cutoff photon energies (ϕ1 ≅  0.8–
1.1 eV and ϕ2 ≅  1.5–1.8 eV) are observed, as a rule,
when the dependences (η"ω)1/2("ω) are extropolated to
the abscissa. Observation of the Fowler law in the pho-
tosensitivity spectra of the surface-barrier In/ZIS struc-
tures under consideration is related to photoemission of
charge carriers from the metal into the semiconductor;
therefore, the cutoff energies ϕ1 and ϕ2 can be identified
with potential-barrier heights. Apparently, the fact that
the values of ϕ1 and ϕ2 vary from structure to structure
within the aforementioned ranges may be caused by the
possible influence of the In/ZIS surface state and con-
ditions of the structures' fabrication on the parameters
of the resulting barriers. At the same time, the presence
of two barriers differing in height may suggest that spe-
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cial features of emission of photogenerated charge car-
riers are caused by the complex energy spectrum of the
crystals under consideration. As the photon energy
increases, the emission is controlled, at first, by the
lower level in the band gap of ZIS crystals and then by
the upper level.

The spectral dependences of the optical-absorption
coefficient α for ZIS crystals used for fabricating pho-
tosensitive structures are shown in Fig. 2 (curves 5, 6).
It can be seen that an exponential increase in α sets in
at "ω > 2.5 eV, which is consistent with the energy
position of the short-wavelength falloff in the spectra of
In/ZIS structures (Fig. 2, curves 2–4). This observation
makes it possible to unambiguously relate the falloff of
η at "ω > 2.5 eV to an increase in the optical absorption
of ZIS crystals as a consequence of the onset of inter-
band absorption.

The ZIS crystals are found to be similar to pseudo-

direct-gap AII  compounds by the value of SBIVC2
V

Photoelectric parameters of structures based on ZnIn2S4
crystals (T = 300 K)

Type of the 
structure "ωm, eV S, eV–1 δ, eV , V/W

In/ZIS 3.05–3.28 11 0.85 10

n-InSe/ZIS 2.3 20 0.50 1

p-GaSe/ZIS 2.4 10 0.43 50
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Fig. 1. The steady-state current–voltage characteristic of an
In/ZIS surface-barrier structure at T = 300 K. Positive polar-
ity of external bias applied to the ZIS crystal corresponds to
the conducting state of the structure.
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[8, 9]. Extrapolation of the portion of the sharp increase
in the spectrum of α for ZIS crystals makes it possible
to estimate the energy of band-to-band transitions at E' ≅
2.6 eV. The similarity of ZIS crystals to AIIBIV  com-
pounds also manifested itself in the spectral depen-
dences of η. This similarity consists in the fact that a
decrease in photosensitivity is observed in the spectra
of η in the vicinity of "ω ≅  2.5 eV both for In/ZIS struc-
tures illuminated from the barrier-contact side and for a
Cu/ZnSiP2 structure [10]; this decrease in photosensi-
tivity can be related to the increasing role of charge-car-
rier surface recombination at "ω > 2.5 eV (Fig. 2,
curves 3, 4). In some of the structures, an increase in
photosensitivity (with inflection in the region of E' and
a subsequent exponential increase in η) is observed
(Fig. 2, curve 1) instead of the short-wavelength falloff
of η; apparently, this anomalous behavior is indicative
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Fig. 2. Spectral dependences of (curves 1–4) the quantum
efficiency of photoconversion η in surface-barrier In/ZIS
structures and (the inset, curves 5, 6) the optical-absorption
coefficient α in ZIS crystals at T = 300 K. The structures
were illuminated from (curves 1, 3, 4) the barrier side and
(curve 2) the ZIS crystal side. Curves 1 and 2 correspond to
sample 5; curve 3, to sample 7; curve 4, to sample 8; and
curves 5 and 6, to sample 10. The plate thickness d = (1–4)
0.15, (5) 0.155, and (6) 0.045 mm. Curves 1–4 are shifted
along the vertical axis.
of an increase in the energy-barrier strength, which, in
turn, ensures that surface recombination is suppressed.

An exponential increase in the photosensitivity of
the structures at "ω > 2.7 eV and an inflection at "ω ≅
2.88 eV (Fig. 2, curves 1, 2, 4) can be related to the
onset of band-to-band transitions in ZIS. It is worth not-
ing that the photon energy "ω = 2.88 eV corresponding
to the inflection in the η spectra coincides with the ZIS
band gap E1 determined from optical-absorption spec-
tra [3]. An increase in the photosensitivity of In/ZIS
structures at "ω > 2.88 eV with the subsequent forma-
tion of an absolute maximum at E2 = 3.1 eV may be
indicative of a complex energy-band structure of ZIS,
which has not been adequately studied [11–13].

It should be specially emphasized that the ratio
between photosensitivity at "ω ≅  3.1 eV and photosen-
sitivity at "ω ≅  2.5 eV for the investigated In/ZIS struc-
tures varies from 2 to 0.8, which can be caused by
changes in the concentrations and types of structural
defects. This circumstance suggests that the photosen-
sitivity spectra of In/ZIS structures can be used to ana-
lyze the growth conditions of ZIS crystals.

3. In addition to surface-barrier ZIS-based struc-
tures, we also explored the possibility of obtaining a
heterojunction in ZIS crystals. We used the method of
depositing semiconductors onto an optical contact [14].
This is related to the high structural quality of (0001)
planes, which can be easily obtained by splitting the
ZIS plates. We used InSe (n = 2 × 1017 cm–3) and GaSe
(p = 3 × 1016 cm–3) crystals as the second components
for the heterojunction. These crystals can be easily split
owing to their layered structure; they then form mirror
planes with a natural cleavage. Using a simple superpo-
sition of ZIS plates onto n-InSe and p-GaSe wafers, we
obtained heterojunction structures which can be illumi-
nated both from the wide-gap ZIS side and from the
side of the InSe and GaSe wafers.

Steady-state I–V characteristics indicate that the
n-InSe/ZIS and p-GaSe heterojunctions reproducibly
exhibit a moderate rectification ratio (the ratio between
the forward and reverse currents at U = 20 V equals
about 2 to 4 for different heterojunctions); notably, the
conducting state in these heterojunctions corresponds
to a negative external bias voltage applied to InSe in
n-InSe/ZIS structures and to a positive bias voltage
applied to GaSe in p-GaSe/ZiS structures. The photo-
sensitivity of these heterojunctions prevails when they
are illuminated from the ZIS side, whereas the sign of
the photovoltage is independent of the side from which
the structure is illuminated and is coincident with the
direction of rectification. The residual resistance of
both heterojunctions is close to that measured in sur-
face-barrier structures.

The spectral dependences of the relative quantum
efficiency of photoconversion in typical heterojunc-
tions are shown in Fig. 4. Some parameters of typical
heterojunctions are listed in the table.
SEMICONDUCTORS      Vol. 37      No. 2      2003
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The main special features of spectra of η for newly
fabricated heterojunctions are the following. The pho-
tosensitivity of each of the heterojunctions is observed
in the spectral range which is limited on the long-wave-
length side by interband absorption in the narrow-gap
portion of the heterojunction. The long-wavelength
exponential falloff of η was used to determine the char-
acteristic slope S = δ(lnη)/δ("ω). Inflections in photo-
sensitivity spectra recorded with the heterojunction
being illuminated from the ZIS side (Fig. 4, curves 1, 2)
and the short-wavelength falloff of η in the situation
where the heterojunction is illuminated from the side of
III–VI wafers (Fig. 4, curves 1', 2') correspond to inter-
band absorption in the InSe and GaSe crystals, respec-
tively [7]. The spectral range of photosensitivity for
heterojunctions narrows as the band gap of the III–VI
crystal widens; however, the positions of photosensitiv-
ity maxima "ωm in these heterojunctions are closely
spaced, since these positions are controlled by absorp-
tion in the same ZIS crystal. At the same time, certain
differences in the spectral position of the short-wave-

21
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3

1

2

0
"ω, eV

(η"ω)1/2, arb. units

Fig. 3. Dependences of (η"ω)1/2 on the photon energy "ω
for In/ZIS structures at T = 300 K. Structures were illumi-
nated from the barrier side. Curve 1 corresponds to sample 5;
curve 2, to sample 9; and curve 3, to sample 17.
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length cutoff are caused by variations in the thickness
of the ZIS plates used in the heterojunction. We draw
attention to the observation that the width of the photo-
sensitivity band at its half-height δ is virtually the same
for heterojunctions with different III–VI components
(see table). This circumstance is caused by the fact that
the highest photosensitivity is observed in the region of
a steep increase in absorption in ZIS in both heterojunc-
tions (Fig. 2, curves 5, 6). It is also noteworthy that the
contribution of optical absorption in the InSe narrow-
gap component of the InSe/ZIS heterojunction to the
photosensitivity (Fig. 4, curve 1) is smaller than that in
GaSe of the GaSe/ZIS heterojunction (Fig. 4, curve 2).
These distinctions are caused by the higher doping level
of InSe compared to that of GaSe; as a result, the active
region in the GaSe/ZIS heterojunction is largely shifted
to ZIS, in contrast to what occurs in the GaSe/ZIS het-
erojunction.

Thus, single crystals of the ZnIn2S4 ternary com-
pound can be employed in the development of photo-
sensitive structures designed to operate in the spectral

1 meV

η, arb. units

2.51.5
"ω, eV

102

103

104

1.24

1'

2'

2.3 2.4

2.0

2

1

10

Fig. 4. Spectral dependences of relative quantum efficiency
of photoconversion η in the (1, 1') n-InSe/ZIS and (2, 2')
p-GaSe/ZIS heterojunctions at T = 300 K. The structures
were illuminated from the (curves 1, 2) ZIS side, (curve 1')
InSe side, and (curve 2') GaSe side.
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range of 1–3.5 eV. The results of studying the photosen-
sitivity spectra of corresponding surface-barrier struc-
tures and heterojunctions can be used in monitoring the
quality of ZIS single crystals.
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Abstract—The mechanism of charge transport in Fe–p-InP diode structures and its dependences on illumina-
tion and magnetic field were investigated. It is shown that a double injection in a drift approximation into a high-
resistivity π-layer is the main mechanism of charge transport. Phenomena of the suppression of a forward cur-
rent with light (negative photoresponse) and a sharp increase in the differential resistance in a magnetic field
are observed and discussed. © 2003 MAIK “Nauka/Interperiodica”.
It is known that doping of n-InP with Fe is the main
method for obtaining semi-insulating crystals which
are widely used in fabricating transistor structures,
lasers, photodiodes, and photodetectors. Numerous
investigations of the electrical and photoelectric char-
acteristics of bulk InP:Fe crystals were carried out, and
semi-insulating layers obtained by Fe implantation
were investigated [1].

Due to investigations of Au–n-InP:Fe diode struc-
tures, the process of enhancement of the photocurrent,
which is associated with the formation of a static
domain, is revealed [2]. However, in the course of
investigations of diode structures formed by a metal
and InP, the structure with an Fe barrier contact was not
investigated. In this paper, certain results of the investi-
gation of the electrical and photoelectric characteristics
of the Fe–p-InP structure are reported.

The samples were fabricated using Fe deposition by
thermal evaporation. For the fabrication of the struc-
tures, Czochralski-grown bulk p-InP crystals with a
hole concentration p0 = 3 × 1016 cm–3 were used. It
turned out that the Fe deposition on the n-InP crystals
did not give rise to a barrier contact. Armco iron with a
purity no lower than 99.9 % (attained by purification by
melting in an electromagnetic field) was used as the
starting Fe material. The substrate temperature was
≈200–230°C. Deposition was carried out in vacuum at
no lower than (3–5) × 10–6 Torr. The Fe layer thickness
was ≈0.1 µm. Nonrectifying contacts were formed by
deposition of the Ag/Zn alloy.

The current–voltage (I–V) characteristics and the
influence of illumination and a magnetic field on them
were investigated.

Figure 1 shows the I–V characteristics (forward por-
tion) which were recorded for a typical sample of the
Fe–p-InP diode structure at T = 300 and 100 K. A char-
acteristic feature of the curves, which are plotted on a
log–log scale, is the existence of two parts. For low bias
voltages (curve 1, T = 300 K), an almost ohmic depen-
dence with a certain spread from sample to sample is
1063-7826/03/3702- $24.00 © 20183
observed. For higher bias voltages, a power-law depen-
dence with the exponent n = 3.3–3.4 is observed, i.e.,

(1)

A decrease in temperature changes the character of
the dependence. For the first portion, I ∝  V 2.1, whereas
for the second portion, I ∝  V 5–5.5. Such a dependence
may indicate that the mechanism of double injection in
the drift approximation is predominate [3, 4]. According
to the theory, the ohmic portion in the I = f(V) curve
should be succeeded by the following portion in the
semiconductor mode (for the p-active region):

(2)

The insulator mode is characterized by the current

(3)
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Fig. 1. Current–voltage characteristics (forward portions)
of the Fe–p-InP structure at temperatures T = (1) 300 and
(2) 100 K.
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In expressions (2) and (3), p0 and n0 are the equilib-
rium carrier concentrations, q is the elementary charge,
d is the thickness of the active (high-resistivity) region,
and the other symbols take their conventional meanings.
Consequently, the above-mentioned active region, which
was formed in the course of Fe deposition, should exist
in the Fe–p-InP diode structure—the so-called π-layer.
The formation of this layer can be a consequence of
certain factors. It seems likely that Fe ions diffuse into
the bulk upon heating and act as a compensating impu-
rity. Further, the ability of Zn atoms to interact with the
defects in the InP lattice with the formation of active
centers, including compensating ones, could play a
noticeable role [5]. It is possible that certain types of the
Fe–Zn complex are formed in this case.

It should be noted that large n values, which exceed 2
and 3 in expressions (2) and (3), respectively, are asso-
ciated with the increasing role of the diffusion compo-
nent from injecting contacts [4, 6]. In the case under con-
sideration, this phenomenon occurs at the Fe–π-layer
interface and at the π-layer–p-InP interface. As the
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Fig. 2. Temperature dependence of the forward current for
the Fe–p-InP structure.
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Fig. 3. Suppression of the forward current (Id – Il) as a func-
tion of the bias. Temperature T = (1) 300 and (2) 100 K.
applied voltage increases, the boundaries of diffusion
regions shift closer to each other, thus decreasing the
effective thickness of the drift region def = d – ddif1 –
ddif2. This affects the analytical form of dependences (2)
and (3), in which def should now be substituted for d,
whereas the exponents increase to n > 2 and to n > 3. In

this case, in the semiconductor mode, I ∝  ,
where m is about 2 or 3, and the ambipolar diffusion
length [3] is given by

(4)

For further estimations of the charge transport
mechanism and characteristics of the π-layer, the tem-
perature dependence of the forward current for a fixed
bias V = 0.8 V in the range of 100–300 K was measured.
This corresponded to the second portion of the I–V
characteristic with the values n > 3. The temperature
dependence of current is shown in Fig. 2, and the acti-
vation energy ∆E = 0.24 eV is determined from the
exponential-law portion. From a comparison of depen-
dences (2) and (3), temperature variation of the equilib-
rium concentration p0 in the semiconductor mode
should be expected. We may assume that the variation
in mobilities µn and µp in the temperature range inves-
tigated is slight. As for variation in τ, it is also moderate
(by a factor of 2–3). This was demonstrated by mea-
surements of the photocurrent dependence for the
reverse bias, which is determined mainly by the life-
time τp. Thus, the activation energy of 0.24 eV deter-
mines the position of a deep compensated-impurity
level. In this case, as it is known,

(5)

Thus, at T = 130 K and mp = 0.4m0, we have p0 ≈
108 cm–3. From formula (4), the estimation of La/d
yields ≈0.14–0.20. This ratio of the ambipolar diffusion
length to the π-layer thickness is moderate. This is
indicative of a large contribution of diffusion compo-
nents of the current to the overall charge-transport
mechanism. From the ohmic portion at T = 130 K, we
find the resistance R ≈ 1.6 × 105 Ω. In this case, d ≈
0.5 µm and, consequently, La ≈ 0.07–0.10 µm; i.e., the
lifetime τ is assumed to be in the range of 10–9–10–10 s.
An increase in n with decreasing temperature corre-
sponds to theoretical conclusions, implying an
increased contribution of the diffusion component to
the total current.

The effect of suppression of the direct current by
white or monochromatic light should be attributed to
the special features of the mechanism of charge trans-
port in the Fe–p-InP diode structure. Curves which
illustrate the difference between the forward dark cur-
rent without illumination by white light Id and with illu-
mination Il depending on the bias are shown in Fig. 3.

V
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The curves were recorded at T = 100 and 300 K. The
negative photosensitivity encompasses a wide bias
range at room temperature. The sign of Id–Il changes to
positive for Vcr ≈ 0.4 V, whereas Vcr ≈ 0.2 V at T = 100 K.
The dependence of the effect of suppression on the
spectrum of light is given in Fig. 4. This curve repro-
duces the spectral curve of conventional photosensitiv-
ity, and the magnitude of half-decay 1/2Il yields a value
of 1.35 eV, i.e., EG for InP. With respect to these specific
features, we may assume that the effect of suppression
of the direct current of the structure is associated with
the compensation of the intrinsic photocurrent with the
opposite sign. This current is generated by the Schottky
barrier at the interface formed by Fe and the π layer of
InP. The larger the generation of minority carriers, i.e.,
electrons into the π region, and the larger the rate of
recombination with dark holes, the stronger the effect
of suppression. This explains the spectral curve of sup-
pression (Fig. 4). The open-circuit voltage of the photo-
diode Schottky structure can be represented as [7]

(6)

where n is the nonideality coefficient; Jsc is the density
of the short-circuit current; A* is the effective Richard-
son constant; ϕB is the Schottky barrier height; C is a
constant; and χ and δ are the barrier height and the
thickness of the possible transition (oxide) layer,
respectively.

The calculated value A* for p-InP with mp = 0.4m0

is equal to ≈50 A/cm2 K2. We believed that there are no
additional transition layers between Fe and the π layer.
In this context, assuming that n ≈ 1 and ignoring the
third term in formula (6), let us estimate ϕB. For mea-
sured values Voc ≈ 1.4 × 10–6 V and Jsc ≈ 5 × 10–9 A, we
obtain ϕB ≈ 0.36 eV for monochromatic light λ = 0.90 µm
and T = 300 K. This value is close to Vcr (Fig. 3). In its
essence, this is a method for estimating the Schottky
barrier height from the effect of suppression of the for-
ward current by light. For V > Vcr, the Schottky barrier
flattens.
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Fig. 4. Spectral dependence of suppression of the direct cur-
rent.
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With a further increase in the bias (under constant
illumination), the double injection of dark carriers
changes to the double injection of photogenerated car-
riers. The analytically positive photosensitivity is given
by ∆Iph = Il – Id ∝  V2 and is to a large extent determined
only by the generation and recombination in the
π layer.

The temperature dependence of suppression of the
current is shown in Fig. 5. The effect is most clearly
pronounced at T ≈ 140 K and noticeably weakens near
room temperature. This dependence is mainly caused
by a temperature-related shift of the Fermi level or the
quasi-Fermi level for nonequilibrium electrons and
holes. In this context, the dependence is caused by vari-
ations in the activity of main recombination centers in
the processes of trapping and recombination of charge
carriers.

Note that the existence of the mechanism of double
injection into the high-resistivity compensated layer is
an attribute of the structures with the suppression of the
current by light. This follows from our results, as well
as from the data for a p-Si–n+-ZnO–n-ZnO–Pd struc-
ture [8].

A specific feature of a diode structure is the use of
ferromagnetic Fe as the barrier metal. In this context, it
was of interest to examine the influence of a magnetic
field on the charge transport of dark and photogener-
ated carriers. No variations in the forward or reverse
currents in fields of 1–20 kOe were found for either the
magnetic field parallel to the plane of the S (H || S)
structure or for the (H ⊥  S) orientation. However, the
variations in the photovoltage and photocurrent for the
H || S configuration exhibited characteristic features
(Fig. 6). The photocurrent for the short-circuit mode
decreases with increasing magnetic field, with a mini-
mum at Hcr ≈ 1.4 × 104 Oe. In contrast, the photovoltage

increases and ∆  =  –  is highest at approx-
imately the same Vcr.

It is known that for low photovoltages 

(7)
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Fig. 5. Temperature dependence of suppression of the direct
current.
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where Rd is the differential resistance for zero bias.
Thus, an increase in Vph is caused by an extremely sharp
rise in the differential resistance. Therefore, Rd, which
was recalculated for λmax = 0.76 µm at an identical
width of the monochromator slit, increases from 40 Ω
(H = 2.8 × 103 Oe) to 250 Ω (Hcr), i.e., by more than a
factor of 6. For the structure investigated, the differen-
tial resistance should be determined by the generation–
recombination component of the current, so that

(8)

From this it follows that variation in the lifetime τ0,
i.e., the variation in the mechanism and rate of recom-
bination for nonequilibrium charge carriers, governs
variation in Rd. In this context, we may conclude that
the magnetic field exerts a certain effect on recombina-
tion. A sharp variation in the magnetoresistance of
Si-based Schottky diodes was revealed [9]. This phe-
nomenon was explained by the intersection of levels,
which include magnetic sublevels of the triplet state of
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Fig. 6. Magnetic field dependence of (1) photovoltage and
(2) photocurrent for the Fe–p-InP structures.
a recombination center. This phenomenon affects the
recombination rate.

Under our experimental conditions, this effect
seems insignificant. Because of this circumstance, vari-
ation in the recombination rate should be explained by
a nonuniform distribution of recombination centers at
the heterostructure surface. More detailed elucidation
of the mechanism of a change in Rd in a magnetic field
calls for further investigation with the use of more
sophisticated experimental procedures.
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Abstract—On the basis of a complex investigation of the electrical and photoelectrical properties and the noise
characteristics of heterostructures formed of p-InSe and native oxide, the dynamics of barrier formation is fol-
lowed as a function of the temperature and time modes of oxidation. It is found that barrier formation occurs in
structures oxidized for &30 min at T = 400°C. With an increase in the oxidation time to 60 min, the barrier is
generally formed. The oxide film is a bilayer with different chemical compositions at the surface and at the
interface. The largest signal-to-noise ratios are obtained in the case of 1.5-h oxidation of the base material (T =
400°C) mainly because of a low dark current. Low dark currents are attained in such structures due to the devel-
opment of a rather homogeneous high-resistance interlayer. When p-InSe is oxidized for longer than 100 min,
the oxide becomes homogeneous. However, the type of conduction in the base semiconductor changes in this
case, which leads to a decrease in the barrier height and to an increase in the dark current. Due to this, the pho-
toelectrical parameters degrade. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Indium monoselenide (InSe) belongs to a wide-
spread class of layered III–V compounds. Substrates
with atomically smooth surfaces and a small number of
dangling bonds which call for no special treatment can
be prepared from this compound by cleavage in air.
This fact is stimulating the development and investiga-
tion of photosensitive InSe-based diode structures of
various types (Schottky barriers, metal–insulator–semi-
conductor structures, semiconductor–insulator–semi-
conductor structures, and heterojunctions). The lattice
mismatch of contacting materials is not as substantial
for structures based on layered semiconductors com-
pared with conventional semiconductors [1]. Due to
this circumstance, the results of investigations of new
heterojunctions including both semiconductors, e.g.,
AgIn5S8 [2], and unconventional materials in the device
industry, e.g., protein [3], systematically appear in the
literature.

It is known that one of the methods for the fabrica-
tion of heterostructures is the thermal treatment of the
starting material. A number of studies are devoted to the
investigation of InSe oxidation and the properties of
thus-fabricated heterostructures [4–16]. All of these
reports can be arbitrarily divided into three groups.
Studies of the first group (with an exclusively materials
science orientation) are devoted to the investigation of
the chemical composition of the native oxide, which is
formed at the InSe surface under various temperature–
1063-7826/03/3702- $24.00 © 20187
time modes of oxidation [4, 5, 7, 8, 12–14, 16]. In these
studies, X-ray measurements, Raman spectroscopy,
and other measuring methods were used.

The studies of the second group (with a more
applied character) are devoted to the investigation of
the electrical properties of the oxide–p-InSe hetero-
structure [6, 9, 11, 15]. The third group includes inves-
tigations of the photoelectrical properties of the above
structure [9–11, 15]. The contents of these studies were
restricted to the spectra of the relative quantum effi-
ciency of photoconversion, which were used to either
confirm or disprove certain conclusions made in the
studies of the first or second group. Despite a large
number of reports on this subject, the data on the oxide
composition are rather contradictory. In addition, inves-
tigation of the electrical properties of oxide–p-InSe het-
erostructures is based mainly on analysis of the forward
portions of the photoelectrical modifications of cur-
rent–voltage (I–V) characteristics, i.e., the dependences
of the short-circuit current Isc on the open-circuit volt-
age Voc. In isolation from other investigative techniques,
this circumstance may lead to an incomplete under-
standing of the processes that occur in such structures.

We report results of a complex investigation of the
changes in the electrical and photoelectrical properties
of a heterostructure consisting of p-InSe and native
oxide depending on the duration of the thermal treat-
ment of the base semiconductor. The purpose of this
003 MAIK “Nauka/Interperiodica”
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Electrical and photoelectrical properties of the structure formed by p-InSe and native oxide

Oxidation time t, min 15 30 60 90 120

Voc, V upon illumination with power density
P ≈ 100 mW/cm2

0.5 0.32–0.35 0.22 0.18 0.1

Diffusion potential ϕ0 determined from
the dependence C = f(V), eV

Measurements
are hampered

Measurements
are hampered

0.7 0.7 0.25

Dependence of C = f(V) on frequency Virtually 
absent

Virtually 
absent

No No Yes

Excess of the forward current over
the reverse current at |V | = 1–1.5 V

By a factor
of 1.5–2

By a factor
of ~2

10 100 10

The forward direction in the structure
corresponds to “+” applied to the material

InSe InSe InSe InSe Oxide
study was to optimize the main photoelectrical param-
eters for further practical application.

2. EXPERIMENTAL

Cadmium-doped p-InSe was grown using the tech-
nique of nonstoichiometric growth of InSe [17]. The
single crystals were electrically homogeneous with a
free-carrier density of p ≈ 1014 cm–3 and a Hall mobility
of ~50 cm2 V–1 s–1 at T = 300 K. The 0.5-mm-thick sub-
strates were cleaved from an ingot along the (001)
plane and oxidized at T = 400°C for 15, 30, 60, 90, and
120 min. According to [13], heterostructures oxidized
in the temperature range T = 350–450°C have the high-
est photosensitivity. In addition, the highest-quality
In2O3 : Sn (ITO) films, which are used in industry, are
formed at T = 400–420°C [18]. At the same time,
according to [19], heating p-InSe in air to T > 520°C
changes the type of conduction of this semiconductor.
In this case, if the oxide film consists mainly of In2O3,
the structures formed of n-oxide and n-InSe are nonrec-
tifying. After thermal treatment, the samples were
cooled to room temperature, cut off along the perime-
ter, and cleaved again from the side opposite to that
with the oxide. Silver was used to form ohmic contacts.

We measured the forward and reverse I–V character-
istics, their temperature dependences, the photoelectric
modification of the forward portion of the I–V charac-
teristic at room temperature, the capacitance–voltage
(C–V) characteristics, the frequency dependence of the
impedance in the frequency range of 103–2 × 107 Hz,
and the spectrum of the relative quantum efficiency
upon illumination of the structures from the oxide side
at room temperature. In order to analyze the barrier for-
mation in more detail, the level and character of the
noise and the signal-to-noise ratios (Vs/Vn) were inves-
tigated. The photoelectrical properties were measured
using a K-54.410 serial system.
3. RESULTS AND DISCUSSION

The structures obtained using the above-described
temperature and time modes exhibit rectifying proper-
ties (see table).

Upon illumination of the studied structures formed
of p-InSe and native oxide, the photovoltaic effect
occurs, which is stronger when the oxide side is illumi-
nated. As can be seen from the results listed in the table,
the open-circuit voltage Voc, under identical illumina-
tion conditions, decreases with an increase in the oxida-
tion time. The highest values of Voc are attained for the
p-InSe substrates oxidized for 15 and 30 min (the dark
I–V characteristics of the structures obtained using
these oxidation modes are almost identical). In this
case, the dark I–V characteristics of such structures
(Fig. 1, dependences 1, 2) are linear in the coordinates

 = f( ) with a slight deviation (J ∝  V1.1–1.2) of
the forward portion from linearity. It should be noted
that the forward characteristic of such structures mea-
sured by the photoelectric technique (Fig. 1, curves 5,
6), i.e., the forward portion of the dependence Jsc =
f(Voc) (Jsc is the short-circuit current density), is in fact
similar to the forward I–V characteristics reported in
[11]. This forward portion can be described by the
expression Jsc ∝  exp(eVoc/nkT), where n at T = 288 K
varied from sample to sample in the range of 1.6–1.8
and 1.8–2.2 for the structures oxidized for 15 and 30 min,
respectively. However, a steady increase in Voc with an
increase in the illumination time was observed during
the measurements, which is characteristic of the photo-
conductivity of films with various times of trap charg-
ing, which have not yet formed [20]. Because of this, in
order to obtain dependences 5 and 6 (Fig. 1), we mea-
sured the values of Jsc and Voc after a specified time
interval after exposing the samples to light. Most likely,
the high values of Voc for such structures may be attrib-
uted to the emergence and summation of barrier-layer
photovoltages generated by barriers connected in series
in the films that have not yet formed. The emergence of
barriers is due to the existence of crystalline grains,

Jlog Vlog
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Fig. 1. (1, 3, 4) Forward and (2) reverse portions of the current–voltage characteristics of the structure consisting of p-InSe and the
native oxide and the photoelectrical modification of the forward portions  = f(Voc) (curves 5, 6) at T = 288 K. The oxidation

time t = (5) 15, (1, 2, 6) 30, (3) 60, and (4) 120 min. The temperature dependence of the forward-current density J0 at a constant
voltage of 0.1 V for the structure obtained by oxidation of the substrate for 60 min is in the inset.

Jsclog
block boundaries, etc., in such films, as is observed in
polycrystalline films of PbS, CdTe, Ge, etc. [20]. The
measurements of the C–V characteristics of the struc-
tures obtained by oxidation for 15 and 30 min, which
were aimed at determining the contact potential differ-
ence ϕ0, were hindered for the following reasons. There
was a significant spread of the capacitance, depending
on the applied reverse bias, and no distinct fall-off of
the C2(V) dependences was observed. In this case,
within the spread of values, we can regard the capaci-
tance of such structures as frequency-independent. One
of the major causes of such behavior of the C–V char-
acteristics is the absence of a formed barrier, which is
confirmed by the character and level of noise (Fig. 2,
dependence 1). According to [21–23], a low noise sig-
nal Vn under forward and reverse biases is characteristic
of the structures with weakly developed fluctuations of
the potential profile. Such fluctuations exert almost no
effect on the carrier distribution over the sample bulk.
The intrinsic noise of such layers is governed by gener-
ation–recombination noise, which is caused by fluctua-
tions in the generation, recombination, and attachment
of carriers in the bulk and at the surface of crystallites.
The photoelectric modification of the forward portions
of the I–V characteristics of such structures represents
a complex process of summation of the photovoltages
developed by barriers connected in series in the oxide
films that have not been completely formed. A decrease
SEMICONDUCTORS      Vol. 37      No. 2      2003
in Voc in the case of oxidation for 30 min is, most likely,
related to the coarsening of grains, to a decrease in their
number in the oxide, and, as a consequence, to a
decrease in the number of barriers between crystallites.
The spectral dependence of the relative quantum effi-
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Fig. 2. The noise spectral density S as a function of the bias
for the structures obtained by oxidation for t = (1) 30, (2) 60,
(3) 90, and (4) 120 min. The “+” terminal of the external
current source is applied to InSe. The measurements were
carried out at frequencies as high as 1200 Hz; ∆f = 160 Hz.
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ciency of photoconversion η(hν)(PS) was obtained for
such structures as the ratio of the short-circuit current to
the number of incident photons (Fig. 3, dependence 1).
This dependence differs from a similar dependence for
InSe that was not subjected to thermal treatment
(Fig. 3, dependence 5) by the absence of an exciton
peak and by the noticeable falloff of the sensitivity in
the short-wavelength region. This fact is indicative of
the deterioration of the base-semiconductor surface due
to the onset of formation of the oxide layer and to an
increase in the surface-recombination rate at the face
surface of the cell. Furthermore, the emergence of a
weak peak at hν ≈ 1.95 eV (this value is close to the
bandgap of γ-In2Se3 (Eg = 2.0 eV)) is noted [24].

During further oxidation of p-InSe, the situation
changes radically. As can be seen from the table, the
forward current begins to substantially exceed the
reverse current at |V | = 1–1.5 V. The C–V characteristics
of such structures are independent of frequency and are
linear in the coordinates C–2 = f(V), which is indicative
of the formation of a heterostructure with an abrupt
junction. In this case, the contact potential difference
ϕ0, which is determined from the C–V characteristic,
equals 0.7 eV for the samples oxidized for 60 and
90 min. Barrier formation in the oxide–p-InSe structure
is also confirmed by the noise characteristics (Fig. 2,
dependences 2, 3). In this case, additional sources of
current noise appear [21–23]. Notably, the forward por-
tions of the I–V characteristics of the structures
obtained by oxidation for 60 and 90 min are almost
identical (Fig. 1, dependence 3). These portions consist
of three parts: (i) J ∝  V2, (ii) J ∝  V 3, and (iii) J ∝  V2.
Such dependence of the current on the applied voltage
is characteristic of space-charge-limited currents; this
implies the presence of a high-resistance interlayer at
the interface. The possibility that a layer with other
electrical characteristics exists at the interface in the
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Fig. 3. Spectral dependence of the relative quantum effi-
ciency of photoconversion η(hν) for the structures consist-
ing of p-InSe and the native oxide obtained by oxidation of
the base semiconductor for t = (1) 15 and 30, (2) 60, (3) 90,
and (4) 120 min, and for p-InSe that was not subjected to
any thermal treatment (dependence 5).
native oxide is quite reasonable: the film formed at the
InSe surface in the initial stage of oxidation blocks the
access of air to the crystal bulk. Data on layers with dif-
ferent chemical compositions of the film are absent in
[4, 5, 7, 8, 12–14, 16]. This suggests that the methods
used in these studies make it possible to determine the
chemical composition of the oxide mainly at the sur-
face. The absence of kinks in the dependence C–2 =
f (V) indicates that the structure consisting of native
oxide and p-InSe can be regarded as a semiconductor–
insulator–semiconductor structure when the oxidation
times are equal to 60 and 90 min. According to the
Lambert theory for insulators with a single trap level
[25], the voltage at which the J ∝  V3 part of the I–V
characteristic transforms into the J ∝  V2 part is deter-
mined by the expression

(1)

where e is the elementary charge, Nt is the trap density,
d is the thickness of the high-resistance layer, ε0 is the
permittivity of free space, and ε is the relative permit-
tivity of the high-resistance layer. The evaluation of the
d quantity, performed by measuring the capacitance at
a zero bias, yields a value of ~2 µm. Unfortunately, as
was noted above, data on the transition layer are absent
in the literature and we can only make assumptions
about the nature of this layer. According to [13], the
oxide film obtained at 400°C & T & 500°C consists of
In2O3 with inclusions of In2(SeO4)3 and In2Se3 [16].
Because of this circumstance, it is reasonable to sug-
gest that the phases formed with a lack of oxygen, i.e.,
preferentially In2Se3, are dominant in the bulk of the
oxide film. Let us assume the layer permittivity to be
equal to ε = 9.53 (the permittivity of In2Se3 [24]) and
determine the value of Ve from dependence 3 (Fig. 1)
(Ve = 0.75 V). Thus, we can evaluate the trap density in
the high-resistance layer from formula (1): Nt = 2.5 ×
1014 cm–3 for the structures oxidized for 60 min. The
dependence of the current density on the voltage within
the J ∝  V2 part is determined by the Mott formula [20]:

(2)

where µ is the hole mobility in the high-resistance
layer, Nν is the effective density of states in the valence
band, and Es is the energy position of the trap level
reckoned from the bottom of the valence band of the
high-resistance layer. Because of this, the current
should depend exponentially on the quantity Es/kT at a
constant bias, which has been observed experimentally
(see inset in Fig. 1). The value of Es ≈ 0.25 eV, which
was determined from the slope of this dependence, is in
good agreement with the activation energy of the
acceptor level in the band gap of InSe [26]. This may
indicate that InSe is present in the transition layer. Let
us assume that the increase in the oxidation time to

Ve eNtd
2/2ε0ε,=

J
9
8
---µεε0
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d3Nt
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kT
------– 

  ,exp=
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90 min does not affect the composition of the transition
layer. Having evaluated the thickness of this layer
(which decreased by a factor of ~1.5), we can conclude
from the capacitance measurements at a zero bias and
the voltage Ve = 0.4 V that the trap density decreases by
a factor of almost 1.5 (for this oxidation mode, Nt =
1.8 × 1014 cm–3). Thus, the structure of the transition
layer becomes more homogeneous and, as a conse-
quence, the rectifying properties of the heterostructure
are improved (see table). The inhomogeneity of both
the face and transition layers in the structures obtained
by oxidation of the base semiconductor for 60 min is
also clearly seen from the spectral dependence of the
relative quantum efficiency of photoconversion (Fig. 3,
dependence 2). The peaks at 1.55 and 1.95 eV may be
attributed to the formation of β and γ polymorphs of
In2Se3 [24] in the transition layer. Apparently, the
appearance of the most intense peak with a sharp short-
wavelength edge should be attributed to the formation
of indium selenate In2(SeO4)3 (Eg = 2.15 eV [8]). Most
likely, this compound is the dominant component of the
upper layer of the oxide. With an increase in the oxida-
tion time to 90 min, the inhomogeneity of the native
oxide decreases. This manifests itself in that the peak
related to β-In2Se3 vanishes, and the peaks with ener-
gies of 1.95 and 2.21 eV have similar amplitudes (Fig. 3,
dependence 3).

The forward portion of the I–V characteristic of the
structures obtained by oxidation for 120 min also con-
sists of three parts (Fig. 4, dependence 4). The middle
and last parts are qualitatively similar to the relevant
parts of the forward characteristic of the structures
obtained by oxidation for 60 (curve 3) and 90 min. At
low forward voltages, the dependence J ∝  V, which is
usually attributed to leakage currents [27], manifests
itself in curve 4 (Fig. 1) instead of the quadratic depen-
dence in the case of curve 3. This change in the behav-
ior of the forward portions of the I–V characteristics
may be caused by micropores appearing at the oxide
surface due to the effect of temperature during the
120-min oxidation. Characteristic features of such
structures, in comparison with the structures oxidized
for 60 and 90 min (see table), are both a change in the
conditions in which the forward current flows and a
decrease in the diffusion potential ϕ0 by a factor of
almost 3. Furthermore, we found that the dependence
of the capacitance on voltage C = f(V) becomes fre-
quency-dependent, which is characteristic of the over-
whelming majority of structures fabricated on the basis
of layered semiconductors. This frequency dependence
is due to the effect of the high series resistance. These
circumstances are indicative of a change in the conduc-
tion type of the base material, whereas the chemical
composition of the layer remains relatively constant.
This is also confirmed by the values of the noise level
measured at forward and reverse biases (Fig. 2, depen-
dence 4). Taking into account that the oxidation of InSe
is a temperature–time process, the change in the con-
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duction type of the substrate agrees with the data
reported in [19, 26]. In this case, for the substrate oxi-
dized for 120 min, the ϕ0 quantity was determined
according to the procedure described in [28]. In this
procedure, the cutoff voltages V0(ω) related to the
dependences C–2(V) are approximated to zero fre-
quency at various frequencies ω. In this case, an equiv-
alent scheme of the heterostructure is usually presented
as shown in Fig. 4a. In this scheme, Rd is the series
resistance of the sample, Cd is the capacitance of the
diode under investigation, and Rd is the diode resis-
tance. In the course of the experiment, the fixed value
of the capacitance Cm expressed through the parameters
of the equivalent scheme is determined by the equation

(3)

The violation of the condition ω2  ! 1 leads to the
frequency dependence of the capacitance–voltage
dependence. According to [29], in the case of diode
structures fabricated by oxidation of the substrate for
60 and 90 min, we should use a more detailed equiva-
lent scheme which makes allowance for the base capac-
itance Cb (Fig. 4b). In this case, we have

(4)

where the numerator B equals

Assuming Rb ≈ Rd and taking into account that
(RbωCd)2 @ 1, we derive Cm ≈ CdCb/(Cd + Cb). Since
Cd @ Cb, Cm ≈ Cb, i.e., for Rb ≈ Rd, Cm is equal to the
capacitance of two capacitances connected in series.
The magnitude of this quantity tends toward the base
capacitance Cb. In this case, the capacitance is fre-
quency-independent. It is worth noting that the equiva-
lent scheme shown in Fig. 4b is used for the investiga-
tion of the dielectric dispersion in two-layer semicon-
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Fig. 4. The equivalent schemes of the oxide–p-InSe struc-
tures formed by oxidation of substrates (a) for 120 min; and
(b) for 60 and 90 min, with allowance made for the thin
high-resistance interlayer.
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ductors or insulators [20]. We should also note that the
application of both equivalent schemes to the structure
under investigation implies that the upper oxide layer
(oxidation for 60 or 90 min) should have a considerably
higher conduction in comparison with the high-resis-
tance interlayer and the base conductor. For the latter
case (oxidation for 120 min), the results indicate that a
quite homogeneous oxide layer is formed.

It should be noted that for all oxidation times, the
noise-density spectrum corresponds to the run of the
dependence f γ (Hooge’s law). This spectrum has two
clearly pronounced portions in the case of reverse-
biased structures (here f = ω/2π). In the first portion
(0−4 V), the exponent γ steadily increases in the range
of 0.45–3 with an increase in the annealing time from
30 to 90 min. In the second portion (4–10 V), γ ≈ 0.2–1,
which differs from similar values for p-InSe-based pho-
toresistors only by the magnitude [30]. It should also be
noted that the signal-to-noise ratio Vs/Vn increases with
the oxidation time and attains the largest value for
structures fabricated by oxidation for 90 min.

The spectrum η(hν) of structures obtained by oxida-
tion of the base semiconductor for 120 min (Fig. 3,
dependence 4) has the shape of a band with no pro-
nounced peaks. A slight decrease in sensitivity in the
short-wavelength region is observed. Furthermore, a
short-wavelength edge is somewhat extended in com-
parison with the two previous oxidation modes. These
facts may indicate both defect formation at the face side
of the structure due to prolonged thermal treatment and
relative chemical constancy of the oxide layer.

The variation in the reverse portions of the I–V char-
acteristics with the oxidation time also illustrates well
the dynamics of the development of the native oxide.
For InSe substrates oxidized for 15 and 30 min, the
dependence of the current density on the reverse volt-
age is linear, as was mentioned above (Fig. 1, depen-
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Fig. 5. Comparison of the voltage dependences of the
reverse-current density with expression (5) for the struc-
tures fabricated by oxidation of InSe for (1) 60, (2) 90, and
(3) 120 min. T = 288 K.
dence 2). Such behavior is characteristic of leakage cur-
rents [27] and is caused by the formation of a large
number of crystalline grains and blocks at the surface of
the base semiconductor.

For p-InSe samples oxidized for 60 min, the depen-
dence of the current density on the reverse voltage in
the range of 0 < |V | < 0.7–0.8 is governed by space-
charge-limited currents. This is indicative of the forma-
tion of an insulator interlayer between the upper oxide
layer and the base semiconductor. At higher reverse
biases, the current density J is described by the expres-
sion typical for the tunnel current [31]:

(5)

Here, b1 is a parameter independent of V; a1 is a param-
eter which makes allowance for the degree of popula-
tion of the energy levels from which tunneling occurs.
The graphical representation of formula (5) concerning
the I–V characteristic of the sample oxidized for 60 min
is shown in Fig. 5, dependence 1.

For the structures fabricated by oxidation for
90 min, the reverse portion of the I–V characteristic has
a more complex shape and consists of three portions.
(i) In the range of 0 < |V | < 0.25–0.3 V, space-charge-
limited currents play an important role. (ii) For
0.25−0.3 < V < 0.7–0.8 V, the I–V characteristic is
described by the expression J ∝  (ϕ0 – eV)1/2, which is
characteristic of generation–recombination processes in
the space-charge region [32]. (iii) For |V| > 0.7–0.8 V, the
reverse portion of the I–V characteristic is described by
expression (5) (Fig. 5, dependence 2). In this case, a
decrease in the effect of space-charge-limited currents
and the emergence of generation–recombination cur-
rents indicates that the density of states decreases in the
transition layer; i.e., the layer becomes more homoge-
neous. Because of this circumstance, the reverse-cur-
rent density decreases by an order of magnitude in com-
parison with the case of oxidation for 60 min.

For the structures fabricated by oxidation of the sub-
strate for 120 min, the effect of space-charge-limited
currents becomes even less substantial. These currents
are observed in the range of reverse biases 0 < |V | <
0.15–0.2 V. Taking into account the significant decrease
in the diffusion potential and the appearance of fre-
quency dispersion of the capacitance, this circumstance
indicates that the high-resistance transition layer virtu-
ally vanishes. In the range of 0.15–0.2 < |V| < 1.8–2.0 V,
the I–V characteristic is linear (leakage currents), which
may be indicative of violation of oxide-layer integrity,
i.e., the appearance of small defects, cracks, etc. Due to
this, an increase in the reverse-current density by a fac-
tor of ~15 in comparison with the case of oxidation for
90 min is observed. Finally, only for |V | > 1.8–2.0 V, the
I–V characteristic of different samples is described by
expression (5).

J a1 b1/ ϕ0 eV–( )1/2–[ ] .exp=
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4. CONCLUSIONS

The dynamics of barrier development was studied
on the basis of an analysis of the changes in the current–
voltage, capacitance–voltage, photoelectric, and noise
characteristics of structures consisting of p-InSe and
native oxide with oxidation time at T = 400°C. It is
found that structures with optimal electrical and photo-
electrical parameters are obtained by oxidation of the
base semiconductor for 90 min. The C–V characteristic
of such structures is independent of the measurement
frequency, which is due to the fact that the native oxide
is bilayered, whereas the contact potential difference ϕ0
is equal to 0.7 eV. The character and the level of the
noise in such structures differ from those predicted by
Hooge’s law, as in the case of the photoresistive effect
in InSe. For shorter oxidation times, the film is not
formed, as indicated by low noise both at forward and
reverse biases. For oxidation times longer than 100 min,
the potential barrier decreases to 0.27 eV, which cannot
be explained by changes in the chemical composition
of the oxide layer. Changes in the polarity of the cur-
rent, noise characteristics, and the constancy of the
short-wavelength photoresponse limit are indicative of
a change in the type of conduction of the base material.
Notably, frequency dispersion of capacitance arises,
which indicates that a high-resistance interlayer at the
interface vanishes. The possibility of fabricating struc-
tures consisting of p-InSe and native oxide is also dem-
onstrated; this is largely due to the fact that the main
component of the oxide is indium selenate In2(SeO4)3
rather than In2O3.
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Abstract—Distribution of indium atoms in structures which contained double InGaAs/GaAs quantum wells
and were grown by vapor-phase epitaxy from metal–organic compounds was studied. Experimental indium-
concentration profiles were obtained using Auger electron spectroscopy. A model of growth with allowance
made for indium segregation and a model for the Auger profiling were used in the calculations of profiles. Fit-
ting calculated profiles to experimental ones made it possible to estimate the activation energies for In–Ga
exchange in the context of a kinetic model for segregation. These energies are found to be somewhat higher
than those that are well known for molecular-beam epitaxy, which is related to stabilization of the growth sur-
face by hydrogen atoms in a vapor-phase reactor. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

When epitaxial layers of solid solutions are grown,
segregation (separation) of one of the solution compo-
nents by the growth surface gives rise to distortion of
the concentration profile, which most profoundly
affects thin layers of the quantum-well (QWs) type.
Segregation of indium during the growth of InGaAs
layers on GaAs(100) substrates was repeatedly
observed in the course of molecular-beam epitaxy
(MBE), in which case low growth rates and high repro-
ducibility of results made it possible to evaluate the
parameters of the process [1–6]. Three principle mod-
els are used. The first (simplest) model of exponential
increase or decrease in concentration corresponds to a
constant coefficient of the concentration distribution
between the solid phase and the surface [1–4]. The sec-
ond (kinetic) model describes segregation as a combi-
nation of two thermally activated processes of
exchange of In–Ga atoms between the surface and the
upper layer of the solid phase [6]. In the third (thermo-
dynamic) model, it is assumed that the probability of
exchange of the atoms is very high during monolayer
growth; as a result, an equilibrium distribution of con-
centration is established (see [7] for the case of Ge seg-
regation).

In the case of vapor-phase epitaxy from metal–
organic compounds (MOVPE), the presence of hydro-
gen as the carrier gas in the reactor enhances surface
stability [8] and (in combination with other factors) can
suppress segregation. Nevertheless, recent observations
[9–13] can be interpreted as manifestations of indium
segregation; however, a comprehensive qualitative
1063-7826/03/3702- $24.00 © 20194
explanation of the results and especially a quantitative
description of this phenomenon are still lacking.

Difficulties encountered in experimental studies of
segregation are associated with the necessity of analyz-
ing the concentration profiles of elements in the layer
with a high resolution. In this study, the indium concen-
tration profile in MOVPE structures with two InGaAs
QWs was investigated using high-resolution Auger
electron spectrometry combined with layer-by-layer
etching with argon ions. The spread function of the
Auger spectrometer was determined using test samples
and was used in calculations of the concentration pro-
files of elements. We simulated the growth (with allow-
ance made for segregation) and subsequent process of
layer-by-layer analysis. Comparison between the
experimental and calculated profiles made it possible to
determine accurately the growth parameters and assess
the applicability of the models developed initially for
MBE to the MOVPE process.

2. EXPERIMENTAL

Epitaxial structures were grown in a horizontal
MOVPE reactor in hydrogen flow under atmospheric
pressure. We used trimethylgallium, trimethylindium,
and arsine as sources of gallium, indium, and arsenic,
respectively.

Structures A, B, C, and D each contained two
InGaAs QWs separated by a GaAs layer and coated
with a similar GaAs layer. The thickness of each layer
was about 10 nm. We attempted to remove excess
indium in structure C by etching off the upper mono-
layer of each of the QWs; to this end, we introduced
003 MAIK “Nauka/Interperiodica”
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Parameters of growth processes and computation models

Struc-
ture Tg , °C Addi-

tives

Parameters of models

a model involving exchange between the layer and the surface expo-
nential 
modellayer 1 layer 2 layer 3 layer 4

σ, nm
t, s FIn, 

ML/s
FGa, 
ML/s t, s FGa, 

ML/s t, s FIn, 
ML/s

FGa, 
ML/s t, s FGa, 

ML/s Ls, nm

A 650 – 8 0.44 2.5 20 1.5 8 0.43 2.2 20 2.2 1.0 3.0

B 500 – 24 0.165 0.62 60 0.43 24 0.185 0.64 60 0.54 0.8 1.5

C 650 CCl4 8 0.46 2.5 20* 1.55 8 0.5 2.35 20* 1.95 1.2 2.0

D 650 Bi 8 0.27 1.85 20 1.8 8 0.36 1.9 20 2.45 1.0 3.0

* Growth of the layer sets in after removal of a single previous monolayer. Designations: Tg is the growth temperature; t is the duration of
the layer growth (specified in the model as in the growth process); F are the indium and gallium fluxes expressed in monolayers per sec-
onds (ML/s); σ is the measure of the surface roughness; and Ls is the segregation length. In the model with exchange, we used the param-
eters E1 = 1.95 eV and E2 = 2.25 eV.
CCl4 into the reactor at the end of the InGaAs-layer
growth. The role of CCl4 as an etchant for InGaAs was
previously outlined [14]. When growing QWs in struc-
ture D, we additionally introduced bismuth impurity
into the reactor; this impurity has been used in MBE to
suppress In segregation [4]. We employed laser sputter-
ing of a Bi target similarly to [15]. Data on growth tem-
peratures and durations of different growth stages are
listed in the table.

The In concentration profiles were measured using
an ÉSO-3 Auger spectrometer in the high-resolution
mode with simultaneous layer-by-layer etching with
500-eV Ar+ ions [16]. We detected In (406 eV) and Ga
(1069 eV) lines. The Ga concentration profile was used
to take into account a drift of sensitivity during mea-
surements of In distribution; this drift was related to the
long duration of measurements (up to two hours).

In addition, we used a DRON-4 diffractometer with
a Ge(400) monochromator to record the θ/2θ X-ray dif-
fraction spectra in the vicinity of the GaAs(400) peak
using CuKα1 radiation.

3. METHODS FOR DATA PROCESSING
3.1. A Model of the Layer-by-Layer Analysis

We calculated the Auger profile for a given “true”
distribution using the method suggested by Hoffmann
[17]. We took into account the three following parame-
ters of the process, namely, the depth of the atomic-
mixing zone (w), the information-significant escape
depth for Auger electrons (λ), and the surface rough-
ness characterized by a Gaussian distribution with the
variance σ. The quantity w was assumed to be equal to
the projected range of 500-eV Ar+ ions with allowance
made for the angle of beam incidence (60°) (w = 1.0 nm).
The escape depth for Auger electrons, with allowance
made for their energy and the collection geometry, was
estimated as λ = 0.6 nm. The etching-induced surface
roughness in the analyzed zone (the diameter of this
SEMICONDUCTORS      Vol. 37      No. 2      2003
zone was 5 µm) was estimated from the steepest exper-
imental slope with the two other parameters of the
Auger profiling being fixed. As a result of fitting, we
obtained σ = 0.5 nm. In the course of simulation, this
quantity was varied, since it included the specific sur-
face roughness of samples.

We calculated the X-ray diffraction spectrum on the
basis of a dynamic theory using a recurrent formula
which described an addition to the structure of a homo-
geneous layer. The gradient layers were partitioned into
sublayers with xIn = const; the number of partitions was
sufficiently large so that the discretization did not affect
results. We specified the scale coefficients of the profile
on the axes of depth and concentration as adjustable
parameters. We found that it was sufficient to specify
two scale multipliers in the course of fitting the calcu-
lated spectrum to the experimental spectrum within the
accuracy of measurement. In fact, X-ray diffraction was
used to obtain a more accurate normalization of profiles
reconstructed using the Auger experiments [18].

3.2. Models of Growth with Segregation

We used two models of segregation in the analysis
of experimental data; one of these models is exponen-
tial, while the other is kinetic. A thermodynamically
equilibrium limit is attained only at low growth rates
and high temperatures; because of this circumstance,
we did not use the thermodynamic model.

In both models, it is assumed that we have layer
growth and the thickness of an InGaAs(100) monolayer
(dML) is equal to the halved lattice constant. At each
step of the growth stage, we specify the duration of the
process and fluxes of indium (FIn) and gallium (FGa) at
the growth surface in fractions of a monolayer per sec-
ond. It is assumed that arsenic atoms are always avail-
able in sufficient amount. The time required to grow a
monolayer is defined as tML = 1/(FIn + FGa).
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The model of exponential growth (decay) [1] yields
the following expression for the atomic fraction of
indium in the jth monolayer (ML):

Here,

is the atomic fraction at the end of the previous growth
stage, and the parameter S is related to the segregation
length as

This model corresponds to a constant coefficient of
concentration distribution between the solid phase and
surface, which is correct only for low impurity concen-
trations. In addition, the model in question does not
describe the segregation mechanism; therefore, we
have a specific segregation length for each growth tem-
perature. Nevertheless, the general shape of the atomic-
fraction profile is described correctly in the first
approximation, and the involvement of only a single
parameter makes this model attractive for implementa-
tion [1–4, 10].

The second (kinetic) model describes the segrega-
tion as a combination of two thermally activated pro-
cesses of exchange of In–Ga atoms between the surface
and the solid-phase upper layer [6]. The parameters of
the model include the activation energy for exchange
between indium atoms in the upper layer and gallium
atoms at the surface (E1), the corresponding energy for
exchange between indium atoms at the surface and gal-
lium atoms in the upper layer (E2), and the frequency
factor (ν). If E1 < E2, we have segregation (ejection) of

XIn j( ) X lim X lim X0–( )S j.–=

X lim
FIn

FIn
------- FGa+=

S dML/Ls–( ).exp=

80

60

40

20

0

1 2 3 4 5 6 7 8 9 10 11 120

1
2
3

ML

XIn, %

Fig. 1. Representative results of calculations of In content
(1) at the surface and (2) in the upper layer according to the
exchange model taking into account variation in this content
during the growth of monolayers. Curve 3 represents varia-
tions in the In concentration in the second (from the surface)
layer of the solid phase.
indium atoms by the growth surface. The growth of a
monolayer is described by the following equation [6]:

(1)

Here, t is time;  and  are the atomic fractions of
indium in the upper layer and at the surface, respec-

tively;  and  are the corresponding atomic frac-
tions for gallium; P1 = νexp(–E1/kT) is the probability
(frequency) of exchange between indium in the upper
layer and gallium at the surface; P2 is the probability of
the inverse process; k is the Boltzmann constant; and T

is the growth temperature. We have (t) + (t) = 1
in the solid phase; however, the total content of indium
and gallium (in fractions of monolayers) at the surface
varies from zero at the beginning of monolayer growth

to  +  = 1 at the end of growth. The filled sur-
face layer solidifies and becomes the solid-phase upper
layer; thereafter, the process recurs. Diffusion in the
bulk and reevaporation from the surface were disre-
garded since the probability of these processes is lower
than that of the exchange between the surface and the
upper layer.

In Fig. 1, we show an example of the calculated
atomic fraction of indium at the surface (curve 1) and in
the upper layer (2); in calculations, we used the
exchange model taking into account variations in
atomic fractions during growth of monolayers. We
specified the fluxes FIn = 0.2 ML/s and FGa = 0.8 ML/s.
The parameters E1 = 1.8 eV, E2 = 2.0 eV, and ν =
1013 s–1 were taken from [7]. The growth duration and
temperature were 10 s and 500°C, respectively. It can
be seen that the curves do not level off (steady-state val-
ues are not attained); i.e., the conditions are such that
thermodynamic equilibrium is far from being estab-
lished.

4. RESULTS OF ANALYSIS BASED
ON SEGREGATION MODELS

In Fig. 2, circles represent experimental atomic-
fraction profiles for indium in the structures grown at
650°C (A), at 500°C (B), at 650°C with CCl4 being
introduced at the end of growth of each QW (C), and at
650°C with the addition of bismuth (D). A qualitative
analysis of profile A clearly indicates that we have
indium segregation; i.e., indium is present at the surface
of the upper GaAs layer. A decrease in the growth tem-
perature to 500°C (structure B) results in the disappear-
ance of In at the surface; i.e., segregation is largely sup-
pressed. Almost the same result is obtained when the
upper layer of each of the QWs is etched off (struc-
ture C). The introduction of bismuth into structure D
virtually did not affect segregation.

dXIn
s( )9t

dt
----------------- = FIn P1XIn

b( ) t( )XGa
s( ) t( ) P2XIn

s( ) t( )XGa
b( ) t( ).–+

XIn
b( ) XIn

s( )

XGa
b( ) XGa

s( )

XIn
b( ) XGa

b( )

XIn
s( ) XGa

s( )
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Numerical simulation of growth and layer-by-layer
analysis made it possible to select the parameters that
ensured good agreement between the calculated and
experimental profiles. The growth durations and com-
ponent fluxes used in the growth model are listed in the
table. These parameters correspond to rectangular pro-
files shown in Fig. 2. In order to fit the calculated pro-
files to experimental ones, we had to use increased
exchange-activation energies (E1 = 1.95 eV, E2 = 2.25 eV)
compared to the available published values for MBE
(1.8 and 2.0 eV, respectively). If E1 = 1.8 eV, segrega-
tion in the course of low-temperature growth (struc-
ture B) will be even more pronounced than for structure
A; therefore, the value of E1 was increased to 1.95 eV,
in which case the calculated profile coincides with the
experimental profile within measurement accuracy.
Similarly, an increase in E2 made it possible to explain
a large amount of indium at the surface of structure A.
Such an increase in the barrier heights for the outflow
of atoms to the surface in the course of MOVPE can be
related to stabilization of unsaturated arsenic bonds
with hydrogen in the solid-phase upper layer [8].

Etching of the surface of structure C with CCl4 was
simulated by removing the solid-phase upper mono-
layer after the growth of each of the two InGaAs layers.
Figure 3 illustrates the process in more detail. Curves 1
and 4 outline the specified rectangular profile and the
resulting calculated profile with allowance made for the
spread function of the spectrometer; these profiles are
the same as those shown in Fig. 2 for structure C.
Curve 2 in Fig. 3 represents the atomic fraction of

indium  at the surface with allowance made for the
etching off of a single monolayer at the points indicated
by arrows. The atomic fraction of indium at the end of
growth of each monolayer was used as the value of

. Curve 3 illustrates what this atomic fraction
would be without etching. A shift of profile 3 is related
to a decrease in the total thickness of the structure by
two monolayers when the depth z is reckoned from the
surface. The appreciable difference between profiles 2
and 3 is caused by the fact that, in the exchange model
under consideration, the excess indium accumulated as
a result of segregation is concentrated in the upper
monolayer of the solid phase; it is this monolayer that
is etched off. Etching with CCl4 in the course of
MOVPE can be compared with the evaporation of
indium from the surface as a result of high-temperature
heat treatment in the course of MBE [5].

In the model of layer-by-layer analysis, we specified
the depth of the ion-mixing layer w = 1.0 nm and the
information-significant depth λ = 0.6 nm. The surface-
roughness variance σ was varied, since this parameter
is specific for different samples (see table). It can be
seen from Fig. 2 that the calculated profiles (lines) coin-
cide closely with the experimental profiles (circles),
which validates the models we used.

XIn
s( )

XIn
s( )
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Fig. 2. Experimental (circles) and calculated (lines) profiles
of In concentration in structures A, B, C, and D with two
InGaAs quantum wells. The rectangular profiles illustrate
the specified growth model disregarding the effect of segre-
gation and the spread function of the Auger spectrometer.
The coordinate z is reckoned from the structure surface.
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Fig. 3. Calculated In concentration profiles according to the
model of the growth process for structure C with account
taken of etching off of a monolayer at the end of growth of
each of the InGaAs layers. The instants of time correspond-
ing to etching are indicated by arrows. Curve 1 corresponds
to the specified growth model; circles 2 represent the In con-
centration at the surface of a growing layer with allowance
made for etching; filled circles 3 represent the same depen-
dence with etching being disregarded (for the sake of com-
parison); and the dotted line 4 represents the calculated In
concentration profile with the spread function of the Auger
spectrometer taken into account.
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The use of an exponential model of segregation also
leads to satisfactory agreement between the calculated
and experimental profiles for the values of segregation
length Ls listed in the table and for σ = 0.5 nm. It can be
seen that both a decrease in the growth temperature and
etching off of excess indium partly suppress segrega-
tion (the segregation length decreases). The effect of
bismuth impurity is insignificant. However, it is impos-
sible to account for a large outflow of indium to the sur-
face of structures A and D using this simplified model.

5. DISCUSSION

The question arises as to what extent the model,
according to which excess indium is located in the
upper solid-phase layer, is realistic. In our opinion, the
data reported by Garcia et al. [19] validate the model. It
was observed [19] that the substrate was bent during
deposition of the InGaAs layer. The extent of bending
first increased during deposition of the layer, then
remained constant during interruption (although the As
flux was not interrupted), and surprisingly increased
again during subsequent overgrowth with pure GaAs.
We may suggest the following interpretation of experi-
mental data in the context of the growth model that
involves the exchange of atoms between the layer and
the surface. In the course of InGaAs layer growth,
excess indium content is observed in the upper solid-
phase layer; however, this layer differs from bulk
InGaAs in its mechanical characteristics since the
bonds at its surface are not saturated. As a result, this
layer does not contribute to the elastic deformation of
the substrate. During an interruption interval, the layer
does not grow even though arsenic is still supplied; this
absence of growth is caused by the fact that indium
appears at the surface, while Ga is not supplied. In the
course of subsequent overgrowth with a GaAs layer,
exchange occurs; i.e., we have, in fact, a growing
InGaAs layer with decreasing indium content, which
leads to an increase in the extent of substrate bending.
Direct in situ measurements of concentrations at the
surface and in the bulk [7] corroborate this model of
growth in an MBE reactor.

When applying the MBE model of layer growth to
MOVPE structures, we should make certain that
growth actually proceeds in the layer-by-layer way. As
experimental verification, we can use the data of
atomic-force microscopy applied to structures that
were similar to those under consideration and were
grown on substrates with vicinal surfaces (i.e., misori-
ented by about 0.2° in reference to the main crystallo-
graphic directions). Steps that had a 0.3-nm height and
were separated by wide terraces were observed at the
surface [20]. The validity of the model under consider-
ation is also confirmed by the insignificant roughness of
the surface.

The question arises as to whether the suggested
interpretation of experimental profiles is unambiguous.
Apparently, this interpretation is still ambiguous since
we disregarded the kinetics of chemical reactions and
the gas-dynamic characteristics of the MOVPE reactor.
We can also cite a certain contradiction in the data: in
our calculations, the Ga flux for the fourth layer has to
be set larger than that for the second layer (see table),
although in actual processes the Ga flux was main-
tained constant for all four layers of the structure. How-
ever, the fluxes in the model and in the actual process
have a somewhat different meaning: experimentally,
we are dealing with trimethylgallium introduced into
the reactor, whereas gallium is supplied to the growth
surface in the model. In this context, the origin of the
aforementioned contradiction remains unclear.

Nevertheless, the results of our study show that the
model with segregation can be used to interpret experi-
mental profiles and should be considered as a plausible
one for describing the MOVPE process. Differences
between the segregation processes in MOVPE and the
high-vacuum MBE processes consist in the following:
in the former processes, potential barriers for the
appearance of cations at the surface are higher and the
effect of bismuth as a surfactant differs from that in the
latter processes. These differences can be attributed to
a higher concentration of hydrogen at the surface in the
MOVPE process, in which case hydrogen is used as the
carrier gas.

6. CONCLUSIONS

We used a gas-phase reactor with atmospheric pres-
sure to grow a number of structures with double
InGaAs QWs; the resulting indium concentration pro-
file was measured using layer-by-layer Auger electron
analysis. The growth and analysis processes were sim-
ulated using a single computational algorithm; calcu-
lated profiles were then fitted to experimental profiles,
which made it possible to determine more accurately
the parameters of the growth model that involves segre-
gation. The models we used are satisfactorily consistent
with experimental data. We revealed the following spe-
cial features:

(i) A model with thermally activated exchange
between a layer and the surface makes it possible to
describe the indium profiles in structures grown at var-
ious temperatures;

(ii) Activation energies for processes of exchange
between indium and gallium atoms were found to be
higher than those reported for the high-vacuum (MBE)
processes. We suggest that this observation is due to
stabilization of the growth surface with hydrogen,
which is present in the reactor as the carrier gas;

(iii) Introduction of bismuth into the reactor did not
affect the segregation parameters, in contrast to what
takes place in the MBE processes, which can also be
related to the surface state; the latter differs from that
under high-vacuum conditions;

(iv) Introduction of CCl4 at the end of InGaAs layer
growth appreciably reduced the effect of segregation on
SEMICONDUCTORS      Vol. 37      No. 2      2003
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the indium profile in the structure, which was attributed
to the etching off of the upper layer where excess
indium was located.
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Abstract—Self-consistent calculations of the Rashba splitting both in inversion and accumulation InAs layers
were carried out using a method based on reducing 6 × 6 and 8 × 8 Kane matrix equations to a Schrödinger-
type equation. Disregarding the Γ7-band contribution yielded a splitting magnitude overestimated by 50%. The
essentially nonlinear dependence of splitting on the two-dimensional (2D) wavevector k restricts the applica-
bility of the Rashba parameter α (coefficient at the k-linear term in the spectrum), including its value at the
Fermi level, because of a strong dependence of the latter on the approximations applied to the two-dimensional
spectrum. The relative differences ∆n/n of the spin-split subband populations, calculated for the inversion layer,
were found to be 2–3 times lower than those measured by Matsuyama et al. (see text). The experimental study
of accumulation InAs layers showed that the corresponding value ∆n/n does not exceed the calculated one,
~0.02. The approach employed to describe the 2D spectrum (including spin–orbit splitting) was also shown to
be adequate when applied to the case of quasi-classical quantization in a classically self-consistent surface
potential. © 2003 MAIK “Nauka/Interperiodica”.
The Rashba effect (spin–orbit splitting of the two-
and one-dimensional spectra in asymmetric quantum
wells (QWs) [1–3]), which forms the basis of the con-
cept for a promising spintronics device, i.e., a spin
field-effect transistor [4], is attracting considerable
attention from experimenters [5] and theorists [6]. Most
of the studies in this line of inquiry are concerned with
heterostructures based on InGaAs with asymmetric
QWs. However, in recent years, emphasis has been
placed on metal–insulator–semiconductor (MIS) struc-
tures and materials with a narrower Kane gap [7, 8].
The Rashba splitting in these systems should be most
pronounced due to small effective masses, a heavier
spin–orbit coupling, and extremely asymmetric poten-
tial wells of inversion and accumulation layers. The
Rashba parameters α obtained in [7] for inversion InAs
layers not only exceed those in heterostructures, but
also exhibit a significantly heavier dependence on an
applied external electric field, which is a critical factor
from the viewpoint of field-effect transistor develop-
ment.

In contrast to heterostructures, where the confining
potential is often poorly known, the Rashba effect can
be calculated reliably enough for MIS structures. The
theoretical estimates of α obtained in [7] agree well
with the experimental data of the same study. However,
the validity of the approximations used in [7] causes
serious doubts. This is true for the model of a triangular
potential well, which is absolutely inadequate for the
case of surface QWs in narrow-gap semiconductors
even with respect to the number of populated two-
dimensional (2D) subbands, not to mention the Rashba
1063-7826/03/3702- $24.00 © 0200
effect, which is very sensitive to the shape of the poten-
tial. The same is also valid for a two-band approxima-
tion ignoring the spin-split-off valence band in the ini-
tial volume Hamiltonian, which can have a significant
effect on the potential and 2D spectrum parameters,
since the spin–orbit splitting ∆ = Γ8 – Γ7 of the InAs
valence band is close to the Kane gap Eg = Γ6 – Γ8. The
wavevector-linear approximation applied in [7] to the
spin–orbit splitting of the 2D spectrum is also inconsis-
tent with the Hamiltonian of the system with the split-
ting saturated as the 2D wave vector k increases [9–11].

In this paper, we report results of the self-consistent
calculation of the 2D spectrum in inversion and accu-
mulation InAs layers using a realistic three-band Kane
model with successive consideration of the effects of
nonparabolicity and interband mixing by the electro-
static surface potential. We also discuss experimental
data on accumulation layers in InAs-based MIS struc-
tures. The spectrum and experimentally studied param-
eters of 2D subbands are theoretically described within
the approach [10] based on the reduction of the initial
matrix equation to a Schrödinger-type equation. How-
ever, [10] is based on a two-band Hamiltonian that does
not yield the dependence of the Rashba splitting on the
parameter ∆, whereas the effect itself is directly caused
by spin–orbit coupling. The two-band model corre-
sponding to the limiting case of ∆  ∞ is valid for
narrow-gap semiconductors like HgCdTe with ∆ @ Eg.
However, as indicated above, its validity seems to be
doubtful in the case of 2D InAs-based systems, espe-
cially when describing spinor-type effects.
2003 MAIK “Nauka/Interperiodica”
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Without a magnetic field, taking the Γ7 band into
consideration readily fits with the scenario of [10] and
the problem can be reduced to the following
Schrödinger-type equation:

(1)

(2)

where P is the Kane matrix element of the momentum
operator,

(the energies are measured from the band Γ6 bottom),
and the factors

defined only by the ratio

describe the Γ7 band contribution. In contrast to the
direct numerical integration of initial matrix equations,
this approach allows easy extraction of the terms
responsible for the nonparabolicity effects (the first two
terms, an analogue of the Klein–Gordon–Fock equa-
tion in the corresponding relativistic problem) and the
spinor-type effects, i.e., the resonance interband mixing
(the third and fourth terms) and the spin–orbit splitting
described by the last term linear in k and the electric
field. From the standpoint of the problem under consid-
eration, an important advantage is the possibility of a
direct comparison of commonly used methods based on
an approximate description of spin–orbit splitting.

In these methods, a phenomenological term with the
Rashba parameter, which is linear with respect to the
2D quasimomentum, is introduced into the dispersion
relations of the electron spectrum of the size quantiza-
tion subbands calculated ignoring the spin effects.

At ∆  ∞, the factors Ci in relation (2) describing
the effects of the interaction with the Γ7 band are equal
to unity and, to the accuracy of notation, we obtain the
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equations of [10]. However, these factors, except for the
spin–orbit term, do not drastically change in another
extreme case, ∆  0. The factors Cr1 and Cr2 at ∆ = 0
are also equal to unity (at an arbitrary E∆, they differ
from unity by no more than 15%). As for the Klein–
Gordon term, the factor CKG, which depends on ∆, is
equal to 3/2 in the limit of ∆  0, which corresponds
to mass renormalization at the conduction band bottom
at ∆  0 in comparison with the case ∆  ∞. Thus,
the consideration of the Γ7-band contribution should
not cause significant variations in the 2D subband
parameters calculated ignoring spin–orbit splitting,
which is confirmed by numerical calculations (see
below).

Only the spin–orbit term shows significant changes
in comparison with the two-band model. This term is ∆-
linear at small ∆/Eg; in the limit ∆  0, the splitting
according to the Rashba mechanism disappears. If we
introduce the volume effective mass at the conduction
band bottom,

it becomes evident that the spin–orbit term in the result-
ing effective potential

(3)

is similar in structure to that derived in [11, 12] (and
coincides with it in the limit of large Eg) as a correction
to the one-band approximation,

with the coefficient

(4)

depending on the parameters of the band structure.
In the self-consistent solution to Eq. (1) and the

Poisson equation, we used the model of a box with a
fictitious rear wall spaced by a distance L greatly
exceeding the Debye screening length (the Thomas–
Fermi length in accumulation layers) LD, as well as the
model with zero boundary conditions for the wave
function at the front (the interface with an insulator)
and rear walls. The box sizes were determined from the
condition that the solution be independent of L (as a
rule, this is met to a high accuracy even at L ≈ 5LD). The
results calculated for the inversion InAs channel with
NA – ND = 1.8 × 1017 cm–3 (the parameters of the mate-
rial studied in [7]) and the accumulation InAs layer
with ND – NA = 1.8 × 1017 cm–3 (the parameters of the
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sample we studied, see below) are shown in Figs. 1–4.
The dispersion relations calculated ignoring the spin–
orbit term within both two- and three-band models in
all of the 2D subbands and in the entire actual interval
of band bendings and energies are well described by a
Kane-type dispersion relation (a parabolic approxima-
tion is unsatisfactory even at relatively small band
bendings),

(5)Ei
+ si"k( )2 misi

2( )2
+ misi

2– α ik,±=
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Fig. 1. Spin subband population versus the total surface
electron density for accumulation (solid lines) and inversion
(dashed lines) InAs layers, calculated using the three-band
Kane model and experimentally determined (circles).
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Fig. 3. Concentration dependences of ∆ni/ni and the Rashba
parameter (in approximation (6)) calculated using the three-
band model for the main subband of accumulation (n) and
inversion (p) InAs layers. Dots and crosses correspond to
the experimental values ∆ni/ni from [7] and the quasi-clas-
sical calculation, respectively.
where the parameters approximating the spectrum, i.e.,
the subband “rest masses” mi and the Kane velocities si,
are uniquely determined from the calculated Fermi
energies EF, quasi-momenta kF, and cyclotron masses in
the ith subband; and αi is the Rashba parameter α in the
ith subband. In view of further discussion, we wrote
this expression taking into account the Rashba splitting
(usually ignored at this stage) in the form convention-
ally used when analyzing experimental data.

According to what was stated above, when ignoring
the Rashba term in ratio (2) (or when averaging over
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Fig. 2. Energy splitting calculated versus the wave vector
using the three- (solid lines) and two-band (dashed lines)
models for the main subband of accumulation (n) and inver-
sion (p) InAs layers at n0 = 2 × 1012 cm–2. The arrow corre-
sponds to k = kF.
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Fig. 4. Concentration dependences of the Rashba parameter
for the main subband calculated in the two- (two upper
curves) and three-band approximations for the inversion
InAs layer, using approximations (6) (solid lines) and
(5) (dashed lines), as well as the parabolic approximation
(dotted lines). Dots and crosses correspond to the data of [7]
and the quasi-classical calculation, respectively.
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two spin portions of the spectrum), the results calcu-
lated using the three- and two-band Kane models are
almost identical. In particular, in the case of the distri-
bution of carriers over 2D subbands (see Fig. 1), which
is usually studied experimentally, the differences
between the concentrations averaged over two portions
of the spectrum for both models are virtually impercep-
tible on the plot scale. The features of the accumulation
layer (including those related to the spin effects) in the
concentration region near the subband population onset
are caused by a degenerate continuum of bulk electrons
and call for special discussion, which is beyond the
scope of this study.

However, the spin–orbit splitting data calculated
using the two- and three-band Kane approximations
significantly differ. Disregarding interaction with the Γ7
band results in the overestimation of the splitting at the
Fermi level by more than one-and-a-half times (see
Fig. 2). As is readily seen from Eqs. (1) and (2), the
Rashba splitting ∆E = E+ – E– is nonlinear in k because
of the nonparabolicity of the system (the first term in
Eq. (2) involves squared energy).

However, when analyzing the Rashba splitting
parameter, it is conventionally assumed that ∆E can be
described by a term that is linear with respect to k and
the electric field in Eq. (2). The results of numerical cal-
culation indicate that a split spectrum cannot be
described even qualitatively using a parabolic approxi-
mation or approximation (5). The data presented here-
inafter are related to the main subband i = 0. However,
the results for excited subbands are very close to the
corresponding data calculated for i = 0 at identical sub-
band concentrations ni. A much better fit is attained
when using the approximation (more consistent with
the Kane Hamiltonian, see [9])

(6)

with the saturated splitting ∆max = 2αimisi/". However,
the calculated dependences ∆E(k) do not simply level
off at large k (as Eq. (6) shows). The splitting ∆E
decreases after reaching a maximum at k close to kF and
disappears in the limiting case k  ∞.

Thus, to correctly describe the spectrum, the phe-
nomenological parameter αi in relations (5) and (to a
significantly smaller extent) (6) should be treated as
depending on the wave vector. As for its value αF at the
Fermi level, which is, as a rule, used as a measure of the
spin–orbit splitting, one important point to remember is
the ambiguity related to the strong dependence of αF on
the analytical approximations used, which are fre-
quently inadequate. A characteristic of the Rashba
effect that is much more convenient (especially when
comparing the magnitudes of an effect in various mate-
rials and structures), independent from the models
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used, and, most importantly, directly measured is the
“polarization degree”

where  is the population of spin subbands. We
emphasize that this parameter also immediately defines
the phase difference “collected” within the length L of
the spin transistor channel,

The values of ∆ni/ni calculated within the three-band
approximation, as well as the values of αF calculated
from ∆ni/ni using approximation (6), are shown in Fig. 3.
As the number of the populated 2D subbands (see
Fig. 1), the value of ∆ni/ni and the run of its dependence
on concentration are very sensitive to the substrate type
and doping level. Although the absolute value of the
splitting ∆E via the Rashba mechanism increases with
ni, the relative splitting ∆E/EF and the polarization
degree in the inversion layer (p-type substrate)
decreases especially in the region of small ni. This is
related to an additional (most significant at small ni)
contribution of the electric field caused by the depletion
layer charge (Ndepl ≈ (1.3–1.5) × 1012 cm–2) to the split-
ting. We note that the Rashba parameter at the Fermi

level αF = "2(  – )/mi (calculated in approx-
imation (6)) increases in this case. In contrast, in the
accumulation layer, the splitting ∆E and ∆ni/ni are
smaller than in an undoped material due to field screen-
ing by the degenerate gas of continuum electrons. As
the subband concentrations increase, the contribution
of these competing factors decreases. In the region of
rather high ni, when the parameters of the space-charge
region are mainly controlled by 2D electrons, the dif-
ferences in ∆E, ∆ni/ni, and αF decrease for the inversion
and accumulation layers, approaching the correspond-
ing values for undoped InAs (Fig. 3).

As was mentioned above, the phenomenological
parameter α is not a sufficiently good characteristic of
the Rashba effect in the Kane-type semiconductors
(where this phenomenon was observed experimentally)
due to the strong energy dependence and the approxi-
mations used to describe the spectrum. This is illus-
trated by the concentration dependences of αF shown in

Fig.4 and calculated from the values  and  for var-
ious Kane approximations and at various analytical
approximations of the spectrum E(k). Only in the
region of extremely small band bendings, when the
effects of nonparabolicity are weak, the parameter αF

does not significantly depend on the type of approxima-
tion. As the surface QW deepens, approximations (5)
and (6) yield, respectively, smaller and larger values of
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αF in comparison with the simplest parabolic approxi-
mation. Within the latter, the Rashba parameter is
weekly sensitive to ni, i.e., to the electric field near the
surface. As a result, the dependences of αF on the elec-
tric field applied to the MIS structure (the most impor-
tant parameter from the viewpoint of the implementa-
tion of a field-effect transistor), calculated on the basis
of approximations (5) and (6), significantly differ.
Approximation (5), which is linear in k, predicts a
decrease in αF as ni increases at ni < 2 × 1012 cm–2,
whereas approximation (6) (closest to the numerical
calculation results) yields an increase in the Rashba
parameter with the field. As in the case of the parame-
ters ∆E and ∆ni/ni, the two-band approximation yields
an overestimate of αF by more than 1.5 times; however,
this approximation retains almost unchanged depen-
dences of αF(ni).

The results of calculations are compared in Fig. 4 to
the experimental data [7] obtained by measuring the
subband populations in approximation (5) with the dis-
persion parameters of a nonsplit spectrum, which were
calculated by the authors of [7] using the two-band
model for the approximation of a triangular potential
well. In spite of the fact that the experimental values of
αF conform quite well to the data we calculated at the
lowest (in the range studied in [7]) concentrations, the
calculated concentration dependence αF(ni) is weaker
than that of [7] by an order of magnitude. Such pro-
nounced disagreement cannot be caused solely by the
inadequate approximations used in [7] when calculat-
ing αF(ni). The degrees of polarization ∆ni/ni are also
two–three times higher than the calculated data (Fig. 3),
at least in the case of the subband concentrations, at
which such data may be extracted from the oscillatory
curves of Fig. 1 in [7].

Although there are several mechanisms which can
cause the spin–orbit splitting to increase, the causes of
such significant disagreement remain unclear. The
renormalization due to the correlation–exchange cor-
rections [13] cannot play a significant role because of
the small parameters of the electron–electron interac-
tion in narrow-gap materials. The calculations based on
the results of [13] yield an increase in the splitting mag-
nitude no larger than 5–15%. We note that the substitu-
tion of the zero boundary conditions used above for the
spinor components corresponding to the Γ6 band with
the zero-flux conditions for a complete spinor [14]
yields, in general, a slightly larger magnitude of split-
ting; however, in this case the increase also does not
exceed 20–30%.

In the case of heterostructures with asymmetrical
QWs, there exists an additional and rather significant
(probably dominant in the structures with narrow wells)
mechanism related to the contribution of states at the
interface to the Rashba splitting; i.e., the difference in
the boundary conditions for various spin components of
the wave function. However, in the case of MIS struc-
tures, there are a number of factors, in our opinion, sug-
gesting that the role of this mechanism cannot be dom-
inant. The potential barrier (higher than 2.5–3 eV) at
the interface with an insulator is much higher than in
semiconductor heterostructures, and the boundary con-
ditions are close to zero. Thus, the difference in the
boundary conditions for two spin polarizations should
also be slight. The significant width of the QW in MIS
structures based on narrow-gap materials and the large
contribution of the field effect inside the well (in con-
trast to the heterostructures whose bands inside the well
are almost flat) represent other factors counting in favor
of the aforementioned assumption. The latter conforms
to the results calculated in [11], showing that the influ-
ence of the interface in asymmetrical heterostructures is
insignificant even at a barrier lower than 1 eV in the
case of a flat potential profile inside a well wider than
5–6 nm, which is lower than the values in the system
under consideration by almost an order of magnitude.

It is noteworthy that there are experimental argu-
ments in favor of this reasoning. The 2D gas parameters
in the accumulation layers we studied (see below) are
absolutely insensitive to the material used for the gate
insulator. In spite of the fact that we failed to observe
Rashba splitting, because of an insufficient number of
oscillations, the study [15] of a related system based on
narrow-gap II–VI compounds (HgCdTe and HgMnTe)
shows the Rashba splitting to be independent of the
parameters and even the type of insulator (anodic
oxide, SiO2, Al2O3, and Blodgett–Langmuir films). The
“Rashba polarization” ∆ni/ni when there are equal sub-
band populations is uniquely defined by the band
parameters of the semiconductor and doping.

In this context, we note that consideration of the
boundary conditions at the interface with an insulator
encounters serious difficulties which, in some respects,
are of a fundamental nature. Furthermore, there are no
reliable data on the basic energy parameters of actual
interfaces in MIS structures. As a rule, amorphous or
semiamorphous materials (anodic oxides, SiO2) or even
organic compounds (Blodgett–Langmuir films, liquid
crystals) are used as the gate insulator. In these cases,
the description of the energy spectrum of the insulator
on the basis of the symmetry classification (as a rule,
within the Kane approach) of the semiconductor energy
bands, hence, the adequacy of the calculation methods
(joining of Kane components of wave functions),
applied to semiconductor heterostructures seems to be
doubtful.

Also noteworthy is the probable contribution of
error in determining the experimental populations of
the spin subbands to the observed disagreement
between theory and experiment. The inversion layers
studied in [7] exhibited a single node of beats. How-

ever, it is easy to ascertain that the values  and spe-ni
±
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cifically ∆ni/ni extracted from the Fourier spectra are
very sensitive to the range of magnetic fields used in a
Fourier analysis even with 2–3 beat nodes. The splitting
∆ni/ni for the intervals between beat antinodes can
exceed that for intervals ending near the nodes by as
much as 50%. This factor can have the most significant
effect (and this is confirmed by simulation) on the con-
centration dependences of αF due to the beat node dis-
placement over the magnetic field, observed in [7]. It is
noteworthy that αF is in fact independent of concentra-
tion in the region ni * 2 × 1012 cm–2, where the oscilla-
tion amplitudes in [7] are rather high and a pronounced
splitting of the Fourier spectrum is observed.

It is somewhat unexpected that the values ∆ni/ni
determined in [7] are virtually the same as in the inver-
sion layers of narrow-gap HgCdTe (Eg = 0.05–0.1 meV)
[10]. At the same time, the effect in InAs is expected to
be at least three times weaker due to significantly wider
Kane gaps and a smaller spin–orbit splitting of the
valence band (the simplest estimation may be carried
out using Eq. (4)). Meanwhile, in the case of HgCdTe,
disagreement between theory and experiment (the
three- and two-band approximations yield close results,
in this case, because of the inequality ∆ @ Eg) is not far
beyond the limit of error.

We know of no experimental studies of the Rashba
effect for accumulation layers. Therefore, we prepared
and studied structures formed of Pb, anodic oxide, and
n-InAs with a donor concentration equal to the acceptor
concentration in the inversion layers studied in [7].
Since conventional galvanomagnetic methods are inap-
plicable to such structures because the accumulation
layer conductance is shunted by bulk material, mag-
netic oscillations of the capacitance were studied,
which immediately yielded data on the density of states
in the magnetic field. According to Fig. 3, the effects
calculated in the inversion and accumulation layers
slightly differ in the region of subband concentrations
ni ≈ 2 × 1012 cm–2. Although pronounced capacitance
oscillations corresponding to the population of up to
three 2D subbands were observed in the structures
under study up to ~30 K, no beats caused by the Rashba
splitting were observed for any subband. At the same
time, the distribution of carriers over subbands, as well
as the cyclotron masses determined from the tempera-
ture dependences of oscillation amplitudes, are in good
agreement with the calculated data (see Fig. 1). In gen-
eral, the absence of beats in accumulation layers does
not contradict theoretical predictions. According to the
data of Fig. 3, in this case, we have ∆ni/ni ≈ 0.02 and the
expected number of oscillations between neighboring
beat nodes is N = 1/(2∆n/n) ≈ 25, whereas no more than
ten oscillations from a single subband (as in the inver-
sion layers studied in [7]) were experimentally
observed.
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In conclusion, we will mention another methodical
advantage of the approach used for the calculation of
the 2D spectrum. As was repeatedly noted beginning
from the Ando study [16], the quasi-classical approach
is adequate to describe the 2D spectrum in surface lay-
ers of narrow-gap semiconductors using the simplest
two-band approximation (ignoring the heavy portion of
the Γ8 band). As was shown above, this approach is
valid with respect to the parameters unrelated to spin
effects. Since we are dealing with a Schrödinger-type
equation within the method used in this study, a quasi-
classical approach can also be used to evaluate the
spinor-type effects, including interband mixing and
spin–orbit splitting. The results of such calculations (as
an example, some of them are shown in Figs. 3 and 4)
also confirm the adequacy of the quasi-classical
approximation with respect to these effects. The differ-
ences in ∆E, ∆ni/ni, and α, which were self-consistently
calculated both within the three- and two-band approx-
imations for identical 2D concentrations in the case of
quasi-classical quantization of the spectrum in a classi-
cally self-consistent surface potential well, do not
exceed 1–2%. These differences are much less than typ-
ical experimental errors. Meanwhile, the algorithms
employed in the quasi-classical calculation are incom-
parably simpler, and the computing time is shorter by
four–five orders of magnitude. The same is valid for the
calculation of the differences between the “resonance
shift” of the energy levels due to mixing of the 2D layer
states and the 3D states of the valence band by the sur-
face potential.
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Abstract—The low-temperature (T = 2 K) photoluminescence (PL) has been studied in Si/Ge structures grown
by MBE at a low (250–350°C) temperature of Ge deposition. The luminescence spectra change dramatically
when the average thickness of the Ge layer exceeds six monolayers. In this case, the PL line from the pseudo-
morphic layer (quantum well) retains its spectral position and increases in intensity at the expense of the lumi-
nescence line from islands (quantum dots), which then totally fades. The data obtained indicate a considerable
difference between the epitaxial growth modes dominating in low and conventional (500–700°C) temperature
ranges. © 2003 MAIK “Nauka/Interperiodica”.
It is generally assumed that the epitaxy of Ge on Si
proceeds via the Stranski–Krastanow mechanism: at
the initial stage, a continuous pseudomorphic Ge layer
(wetting layer) is formed, which behaves like a quan-
tum well (QW) for holes in an Si matrix; after a critical
thickness is reached, layer-by-layer growth gives way
to the formation of self-organized nanocrystals [islands
and quantum dots (QD)] [1]. This is confirmed by
experimental studies of structures grown at epitaxial
temperatures of 500–750°C [2–4]. At the same time, it
is generally assumed that the formation of islands is
suppressed at epitaxial temperatures of 360°C or lower
[4] owing to the low diffusion rate of adatoms. This
assumption, however, contradicts the results of several
studies of islands produced at epitaxial temperatures of
200–300°C [5–7].

We present photoluminescence (PL) data for Si/Ge
structures grown at low (250–350°C) temperatures
which demonstrate anomalous behavior of photolumi-
nescence from the Ge QW and the QD in Si: as the
average thickness of the deposited Ge layer increases
within a certain range of thicknesses, the QD emission
intensity decreases with a simultaneous enhancement
of the QW emission.

Structures with Ge layers 6–9.5 monolayers (ML)
thick in Si were grown in Katun machines (at the Leb-
edev Physical Institute in Moscow and at the Institute of
Semiconductor Physics, Siberian Division, Russian
Academy of Sciences, Novosibirsk, Russia) and in a
Riber Siva 45 machine (at the Institute of Semiconduc-
tor Physics, University of Linz, Austria). All the sam-
ples comprised 4–5 Ge layers separated with [100] Si
layers of 10 nm (Katun, 300°C) or 25.5 nm (Riber, 250
and 350°C) thickness. An exception was the sample
with a single Ge layer with an average thickness of
1063-7826/03/3702- $24.00 © 20207
9.5 ML (300°C). In several samples used for studies
with atomic-force microscopy (AFM), the upper Ge
layer was not covered with Si.

Figure 1 summarizes the data obtained; it shows the
energy position of the zero-phonon PL line as a func-
tion of the average thickness of the deposited Ge layer.
In the same figure, data from [2] for a deposition tem-
perature of 740°C illustrate well-known concepts: with
the beginning of island formation, the WL thickness is
stabilized (the position of the QW PL line remains vir-
tually unchanged), and the deposited excess Ge gathers

1.1

1.0

0.9

0.8

0.7
2 3 4 5 6 7 8 9 10 11 121

Ge, ML

Band energy, eV

350°C 250°C

300°C740°C [2]

Theory [8]

Fig. 1. The energy of zero-phonon PL lines vs. the average
thickness of Ge layers deposited at different temperatures.
Data: (top) QW and (bottom) QD.
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into islands, which change their shape in the course of
growth; they are then penetrated by misfit dislocations
and stop luminescing.

On the whole, the data we obtained for the epitaxial
temperature of 350°C are in agreement with commonly
accepted concepts: at a certain thickness of the depos-
ited layer (in our case, 6 ML), emission is observed
from the QW and QD simultaneously; as the thickness
of the deposited layer increases, the QW emission dis-
appears, the QD emission line shifts to a lower energy,
and the intensity of the latter decreases steeply (which
is seen from PL spectra not presented here).

The samples grown at Ge-epitaxy temperatures of
300 and 250°C show the opposite behavior: as the Ge
layer thickness increases, the QD emission disappears
and the QW emission is still observed and even grows
in intensity. For example, for structures grown at an epi-
taxial temperature of 250°C, emission related to islands
(QDs) is observed from a sample with an average Ge
thickness of 6 ML; when the average thickness
increases to 8 ML, the QD PL disappears and the inten-
sity of the QW emission increases (Fig. 2).

It is noteworthy that, in the energy range related to
emission from electron–hole droplets in Si (1086 meV,
ehL in Fig. 2), the luminescence observed is excessive
with respect to that observed when the structure is
excited from the substrate side. This effect is
observed, to a lesser or greater extent, in all of the
structures studied.

Figure 3 presents the emission spectra of samples 1–
4, which were grown on the Katun machine at a Ge-epi-
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Fig. 2. Low-temperature PL spectra of Si/Ge structures with
Ge layers deposited at 250°C, with an average thickness of
(1) 6ML and (2) 8ML. Recorded at T = 2 K. In the high-
energy portion, spectrum 2 is shifted up in respect to the
axis. QW–TO and QW–NP, respectively, are the phonon
(Si) and zero-phonon emission lines of the QW. QD is the
QD emission line. BE–TO and BE–TO complex, respec-
tively, are the phonon lines from bound excitons and bound
exciton complexes in Si; FE–TO is the phonon line from
free excitons in Si; ehL is the emission line from electron–
hole droplets in Si.
taxy temperature of 300°C. As in the preceding case of
250°C, emission at energies of ~ 800 meV, which can
be attributed to islands, is observed for structures with
thinner Ge layers. In the range of QW emission (1000–
1100 meV), samples 1, 2, and 3 show virtually identical
characteristics of QW emission, despite the admittedly
different Ge layer thicknesses (samples 1 and 2) and the
inevitable technological scatter (samples 2 and 3 were
grown on different machines). The zero-phonon line
has precisely the same energy (1080 meV) for all three
samples, and its width does not exceed 1 meV, as indi-
cated by more detailed measurements. This circum-
stance indicates an extremely high uniformity of the
pseudomorphic layer formed under the given condi-
tions. In this context, it is no coincidence that the exper-
imental energy positions of the QW emission lines cor-
respond with those calculated in [8] for an integer num-
ber of monolayers: 2 ML at an epitaxial temperature of
250°C and 3 ML at 300°C (Fig. 1). The available data
do not allow us to select a single reason for the occur-
rence of this process. A combination of conditions may
be important here: temperature, duration, and configu-
ration of the process, and even the amount and type of
uncontrollable impurities introduced during epitaxy.
Here, it is worth noting that the phonon replica of the
QW line in the PL spectrum related to a Ge phonon was
observed earlier only in structures intentionally doped
during epitaxy [9].

The cessation of QD luminescence with an increase
in the amount of deposited Ge suggests that the area of
the solid pseudomorphic layer (QW) grows due to
recrystallization of the bases of the islands, which may
be induced by their coalescence upon an increase in
density. It necessary to note that, when islands have a
small size, the bases cover the entire surface of a struc-
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Fig. 3. PL spectra of Si/Ge structures with Ge layers grown
at 300°C. Recorded at T = 2 K. Average thickness of the Ge
layers in the structures: (1) 6, (2) 8.5, (3) 8.5, and (4) 9.5 ML.
Spectra 2, 3, and 4 in the high-energy portion and spectra 1
and 2 in the low-energy portion are shifted up in respect to
the axis. D1 and D2 are lines of emission from dislocations.
Other designations are the same as in Fig. 2.
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ture even when there is a small amount of deposited
material: e.g., only 2.5 ML suffices for pyramidal
islands with a 10-nm base. The AFM surface image of
one of the samples (8.5 ML and 300°C, see spectrum 3
in Fig. 3) shows a continuous profile with a typical
period of ~30 nm, which presumably results from
complete coverage of the surface with islands and
their coalescence, which is also confirmed by the
small (~0.5 nm) depth of the profile. It may be assumed
that at an epitaxial temperature below 350°C, the
deposited layer grows according to the Volmer–Weber
mechanism, whereby islands start to appear even at the
initial stage of growth, without the formation of a wet-
ting layer. A similar change in growth mechanisms,
from Stranski–Krastanow to Volmer–Weber, has been
observed, particularly when InAs was deposited on Si
at temperatures below 400°C [10].

The entire set of data obtained indicates that the
mechanism of Ge growth on Si changes substantially
when the MBE temperature is lower than 350°C.
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Abstract—The structural and optical properties of ultrathin Ge insertions in an Si matrix were studied. Transmis-
sion electron microscopy revealed the spontaneous formation of arrays of disk-shaped quantum dots (QDs) with
a small lateral size (3–10 nm) at a nominal Ge insertion thicknesses, from submonolayer to nearly critical, for the
transition to 3D growth by the Stranski–Krastanow mechanism. Optical study revealed type-I band alignment in
these structures, which results from the strong contribution of the electron–hole Coulomb interaction overpower-
ing the repulsion potential for an electron existing in the Ge conduction band. The small lateral size of QDs lifts
the selection rule prohibiting indirect recombination in the inverse k space. At the same time, the high surface den-
sity of QDs (1012–1013 cm–2) and the possibility of their stacking with the use of ultrathin Si spacers allows the
obtainment of an ultrahigh volume density of QDs (up to 1019 cm–3), which is necessary to achieve stimulated
emission in Si. A sample with stacked QDs formed by 0.7-nm-thick Ge insertions exhibited a superlinear increase
of the photoluminescence (PL) intensity, accompanied by narrowing of the PL line. The doping of Ge–Si struc-
tures with donors allows for a drastic increase in the PL intensity at high temperatures, which prevents depletion
of the active region in weakly localized electrons. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Ongoing interest in Si/Ge nanostructures is due to
considerable progress in the development of new
devices based on nanoheterostructures with size quan-
tization [1]. The successful design of transistors, photo-
detectors and emitters of light, operating on intrasub-
band transitions in quantum wells (QW), should be
noted. At the same time, numerous attempts to derive
effective emitters of light, relying on band-to-band
transitions in QWs in a given system, have failed. In
this case, effective Si/Ge emitters of light, lasers espe-
cially, might potentially ensure the most direct integra-
tion of silicon technology with optoelectronic data
transmission systems, both within a single silicon chip
and in telecommunication applications.

As shown earlier, the use of Si/SiGe QWs does not
noticeably reduce the time of radiative recombination
[2]. Further, owing to specific features of the band
structure and the character of strains in coherent
Si−Ge QWs, the Ge–Si heterojunction is of type II [3],
and the overlap of the electron and hole wave func-
tions is reduced not only in k-space, but also in real
space. The spatial separation of electrons and holes at
the heterojunction results in a characteristic short-
wavelength shift of the photoluminescence (PL) line
with an increase in excitation density, which is typical
of type-II QWs [2, 3].

In recent years, active studies aimed at enhancing
PL efficiency were devoted to the application of 3D
1063-7826/03/3702- $24.00 © 20210
SiGe and GeSiC/Si QDs obtained in the Stranski–
Krastanow (SK) growth mode on the Si surface [4].
However, the large size of SK QDs, combined with a
high Ge content, results in even stronger spatial separa-
tion of the wave functions of a hole localized in a Ge
QD and an electron localized in an Si matrix. The struc-
tures also exhibit a strong short-wavelength shift of the
luminescence from an SK QD as the pumping intensity
rises, which is typical of type-II QDs [5]. The relatively
large QD size (*10 nm) demands that relatively thick
(*10 nm) Si spacers be used. The surface density of SK
QDs is about 109–1010 cm–2, and the maximum volume
density of SK QDs is also very low (1015–1016 cm–3).
Such a low density creates problems for realizing lasing
even for direct-gap QDs in an InAs–GaAs system [6].
Further, the band structure in the k-space of Si varies
only slightly, because the characteristic size of hole
localization in real space strongly exceeds the Bohr
radius of a hole.

It should be noted that there exists another class of
QDs produced by ultrathin [7, 8], e.g., submonolayer,
insertions of a narrow-gap material in a wide-gap
matrix [9]. The characteristic lateral size of these QDs
is much smaller and their density is much higher than
those for SK QDs [9]. The possibility of densely stack-
ing these QDs enables ultrahigh modal gain (up to
104−105 cm–1) in wide-gap direct-gap materials whose
exciton has a small Bohr radius [9].
003 MAIK “Nauka/Interperiodica”
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Fig. 1. Cross-sectional TEM images of structures containing (a) submonolayer (0.07 nm) and (b) monolayer (0.136 nm) Ge inser-
tions in a Si matrix.
For the Ge–Si system, fabrication of QDs of this
kind, if possible, will resolve all the basic problems of
optoelectronic applications. First, a small (3–5 nm) lat-
eral QD size effectively lifts the momentum selection
rule for radiative recombination with electrons from the
indirect minimum of the conduction band. At the same
time, the repulsive potential in the conduction band
appears to be weak, which allows the localization of an
electron and hole in the same spatial region [10].

As shown earlier in the case of ultrathin type-II lay-
ers, the effective localization of an electron on a hole
can be achieved even on the basis of type-II hetero-
structures with a high potential barrier in the conduc-
tion band [10]. This is so because the Coulomb attrac-
tion of an electron exceeds its repulsive action at a cer-
tain small thickness of the barrier. Indeed, a short-
wavelength shift of the PL line with a rise in pumping
power is absent in the case of ultranarrow Ge insertions
in an Si matrix [2]. In addition, the use of ultrasmall
QDs simplifies the electron localization in contrast to
the QW case, because the barrier strength decreases in
the lateral direction.

In this study, we propose the optoelectronic applica-
tion of ultrasmall QDs grown by depositing Ge layers
with a thickness below the critical one, which is neces-
sary for the transition to 3D growth by the SK mecha-
nism. We demonstrate that, under certain deposition
conditions, ultradense arrays of QDs are obtained, in
which, with account taken of the Coulomb interaction,
both a direct gap structure in real space and a maximum
delocalization of the hole wave function in k-space are
realized, which favors radiative recombination. Finally,
an ultrahigh density of QDs can be obtained in these
structures for achieving sufficiently high gain for las-
ing. Dense QD arrays can be closely stacked along the
growth direction, this being another key advantage for
achieving the necessary high gain.

It is also shown that the doping of structures with Sb
suppresses depletion of electrons in the active medium
SEMICONDUCTORS      Vol. 37      No. 2      2003
and significantly enhances the efficiency of radiative
recombination. The possibility of obtaining stimulated
emission from Si–Ge structures is discussed.

2. EXPERIMENTAL

The samples under study are periodical Ge inser-
tions in an Si matrix deposited on a 100-nm-thick
buffer layer grown by MBE at a substrate temperature
of 600°C. Two types of superlattices were grown. The
first comprised 20 layers of submonolayer Ge insertions
of varied thickness separated with 4- to 5-nm-thick Si
spacers; the effective thickness of Ge layers in the
structures varied from 0.07 to 0.14 nm. The other type
of superlattice, comprising 10 periods, included 0.5- to
0.7-nm Ge layers separated with 11-nm-thick Si spac-
ers. These spacers consisted of 9 nm of undoped Si and
2 nm of Si doped with 5 × 1016 cm–3 Sb at their centers.
The undoped and doped superlattices were grown at
temperatures of 750 an 700°C, respectively. To prevent the
segregation of Sb, the spacers were grown at 600°C. The
growth rate for Si and Ge was 0.05 and 0.005 nm s–1,
respectively. The total vapor pressure in the MBE
chamber was not less than 5 × 10–9 Torr. Growth was
monitored by recording RHEED patterns. The initial
(2 × 2) reconstruction of the Si surface was preserved
during the growth, with only a slight broadening of the
principal reflections being observed, irrespective of the
growth temperature. Thus, even in upper layers, no
appreciable density of 3D islands was formed by the SK
mechanism. The TEM study was performed using a
JEM 4010 electron microscope with a 400-kV accelerat-
ing voltage. The PL was excited with an Ar-ion laser (λ =
514.5 nm) and detected with a cooled Ge photodiode.

3. RESULTS

Figure 1a shows a cross-sectional TEM image of a
structure containing submonolayer Ge insertions with
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an effective thickness of 0.07 nm, grown at a substrate
temperature of 650°C. The thickness of Si spacers
between the Ge insertions was 4.4 nm. In order to ana-
lyze the distribution of Ge atoms in each layer, a special
digital analyzer of HRTEM images is necessary. Anal-
ysis shows that the Ge insertions do not constitute a
solid layer; instead, a high density of nanodomain for-
mations 3–5 nm in size with a surface density of ≈5 ×
1011 cm–2 is observed [11, 12]. Furthermore, local 3D
islands with a specific size of about 10 nm are formed.
In the case of Ge insertions with a thickness of about
one monolayer (ML) or more, the typical lateral size of
a nanodomain was 7–10 nm.

Figure 2 schematically shows the band diagram of
the structures under study. The Ge insertions form
potential wells in the valence band and potential barri-
ers in the conduction band of the Si–Ge system. In mul-
tilayer structures, minibands are formed in the Si con-
duction band, with the wave function of the electron
having a minimum near the Ge insertions. When non-
equilibrium holes captured by the Ge potential wells
appear in the Si matrix, an additional Coulomb poten-
tial is formed, which attracts an electron to a hole. Since

Electron miniband

Si CB

Si VB
GeSi

Electron localized
by hole Coulomb

potentialLocalized
hole

Fig. 2. Schematic band diagram of a multilayer structure
with Ge insertions in a Si matrix.
the Coulomb energy in Si is rather high (14.7 meV) and
the barrier in the conduction band is comparatively
low (<100 meV [3]), an electron can be effectively
localized in the Coulomb potential of a hole in the
Ge region, as shown in the general case for ultranar-
row type-II QWs.

Figure 3 shows typical PL spectra of a sample with
a submonolayer (0.1 nm) Ge insertion in the Si matrix.
PL spectral lines related to acoustical and optical
phonons of the Si matrix are observed, as are lines of
PL from Ge insertions (GeNP, GeTO, and GeTO–O) peaked
at 1.121, 1.064, and 1.004 eV, respectively.

An interesting distinction of submonolayer Ge
insertions is the long-wavelength shift of the PL lines
related to the Ge QD as the excitation density increases.
In this situation, at low excitation densities, the zero-
phonon PL line lies at an energy close to that expected
from the dependence of the PL energy on the thickness
of Ge insertions, which was obtained in [13]. An energy
shift with pumping was not observed in structures with
a Ge insertion thickness slightly exceeding 1 ML,
which was also stated earlier [2]. The lack of a shift
indicates the absence of spatial separation between
electrons and holes and confirms the validity of the
type-I QD model. The long-wavelength shift with an
increase in the excitation density, which is observed for
submonolayer insertions, is evidently due to the forma-
tion of multiple-exciton complexes associated with a
QD. This once again emphasizes the increasing role of
the Coulomb attraction between electrons and holes in
the case when the repulsive action of the Ge potential
barrier in the Si conduction band becomes weaker.

A characteristic feature of the Ge–Si PL spectra is
fast thermal quenching. In our opinion, this feature is
associated with thermal emission of weakly localized
electrons and their subsequent nonradiative recombina-
tion on the surface and in the bulk of the Si substrate.
100
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Fig. 3. The dependence of PL spectra on the pumping density for a structure with submonolayer QDs (0.74 ML of Ge) at 15 K.
Noteworthy is the long-wavelength shift of the PL lines with increasing excitation density: (1) 1000, (2) 150, (3) 50, (4) 25, and (5)
15 W cm–2.
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Even relatively weak doping of the active region of a
structure with a donor impurity (with an average con-
centration of ≈1016 cm–3), which gives rise to a moder-
ate density of equilibrium electrons, dramatically
enhances the PL intensity and enables it to be observed
up to room temperature. Figure 4 shows the tempera-
ture dependence of PL spectra. The long-wavelength
shift of the Ge PL line is evidently weaker than that of
the Si line. This fact, observed in all the samples (with
submonolayer or monolayer insertions, doped or
undoped), and the lack of a short-wavelength shift with
increasing excitation density presumably indicate that
the electron miniband in Si is thermally filled with elec-
trons as the temperature rises. To counteract this effect,
the donor doping level should be raised substantially, to
the point of degeneracy.

The high intensity and temperature stability of the
PL in doped samples with Ge–Si QDs allowed us to
observe a narrowing of the PL line as the observation
temperature decreased at high excitation densities, or as
the excitation density increased at a fixed temperature
(Fig. 5). The narrowing of the PL line is accompanied
by a dramatic rise in the integral PL intensity. This
effect is observed in the vertical direction and only in
the samples with a polished back surface. This may
indicate that stimulated emission is obtained in a verti-
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Fig. 4. The dependence of PL spectra of a Si–Ge structure
doped with Sb as the donor impurity (3.7 ML of Ge, the
excitation density 50 W cm–2) on the observation tempera-
ture: (1) 18, (2) 50, (3) 130, (4) 170, (5) 210, (6) 230,
(7) 250, and (8) 300 K.
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cal Si cavity with an active region of dense stacked
arrays of Ge QDs.

4. CONCLUSIONS

The structural and luminescent properties of struc-
tures with dense arrays of high-density Ge dots have
been studied. As shown, these structures are arrays of
type-I QDs. The doping of QDs allowed us to obtain
high PL intensity at elevated temperatures and superlin-
ear growth of the PL intensity with a rise in the excita-
tion density, which may indicate the occurrence of
stimulated emission in Si–Ge heterostructures. Presum-
ably, the use of ultradense arrays of small-size Ge–Si
QDs heavily doped with donor impurities will enable
lasing in Si–Ge structures at room temperature in the
near future.
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Abstract—Monte Carlo simulations of electron transport in AlxGa1 – xAs/GaAs/InyGa1 – yAs double-quantum-
well heterostructures in high lateral electric fields are carried out. It is shown that, under the conditions of inter-
valley Γ–L electron transfer, there exists a population inversion between the first and the second quantum-con-
finement subbands in the Γ valley. The population inversion appears in the fields exceeding 4 and 5.5 kV/cm at
77 and 300 K, respectively. The gain in a superlattice composed of such quantum wells is estimated to be on
the order of 100 cm–1 for radiation with a wavelength of 12.6 µm. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In cascade lasers [1], population inversion between
quantum-confinement subbands is achieved via tunnel-
ing injection of the charge carriers in the upper sub-
band; this mechanism of population inversion in quan-
tum wells (QWs) was considered for the first time by
Kazarinov and Suris back in 1971 [2]. In the “fountain”
laser [3], population inversion between subbands
occurs due to light-induced transitions of electrons to
the upper quantum-confinement subband. A number of
mechanisms leading to the population inversion
between the subbands are related to electron heating in
a high electric field oriented parallel to the QW layers
(see, e.g., [4, 5]). In particular, it was suggested that
population inversion may result from the intervalley
Γ−X transfer in GaAs/AlGaAs heterostructures. How-
ever, Monte Carlo simulations indicate that, in this
case, population inversion can be attained only in elec-
tric fields well above the threshold for the Gunn effect
(~8 kV/cm) [6]; this hinders the implementation of
such a scheme.

In this paper, we consider another possible method
for the attainment of population inversion between sub-
bands; this method relies on the intervalley Γ–L transfer
of hot electrons in double QWs. The fields required to
attain population inversion in the Γ–L scheme are much
lower than those in the Γ–X scheme, which is an advan-
tage of the former. Monte Carlo simulations of electron
transport indicate that the population inversion between
the first and the second quantum-confinement subbands
in the Γ valley takes place in the fields above 4 kV/cm
at the liquid-nitrogen temperature and above 5.5 kV/cm
at room temperature.
1063-7826/03/3702- $24.00 © 20215
2. A MODEL FOR ELECTRON TRANSPORT
IN A PAIR OF TUNNELING-COUPLED 

QUANTUM WELLS

The structure under consideration consists of two
tunneling-coupled QWs for electrons both in the Γ and
in the L valleys (see Fig. 1a). The wave functions of the
Γ-valley electrons in the two lowest quantum-confine-
ment subbands are localized in different QWs and,
thus, the electron transfer between subbands Γ1 and Γ2
due to scattering by polar optical phonons is sup-
pressed; it is this scattering mechanism that is mainly
responsible for the relaxation of the population inver-
sion and brings about the need for high electric fields in
the Γ–X laser. A significant feature of this structure
should be noted: the wave function of the lowest L sub-
band (L1) is localized in the same QW as the wave func-
tion of the Γ2 subband. Because of this circumstance,
the overlap between the wave functions of subbands L1
and Γ2 is substantially larger than the overlap between
the wave functions of the first L and Γ subbands (see
Fig. 1b). Thus, in high lateral fields, when the filling of
the states in subband L1 sets in, the electrons from these
states are scattered mainly to the Γ2 subband, which
leads to population inversion between the second and
the first Γ subbands. This advantageous band structure
can be realized due to the presence of a In0.25Ga0.75As
alloy layer, which forms (with respect to GaAs) a well
for the electrons in the Γ valley and a barrier, in the L
valley.

This alignment of the L valleys in the InGaAs alloy
with respect to GaAs (which is crucial for the mecha-
nism of population inversion under discussion) follows
from recent measurements and calculations of the
energy positions of L and Γ valleys in InAs [7, 8]. We
assumed the energy spacing between Γ and L valleys to
003 MAIK “Nauka/Interperiodica”
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be 1.1 and 0.29 eV in InAs and GaAs, respectively. The
Γ band-edge offset at the InyGa1 – yAs heterointerface
was assumed to be 0.63y eV. To calculate the Γ- and
L-band offsets at the GaAs/InyGa1 – yAs heterojunction,
linear interpolation in y was used. The energy positions
of the Γ and L valleys in AlxGa1 – xAs alloy were taken
from [9].

The spectrum and the wave functions of the Γ-valley
electrons in the AlxGa1 – xAs/InyGa1 – yAs heterostruc-
ture with such a pair of tunneling-coupled QWs were
calculated by solving the Schrödinger equation in the
Kane model approximation. The electron states in the L
valley were determined using the effective-mass
approximation Hamiltonian. The transverse mt and the
longitudinal ml effective masses of electrons in the L
valley in all layers were taken to be 0.075 and 0.19 of
the free-electron mass, respectively. The axes x, y, and
z of the coordinate system were oriented along the crys-
tallographic axes [100], [010], and [001]. We assume
that the growth axis of the structure coincides with the
z axis and, thus, the four L valleys are equivalent.
Assuming that the motion in the xy plane is infinite, we
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Fig. 1. (a) Energy-band diagram and (b) electron wave func-
tions in a system of two tunneling-coupled quantum wells.
Energies are measured from the bottom of the GaAs con-
duction band. The profiles of the conduction-band bottom in
Γ and L valleys are drawn by solid and bold-dashed lines,
respectively. The heterostructure layers are composed of
Al0.4Ga0.6As (regions 1, 3, and 5), GaAs (region 2), and
In0.25Ga0.75As (region 4). The thicknesses of layers 2, 3,
and 4 are 39, 25, and 30 Å, respectively.
can write the wave function of an electron in the ith sub-
band of the valley α (where α = Γ, L) as

(1)

where r and k are the in-plane radius vector and wave
vector of an electron, respectively; and S is the area of
the structure. For the case of electrons in the L valley,
we omitted the insignificant phase factor expig(kx, ky)z,
where g(kx, ky) is a linear function of kx and ky. The cal-

culated wave functions (labeled by ) and quantum-
confinement levels are shown in Fig. 1. The depen-
dences of the Γ-valley effective electron masses in
AlGaAs and InGaAs alloys on the Al and In content,
which are required for this calculation, were taken from
[7, 8].

We ignore the effects of nonparabolicity in our treat-
ment of electron transport in the QW plane. Thus, we
assume that the energy of an electron in the ith subband

of the valley α equals  + "2k2/2mα. In this approxi-
mation, we ignore the anisotropy of the dispersion rela-
tion in the L valley and use the two-dimensional den-
sity-of-state effective mass for electrons in the L sub-
bands:

3. ELECTRON SCATTERING

In high electric fields, the scattering of electrons in
the structure under study mainly occurs due to their
interaction with optical and intervalley phonons. Thus,
we ignored acoustic-phonon scattering, as well as elec-
tron–electron and charged-impurity scattering, assum-
ing that the electron density is sufficiently low. In our
consideration of electron scattering by polar optical
phonons, we assumed that the phonon dispersion rela-
tion is the same as in bulk GaAs. In addition, we
assumed that the phonon gas is in equilibrium and is
characterized by the temperature of the crystal. To cal-
culate the probability of electron transitions due to scat-
tering by polar optical phonons from the ith to the jth
subband in the valley α, we used a conventional
approach [10], which yielded the following expression
for the probability density of such a transition:

(2)

Here, ki is the wave vector of the electron in the ith sub-
band; q is the wave vector of the optical phonon; the
upper and lower signs correspond to phonon emission
and absorption, respectively; "ω0 is the longitudinal
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optical phonon energy; and Nq is the number of longi-
tudinal optical phonons with the wave vector q,

where kB and T stand for the Boltzmann constant and
the temperature, respectively. The squared matrix ele-
ment of the electron–phonon interaction operator can
be expressed as [10] 

(3)

where  = (1/ε∞ – 1/ε0)–1, with ε∞ and ε0 being the high-
frequency and low-frequency dielectric constants of
GaAs, respectively.

In Figs. 2a and 2b, we plot the electron-energy
dependences of the rates of intrasubband and intersub-
band optical-phonon scattering at liquid-nitrogen tem-
perature (T = 77 K) (labels with superscripts OA and
OE indicate the transitions accompanied by phonon
absorption and emission, respectively):

(4)

Since the dominant scattering process at this tempera-
ture is the spontaneous phonon emission, the scattering
rate as a function of the electron energy has a threshold.
Note that the scattering rate decreases with increasing
electron energy, which is caused by an increase in the
average wave vector of emitted phonons.

The rates of electron transitions from the ith sub-
band in the valley α to the jth subband in the valley β
due to intervalley-phonon scattering were calculated by
the formula

(5)

Next, we took into account the electron scattering by
intervalley phonons from the ith subband in the valley
α to the jth state of the continuum (three-dimensional
states) in the valley β,

(6)
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as well as the reverse transitions from the ith state of the
continuum in the valley α to the jth subband in the val-
ley β:

(7)

In the above expressions, Dαβ is the intervalley-cou-
pling constant [11], "Ω is the energy of the intervalley
phonon, ρ is the material density, Ei is the total energy
of the electron in the ith subband, ∆ is the energy spac-
ing between the ith subband and the continuum, mβ is
the density-of-states effective mass in the valley β (with
the number of equivalent valleys taken into account),
and Lz is the period of the structure (we assume that the
structure is periodic). In this approximation, the scatter-
ing probability is independent of both the electron
kinetic energy (except for the case of electron transi-
tions into the states of the continuum) and the scattering
angle. The calculated rates of different intrasubband
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Fig. 2. The rates of (a) intrasubband and (b) intersubband
electron transitions at liquid-nitrogen temperature due to
scattering by optical and intervalley phonons as a function
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and intersubband electron transitions at liquid-nitrogen
temperature due to scattering by intervalley phonons
are shown in Figs. 2a and 2b, respectively (labels with
superscripts IA and IE indicate transitions due to
phonon absorption and emission, respectively).

Note that the rates of intersubband transitions in the
Γ valley are two orders of magnitude lower than the
rates of the intrasubband transitions in the L valley, and
the rates of the transitions from L1 to the Γ2 subband are
six times higher than the corresponding rates of transi-
tions from L1 to the Γ1 subband and three times higher
than the rates of intersubband transitions in the Γ valley.
The rates of the transitions from the Γ valley to the L
valley are one and a half orders of magnitude higher
than the rates of the reverse transitions and are compa-
rable to the rates of intrasubband transitions in the Γ
valley. Thus, due to phonon scattering, electrons heated
in a high electric field will accumulate in the L1 sub-
band, from which they will be transferred mainly to the
Γ2 subband. Owing to the suppression of the transitions
between the lowest Γ subbands, the electron flow from
Γ2 to Γ1 is small, which favors the appearance of popu-
lation inversion between these subbands.

4. RESULTS OF ELECTRON-TRANSPORT 
SIMULATIONS

The distribution functions and concentrations of
electrons in different subbands, as well as the average
drift velocity of electrons, were calculated using the
Monte Carlo method. Electron transitions to all Γ and L
subbands were taken into account. In addition, transi-
tions to the states of the continuum in the L valley were
considered because the difference in energy between
the continuous spectrum and the upper L subband is
small. Transitions to the continuum states in the Γ val-
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Fig. 3. Dependences of electron distribution functions at
T = 77 K in the two lowest Γ subbands and the first L sub-
band on the total electron energy for two different values of
the electric-field strength; the curves are obtained from
Monte Carlo simulations of the electron transport.
ley were disregarded, since they appear in the energy
region corresponding to the L valleys.

The calculated distribution functions of electrons
over their total energies ε in the two lowest Γ subbands
and in the lowest L subband are plotted in Fig. 3 for two
different values of the electric field. One can see that the
distribution function in the second Γ subband has a
small peak near 0.31 eV. This feature can be attributed
to intense electron transitions from the lowest L sub-
band due to the intervalley-phonon scattering (Fig. 1).
The distribution function in the first Γ subband has no
such features, because the rate of the corresponding
transition is low (Fig. 2). Indeed, in high fields, a large
number of electrons from the L valley undergo a high-
probability transition to the second Γ subband with the
emission of an intervalley phonon. This leads to a con-
siderable transfer of electrons from the L valley to the
second Γ subband. At the same time, the rate of electron
transitions from the second to the first Γ subband
caused by polar-optical phonon scattering is low.

Thus, in high electric fields, electrons are trans-
ferred from the Γ1 to the L2 subband, then from L2 to L1
and from L1 to the Γ2 subband, where they are accumu-
lated; this leads to electron population inversion
between the first and the second Γ subbands.

Figure 4 shows electric-field dependences of the rel-
ative electron concentrations n/n0 in the two Γ subbands
and in the lowest L subband at liquid-nitrogen temper-
ature. One can see that, in the fields exceeding 4 kV/cm,
population inversion between the first and the second
quantum-confinement subbands sets in. The electric-
field dependence of the average drift velocity V of elec-
trons in the structure under study is also plotted in Fig. 4.
One can see that, in the fields above ~3 kV/cm, a
decrease in V takes place, which is related to the accu-
mulation of electrons in the L valley.
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the structure under consideration at T = 77 K; the curves are
obtained from Monte Carlo simulations.
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Now, let us estimate the possible gain in such a
structure. An approximate expression for the gain at a
frequency ω (corresponding to the transition energy
E2 – E1) is

(8)

Here, α = e2/"c is the fine-structure constant; |z12| is the
matrix element of the z operator; τ is the phase-relax-
ation time, which characterizes the spectral width of the
radiative transition between the first and the second
subbands; and Lz is the characteristic length of wave
localization in the z direction. If the system is periodic
along the z axis (i.e., if it consists of a large number of
pairs of tunneling-coupled QWs in which the wave is
localized), its period can be taken as Lz. Assuming that
ωτ ≈ 10, ε0 ≈ 13, n2 – n1 ≈ 1.5 × 1011cm–2, Lz ≈ 2 ×
10–6 cm (a periodic structure is implied), and z12 ≈ 7.2 ×
10–8 cm (which corresponds to the structure considered
in this study), from (8) we find that β12 ≈ 100 cm–1 for
the wavelength λ12 ≈ 12.6 µm. It should be mentioned
that, for this wavelength, the lattice absorptance in
GaAs at 77 K is below 0.2 cm–1 [12].

For T = 300 K, similar calculations yield the thresh-
old field for the population inversion E = 5.5 kV/cm in
the Γ1 and Γ2 subbands and the population inversion at

E = 6 kV/cm (  – )/n0 ≈ 10% (here, n0 is the total
electron density).

It also follows from the calculations that, in high
electric fields, the electron lifetime in the Γ2 subband is
mainly controlled by the transitions to the upper states
(L subbands and the continuum states) due to heating.
In the field of 5 kV/cm, the rate of these transitions is
higher by a factor by 4 than the rate of the transitions to
the Γ1 subband. This suggests that selective suppression
of the mobility in the Γ2 subband (e.g., by introducing
heterointerface roughness in the QW where the wave
function of this subband is mainly localized [5]) can
lead to a reduction of heating in this subband and to a
decrease in the rate of electron transitions to the upper
states, thus enhancing electron accumulation in the Γ2
subband and increasing the population inversion. Alter-
natively, a structure with a thinner barrier between the
coupled QWs could be used in this case, which, for the
same level of population inversion, will result in a
larger value of the matrix element of the Γ2–Γ1 optical
transition and, consequently, in a more pronounced
laser effect.

5. CONCLUSIONS

We can conclude from the results obtained in this
study that the structure under consideration holds great
promise for developing a laser based on the intervalley
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transfer mechanism. A discussion of the detailed con-
figuration of such a laser, the ways of suppressing high-
field domains, as well as the competitiveness of the sug-
gested design with respect to quantum-cascade lasers,
is beyond the scope of this paper. We only mention that
an intervalley-transfer laser may comprise a hetero-
structure consisting of repeated double QWs separated
by AlGaAs barriers and grown on a semi-insulating
substrate. In such a structure, the free-carrier absorp-
tion (which is always important in cascade lasers) is
low for the TM mode. Thus, it is possible that the sug-
gested design may be implemented in a system with
low gain of the laser mode, e.g., in a structure with a
small number of double-QW periods, which implies
low threshold currents of such lasers.
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Abstract—Diamond-like carbon (DLC) films were prepared by ion-beam sputtering of a graphite target and
annealed at a temperature of 400°C in vacuum and nitrogen with oxygen admixture (about 1–2%). The Raman
and optical absorption spectra of these films were studied. Anomalous changes in the DLC films annealed in
nitrogen were detected. The optical absorptance of films in the visible range of the spectrum decreased by
approximately two orders of magnitude; the D and G lines of graphene nanoclusters disappeared in the Raman
spectra, while new narrow lines at 928, 968, and 2324 cm–1, as well as a broad line at 2200–2400 cm–1, arose.
These changes were found to be reversible. Subsequent annealing of the films in vacuum (400°C) restored the
optical properties and Raman spectra of the samples. The results obtained are indicative of the formation of new
carbon–nitrogen nanoclusters under certain conditions of annealing of a DLC film. © 2003 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

The properties of nanostructures and nanocluster
systems significantly differ from those of bulk materi-
als. In recent years, these objects have attracted consid-
erable interest from the standpoint of their application
in nanoelectronics and optoelectronics. Basic research
gave rise to a new line of inquiry, i.e., the physics of
nanostructures. Carbon-based nanostructures, includ-
ing diamond-like carbon (DLC) films, are of particular
interest in this context (see [1]). The role of nanometer
particles in DLC films is played by graphene nanoclus-
ters, from 0.5 to 5 nm in size, incorporated into a dia-
mond-like amorphous host. Size quantization gives rise
to a gap in the electron spectrum of graphene nanoclus-
ters, which controls the optical absorption edge in these
materials. Therefore, the electronic properties of car-
bon films can be varied over a wide range by control-
ling the sizes and concentrations of nanoclusters. This
may be attained either by varying the conditions of film
deposition or by subsequent energy-beam treatment. A
characteristic property of these materials is metastabil-
ity. Annealing at temperatures of ~300°C and above
results in graphitization of the diamond-like host due
to graphene nanocluster growth, which narrows the
optical bandgap, increases the film conductivity by a
few orders of magnitude, and causes characteristic
changes in the Raman spectra [2]. A similar effect is
also observed during ion implantation of diamond-
like films [3]. However, an inverse process can be
observed when bombarding with heavy ions such as
xenon [4]. Radiation defects also have a significant
1063-7826/03/3702- $24.00 © 20220
effect. For example, the optical gap EgT, determined
from the Tauc dependence, becomes negative, which
is caused by a large contribution of the band-gap elec-
tronic states (caused by nanocluster structure defects)
to optical absorptance [4].

The incorporation of impurity atoms presents
another possibility for controlling the electronic struc-
ture of graphene nanoclusters. Most of the studies in
this line of inquiry are concerned with doping diamond-
like films with nitrogen. It has been established that
nitrogen impurity narrows the optical band gap and
activates Raman vibrational modes in infrared absorp-
tion [5]. A similar effect was also observed when dop-
ing carbon film with copper [6]. However, in contrast to
the incorporation of nitrogen into the nanocluster struc-
ture, copper atoms interact with nanoclusters in accor-
dance with the intercalation mechanism. As a result of
charge transfer from a copper atom to a nanocluster, the
electron density becomes significantly redistributed
and nanoclusters gain metal properties.

When studying DLC films, anomalous behavior of
their optical properties in the course of annealing in
nitrogen was detected. The optical absorptance in the
visible region of the spectrum decreased by a few
orders of magnitude, and the films became virtually
transparent. Since nitrogen is almost inert under the
annealing temperatures used in experiment (T = 400°C
and lower), the result obtained was absolutely incom-
prehensible but intriguing. Thus, this new effect called
for detailed studies.
003 MAIK “Nauka/Interperiodica”
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2. EXPERIMENTAL

Diamond-like a-C films with a thickness of d ≈
300 nm were deposited via ion-beam sputtering of
graphite (xenon was used as the working gas; the ion
energy was 1 keV) [7]. Fused quartz and single-crystal
silicon wafers were used as substrates. The optical gap
and the refractive index of the initial samples were
~0.8 eV and n ≈ 1.95, respectively. We studied the opti-
cal properties and the Raman spectra (the excitation
wavelength was λ = 488 nm) of the initial samples and
samples annealed at a temperature T = 400°C in vac-
uum (the residual pressure was ~10–3 Pa) and in a nitro-
gen flow. The latter was initiated by the evaporation of
liquid nitrogen containing 1–2% oxygen. The film
thickness was determined by ellipsometry. The spectral
dependence of the film absorptance in the visible and
near ultraviolet regions was determined from film
reflection and transmission spectra. Using these data,
the Tauc dependence was derived,

(1)

where α is the film absorptance; E is the photon energy;
EgT is the Tauc optical gap, defined by the average size
of graphene nanoclusters in the film; and B is the Tauc
dependence parameter, which is proportional to the
graphene nanocluster concentration in the sample [3].

The Raman spectra of carbon films contain charac-
teristic G (graphitic, 1575 cm–1) and D (disordered,
1360 cm–1) lines. Both bands are related to the vibra-
tional modes of carbon atoms in graphene nanoclusters.
The ratio between the intensities of these lines is
defined by the nanocluster size; therefore, Raman spec-
troscopy allows for the determination of the average
size of graphene nanoclusters.

3. EXPERIMENTAL DATA AND DISCUSSION

Figure 1 shows the Tauc dependences for carbon
films annealed under various conditions. Annealing in
vacuum results in the known changes in optical absorp-
tion (narrowing of the optical gap EgT; see Fig. 1, curve 2),
which is caused by an increase in the size of nanoclus-
ters. This conclusion is confirmed by the Raman spec-
troscopy data. Figure 2 shows the Raman spectra of an
initial sample (curve 1) and a sample annealed in vac-
uum (curve 2). One can see that the spectrum of the ini-
tial sample is typical of diamond-like films. Annealing
the films in vacuum causes the ratio of the D and G peak
intensities to increase, which is also indicative of an
increase in the size of nanoclusters. As the ellipsometry
measurements show, the film thickness remained
unchanged, while the refractive index slightly increased
(n ≈ 2.1 at the wavelength λ = 632.8 nm). 

Annealing in nitrogen proceeds in two stages. A
nanopore film arises at the first stage, which is indicated
by a significant decrease in the refractive index (from
1.92 to 1.5). In addition, the film thickness decreases
(from 300 to 210 nm). The decrease in the film thick-

αE( )1/2 B1/2 E EgT–( ),=
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ness and density is caused by chemical interaction
between oxygen (contained as an admixture in the
working gas during annealing) and carbon; as a result,
carbon dioxide is produced. At this stage, annealing
also causes an increase in the size of nanoclusters,
which is indicated by the optical measurement data
(Fig. 1, curve 3) and the Raman spectrum (Fig. 3, spec-
trum 1). In this respect, this annealing does not differ
from annealing in vacuum. A slight difference lies in
the fact that a peak from the silicon substrate emerges
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Fig. 1. Tauc dependence for the a-C films under various
annealing conditions at T = 400°C: (1) initial sample,
(2) 1-h annealing in vacuum, (3) 10-min annealing in N2,
(4) 35-min annealing in N2, (5) (35-min annealing in N2) +
(1-h annealing in vacuum).
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in the Raman spectrum at a frequency of 520 cm–1,
which is caused by a decrease in the refractive index
and the carbon film thickness.

At the second stage, the film becomes translucent
(see Fig. 1, curve 4) and the Raman spectrum changes
significantly (Fig. 3, spectrum 2). The G and D lines
disappear; however, several new lines arise, including
one related to nitrogen molecules. At this stage, the
spectral dependence of absorptance is no longer
described by the Tauc dependence, which is indicative
of a significant change in the electronic structure of the
nanoclusters. Ellipsometry measurements showed that
the film thickness remains unchanged (d ≈ 210 nm),
while the refractive index decreases to n ≈ 1.4. The
absence of the G and D lines and the significant change
in the optical properties of the film suggest that the
graphene nanoclusters disappear. However, this is not
the case. If annealing is repeated at the same tempera-
ture but in vacuum, the optical absorption (Fig. 1,
curve 5) and Raman (Fig. 4) spectra are partially
restored. It is worth noting that the spectral dependence
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Fig. 3. Raman spectra of the samples after (1) 10-min and
(2) 35-min annealing in nitrogen.
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Fig. 4. Raman spectrum of the sample after 35-min anneal-
ing in nitrogen and subsequent 1-h annealing in vacuum.
of absorptance is again described by the Tauc law and
the optical gap becomes the same as that after 10-min
annealing in nitrogen (the first annealing stage). How-
ever, the slope of the dependence is appreciably
smaller. This means that the electronic structure of
some of the nanoclusters (approximately 2/3) is com-
pletely restored. The optical properties are completely
restored if repeated annealing in vacuum is carried out
at a temperature of ~500°C. The activation energy of
this process is ~0.064 eV.

The low-temperature and reversible character of the
observed changes in the electronic and vibrational
structure of nanoclusters with a low activation energy
of restoration indicate that the changes are related to
adsorption of nitrogen molecules at graphene nanoclus-
ters. This process requires nitrogen molecule transport
to the nanocluster surface, which is attained owing to
nanopores formed at the first annealing stage, during
which nitrogen penetrates into the sample bulk. There-
fore, an oxygen admixture in the nitrogen flow is a nec-
essary condition.

As was mentioned above, molecular nitrogen is
chemically inert at the annealing temperatures used
and, thus, cannot form a chemical bond with carbon
atoms. Therefore, the interaction between molecular
nitrogen and a nanocluster must proceed according to
the intercalation mechanism by means of electron
transport to a cluster or, conversely, from a cluster. The
direction of electron transport is controlled by the rela-
tive positions of the ground and excited levels of the
nanocluster and adsorbed molecule, as in the case of
adsorption, e.g., of NO2 and NH3 molecules at the dia-
mond film surface [8]. The ground state of a nanoclus-
ter is lower than the vacuum level by approximately
1.5–2 eV [9]. The ionization and excitation energies of
a nitrogen molecule are 15.5 and 6.1 eV, respectively;
i.e., the first excited state is lower than the vacuum level
by 9.4 eV. Therefore, we may assume that the electronic
systems of the nanocluster and the adsorbed nitrogen
molecule arrive at equilibrium due to electron transfer
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Fig. 5. Raman spectrum of the sample after 35-min anneal-
ing in nitrogen and subsequent 5-min annealing in vacuum.
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from the nanocluster to the nitrogen molecule. As a
result, the optical gap of the nanocluster widens signif-
icantly.

As in the case of intercalation by copper atoms [6],
a single adsorbed nitrogen molecule is sufficient to
change the electronic structure of a nanocluster. When
the number of such molecules becomes large; i.e., the
cluster becomes coated with nitrogen molecules, its
vibration spectrum is shifted to higher frequencies (a
band in the range of 2100–2300 cm–1) and an additional
vibrational mode appears (a band at 900–1000 cm–1)
due to weak bonding of nitrogen molecules with the
nanocluster. The drastic change of the vibration spec-
trum indicates the formation of a new type of carbon–
nitrogen nanoclusters. On the basis of this model, the
two well-resolved peaks in the region of 900–1000 cm–1

can be explained by two types of nanoclusters; these are
most likely nanoclusters with even and odd numbers of
carbon atoms.

Figure 5 shows the intermediate Raman spectrum
observed for the samples subjected to short-term
(~5 min) repeated annealing in vacuum. One can see
that these spectra contain bands characteristic of
graphene and carbon–nitrogen nanoclusters. Similar
spectra were observed previously in at least two studies
[10, 11]. In the former study, DLCs doped with nitro-
gen were produced using a plasma beam source (PBS).
Anomalous behavior of the optical and electrical prop-
erties of the films was detected as the nitrogen impurity
concentration increased. Schwan et. al. [10] concluded
that the film deposited using the PBS technique con-
tains a substantially fewer number of graphene nano-
clusters. The results obtained in this study show that
this is not the case. The cause for this is that the elec-
tronic structure of at least a fraction of the nanoclusters
is significantly modified due to intercalation by molec-
ular nitrogen. In [11], a similar Raman spectrum was
observed for DLC films produced by filtered vacuum
cathodic arc evaporation and the band in the region of
950 cm–1 was attributed to the second-order Raman
spectrum of the silicon substrate.

4. CONCLUSIONS

Anomalous changes in the vibrational spectrum and
the optical properties of carbon films were detected in
SEMICONDUCTORS      Vol. 37      No. 2      2003
the course of annealing (T = 400°C) in nitrogen with an
oxygen admixture. These changes were found to be
reversible. Film modification was found to proceed in
two stages. A nanopore carbon film is formed at the first
stage. At the second stage, nitrogen molecules diffuse
into nanopores. We suggested a qualitative model
which attributed the observed changes to interaction
between nitrogen molecules and graphene nanoclusters
according to the intercalation mechanism with the for-
mation of a new type of carbon–nitrogen nanoclusters.
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Abstract—The effect of thermal annealing in the temperature range Ta = 300–600°C of films of microcrystal-
line hydrogenated silicon (µc-Si:H) lightly doped with boron on the spectral dependences of the absorption
coefficient (α) at photon energies hν = 0.8–2.0 eV, dark conductivity (σd), and photoconductivity (∆σph) was
studied at room temperature. With increasing annealing temperature, a nonmonotonic variation of α (at hν <
1.2 eV), σd, and ∆σph was observed. The data obtained are attributed to a change in the concentration of elec-
trically active impurities and formation of defects, caused by hydrogen effusion and bond restructuring at high
annealing temperatures. © 2003 MAIK “Nauka/Interperiodica”.
Recently, microcrystalline hydrogenated silicon
(µc-Si:H) has been widely used to design electronic and
optoelectronic devices [1, 2]. At the same time, carrier
generation, transport, and recombination processes,
governing the parameters of µc-Si:H optoelectronic
devices, are not yet fully understood. This is due to the
complex structure of µc-Si:H, which includes microc-
rystals and their boundaries, an amorphous phase, and
voids. The multiphase structure of µc-Si:H leads to a
complex space and energy distribution of localized
states, related to microcrystal boundaries and defects,
which govern the behavior of nonequilibrium carriers.
The available published data indicate that high-temper-
ature annealing of µc-Si:H affects both the structure of
the material [3] and the concentrations of hydrogen [4]
and defects [5] in µc-Si:H. Therefore, our study was
concerned with the effect of thermal annealing on the
optical, electrical, and photoelectric properties of
microcrystalline hydrogenated silicon lightly doped
with boron. Films were annealed in order to change the
structure and defect concentration of µc-Si:H and to
reveal their effect on the above-mentioned properties of
µc-Si:H.

We deposited the µc-Si:H films under study, with a
thickness of 0.7–0.8 µm, onto quartz substrates via
decomposition of a mixture of monosilane (SiH4) and
hydrogen in an RF glow discharge. The substrate tem-
perature was 250°C. To improve the photosensitivity of
the films, they were lightly doped with boron in the
course of deposition [6]. Doping was carried out by
introducing diborane (B2H6) into the reaction chamber
at a volume ratio [B2H6]/[SiH4] of 4 × 10–6. The result-
ing films were of the p-type. According to electron
microscopy, the unannealed films were composed of
columns 30–100 nm in diameter that contained crystals
3–30 nm in size. The crystalline component of the films
was 85% according to Raman spectra. µc-Si:H samples
1063-7826/03/3702- $24.00 © 0224
obtained in a single growth run were then annealed in
vacuum at a residual pressure P = 2 × 10–4 Pa at various
temperatures in the range Ta = 300–600°C. Ohmic con-
tacts (Au) were deposited onto the surface of the
annealed films. The contact spacing was 0.6 mm. We
carried out all measurements in a vacuum at a residual
pressure of P = 10–3 Pa after annealing the films at
180°C for 30 min.

Figure 1a shows spectral dependences of the absorp-
tion coefficient (α), which were obtained by the con-
stant photocurrent method for an unannealed µc-Si:H
film and µc-Si:H films annealed at different tempera-
tures. Spectral dependences of the relative change in
absorption, which is caused by high-temperature
annealing (αan/αunan), are shown in Fig. 1b. Here, αan
and αunan are the coefficients of absorption of annealed
and unannealed films, respectively. As seen from Fig. 1b,
the most pronounced changes in absorption are caused
by high-temperature annealing at photon energies hν <
1.2 eV. According to [7], the absorption at these photon
energies is due to defect states in the band gap of
µc-Si:H. With the annealing temperature increasing to
Ta = 500°C, the absorption at hν < 1.2 eV grows, with
the most pronounced rise in absorption observed at Ta
ranging from 400 to 500°C. With Ta increasing further,
the absorption at hν < 1.2 eV decreases somewhat. It is
noteworthy that raising the annealing temperature from
400 to 500°C also results in a minor increase in absorp-
tion at photon energies hν > 1.2 eV.

The effect of the annealing temperature on the dark
conductivity (σd) and photoconductivity (∆σph) mea-
sured at hν = 1.3 eV (intensity I = 4 × 1015 cm–2 s–1) and
1.8 eV (intensity I = 6 × 1014 cm–2 s–1) is shown in Fig. 2.
It can be seen that σd grows with the annealing temper-
ature Ta increasing to 450°C. With the annealing tem-
perature increasing further, σd starts to decrease. This
2003 MAIK “Nauka/Interperiodica”
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Fig. 1. Effect of µc-Si:H film annealing temperature on (a) spectral dependences of the absorption coefficient measured by the con-
stant photoconductivity method, and (b) spectral dependences of the relative change in the absorption coefficient caused by anneal-
ing. (1) Unannealed film; Ta: (2) 300, (3) 400, (4) 500, and (5) 600°C.
decrease is most pronounced in the temperature range
from 500 to 550°C. Annealing at Ta = 600°C makes σd

somewhat higher. The behavior of ∆σph with the anneal-
ing temperature is similar to that of σd(Ta), except in the
high-temperature range, where ∆σph(600°C) <
∆σph(500°C).

Let us consider the results obtained. As already
mentioned, the absorption at hν < 1.2 eV is, in the opin-
ion of Beck et al. [7], determined by the defect states in
µc-Si:H. Therefore, the observed change in the absorp-
tion in this range of photon energies may characterize
the change in the defect concentration upon annealing
µc-Si:H. In particular, the rise in absorption upon
annealing µc-Si:H at temperatures up to 500°C may be
due to an increase in the concentration of defects asso-
ciated with dangling bonds both (mainly) at the surface
and (to a lesser extent) within the columns, which
appear as a result of hydrogen effusion during µc-Si:H
annealing. The temperature range in which the most
pronounced increase in absorption is observed (400–
500°C) corresponds to the temperatures at which the
rate of hydrogen effusion from µc-Si:H is at a maxi-
mum [8]. The decrease in absorption at Ta = 600°C may
be due to bond restructuring at the column surface,
which lowers the concentration of dangling bonds. The
observed nonmonotonic variation of absorption in the
range hν < 1.2 eV with the annealing temperature is in
agreement with the nonmonotonic variation of the elec-
tron spin resonance (ESR) signal from dangling bonds
SEMICONDUCTORS      Vol. 37      No. 2      2003
for undoped µc-Si:H films annealed at different tem-
peratures.

It is noteworthy that a certain contribution to the
absorption of µc-Si:H may come from optical transi-
tions involving states that belong to the amorphous
phase and the exponential tails of the density of states,
which appear as a result of the structural disorder and
presence of microcrystal boundaries in µc-Si:H. Varia-
tion of the density of these states with annealing tem-
perature may also affect the manner in which the spec-
tral dependence of absorption is changed.

It is known that high-temperature annealing of
amorphous hydrogenated silicon increases the concen-
tration of electrically active impurities [9]. If we
assume that a similar process occurs in µc-Si:H, then,
presumably, the rise in conductivity with increasing Ta
at Ta ≤ 450°C (Fig. 2) is also due to an increase in the
concentration of electrically active boron atoms and the
corresponding shift of the Fermi level toward the
valence band edge. The decrease in σd within the range
Ta = 450–550°C may be due to an increase in the den-
sity of defect states within the columns (these states lie
at the midgap of µc-Si:H) and the corresponding shift
of the Fermi level toward the midgap. For µc-Si:H films
annealed at Ta ≥ 550°C, a change of the carrier transport
mechanism is also possible. This is indicated by the
results of our studies of the influence exerted by Ta on
the temperature dependences of σd of µc-Si:H films. It
is noteworthy that a dramatic decrease in σd of undoped
µc-Si:H films annealed at Ta = 470–570°C was also
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observed in [3, 5]. Lips et al. [5] considered this
decrease in σd in terms of the barrier model of carrier
transport in µc-Si:H and attributed it to the expansion of
the carrier-depleted layer to the entire column volume,
which occurs when the concentration of dangling
bonds at the column boundary exceeds a certain critical
value. The increase in σd observed at Ta > 570°C, which
correlates with the decrease in the ESR signal, was
attributed to bond reconstruction and/or recrystalliza-
tion.

In our opinion, the dependence ∆σph(Ta) shown in
Fig. 2 is accounted for by a change, upon annealing, in
the Fermi level position and defect concentration,
which affect the lifetime of nonequilibrium carriers in
µc-Si:H [5, 11]. At Ta < 450°C, the rise in ∆σph with
increasing Ta is presumably due to a shift of the Fermi
level toward the valence band edge. At the same time,
at Ta > 450°C, the decrease in σd with increasing Ta is
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10–6

10–7

10–8

10–9

300200 400 500 600

{σd, ∆σph}, S/cm

Ta, °C

1
2
3

Fig. 2. (1) Dark conductivity σd and (2, 3) photoconductiv-
ity ∆σph, measured at photon energies (2) hν = 1.8 eV and
(3) hν = 1.3 eV, vs. annealing temperature. The values at
Ta = 250°C correspond to an unannealed sample.
associated both with a shift of the Fermi level toward
the midgap and with an increase in the concentration of
defects acting as recombination centers upon anneal-
ing.

Thus, our study demonstrated that thermal anneal-
ing of µc-Si:H films weakly doped with boron leads to
nonmonotonic variation of the absorption coefficient
(at hν < 1.2 eV), dark conductivity, and photoconduc-
tivity. In our opinion, this variation is due to changes in
the concentration of electrically active impurities, the
formation of defects at column boundaries and within
the columns, and bond restructuring at high annealing
temperatures.
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Abstract—Diode structures obtained by vacuum sputtering deposition of Al onto the surface of p-Cd1 – xZnxTe
(x = 0.05) single crystals were studied. In the context of the Sah–Noyce–Shockley model for generation and
recombination of charge carriers, a quantitative description of the diodes’ electrical characteristics is attained.
© 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

A bright outlook for the use of CdTe in detectors of
X-ray and radioactive radiation was substantiated and
experimentally verified as early as the mid-1960s [1, 2].
The use of CdTe makes it possible to widen the sensi-
tivity range of a detector to higher photon energies (up
to several hundred electronvolts) compared to Si-based
detectors, while the wider band gap of CdTe ensures
operation at room temperature. By the early 1980s, as a
result of subsequent research efforts, CdTe detectors
had found application in industry and medicine, dosim-
etry and radiology, space studies, radioastronomy, and
other fields [3, 4]. Notwithstanding the fact that a bright
outlook for CdTe detectors had been repeatedly con-
firmed in further studies, technological problems have
hindered the wide use of these detectors [5–9]. Only the
careful control of the material and detector itself at all
stages of growth and fabrication can ensure that the
parameters which satisfy the specified requirements are
attained. As a result, we have a low yield and, conse-
quently, high cost of devices.

It was ascertained in the early 1990s in the course of
the development of substrate material for Hg1 – xCdxTe
epitaxial layers that single crystals of Cd1 – xZnxTe solid
solution with x = 0.05–0.1 have a higher structural qual-
ity than CdTe crystals [10–12]. A lower concentration
of defects and wider band gap of Cd1 – xZnxTe make it
possible to obtain single crystals with stoichiometric
composition and a resistivity of about 1011 Ω cm at
room temperature; this resistivity is about two orders of
magnitude higher than that of CdTe (without compen-
sation with chlorine) [12]. However, leakage currents in
Cd1 – xZnxTe detectors obtained by deposition of Au or
Pt (metals with a high work function) were found to be
lower than those of CdTe detectors only by several
times. The origin of these currents is unclear; this is
also true of the main mechanism of charge transport
1063-7826/03/3702- $24.00 © 20227
that controls the characteristics of Cd1 – xZnxTe detec-
tors. The possibility of decreasing the leakage currents
by forming a rectifying contact between p-Cd1 – xZnxTe
and a metal with a low work function has not been real-
ized.

In this paper, we report the results of studying the
charge-transport mechanisms in Al–Cd1 – xZnxTe sur-
face-barrier structures with x = 0.05. The characteristics
of these structures are interpreted in terms of a genera-
tion–recombination model in the space-charge region
(SCR) of the diode structure.

2. SINGLE CRYSTALS OF Cd1 –x ZnxTe

In order to fabricate the diodes, we used Cd1 – xZnxTe
single crystals (x = 0.05) grown by a modified Bridg-
man–Stockbarger method in quartz graphitized con-
tainers. Plates cut from cylindrical ingots were ground
and thoroughly polished using diamond paste with a
successively decreasing grain size (this size was less
than 1 µm at the final stage). The band-gap width was
determined from optical-absorption curves. In experi-
ments, we used plane-parallel plates with thicknesses d
in the range from 1 mm to 50–70 µm. It was found that,
in the transparency region (hν < Eg), the values of the
absorption coefficient α determined taking into account
multiple reflections increase appreciably as the sample
thickness decreases. For the samples with d > 50 µm,
interference effects are not important. Therefore, the
effect observed in many samples can be attributed to the
fact that the absorption coefficient of the surface layer
is larger than that of the crystal bulk [13, 14]. As the
sample is thinned, the influence of this layer on sample
transmission increases, which manifests itself in the
observed dependence of the absorption coefficient.
Comparison of the transmission spectra for samples
differing in thickness shows that the thickness of the
003 MAIK “Nauka/Interperiodica”
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surface layer with a larger absorption coefficient is no
less than 30–50 µm.

Apparently, an increase in the absorption coefficient
in the surface layer with a thickness of several tens of
micrometers cannot be caused by mechanical damage
in the ordinary sense when the damaged-layer thick-
ness is governed by the grain size of the used abrasive
agent. Additional absorption of light in the transpar-
ency region of Cd1 – xZnxTe single crystals can be
caused by dislocations and strain-related distortions of
the crystal lattice, which arise as a result of mechanical
treatment of the crystal surface, much the same as that
which occurs in CdTe single crystals [15]. Dislocations
act as sinks for impurities and defects, which may man-
ifest itself not only in additional absorption but also in
the appearance of a selective photoconductivity band in
the region of hν < Eg. As has been shown [15], the
effects of a locally stressed layer on the photoconduc-
tivity and crystal transparency are eliminated as a result
of the chemical etching off of surface layers which are
about 20 µm and 100 µm thick, respectively. It is not
inconceivable that damage to the crystal lattice as a result
of mechanical treatment of the surface can give rise to
amorphization of the surface layer in a Cd1 – xZnxTe crys-
tal. Electron-diffraction studies of CdTe crystals [16]
indicated that such a layer with a thickness larger than
20 µm and an absorption coefficient much larger than
that in the crystal bulk can be formed.

The presence of a damaged layer at the mechani-
cally polished surface distorts the fundamental-absorp-
tion edge, which is typically determined from the trans-
mittance curves for the thinnest possible samples.
Therefore, thin samples should be produced by chemi-
cal treatment rather than by mechanical polishing. Tak-
ing this into account, in Fig. 1 we show the curves of
optical absorption in Cd1 – xZnxTe in the region of large

4

3

2

1

0
1.521.501.481.461.44

2

1

hν, eV

α2, 106 cm–2

Fig. 1. Spectral dependences of absorption in the
(1) Cd0.95Zn0.05Te and (2) CdTe single crystals in the
region of large absorption coefficients at 300 K.
values of α; for the sake of comparison, the correspond-
ing values of α for CdTe are also shown. The curves are
plotted in coordinates that imply the allowed band-to-
band transitions, in which case we have α ∝  (hν – Eg)1/2.

As can be seen, extrapolation of the linear portion to
the intersection with the abscissa axis yields the values
Eg = 1.505 and 1.47 eV for Cd0.95Zn0.05Te and CdTe,
respectively (at 300 K). Expansion of the Cd1 – xZnxTe
band gap by 0.035 eV in comparison with CdTe is con-
sistent with the almost linear increase in Eg from
1.47 eV for CdTe to 2.26 eV for ZnTe. It is worth not-
ing that the absorption coefficient α is no larger than
1 cm–1 for thick samples (i.e., with the least pronounced
effect of the surface layer) in the transparency range.
This circumstance indicates that the single crystals
used have fairly high quality [16, 17].

The presence of a damaged layer at the surface of
Cd1 – xZnxTe crystals also affects the results of electrical
measurements. The resistance between two point-con-
tact nonrectifying probes formed at opposite sides of
the wafer depends on the wafer area; specifically, this
resistance decreases appreciably as the wafer size
decreases. This established fact is indicative of the
comparatively low resistivity of the damaged layer at
the crystal surface. This means that a surface layer with
relatively low resistivity shunts the resistance of the
crystal bulk.

The charge-carrier concentration in the single crystals
under investigation was determined from the tempera-
ture dependence of the resistance. In order to minimize
the effect of the surface layer, these temperature depen-
dences were measured using large-area (0.5–1 cm2)
wafers subjected to chemical etching. The distance
between the Fermi level and the valence-band top ∆µ
was determined from the slope of the dependence of
resistance R between two nonrectifying contacts on
temperature T (as a plot of lnR vs. 1/T) and was found
to be equal to 0.19 eV. Hence, it follows that the hole
concentration p = Nνexp(–∆µ/kT) is equal to 8 × 1015

cm–3 at room temperature (Nν is the effective density of
states in the valence band). For such a material, the
SCR width

(here, ϕ0 is the barrier height, which can be estimated at
1 eV; ε is the relative dielectric constant of the semicon-
ductor and is equal to 10.2 for CdTe; and ε0 is the
dielectric constant of free space) is equal to 4 × 10–15 cm
under the conditions of zero bias. A surface-barrier
diode with this active-region thickness can be used to
detect X-ray photons with energies as high as 50 keV.
However, the results reported below are also applicable
to diodes fabricated from a material with a lower con-
centration of charge carriers (with a higher resistivity).

W
2εε0 ϕ0 eV–( )

e2 p
----------------------------------

1/2

=
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3. DIODES AND THEIR ELECTRICAL 
CHARACTERISTICS

The diode structures were obtained by evaporation of
Al (in a vacuum chamber with a pressure of 10–4 Torr)
onto the chemically etched surface of p-Cd1 – xZnxTe sin-
gle crystals at a temperature of about 100°C. A nonrec-
tifying contact to the substrate was formed by chemical
deposition of Cu from an aqueous CuSO4 solution in
the presence of In.

In Fig. 2, we show the current–voltage (I–V) charac-
teristics of an Al–Cd1 – xZnxTe structure measured at
various temperatures in the range of 293–373 K.

Special attention should be given to the fairly high
quality of the diode. At voltages of ±1 V, the forward
current exceeds the reverse current by a factor larger
than 104 at room temperature and by an even larger fac-
tor at lower temperatures. The forward portion of the
I−V characteristic at V < 0.6–0.8 V (depending on tem-
perature) follows the dependence I ∝  exp(eV/2kT) as
the current changes by more than four orders of magni-
tude, which is indicative of the generation–recombina-
tion origin of current in the samples under consider-
ation. This is also shown by a sublinear increase in the
reverse current, which is especially pronounced at ele-
vated temperatures.

In the region of large forward currents (currents
higher than 30–100 µA), the deviation of the curve I(V)
from the exponential law is caused by a voltage drop
across the series resistance Rs in the diode structure.
The value of Rs can be determined from the dependence
of the diode’s differential resistance Rdif on voltage. A
portion with a tendency towards leveling off at Rdif ≈ Rs
is observed at large biases in the I(V) dependence mea-
sured at 373 K (see Fig. 3a); thus, we obtain Rdif = 420–
480 Ω. The current I depends linearly on V in the same
region of bias voltages (Fig 3b). The cutoff voltage on
the horizontal axis in this dependence yields the value
of limiting voltage across the barrier; in the case under
consideration, this voltage is equal to about 0.7 V. As a
result, we may conclude that the barrier height in the
diode under consideration is no lower than 0.7 eV.

4. CALCULATION OF THE CURRENT–VOLTAGE 
CHARACTERISTIC

According to the Sah–Noyce–Shockley model [18],
the generation–recombination rate in a depletion layer
is given by

(1)

where n(x, V) and p(x, V) are the concentrations of free
charge carriers in the conduction and valence bands,
respectively; and τn0 and τp0 are the effective lifetimes
of electrons and holes, respectively, in the SCR. The

U x V,( )
n x V,( )p x V,( ) ni

2
–

τ p0 n x V,( ) n1+[ ] τ n0 p x V,( ) p1+[ ]+
------------------------------------------------------------------------------------------,=
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Fig. 2. Current–voltage characteristics of an Al–Cd1 – xZnxTe
diode at temperatures T = (1) 293, (2) 313, (3) 340, and
(4) 373 K.

210
102

103

104

105

106

107

V, V

Rdif, Ω

Rs

(a)

1.00.50

500

1000

1500

V, V

I, µA
(b)

1.5

Fig. 3. Dependences of (a) differential resistance and
(b) forward current for an Al–Cd1 – xZnxTe diode on the
bias voltage at T = 373 K.
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quantities n1 and p1 are equal to equilibrium concentra-
tions of electrons and holes when the Fermi level coin-
cides with the recombination-center level; i.e.,

(2)

(3)

where Nc is the effective density of states in the conduc-
tion band, Et is the energy spacing between the recom-
bination-center level and the valence-band top, and Eg

is the band gap. The density of the generation–recom-
bination current is obtained by integrating U(x, V) over
the entire SCR; i.e.,

(4)

where A is the diode area and e is the elementary
charge.

If the energy is reckoned from the valence-band top
in the crystal bulk, the electron and hole concentrations
in the SCR are given by [19]

(5)

(6)
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Et
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Fig. 4. Forward portions of the current–voltage characteris-
tics calculated for several values of the barrier height ϕ0
indicated at the curves. T = 373 K and Rs = 440 Ω.
where ϕ(x, V) is the potential-energy profile in the SCR:

(7)

In Fig. 4, we show the diode’s I–V characteristics cal-
culated using formula (4) and taking into account (1)–(3)
and (5)–(7) for several barrier heights ϕ0 at 373 K.

In calculations, we assumed that the effective
masses of electrons and holes were equal to 0.11m0 and
0.35m0, respectively; we also took into account the nar-
rowing of the band gap (as the temperature increased)
with the coefficient –4 × 10–4 eV/K, set the series resis-
tance Rs equal to 440 Ω, and assumed that ∆µ = 0.19 eV.

As might be expected, the best fit of the results of
calculations to the experimental data is attained if we
assume that the recombination-center level is located at
the midgap, i.e., if we set Et = 0.75 eV. According to the
Shockley–Read statistics, the level at Et ≈ 0.75 eV cor-
responds to the most efficient recombination centers; as
this level recedes from the midgap, the lifetime of
charge carriers increases rapidly.

In order to attain the best fit of the calculated value
of forward current to the corresponding experimental
data, we assumed that the lifetimes of charge carriers
τn0 and τp0 were equal to 2 × 10–10 s. These lifetimes are
controlled by the capture cross section and the concen-
tration of impurity (defect) levels in the semiconductor
band gap [18]. The value of τn0 coincides with the elec-
tron lifetime if all traps are empty; in contrast, the value
of τp0 coincides with the hole lifetime if all traps are
filled with electrons.

Figure 4 illustrates variations in the dependence I(V)
as the barrier height ϕ0 is varied. The best fit of the

ϕ x V,( ) ϕ0 eV–( ) 1 x
W
-----– 

  2

.=

20–2

104
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–4

Fig. 5. The measured (circles) and calculated (solid line)
current–voltage characteristics of an Al–CdZnTe diode at
373 K. The dashed line represents the dependence I(V)
without taking into account the voltage drop across the
series resistance of the diode structure (440 Ω).
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results of calculations to the experimental data is
attained if we assume that ϕ0 ≈ 1 eV.

Knowing all the necessary parameters, we can cal-
culate not only the forward current but also the reverse
current; the latter is shown in Fig. 5 for a temperature
of 373 K. As can be seen, good agreement between the
results of calculations and the experimental data is
observed not only for forward biases but also for low
reverse-bias voltages (with magnitudes smaller than
~1 V). As the magnitude of the reverse-bias voltage
increases, experimental points deviate upward from the
calculated dependence. At lower temperatures, the dis-
crepancy between the results of calculations and mea-
surements increases, so that the reverse current mea-
sured at 293 K exceeds the calculated generation cur-
rent by more than an order of magnitude. As the
temperature is lowered, the shape of the I–V character-
istic also changes. This is readily illustrated in Fig. 6,
where we show the reverse portions of the I–V charac-
teristics of the same diode at several temperatures.

It follows from theory that, in the range of low
reverse-bias voltages (kT ! |eV | ! Eg – Et), the gener-
ation current depends linearly on the applied voltage,
whereas this dependence is sublinear at higher voltages
[19]. In fact, such behavior of I(V) is observed for the
dependence measured at 373 K (Fig. 6, curve 4). How-
ever, a linear increase in current with voltage changes
to a superlinear dependence at lower temperatures
(Fig. 6, curves 1, 2). Apparently, such evolution of the
I(V) dependence can be attributed to the increasing role
of tunneling, which is dominant in the charge transport
at low temperatures.

The barrier width in the diodes under investigation
is equal to 10–4 cm at the magnitudes of reverse-bias

100.1
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Fig. 6. Reverse portions of current–voltage characteristics
at temperatures T = (1) 293, (2) 313, (3) 340, and (4) 373 K.
Dashed lines represent the linear dependences.
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voltages equal to about 5 V. It seems unlikely that there
is any appreciable tunneling through such a wide bar-
rier over the entire diode surface. However, tunneling is
quite probable at the sites where the electric field is
concentrated, in particular, at the periphery of the
metal contact. Leakage currents of such an origin are
always observed unless special precautions are taken
(passivation of the surface, formation of a guard ring,
and so on).

5. CONCLUSIONS

The results of optical and electrical measurements
indicate that there is a layer with a thickness of 30–50 nm
at the surface of Cd1 – xZnxTe single crystals; this layer
has a much higher absorptance and electrical conduc-
tivity than those in the bulk of the crystal.

The Al–CdZnTe contact features a clearly pro-
nounced diode characteristic with a rectification factor
exceeding 104 at room temperature. The height of the
barrier formed as a result of vacuum evaporation of Al
onto the p-CdZnTe surface amounts to ϕ0 ≈ 1 eV.

The dominant mechanism of charge transport in the
Al-CdZnTe diodes under investigation is the genera-
tion–recombination of charge carriers in the space-
charge region. The current–voltage characteristic of the
diodes is quantitatively described in terms of the Sah–
Noyce–Shockley model for generation and recombina-
tion. Leakage currents (apparently, of tunneling origin)
are involved in the formation of reverse current at low
temperatures.
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Abstract—The stimulated emission ( ) of InGaAsP/InP separate-confinement double heterostructure lasers
operating at λ = 1.5–1.6 µm has been studied experimentally and theoretically. Laser heterostructures with a
varied design of the waveguide layer were grown by MOCVD. The maximum internal quantum efficiency

 ≈ 97% was obtained in a structure with a double-step waveguide characterized by minimum leakage into

the p-emitter above the generation threshold. The high value of  is provided by low threshold and nonequi-

librium carrier concentrations at the interface between the waveguide and p-emitter. The calculation yields 
values correlating well with the experimental data. © 2003 MAIK “Nauka/Interperiodica”.
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1. INTRODUCTION

The emission power is one of the most important
characteristics of a semiconductor laser. The internal

quantum efficiency of stimulated emission, , is the
principal factor defining the efficiency of semiconduc-
tor laser operation and, finally, the optical output power.

Typical  values of separate confinement (SC) het-
erostructure lasers with a lasing wavelength λ = 1.3–

1.55 µm are 65–75% [1]. The cause for low  values
are additional losses, such as current losses above the
generation threshold [2]. Since similar lasers emitting

at λ ≈ 0.98 µm have an  close to 100% [3], a detailed
study of the loss mechanisms in lasers with λ = 1.3–

1.55 µm seems urgent. An analysis of  for hetero-
structures differing in the waveguide design can pro-
vide structure optimization and substantially raise the
emission power.

The goal of the present study is the experimental
and theoretical investigation of the internal quantum
efficiency of stimulated emission of InGaAsP/InP
separate-confinement double heterostructure (SC DH)
lasers (λ = 1.5–1.6 µm) with varying design of the
waveguide layer.

2. SAMPLES

Figure 1 shows three SC heterostructures with two
strained quantum wells (QW) selected as basic samples
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for study; they differ in the configuration and energy
parameters of the waveguide “steps” (A is a simple, B a
double-step, and C a single-step waveguide). The QW
thickness is varied in the range da = 50–64 Å. The
parameters of the heterostructures are listed in the
table. All samples were grown on n-InP substrates by
MOCVD. The composition of the solid solution in
InGaAs strained QWs and emitters was the same. A
structure was divided into laser diodes whose cavity
length varied in the range L = 200–2500 µm. The cavity
faces were coated by Si/SiO2 mirrors with a reflectance
R > 0.95 and an antireflection coating with R < 0.04.
The diodes were mounted onto copper heat sinks using
indium solder.

3. EXPERIMENT

The light–current characteristics were recorded for
laser diodes of differing cavity length, from which the
external differential quantum efficiency and threshold
current density were determined. Figure 2 presents
thus-obtained dependences of the inverse external dif-
ferential quantum efficiency ηd on the laser cavity
length. Using the experimental ηd(L) dependences and
the well-known relation

(1)

we determined the internal optical loss αint and the
internal quantum efficiency of stimulated emission,

ηd η i

α ext

α int α ext+
-----------------------,=
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Table

Struc-
ture type Eg1, eV Eg2, eV Eg3, eV W1, µm W2, µm W3, µm , 

cm–1
, % , % , % Γac, %

A 1.13 – – 1.0 – – 4.5 67 73 13 1.03

B 1.24 1.13 1.03 0.86 0.36 0.12 3.6 85 90 16 1.45

C 1.181 0.992 – 0.672 0.232 – 9 95 97 20 2

α i
exp

η i
exp η i

calc ΓWG
Σ

, for all the structures studied. The obtained values
of αint and  are listed in the table.

4. THEORETICAL MODEL

First of all, it is necessary to note that the definitions
of the internal quantum efficiency above and below the
lasing threshold are strongly different. Below the
threshold, the internal quantum efficiency is expressed
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Fig. 1. Band diagrams of the laser structures under study.
(A) simple waveguide, (B) double-step waveguide, (C) sin-
gle-step waveguide; (W1, W2, W3) and (Eg1, Eg2, Eg3) are
the waveguide thickness and band gap, respectively.
via the ratio of the rates of radiative and nonradiative
recombination processes, Rph and Rnr [5]:

(2)

Above the lasing threshold, the internal quantum effi-

ciency of stimulated emission, , is defined as the
ratio of the stimulated emission current Ist to total cur-
rent I above the generation threshold [6]:

(3)

It is necessary to note that, at high (close to 100%)
internal quantum efficiency of spontaneous emission,
the internal quantum efficiency of stimulated emission
may strongly differ from 100%. This is related to the
existence of various current leaks. Above the genera-
tion threshold, the total current through the laser struc-
ture can be defined as the stimulated emission current
summed with all the other components:

(4)

Here, IL is the leakage current above the generation
threshold, and Ith is the threshold current which will be
calculated in terms of the model [7], which demon-
strated good correlation with an experiment for λ ≈
1.55 µm lasers [8]. Then, with account of Eq. (4), the

relation for  becomes

(5)

This expression shows that the magnitude of  is
affected only by those currents which continue growing
even above the generation threshold; in our case, these
are the leakage currents.

As a rule, above the generation threshold, the elec-
tron and hole densities nth, pth, and, correspondingly, the
position of quasi-Fermi levels in the active region are
stable, or vary only slightly [6]. Then, all the currents
which depend monotonically on these densities do not

affect the  value. However, the carrier density in the
waveguide, NSCH, keeps on growing above the genera-
tion threshold [9]. In the experiment, this process is
accompanied by the increasing intensity of the photolu-
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minescence (PL) bands related to optical transitions
within the waveguide or those from the waveguide
layer to QW levels. Increasing spontaneous emission
from the waveguide above the generation threshold,
which is indicative of increasing carrier density in this
layer, was observed in [2]. This experiment showed that

the reduction of  cannot be accounted for only by
recombination in the waveguide. The leakage of carri-

ers to a contact also contributes to the magnitude of ,
and the leakage current increases as the current of
majority carriers rises, since the drift component of the
current leakage to the emitter increases. The rise of
spontaneous emission from the waveguide was also
observed in [10], and the increasing PL from the
waveguide above the generation threshold was attrib-
uted to the finite time of the carrier trapping by a QW.
In this situation, the injected carriers are accumulated
in the waveguide, which indirectly raises the intraband
absorption losses and reduces the differential quantum
efficiency of a laser.

In all the structures under study, we observed an
increase in the intensity of spontaneous emission
related to radiative transitions from the waveguide layer
with the narrowest band gap to the levels in the QW and
to the waveguide itself (Fig. 3) [9]. This fact, which
indicates that the carrier density in the waveguide lay-
ers increases above the generation threshold, can be
explained as follows. The rise of carrier density in the
waveguide NSCH is caused by carrier emission from
QWs [7]. A part of the injected carriers is emitted from
QWs and contributes to NSCH, with this concentration
increasing linearly with the driving current. Some car-
riers entering the waveguide recombine radiatively or
nonradiatively, and others form leak currents from the
waveguide to the emitter via drift and diffusion. The
magnitude of these leak currents, which varies in direct
proportion to the density N* of minority carriers (elec-
trons) at the interface with the p-type layer, grows with
an increase in the total current density J flowing
through the heterostructure. In the general case, the
total leakage current JL is defined by three components
(recombination, drift, and diffusion) and takes the form

(6)

Here, LSCH is the waveguide thickness; NSCH, the carrier
density in the waveguide; τn, the lifetime of minority
carriers in the waveguide region, defined by all the

recombination processes occurring therein; , the
diffusion constant of minority carriers in the emitter;

 and , the dimensionless diffusion and drift
components of the density of leakage current from the
waveguide to the emitter. The total leakage current JL

(6) for the studied structures was calculated by the
method derived in [2] with the self-consistent determi-
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nation of leakage JL and recombination currents in the
active region. It was assumed that

(1) all the layers in a heterostructure are quasi-neu-
tral, and the quasi-Fermi levels of majority and minor-
ity carriers are continuous at all the interfaces;

(2) the space charge layers in the waveguide, formed
at the interface and providing quasi-neutrality, occupy
a small fraction of the total waveguide thickness, and
the recombination there is negligible;

(3) Auger recombination occurs only in the active
region;

(4) heating processes in the active region are negli-
gible;

(5) above the generation threshold, the electron and
hole densities and, correspondingly, the quasi-Fermi
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Fig. 2. The inverse external differential quantum efficiency
ηd vs. the laser cavity length L: (A) simple, (B) double-step,
(C) single-step waveguide.
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6543210 Jth
J, kA/cm2

Intensity, arb. units

Fig. 3. The intensity of PL from the waveguide layer I vs. the
driving current density J (below and above the threshold).
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levels do not change across the active region and the
interface between the active region and the waveguide;

(6) in a heterostructure with a step waveguide, the
threshold density at the interface with the p-emitter is
calculated in terms of the Boltzmann approximation
successively for each of the waveguides.

The increase in the hole density ∆p in the portion of
the waveguide between the active region and the p-type
emitter is expressed in terms of the recombination cur-
rent in the active region (which includes spontaneous
and stimulated recombination) as follows [2]:

(7)

where Dp is the diffusion coefficient of holes; dw, the
waveguide size; n0, the equilibrium density of electrons
in the waveguide; p1, the hole density at the interface
between the waveguide and QW; and

(8)

where  and  are the hole and electron mobilities
in the waveguide. The expression for γ includes the
density of the electron leakage current Jn, which is
composed of the diffusion and drift components of the
total leakage current (6). The current Jn itself is depen-
dent on ∆p and defined as

(9)
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Fig. 4. Calculated  and JL for SC DH with (1) single-step

waveguide C; (2)  = 0.992 eV; (3)  = 1.18 eV.
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where  is the diffusion coefficient of electrons in the
p-emitter; S, the thickness of the p-emitter,

(10)

Ln, the diffusion length of electrons in the emitter,

(11)

and E, the electric field in the emitter, equal to

(12)

Here,  and Na are the hole mobility and the doping
level in the emitter, respectively; and ne is the density of
nonequilibrium electrons at the interface between the
emitter and waveguide.

The recombination and leakage currents were calcu-
lated until self-consistent solutions with the initial ∆p,
Jn values at the generation threshold were obtained.

The recombination current in the waveguide was
calculated assuming that the radiative recombination
constant Bw is independent of the total current in the
structure, because the contribution from the recombina-
tion in the waveguide to the total leakage current is
small as compared with other JL components.

Using the calculated JL and the determined thresh-

old current density Jth, we can find  by determining
the internal quantum efficiency above the generation

threshold (5). The calculated  values for the studied
structures are listed in the table.

5. DISCUSSION

Structures differing in the design of their waveguide
layer show wide variation (from 67 to 97%) in their val-
ues of internal quantum efficiency of stimulated emis-
sion (see the Table). This result can be explained as fol-
lows. As stated above, the strongest influence on cur-
rent leakages (6) is exerted by the density N* of minority
carriers (electrons) at the interface with the p-layer,
which is determined by the threshold density and the
design of the waveguide layer. Increasing the threshold
density raises the density of “delocalized” carriers
above the well, which, in turn, determines the density at
the interface between the well and waveguide and the
density of minority carriers at the interface with the
p-emitter. Additional energy steps in the waveguide
reduce the density of minority carriers at the emitter
interface and, correspondingly, leakage currents.

Next in importance is carrier accumulation and
recombination in the waveguide layer with the narrow-
est band gap above the generation threshold, which is
due to carrier emission from QWs. This factor makes
no significant contribution to the total leakage current,
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but it clearly illustrates an increase in density in the
waveguide layers above the threshold.

In the laser structures under study that have the same
design and composition of the active layer, the thresh-
old density is determined by the optical confinement
factor and internal optical losses. In other words, the
material gain in these structures is virtually the same
(lasers of the same cavity length), and the modal gain is
determined by the optical confinement factor, which,
combined with internal optical losses, determines the
threshold density in the active region.

The optical confinement factor in the active region
was calculated for the fundamental TE mode and was
found to be different in single-step waveguide (C) and
separate-confinement (A) structures: 2 and 1.05%,
respectively. The threshold density nth in the structures
was determined in terms of the model [7] from the
known relation of balance between the gain and losses
at the generation threshold:

(13)

where NQW is the number of QWs; Γ, the optical con-
finement factor for a QW; g(n), the carrier density–
dependent gain per QW; αint, the internal losses at the

generation threshold; αext = ln , the mirror losses;

and L, the cavity length.
As a result, the threshold density in a type-A struc-

ture appeared to be nearly 1.4 times that in a type-C
structure.

Owing to additional energy steps, the laser diodes
based on a heterostructure with a stepwise type-C
waveguide show a density of minority carriers at the
interface with the p-layer which is almost an order of
magnitude lower than type-A structures (the calculated
N* densities are 1014 and 1015 cm–3, respectively). The
calculations were performed using the Boltzmann
approximation in each of the waveguides successively.
The density of the leakage current into the emitter
decreased in direct proportion to the minority carrier
density at the interface between the waveguide and the
p-emitter. The band related to recombination in the
wide-bandgap waveguide layer is not observed in the
PL spectra of type-C structures, which also indirectly
indicates a decrease in the minority carrier density at
the interface between the waveguide and p-emitter.

Thus, compared with a type-A structure, a type-C
structure with a single-step waveguide has twice as
high an optical confinement factor in the active region
and an order-of-magnitude lower density of minority
carriers at the interface between the waveguide and
p-emitter. These two factors provide high (close to

100%)  values in the laser diodes based on type-C
structures.

To perform a more detailed comparison of different
structure designs, we selected a type-C structure with

NQWΓg n( ) α int α ext,+=

1
L
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the maximum internal quantum efficiency of emission
and two standard structures with a simple waveguide, in
which the Eg of the waveguide layer corresponded to the
band gaps of the first (0.992 eV) and second (1.18 eV)
waveguides in the type-C structure (see the Table). The
waveguide thickness in standard structures corre-
sponded to the thickness of the wide-bandgap
waveguide of the type-C structure. For these structures,
we calculated the minority carrier densities at the inter-
face with the p-emitter and total leakage currents into
the p-emitter, optical confinement factors in the active
region, and the internal quantum efficiencies of stimu-
lated emission. Figure 4 summarizes the calculation
results. The type-C structure is characterized by mini-

mum leakage currents JL and a maximum  value.
Hence, it follows that only the combination of two fac-
tors, low threshold density of carriers and low density
of minority carriers at the interface between the
waveguide and p-emitter, can provide a maximum
value of the internal quantum efficiency of stimulated
emission in laser diodes.

The calculated  values for the studied structures
are listed in the table; they are somewhat higher than
the measured ones. This may be due to the fact that
additional mechanisms of losses, such as, e.g., active
region heating, were disregarded in calculations. On the
whole, the calculated values obtained correlate well
with the experiment, thus leading to a conclusion on the
applicability of this model for the calculation of the
internal quantum efficiency of stimulated emission in
laser heterostructures above the generation threshold.

6. CONCLUSIONS

The internal quantum efficiency of stimulated emis-
sion of SC InGaAsP/InP DH lasers of various
waveguide design has been studied experimentally and
analyzed theoretically.

The theory predicts that lasers (λ = 1.5–1.6 µm)
with an internal quantum efficiency of stimulated emis-

sion  close to 100% can be developed.

As shown, the experimental  values have a large
scatter (67–96%), depending on the design of the laser
heterostructure. The internal quantum efficiency of
stimulated emission is lowered by leakage currents
existing above the generation threshold. The leakage
can be minimized by reducing the threshold density of
injected carriers in the active region and the density of
nonequilibrium carriers at the interface between the
waveguide and p-emitter. By raising the optical con-
finement factor in the active region and including addi-
tional energy steps in the waveguide, we have suc-
ceeded in obtaining an internal quantum efficiency of

stimulated emission  ≈ 96% in SC heterostructure
lasers operating at λ = 1.5–1.6 µm.
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