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Abstract—It is desirable to have a set of substrates which are based on Si and ensure growth of heterostruc-
tures with various lattice parameters in order to develop electronic devices composed of semiconductor mate-
rials whose epitaxial growth is reasonably well developed. Such substrates are typically referred to as artifi-
cial. In this paper, a comparative analysis of various methods for the fabrication of artificial substrates (het-
erostructures), in which the relaxation of stresses is based on the introduction of misfit dislocations, is
performed. Based on published and new experimental data, the mechanisms for attaining a low density of
threading dislocations in plastically relaxed films represented by heterostructures composed of GeSi and an
Si buffer layer grown at low temperatures are analyzed. The problems and results of another group of methods
for obtaining artificial substrates which gained favor recently and become known as “compliant” or “soft” sub-
strates are discussed. The most important electrical parameters of Si and GeSi films grown on artificial sub-
strates are considered. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The term “artificial substrate” is used to denote a
heterostructure that is grown epitaxially on an Si (or
GaAs) substrate and has new valuable characteristics: a
perfect crystal structure and surface smoothness which
differ only slightly from those of the initial substrate;
however, an artificial substrate differs radically from an
initial substrate in its lattice parameter. Perfect hetero-
structures based on GeSi/Si make it possible to signifi-
cantly improve the characteristics of devices produced
conventionally on Si substrates (for details, see the
reviews [1–3]). Another special feature of these hetero-
structures consists in the fact that they can be used as
artificial substrates for the growth of GaAs, which
could result in compatibility of the devices based on sil-
icon technology with optoelectronic devices based
mainly on GaAs. The most important components for
ensuring this compatibility are GexSi1 – x buffer layers,
which make it possible to form completely relaxed, per-
fect layers of Ge–Si solid solution with x as large as
unity; as a result, the formation of epitaxial Ge/Si struc-
tures with a low defect concentration becomes possible.

The physical mechanism which underlies the epi-
taxial transition of one material to another with differ-
ing lattice constants and is used in conventional meth-
ods consists in the relaxation of elastic strains in a thin
layer of new material by introducing misfit dislocations
(MDs). However, the introduction of MDs gives rise to
so-called threading dislocations, which are dislocation-
loop segments that emerge at the surface of an epitaxial
layer. In order to reduce the density of threading dislo-
cations, one conventionally uses either buffer layers
1063-7826/03/3705- $24.00 © 20493
with the lattice varying across the layers or so-called
dislocation filters composed of stressed superlattices.

The main requirements imposed on the above sub-
strates are (i) small thickness of the film in which plas-
tic relaxation occurs; (ii) a perfect crystal structure,
which is mainly assessed from the threading-disloca-
tion density; and (iii) low roughness of the heterostruc-
ture surface.

Recently, a number of methods for the production of
new artificial substrates referred to as “compliant” and
“soft” ones have been suggested. When these substrates
are used, it is assumed that a completely different phys-
ical mechanism is in effect: redistribution of stresses
between the pseudomorphic layer and thin (compliant)
substrate–membrane; as a result, the pseudomorphic
layer relaxes elastically without the formation of MDs
and, correspondingly, without generation of threading
dislocations.

2. PLASTIC RELAXATION
OF HETEROSTRUCTURES AS A CLASSICAL 

METHOD FOR THE FORMATION
OF ARTIFICIAL SUBSTRATES

2.1. Basic Points of the Plastic-Relaxation Theory
for Artificial Substrates

It is well known that plastic relaxation of mismatch
stresses in GeSi/Si films is mainly attained by the intro-
duction of 60° dislocations over the inclined {111}
glide planes (see, for example, [3]). The initial stage of
plastic relaxation of a pseudomorphic film is shown
schematically in Fig. 1. The relaxation sets in with the
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formation of a 60° dislocation that can glide in the
(111) plane, which is inclined to the interface. The dis-
location consists of a segment lying in the interface (the
misfit dislocation) and a segment AB that emerges at the
film surface (the threading dislocation). Plastic relax-
ation of the film occurs owing to an increase in the
length of this MD (segment BD) via the motion of a
threading segment CD in the glide plane. The passage
of the dislocation loop through a part of the film
reduces plastic strains in this part. Correspondingly, the
problem of obtaining perfect and completely relaxed
GeSi/Si films can be separated into two subproblems:
(I) the attainment of an acceptable rate of film relax-
ation (reduction of residual elastic strains as the film
thickness increases) by introducing MDs and (II) the
minimization of the number of threading dislocations.
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Fig. 1. Schematic representation of plastic relaxation in a
(1) stressed film via formation of (2) misfit dislocations and
(3) threading dislocations related to them.
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Fig. 2. Calculated normalized effective shear stress as a
function of the GexSi1 – x/Si(001) film thickness for x = 0.1,
0.3, and 0.6. The dash-and-dot lines correspond to the larg-
est values of τeff/G for h  ∞.
To a certain extent, these two subproblems are contra-
dictory since introduction of MDs occurs via the pas-
sage of threading dislocations through the film volume
and an increase in the rate of plastic relaxation by
increasing the MD density brings about an increase in
the density of threading dislocations.

The concept of an effective (excess) shear stress τeff
is used in the studies concerned with the introduction of
threading dislocations and their propagation in stressed
films (see, for example, [4]); this shear stress governs
the processes of MD generation and threading-disloca-
tion propagation in stressed films and is defined by the
following expression for a film with thickness h:

(1)

The first term on the right-hand side in formula (1),
[2G(1 + ν)/(1 – ν)]ε, represents the driving force of
plastic relaxation and is equal to the biaxial stress in the
film. Here, G and ν are the shear modulus and the Pois-
son ratio, respectively; and ε is the elastic strain. The
quantity S = cosλ cosφ is introduced in order to account
for the effect of the stress component along the thread-
ing-dislocation motion and is referred to as the Schmidt
factor. Here, φ is the angle between the glide plane and
the normal to the interface; and λ is the angle between
the Burgers vector b of dislocation and the perpendicu-
lar to the line of intersection of the dislocation’s glide
plane with the interface (this perpendicular lies in the
interface plane). The second term on the right-hand side
of formula (1) represents the shear-stress component
that impedes the propagation of threading dislocations
[5]. This component is calculated from the work
required to form a unit length of a new MD. In this
term, α is an angle between the Burgers vector and the
dislocation line. The quantity β is referred to as the dis-
location-core parameter and is set (according to recent
data) equal to 0.76 for 60° dislocations in a GeSi sys-
tem [6]. The critical thickness hc is determined from the
equality of τeff to zero at the initial stage of plastic relax-
ation, in which case ε = f (f is the lattice-parameter mis-
match); thus, we have

(2)

This expression was first derived by Matthews and
Blakeslee in 1974 [7] on the basis of the balance of
forces acting on a threading dislocation. The model [7]
referred to as the force balance model is very popular
among researchers, and the publication [7] has been
cited about 2000 times in scientific literature.

When the film thickness exceeds hc, the value of τeff
becomes positive; as a result, MDs can now originate
and propagate. In Fig. 2, we show the dependences of
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dimensionless effective shear stress τeff/G on the
GexSi1 – x film thickness for x = 0.1, 0.3, and 0.6. As the
film thickness increases, the dependences tend to the
value of [2(1 + ν)/(1 – ν)]ε, which is proportional to x.
It is well known that, in almost all situations, films grow
to thicknesses which greatly exceed the critical thick-
ness corresponding to the origination of the first MDs
[3, 8]. For illustration, the points that are marked by
numbers and correspond to the film thicknesses equal
to 3hc are indicated for each curve in Fig. 2. It can be
seen that the effective shear stress increases appreciably
as the fraction of Ge in the pseudomorphic film
increases, which is bound to affect the rates of MD gen-
eration and the propagation of corresponding threading
segments.

Houghton [4] suggested the following semiempiri-
cal expression for the MD generation rate:

(3)

Here, N0 is an adjustable parameter, which [4] charac-
terizes the initial density of the sites for the most prob-
able generation of MDs (this density differs for dissim-
ilar Si substrates); and Wn is the activation energy for
MD generation and is equal [4] to about 2.5 eV. On the
basis of experimental data [4], the exponent n is equal
to 2.5. Thus, comparing the GexSi1 – x films with x = 0.1
and 0.3, taking into account Fig.2, and using expres-
sion (3), we may state that the generation rate of MDs
in the films with x = 0.3 should be at least an order of
magnitude higher than that in the films x = 0.1. Corre-
spondingly, the density of threading-dislocation pairs
should also be higher.

The final threading-dislocation density depends
both on the density of generated MDs and on the veloc-
ity of propagation of corresponding threading seg-
ments. According to the widely accepted concepts [9]
adapted to the threading-dislocation glide in a stressed
film [4], the velocity of dislocation motion can be rep-
resented as

(4)

where V0 is a constant, Eν is the activation energy for
the motion of dislocations by gliding, and the value of
m seems to range from unity to two (see, for example,
[10]). Consequently, as τeff increases, the velocity of
motion of the MDs’ threading branches increases as
well. Expression (4) is valid for the initial stage of
relaxation. The emerging MD network retards the
threading-dislocation motion [6] owing to interaction
between local stress fields of dislocations [11].

Under equilibrium conditions and in the absence of
barriers, MDs are introduced as long as the thickness of
pseudomorphic films exceeds hc. Stresses in the film
are reduced, the critical thickness increases, and MDs
are no longer introduced. The film thickness should be
increased again in order to introduce a new portion of
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MDs. Thus, in an ideal situation, the film should plasti-
cally relax gradually as its thickness increases. Resid-
ual elastic strains can be expressed as

(5)

where beff is the component of the Burgers vector along
the normal which lies in the interface plane and is per-
pendicular to the line of intersection of the glide plane
with the interface plane, ρ(t) is the linear density of dis-
locations, and, according to Hu [12],

(6)

In Fig. 3, this dependence of residual elastic strains on
the film thickness is shown by the solid line. This equi-
librium theoretical dependence corresponds to the larg-
est possible decrease in residual elastic strains as the
thickness of GeSi heterostructures increases (based on
the highest relaxation rate). As has been mentioned in
many publications (see, for example, [3, 4, 8]), the
experimentally determined critical thickness exceeds,
in the majority of cases, the calculated one (Fig. 3). We
may introduce two critical thicknesses: theoretical or
equilibrium critical thickness hc and experimental crit-
ical thickness hc(exptl). A persistent difference between
these two critical thicknesses which has been observed
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Fig. 3. Schematic illustration of mechanisms governing a
decrease in residual elastic strains due to plastic relaxation
of the film with an increase in the film thickness. The solid
line represents thermodynamic equilibrium in the absence
of barriers to the introduction of misfit dislocations; dashed
line 1 corresponds to kinetic hindrance to misfit-dislocation
generation and to threading-dislocation glide (low growth
temperatures), and dashed line 2 represents an experimental
quasi-equilibrium dependence (after the prolonged anneal-
ing of the heterostructure). Vertical arrows indicate the
behavior of relaxation in the course of annealing (the tran-
sition from dependence 1 to dependence 2). Critical thick-
nesses are also indicated: hc stands for the thickness calcu-
lated according to the Matthews–Blakeslee model [7], and
hc(exptl) denotes the experimental thickness (hc(exptl) far
exceeds hc if the films are grown at comparatively low tem-
peratures). The hatched lines illustrate the persistent differ-
ence between experimental data and the curve calculated for
barrierless conditions of introducing misfit dislocations.
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Fig. 4. Classification of the methods for growing plastically
relaxed GeSi films, which are conducive to a decrease in the
density of threading dislocations in the heterostructure.
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Fig. 5. The density of threading dislocations in
GexSi1 − x/Si(001) films according to various sources. The
solid line approximates the data on the growth of layers with
a steplike composition in accordance with conventional
technology [16–19] (see text). The dashed line represents
the density of threading dislocations in layers using a
graded buffer layer [31]. The dash-and-dot line encircles the
data on the growth of GeSi layers on an LT-Si buffer [20–
22, 24–27, 44]. The filled oval corresponds to a graded Si
buffer layer with a surfactant (Sb) [62].
experimentally indicates that various potential barriers
play an important role in retarding MD introduction
during the growth of semiconductor films. Elevated
growth temperatures and postgrowth heat treatments of
heterostructures make it possible to approach the equi-
librium conditions of MD generation. For example,
special studies performed by Houghton et al. [13] for
GexSi1 – x solid solutions with x = 0.01–0.15% showed
excellent agreement between experimental data and the
results of calculations reported by Matthews and
Blakeslee [7, 14].

Expression (2) derived for equilibrium conditions
defines a certain basic parameter hc which depends only
on the mechanical properties of the specific pair of
materials forming the heterostructure, on the degree of
mismatch, and on the crystallographic orientation of
the interface plane. This parameter is used by research-
ers as a certain borderline in thicknesses. If the film
thickness is smaller than hc, the pseudomorphic film is
thermodynamically stable and MDs are not introduced
into it; otherwise, the film is in a metastable state. The
onset and rate of plastic relaxation of pseudomorphic
films with thicknesses in this range depend on new
parameters: on the temperature and duration of the heat
treatment of the heterostructure (Fig. 3, dependence 1)
and on characteristics of the films’ growth (growth rate,
two-dimensional mechanism of growth, role of impuri-
ties, and so on). Correspondingly, hc(exptl) for a spe-
cific heterostructure is a drifting quantity which
depends on these new parameters. In order to remove
(if possible) the restrictions imposed on plastic relax-
ation of pseudomorphic films, one either has to grow
the films at a high temperature [15] or subject the films
to postgrowth annealing at elevated temperatures. Nev-
ertheless, as numerous published data indicate (they
will be cited in Subsection 2.3), the experimental
dependence of the degree of plastic relaxation of a het-
erostructure on the thickness deviates appreciably from
the theoretical (equilibrium) dependence; the former
runs systematically above the latter when the aforemen-
tioned methods of heterostructure formation are used.

2.2. Comparative Analysis of Various Methods
for the Fabrication of Artificial GeSi Substrates

Figure 4 illustrates a classification of the methods
for growing GeSi films on Si substrates; these methods
are classified according to technical procedures that
make it possible to form heterostructures with accept-
able structural characteristics. The method involving
the growth of films with constant composition is sim-
plest and will be considered first.

The dislocation structure of relaxed films of GexSi1 – x
solid solutions on Si(001) substrates has been studied in
detail for the last 15 years. A typical threading-disloca-
tion density in constant-composition films and its
dependence on the Ge fraction x are shown in Fig. 5
based on published data [16–27]. This density is unac-
ceptably high (108–109 cm–2) for applications in
SEMICONDUCTORS      Vol. 37      No. 5      2003
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Ge0.3Si0.7 layers. The most widely used temperature for
growing such heterostructures is 550°C. We will refer
to this variant of growth as the standard. A high density
of threading dislocations in these heterostructures is
caused by a high density of MDs, each of which is con-
nected to the surface by a pair of “arms” (threading dis-
locations). According to Hull et al. [16], the density of
threading dislocations in such a sample is on the order
of 107 cm–2 (correspondingly, the density of generated
MDs is on the same level) even at the earliest stages of
plastic relaxation, where the degree of this relaxation
does not exceed 1%. At the end of the relaxation pro-
cess, the density of threading dislocations increases to
108 cm–2 (see the lower and upper inverted filled trian-
gles connected by arrow in Fig. 5).

In order to decrease the threading-dislocation den-
sity in a heterostructure, one has to use buffer layers
with a varying lattice constant with either a steplike or
linear increase in the content of the new component of
the solid solution. For more than 30 years, this method
was found to be the most appropriate one for growing
heterostructures to be used as artificial substrates. Thus,
this method is used, for example, to commercially fab-
ricate arrays of light-emitting diodes based on
GaAsP/GaAs heterostructures. The basic results of
studying these heterostructures were published as far
back as the late 1960s [28, 29]. The successful growth
of GeSi/Si heterostructures with a gradual variation in
the composition of the buffer layer was initiated by
Fitzgerald et al. [30]. Data on the threading-dislocation
density in a graded GexSi1 – x buffer layer [31] are
shown in Fig. 5. The method for growing relaxed het-
erostructures with a graded buffer layer yields satisfac-
tory results, since a small composition gradient is cho-
sen (~0.1 Ge fraction per µm); there is only a small
elastic strain in the buffer layer at each instant of time.
If the parameters of composition variation in the graded
buffer layer are chosen properly, the most favorable
conditions will be ensured for the generation and prop-
agation of MDs [8, 32, 33]: (i) relatively low stresses in
the graded layer (these stresses depend on the gradient
steepness) lead to about a low generation rate of MDs;
(ii) the MDs are distributed over the entire thickness of
the layer with varying composition, which appreciably
reduces the effect of blocking a moving threading dis-
location by an orthogonally positioned MD; and (iii) a
stressed surface region in the growing graded layer
gives rise to and continuously supports the driving
force for the threading-dislocation glide. In addition to
these special features, Shiryaev et al. [34] introduce the
concept of self-organization for an MD network in a
buffer layer with varying composition. It is assumed
[34] that it is this factor that is responsible for a low
density of threading dislocations at the heterostructure
surface, since the ordering of the dislocation network
increases the probability of annihilation for threading
dislocations.

Unfortunately, the advantages of transition layers
with a varying lattice constant gradually become draw-
SEMICONDUCTORS      Vol. 37      No. 5      2003
backs as present-day requirements imposed on hetero-
structures become more and more stringent. Since a
small composition gradient is chosen (equal to about
0.1 Ge fraction per µm), then (I) the buffer layers will
be thick (1–10 µm), which increases both the growth
duration and the consumption of expendable materials
(when analyzing the prognosis for the wide use of het-
erostructures, König [35] noted that a buffer layer with
a thickness of about 100 nm would have been ideal
from an economical standpoint); (II) the surface rough-
ness, which increases with increasing thickness and can
amount to no less than 30–40 nm [36], represents a seri-
ous problem in using the layers in modern technology;
and (III) the dislocation density of 106–107 cm–2

observed in GexSi1 – x solid solutions on Si with x > 0.5
is still too high.

2.2.1. Methods based on the modification
of the structural properties of Si substrate

Recently, several new methods for forming artificial
substrates have been developed; these methods make it
possible to significantly improve the results obtained
using the standard variant based on fabrication of the
buffer layers which have a steplike distribution of com-
position. First of all, we should mention the use of an Si
layer preliminarily grown at low temperatures (LT-Si),
which yields good results even if the GeSi films with
constant composition are grown on Si substrates [20–
24]. At present, this method is best developed among
the group of methods (Fig. 4) for which saturation of
the substrate with point defects in order to use them as
sources of MDs is common. The main methods of this
group are represented in the left-hand column in Fig. 4.
These methods include preliminary irradiation of the
substrate with Si and other ions [37], saturation of the
substrate with hydrogen atoms before film growth [38],
and use of porous silicon as the substrate material [39].
This group of methods is represented in more detail in
Fig. 6 in combination with the characterization of arti-
ficial substrates with respect to three main parameters
characterizing the structure quality: the relaxation rate,
the final degree of smoothness of the heterostructure
surface, and the crystal-structure quality. A compara-
tive assessment according to the rate of plastic relax-
ation is given on the basis of the data reported in cited
publications. These data were compared with the
results obtained for similar layers grown by the stan-
dard steplike method.

Preliminary bombardment of Si substrates with Si
ions (method b [37] in Fig. 6) is conducive to an
increase in the rate of plastic relaxation in GeSi layers;
however, this method offers no advantages for the
structural quality of corresponding heterostructures
over standard steplike growth. Method c (see Fig. 6)
suggested by Holländer [40, 41] is inconvenient in that
hydrogen is implanted into silicon substrate after the
growth of the GeSi layer, which should remain pseudo-
morphic. This layer relaxes plastically only after
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Epitaxial Si layer grown at low temperatures (300– 400°C)
H. Chen et al. [20] and subsequent publications
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T. Y. Tan, U. Gösele [42]

Fig. 6. A group of methods based on the preliminary formation of point defects at the substrate boundary and their comparison with
conventional methods using three parameters: the rate of plastic relaxation, density of threading dislocations, and surface smooth-
ness.

SUBSTRATE WITH SURFACE REGION INTENTIONALLY
ENRICHED WITH DEFECTS
annealing of the heterostructure. Such a sequence of
operations significantly restricts the potential of this
method with respect to both layer thickness and compo-
sition. Methods e and f (Fig. 6) rely on the use of sub-
strate composed of either an artificially formed layer of

200 nm

50 nm

GeSi

HT + LT Si
(a)

(b)

Cross-sectional TEM image

Fig. 7. Electron-microscope image of (a) a cross section of
a 300-nm-thick Ge0.29Si0.71/Si(001) sample with a 50-nm-
thick low-temperature silicon (LT Si) underlayer and (b) the
sample surface after treatment in the Schimmel etchant. The
circles outline the dislocation pits. The cross-sectional TEM
image was obtained by A.K. Gutakovskiœ.

Etching + Nomarski
porous silicon or a spacer involving screw dislocations
introduced by the method of bonding with misorienta-
tion (so-called twist bonding) [42] (this technology will
be considered in more detail in Subsection 3.2). How-
ever, these methods have not been tested yet.

Judging from the characteristics of the comparison
given in Fig. 6, methods a and d involving the use of a
buffer layer grown at low temperatures and saturation
of the substrate with hydrogen are most promising.
However, the latter method has been reported in only a
single publication [38] and its further validation and
development are required.

The method of growth of a GeSi layer on a prelimi-
narily formed LT-Si buffer layer was reported in [20–
24]; in particular, it was shown that completely plasti-
cally relaxed 0.5-µm-thick Ge0.3Si0.7 films on Si(001)
substrates can be obtained with a threading-dislocation
density no higher than 105 cm–2. Data on the threading-
dislocation density in structures with LT-Si underlayers
were reported in [20–27] and are outlined in Fig. 5. An
appreciable decrease in the threading-dislocation den-
sity (even compared with heterostructures based on
graded buffer layers) is observed in GeSi/Si structures
with an LT-Si underlayer. In addition, the thickness of a
heterostructure with an LT-Si layer is much smaller
(cf. 0.5 and 3 µm for x = 0.3). In Fig. 7a, we show a
cross-sectional electron-microscope image of a 300-nm-
thick Ge0.29Si0.71 sample grown on a 50-nm-thick LT-Si
layer. One can see MDs in the interface plane, whereas
SEMICONDUCTORS      Vol. 37      No. 5      2003
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threading dislocations are not observed. An optical
microphotograph of the GeSi layer surface for the same
sample after treatment in Schimmel etchant is shown in
Fig. 7b [43]. Estimation of the threading-dislocation
density on the basis of electron and optical microscopy
methods yields 104–105 cm–2. Since low-temperature
molecular-beam epitaxy (MBE) proceeds in signifi-
cantly nonequilibrium conditions, it is reasonable to
assume [21] that the layers grown at a low temperature
contain a high concentration of intrinsic point defects,
which can represent the main factor conducive to the
formation of GeSi with a low density of threading dis-
locations. Ideas about mechanisms that are conducive
to reducing the threading-dislocation density in GeSi
films grown on a low-temperature buffer layer are
numerous (see Subsection 2.3 for details).

As will be clear from what follows, the main contri-
bution to relaxation in the majority of heterostructures
is made by MDs that multiply from a single source. The
misfit dislocations, which are closely spaced as a result
of the prolonged operation of such a source and have
identical Burgers vectors, are largely responsible for
the increased roughness of the film surface; this rough-
ness is represented by relatively high hillocks, which
act as pinning sites for threading dislocations. Accord-
ing to Fitzgerald et al. [31, 32], this mechanism for
immobilization of threading dislocations represents
one of the main obstacles to the formation of perfect
GeSi films based on graded layers. A thick graded
buffer layer is necessary to reduce the density of MD
sources (see above). At the same time, such a layer
ensures plastic relaxation with a small number of sec-
ondary sources owing to a high multiplication rate of
dislocations; as a result, we have an unacceptable (by
today’s standards) roughness of the GeSi layer surface
and a relatively high density of threading dislocations.
The films grown on an LT-Si buffer layer have less pro-
nounced roughness of the surface [22, 44]. It is
assumed that this effect is caused by a more uniform
distribution of dislocation sources when an LT-Si buffer
is used and, correspondingly, by a lower degree of mul-
tiplication of each of these sources.

2.2.2. Dislocation filters

Studies aimed at reducing the density of threading
dislocations using so-called dislocation filters, which
are represented by layers with different structural char-
acteristics, have a long history [45] and have mostly
been restricted to the growth of III–V solid-solution
films [46–49] and GaAs/Si heterostructures [50–52]. It
is assumed that the filtering properties of separate
stressed layers are based on the phenomenon of bend-
ing of threading dislocations subjected to tangentially
directed forces [45], which is similar to what happens
when an MD is formed from a dislocation penetrating
from the substrate (see the Matthews model [53]). It
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would seem reasonable to use a system of stressed lay-
ers [a stressed superlattice (SL)] rather than a single
stressed layer in order to further reduce the density of
threading dislocations. However, the initial explanation
for the filtering effect of an SL by the bending of
threading dislocations due only to stresses is incom-
plete and somewhat contradictory in the context of
recent data. Indeed, a stressed layer is conducive to
bending of threading dislocations; however, it is known
that stress-compensated and even unstressed SLs (of
the InxGa1 – xAs/InxAl1 – xAs type) are also efficient dis-
location filters [47, 50]. It is assumed [52] that a built-
in electric field in an SL with layers which differ appre-
ciably in their electrical parameters is an important
parameter of interaction between threading disloca-
tions and the SL. This interaction gives rise to instabil-
ity of the dislocation segment and is conducive to an
increase in the probability of forming a double kink in
the dislocation line, thus increasing the velocity of
motion of dislocations in the tangential direction.

The use of stressed layers as dislocation filters can
be illustrated by the following results. Takano et al. [54]
grew GaAs films on Si substrates with an InxGa1 – xAs
intermediate layer (with x as large as 0.15). This layer
has a larger lattice parameter than that of GaAs and, as
a result, reduces the threading-dislocation density to
106 cm–2. Thus, this density decreased by almost two
orders of magnitude compared to the situation where
there was no intermediate layer. For the same purpose,
Sakai et al. [55] used a 5-nm-thick Si film introduced
into a Ge0.3Si0.7 layer on Si(001). Luo et al. [56] used an
intermediate layer with a thickness of 50 nm. In both
cases, a decrease in the threading-dislocation density
by about two orders of magnitude was observed.

Unstressed separate layers also act as efficient dislo-
cation filters. For example, Osten and Bugiel [57] grew
a Ge0.3Si0.7 solid solution on Si(001) using intermediate
layers with 10, 15, 20, and 25% of Ge. The density of
threading dislocations in the top layer was 107 cm–2.
After a lattice-matched GeSiC ternary solid solution
was inserted into each GeSi solid-solution intermediate
layer, the density of threading dislocations decreased to
a value lower than 105 cm–2. A similar decrease in the
density of threading dislocations was observed by
Huang et al. [58]. In this case, a 100-nm-thick Ge0.2Si0.8
solid-solution layer grown on Si(001) at 500°C was
inserted into the midsection of a 400-nm-thick layer of
the same composition but grown at 750°C. The charac-
teristic features of the last two examples were related to
the fact that the so-called insertions had the same lattice
parameter as the main layer and, despite the absence of
additional bending forces for threading dislocations,
acted as dislocation filters. These examples are indica-
tive of a more complex interaction between threading
dislocations and additional layers whose properties dif-
fer only slightly from those of the main overgrown
material.
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2.2.3. Development of gradient methods

As mentioned above, the method of using a graded
buffer layer is presently most widely used to obtain arti-
ficial substrates. Fitzgerald et al. [31, 32, 36, 59] have
shown that a comparatively high density of threading
dislocations (~106 cm–2 for x = 0.3–0.5 and higher for
x ~ 1) is attributable to the stoppage (or capture) of
moving dislocations by hillocks and depressions on the
rough surface. The characteristics of this method can be
improved by lowering the roughness of the growth sur-
face. Impressive results were obtained [60–62] by using
a monatomic Sb layer, which stabilized the planarity of
the growth surface, in addition to using the composition
gradient. Antimony is a surfactant, exerts a smoothing
effect on the growth surface, and, owing to segregation,
remains at the surface during the entire process of
growth. Using this method, Liu et al. [60–62] managed
to appreciably increase the steepness of the gradient in
the buffer layer and simultaneously improve the struc-
tural characteristics of such artificial substrate. The sur-
face roughness amounted to 2–5 nm (it was 15 nm on
the reference-sample surface without using Sb) [61]. In
Fig. 8, we show schematically the characteristics of the
samples [60–62] compared to those obtained in the
standard variant developed by Samavedam [31].

Another method for improving the characteristics of
artificial substrates consists in the use of so-called
short-period graded SLs [63–66]. Figure 9 illustrates
the distribution of the GeSi composition over the depth
in this sample [64]. The transition graded layer consists
of packs of short-period SLs based on Ge and Si mono-
layers whose average composition (x) increases as the
buffer-layer thickness increases. The fractions of Ge in
extreme monolayers are illustrated in Fig. 9. The use of
graded SLs makes it possible to reduce appreciably the
necessary thickness of the graded layer (in the case
under consideration, the reduced thickness is 0.2 µm, as
compared with 3 µm in the conventional variant illus-
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Fig. 8. Linear increase in the Ge fraction in the buffer layer:
the data reported by Samavedam et al. [31] correspond to
conventional technology and those reported by Liu et al.
[60–62] were obtained using antimony as a surfactant.
A schematic representation.
trated in Fig. 8), retain or improve the smoothness of
the growth surface, and, supposedly, decrease the den-
sity of threading dislocations. The attained improve-
ment of these characteristics can be attributed to two
factors. It is known that intermediate Si layers in an SL
exert a smoothing effect [67–69]. Accordingly, the sur-
face smoothness of artificial substrates with SLs is
improved by an order of magnitude compared with
conventional structures with a smooth composition gra-
dient (for example, the surface roughness can be reduced
by 1–2 nm according to Rahman et al. [65, 66]. Further,
it is reasonable to assume that the presence of abrupt
interfaces between adjacent SL layers, which differ sig-
nificantly in their composition and lattice parameter,
should be conducive to the generation of MDs and,
especially, to the propagation of threading segments
(see above). Obata et al. [64] evaluated the structural
perfection of artificial substrates from the absence of
threading dislocations in an electron-microscope photo-
graph of a cross section with a length of 1 µm, which sets
the detection threshold for threading dislocations at 108

cm–2. At the same time, estimations of the threading-
dislocation density from images obtained using atomic-
force microscopy [66] yield values on the order of 105

cm–2 or smaller for this density.

Thus, by analyzing modern methods for the forma-
tion of artificial substrates, which are based on the
plastic relaxation of layers with a differing lattice
parameter, we should accept the following three meth-
ods as the comparatively developed and most promis-
ing. These methods rely on the use of (i) LT-Si buffer
layers, (ii) graded layers with Sb as a surfactant, and
(iii) graded superlattices; these methods can be com-
bined. For example, Bozzo et al. [70] reported the use
of a graded GeSi buffer layer terminated by a disloca-
tion filter based on an SL. The threading-dislocation
densities in Ge0.25Si0.75 layers on Si were reduced to
103–105 cm–2.
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Fig. 9. An illustration of using a buffer layer with a short-
period superlattice (according to Obata et al. [64]).
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2.3. Possible Mechanisms for the Attainment
of a Low Density of Threading Dislocations

in Plastically Relaxed Films using GeSi/LT-Si 
Heterostructures as an example

2.3.1. Relaxation rate and initial density
of misfit dislocations

As mentioned above, under the plastic-relaxation
rate we mean the rate of decrease in residual elastic
strains as the film thickness increases. Figure 10 shows
the dependence of the normalized value of residual
elastic strain in the Ge0.3Si0.7/Si(001) film on the film
thickness; this dependence was calculated using the Hu
equilibrium model [12] [see expression (6)]. Theoreti-
cal dependences based on the generally and widely rec-
ognized Gillard–Nix–Freund (GNF) model [6] for x =
0.35 are also shown. In the GNF model, a so-called
blocking potential of the MD orthogonal network is
introduced; the stress field of this potential is calculated
taking into account the edge and screw components of
60° MDs. This potential decreases the effective thick-
ness of a growing stressed film and thus decreases the
driving force for the propagation of threading disloca-
tions. The hatched area corresponds to the region in
which the dependences calculated for four combina-
tions of the Burgers vectors are found. Experimental
points are taken from the data reported in [6] and also
in other publications [26, 27, 55, 71, 72]. It can be seen
that the dependences calculated according to the GNF
model are, in general, close to the majority of experi-
mental data; however, these data persistently fall above
the results of calculations. Some experimental points
deviate appreciably in the direction of either smaller or
larger values of residual elastic strain. This is related to
special features of growth of specific GeSi films and
will be discussed below.

As can be seen from Fig. 10, 100-nm-thick GeSi
films grown on an LT-Si buffer layer relax by no more
than 15–20% despite prolonged heat treatments at 800–
900°C. However, the degree of relaxation increases
abruptly as the thickness of the solid-solution film
increases. For example, Fig. 11 shows (in the same
coordinates as in Fig. 10) two groups of experimental
data on the plastic relaxation of Ge0.3Si0.7/Si(001) films
grown on an LT-Si buffer layer at temperatures of
350°C [26, 27] and 550°C [22, 24]. An abrupt increase
in the degree of plastic relaxation in such films is
observed even at growth temperatures if the film thick-
ness exceeds 100 nm. Annealing additionally reduces
the residual elastic strains in these films.

It is generally accepted that the major part of plastic
relaxation of stressed films occurs owing to an increase
in the density of MDs due to their multiplication. Bean-
land [73] draws attention to two waves of plastic relax-
ation in a stressed layer. The first relaxation wave prop-
agates in the case of a small layer thickness, is caused
by primary sources, and, according to different estima-
tions, accounts for 10–20% of complete plastic relax-
ation. The second wave develops on the basis of sec-
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Fig. 10. Normalized residual elastic strains in
GexSi1 − x/Si(001) films in relation to the film thickness.
Comparison of the results of calculations with experimental
data. Curve 1 corresponds to the Hu [12] equilibrium
model, and hatched area 2 represents a group of depen-
dences calculated by Gillard et al. [6]. Experimental points
are taken from relevant publications [6, 55, 71, 72]. The
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Ge0.3Si0.7/Si(001) films grown on a low-temperature Si buffer
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ondary sources related to various variants of the multi-
plication of dislocations.

According to Beanland [73], the necessary condi-
tion for the initiation of secondary sources is that the
film thickness exceed the critical one. Figure 12 shows
the calculated [73] film thickness for which the Frank–
Read source can be effective (and, correspondingly, for
which the MD multiplication can occur); this depen-
dence is drawn against the “background” of the curve
for the critical thickness of MD introduction [7, 14]. It
can be seen that the estimated film thickness correspond-
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Fig. 12. The critical thickness for the onset of operation of
the Frank–Read dislocation source as a function of the GeSi
film composition (as calculated by Beanland [73]). Com-
parison with the conventional dependence of the critical
thickness for introducing misfit dislocations on the film
composition as derived by Matthews and Blakeslee [7, 14].

50 µm

Fig. 13. Threading dislocations (pits) on the
Ge0.29Si0.71/Si(001) layer surface after treatment in the
Schimmel etchant. The GeSi layer thickness is 100 nm; the
growth temperature, 350°C; and the degree of plastic relax-
ation, 5%.
ing to the onset of MD multiplication is no smaller than
100 nm (the arrow in Fig. 12) for GexSi1 – x/Si(001)
structures with x close to 0.3. Thus, 100-nm-thick
Ge0.3Si0.7/LT-Si/Si(001) films, the special features of
plastic relaxation of which are illustrated in Fig. 10,
have a thickness no larger than that necessary for the
actuation of mechanisms of plastic relaxation via the
multiplication of MDs; furthermore, the density of pri-
mary centers of MD generation is low. Figure 13 shows
an optical microphotograph of the surface of a 100-nm-
thick Ge0.29Si0.71/Si(001) film grown at 350°C [26, 27].
Traces of steps related to MDs and pits corresponding
to threading dislocations are observed on the film sur-
face after treatment of the sample in a solution of
Schimmel etchant [43]. Taking into account that the
degree of plastic relaxation in this film is no greater
than 5%, we may assume that the threading-dislocation
density of about 105 cm–2 corresponds to nearly the
same density of MDs. This density is two orders of
magnitude lower than the threading-dislocation density
in GeSi films (triangles connected with the arrow in
Fig. 5) grown under standard conditions; in the latter
case, the degree of relaxation is no greater than 1%
[16]. Consequently, when GeSi films are grown at low
temperatures (in the case under consideration, at
300°C), the MD and threading-dislocation density are
lower by two orders of magnitude than those in stan-
dard films [16]; at the same time, the rate of threading-
dislocation glide is higher in the former case since the
degree of plastic relaxation is greater. As can be seen
from Fig. 11, plastic relaxation of the main portion of
elastic strain occurs in thicker films (200 and 300 nm),
which can be naturally related to the multiplication of
MDs.

It is reasonable to assume that, in order to increase
the rate of plastic relaxation in the films to the value
exceeding that in conventional films (see dependences
2 in Fig. 10), it is necessary to increase significantly the
density of generation sites for MDs. This assumption is
validated by the experimental dot (a filled rectangle)
shown in Fig. 10 and taken from the publication by Ni
et al. [71]. Ni et al. [71] and Bauer et al. [74] showed
that the relaxation rate is very high in a GeSi layer
grown at a relatively low temperature (150°C) and sub-
jected to subsequent annealing; experimental results
reported in the above publications corresponded to
nearly 100% relaxation for a 90-nm-thick layer. Appar-
ently, these results are related to the fact that the layer
was initially grown at a temperature which was close to
the amorphization temperature [71] for the growing
layer. Such a layer contains a high concentration of
point defects sufficient for the generation of MDs with
a high density. At the same time, the threading-disloca-
tion density in such layers, which was determined from
analysis of electron-microscope images [74], exceeded
1010 cm–2. Thus, an ultrahigh concentration of defects
in a GeSi layer is conducive to the formation of MDs
with a high density and, correspondingly, to a high rate
SEMICONDUCTORS      Vol. 37      No. 5      2003
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of plastic relaxation. However, as a result, one obtains
a high density of threading dislocations.

We may assume that optimal growth conditions
should exist for the formation of relaxed GeSi films
with a low density of threading dislocations. For exam-
ple, Luo et al. [44] showed that an LT-Si buffer layer
grown at 400°C is most appropriate for subsequent epi-
taxy of GeSi layers with a low density of threading dis-
locations. Studies based on electron–positron annihila-
tion spectroscopy [75–77] showed that the layers
grown using the low-temperature (200–400°C) epitaxy
of silicon and its solid solutions with germanium con-
tain a high concentration of vacancy-type defects
(~1017–1018 cm–3). According to Ueno et al. [77], the
largest vacancy cluster (containing more than ten
vacancies) was observed in an Si layer grown at 400°C.
It is at this temperature that the discoverers of this
method (Chen et al. [20]) for obtaining GeSi films with
a low threading-dislocation density grew the LT-Si
buffer layer.

2.3.2. The rate of motion of threading dislocations

The magnitude of residual elastic strains should be
approximately the same in the layers with a high den-
sity of “short” MD segments and in the layers with a
low density of extended MDs. However, it is evident
that the threading-dislocation density is bound to be
higher in the former case. Consequently, it is preferable
to combine a low MD generation rate with a high prop-
agation velocity for threading dislocations. Thus, it is
necessary to be able to control both processes sepa-
rately. It is worth noting that, in the majority of studies
concerned with a discussion of mechanisms which are
conducive to the formation of heterostructures with a
lowered threading-dislocation density, attention was
primarily focused on the assumption that annihilation
of threading dislocations is enhanced; the possibility of
increasing the glide rate of these dislocations was not
considered at all. It is reasonable to assume that the
presence of a high concentration of vacancy-type
defects [77], which diffuse from the LT-Si layer and
accumulate in the vicinity of MDs, can decrease the
dislocation-core energy [78] in a structure with an
LT-Si underlayer. Additional arguments can be found in
the publication by Fedina et al. [79], where it was
shown experimentally that, under conditions of a high
concentration of point defects, microregions with an
absence of dangling bonds were formed, whereas the
defect-displacement vector decreased. As a result, the
linear tension of an MD extended section [i.e., the right-
hand side of expression (1)] decreases; correspondingly,
the propagation velocity of threading dislocations
increases. The data on the increase (by two orders of
magnitude) in the rate of motion of dislocations in silicon
saturated with hydrogen can serve as indirect evidence in
support of the above mechanism [80].

Additional confirmation of the fact that this mech-
anism is feasible can be obtained by paying attention
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again to the experimental point (filled rectangle in
Fig. 10) reported by Ni et al. [71]. As can be seen
from Fig. 10, this experimental point lies significantly
lower than the relevant dependence for equilibrium crit-
ical values of thickness calculated according to the Hu
model [12]; i.e., this point lies in the region where a
100% degree of relaxation is energetically unfavorable.
If the data reported in [71, 74] are reliable, this incon-
sistency between experiment and the dependence cal-
culated according to the Hu model [12] can be attrib-
uted to a significant decrease in the work needed for the
formation of a new MD of unit length [the right-hand
side of expression (1)]. In these conditions, according
to expression (1), critical values of thickness for the
introduction of MDs become smaller than those in con-
ventionally grown GeSi layers. In addition, a new cal-
culated dependence for critical thicknesses is bound to
run below the standard one shown in Fig. 10.

The aforementioned assumptions relate an increase
in the motion rate of threading dislocations to variation
in the effective shear stress τeff in expression (4).
Another possibility can be also considered. A variation
in the glide velocity of dislocations can also be related
to variation in the activation energy of this process. As
is well known, the widely accepted model of disloca-
tion motion is the model based on the formation of dou-
ble [81] and single kinks in dislocations. Due to thermal
fluctuations or the effect of stresses, a double kink (DK)
can originate in the dislocation line. After attaining a
critical size, the DK dissociates into two single kinks,
which propagate in different directions; this ultimately
results in the transition of the dislocation line to a
neighboring valley of the energy profile. Thus, the rate
of glide of dislocation is controlled by the kink-forma-
tion energy Fk and the height of the energy barrier for
the migration of the kink Wm. The activation energy Eν
of dislocation motion in expression (4) consists of two
components: the activation energy for formation of a
double kink and the activation energy for kink migra-
tion, i.e., Eν = 2Fk + Wm. Measurements of the motion
rate for dislocations in stressed structures were used to
reveal that the activation energies for the motion of 60°
dislocations Eν are equal to about 2.2 eV for Si and
GeSi [4, 16, 82, 83]. These activation energies are much
lower in GaAs: 0.89–1.3 eV for α dislocations and
1.24–1.57 eV for β dislocations [82]. In our opinion,
these data for GaAs were the main reasons why good
results were achieved earlier in producing high-quality
artificial substrates made of III–V compounds and were
more dependable than in the case of GeSi. Gottschalk
et al. [84] summarized experimental data on Fk and Wm
in Si: Wm = 1.2–1.8 eV and Fk = 0.4–0.7 eV.

These energies were measured and calculated for Si
and GaAs in the conventional crystalline state. How-
ever, they may decrease if the growing layer contains a
high concentration of point defects. Correspondingly,
the rate of motion of threading dislocations may
increase. For example, Öberg et al. [82] noted that,
according to both experimental data and the results of
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calculations, the activation energy for the motion of dis-
locations is lower in doped silicon. Yamashita et al. [80]
reported that the activation energy for the glide of dis-
locations decreased from 2.2 to 1.2 eV and the rate of
their motion increased by two orders of magnitude after
silicon was enriched with atomic hydrogen. Therefore,
a decrease in both Fk and Wm under the effect of a high
concentration of point defects can be considered a rea-
sonable assumption. It is noteworthy that a thin layer
inserted into the main film and having a different com-
position [54–57] or a spacer grown at low temperatures
[58] can play the same role as defects; i.e., these layers
can increase the probability of the formation of a dou-
ble kink in the dislocation line and can thus increase the
rate of motion of threading dislocations. It was also
observed [54–57, 58] that the threading-dislocation
density is lower in films with inserted foreign layers
than in films without these layers.

2.3.3. Improvement of conditions for the annihilation 
of threading dislocations

The rate of annihilation of threading dislocations
can increase owing to an increase in the radius of inter-
action between threading dislocations that move in
closely spaced glide planes; this effect can also be
related to a high concentration of point defects [37].
Typically, stressed layers are grown at temperatures
such that the climb of dislocations can be ignored. A
high concentration of point defects formed as a result of
either irradiation or growth of a low-temperature buffer
layer increases the probability of the inclusion of this
mechanism for the climb of dislocations in the process
of annihilation of threading dislocations which propa-
gate in closely spaced glide planes. An assumption
about the origination of an ordered network of thread-
ing dislocations at the initial stage of plastic relaxation
also relies on the emergence of additional conditions
which are conducive to the annihilation of threading
dislocations [25, 41]. Trinkaus et al. [41] assume that
there is a certain ordering of threading dislocations as a
result of their generation at microvoids formed after

[001]
b

Fig. 14. An HREM image of a dislocation dipole in the
(001) plane. A Burgers contour encloses the right-hand core
of the dislocation dipole. The initial mismatch amounts to
0.9%. The photograph was made available to us by
L. Fedina (reproduced with permission of the authors [88]).
implantation of hydrogen into a preliminarily grown
and initially pseudomorphic GeSi layer, whereas
Gaiduk et al. [25] and then Bolkhovityanov et al. [26,
27] suggested a more elegant model; the latter will be
considered in detail in the next subsection.

2.3.4. An ordered network of threading dislocations

It is assumed that a silicon underlayer grown at low
temperatures and enriched with point defects can serve
as a source for the origination and development of an
ordered misfit-dislocation network. The significance of
ordering lies in the fact that this network should be
formed of single-type dislocations; reactions between
these dislocations should be energetically favorable and
lead to the annihilation of threading dislocations. The
issue concerning the properties of the sources required
for the generation of misfit dislocations is most impor-
tant in this context.

It is reasonable to assume that, as the density of pri-
mary heterogeneous MD-generation sources related to
various inhomogeneities in the substrate surface
decreases, the main sources of MD generation become
associations of intrinsic defects at the heterostructure
interface. The number and atomic structure of these
associations are governed by the conditions of low-
temperature growth of the Si buffer layer and by the
properties of the adjacent portion of a stressed GeSi
layer (or by the structural state of Si substrate after irra-
diation). It is known [85, 86] that annealing of silicon
containing a high concentration of point defects gives
rise to specific rodlike defects in {311} planes. These
defects are oriented along the 〈110〉  directions and are
composed of interstitial atoms located in the {311}
planes in the form of a hexagonal Si monolayer. Under
certain conditions, the rodlike defects become the
sources of dislocation loops [87]. The formation first of
vacancies in the plane parallel to the interface and then
of dipoles of 60° dislocations was observed after direct
irradiation of pseudomorphic GeSi/Si(001) layers with
electrons in a high-resolution electron microscope
(HREM) (Fig. 14) [88].

Heterogeneous sources of dislocations at the sub-
strate surface are formed before the onset of growth of
the stressed layer and exist irrespective of the presence
of this layer. These sources are activated both when the
temperature is elevated and when the thickness of the
pseudomorphic layer is increased beyond the critical
thickness; as a result, it is generally assumed that a
complete set of dislocations is formed in the relaxing
film. Clusters composed of point defects are initially
absent in the LT-Si (or (LT-GeSi) layers and appear
only under certain conditions, in particular, when there
is a field of internal stresses in the course of growing the
stressed layer. We may assume that the diversity of the
crystallographic shapes of these clusters becomes lim-
ited when they are formed in the presence of a biaxial
stress field. Under conditions of a plane-stressed state
of the heterosystem, the clusters become ordered with
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respect to both the crystallographic orientation and spa-
tial distribution. As a result, the formed clusters have a
specific crystallographic orientation and are conducive
to the generation of a more limited variety of MDs; in
other words, as Gaiduk et al. note [25], “a self-assem-
bled network of primary dislocations is formed.” In this
case, the annihilation rate of threading dislocations is
bound to increase drastically compared to the conven-
tional case (a decrease in the density of threading dislo-
cations is inversely proportional to the film thickness
[89]), which ultimately brings about a lower density of
threading dislocations.

Thus, under the effect of self-organization of the pri-
mary MD network we mean the following sequence of
events: point defects, which are present in the LT-Si and
(or) LT-GeSi layers, are grouped into clusters in the
vicinity of the interface during the growth of the
pseudomorphic GeSi layer; the 60° MDs are then gen-
erated on the basis of these clusters. The determining
factor of this process is the fact that the above structural
rearrangements occur under the effect of a stress field
of the growing pseudomorphic solid-solution layer.
Despite the apparent consistency of the model, which
implies ordering of MDs at the initial stage of forma-
tion of the dislocation network and, as a consequence,
an increase in the probability of threading-dislocation
annihilation, direct observations indicating that this
mechanism is plausible are lacking in the available pub-
lications.

2.4. Basic Methods for the Fabrication of Artificial 
Substrates Based on Plastic Relaxation

of Heterostructures

Thus, after more than 20 years of attempts to grow
perfect GeSi/Si heterostructures with constant-compo-
sition films, the crystalline quality of these structures
leaves much to be desired. This manifests itself in a
high threading-dislocation density, which increases
with an increasing Ge fraction (see the solid line in
Fig. 5). As the mismatch between the lattice parameters
of the film and substrate becomes more significant, the
glide rate for threading dislocations increases; however,
the number of these dislocations increases as well. In
our opinion, the observed high density of threading dis-
locations is governed by the relation between the den-
sity of generated MDs and the velocities of propagation
of threading segments in GeSi heterostructures grown
under similar conditions (standard Si substrates and
conventional growth conditions of GeSi films); the
terms of the above relation have common driving
forces, and the relation itself varies within a narrow
range.

Recently, new methods for treating substrates have
been developed and new conditions of film growth have
been suggested; these innovations made it possible to
affect the above processes independently, which
resulted in the improvement of the crystalline quality of
grown GeSi films. For example, the density of the cen-
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ters for the heterogeneous generation of MDs can be
reduced significantly by thorough preepitaxial treat-
ment of the substrate surface and by overgrowth of the
Si buffer layer (with a thickness of 50–100 nm); this
layer moves the GeSi/Si interface away from the sub-
strate surface. As follows from the above discussion,
the rate of the threading-dislocation propagation can be
increased by a number of methods. These methods
include introducing point defects into the substrate and
the interfacial region of the heterostructure and the for-
mation of “insertions” within the heterostructure in the
form of separate layers or superlattices. The efficiency
of these methods in increasing the rate of threading-dis-
location glide has been observed so far only in experi-
ments in which the Si substrate is enriched with hydro-
gen atoms [80]. In other cases, the effect of these meth-
ods is within reasonable assumptions based on the
analysis of experimental data related to efforts to
improve the structural properties of the heterostructure.

The data listed in Table 1 make it possible to corre-
late the new methods with possible mechanisms for
reducing the threading-dislocation density, which were
discussed above. It can be seen that, in the majority of
cases, explaining the positive effect of a certain factor
will be tentative. Thus, these new methods require more
thorough experimental studies with the aim of gaining
insight into specific mechanisms that bring about an
improvement in the structural properties of relaxed
GeSi films.

Nevertheless, if we combine the analysis of the
aforementioned experimental data with basic concepts
of the theory of plastic relaxation in heteroepitaxial
films, we can envisage the following methods that are
conducive to a decrease in the density of threading dis-
locations in relaxed films and to an acceptable morpho-
logical quality of these films:

(I) The MD density caused by the activation of pri-
mary centers of MD generation should be low (~104–
105 cm–2), which is ensured by thorough preepitaxial
treatment of the substrate surface, absence of contami-
nants during growth, and overgrowth of an Si buffer
layer.

(II) It is necessary to satisfy the conditions for the
activation of threading-dislocation motion and for an
increase (or retention at the same level) of the propaga-
tion of these dislocations. Suggested methods consist in
introducing a high concentration of point defects and
forming additional inhomogeneities in growing films
by introducing separate layers with a different compo-
sition or superlattices.

(III) It necessary to provide conditions for an
increase in the probability of annihilation of threading
dislocations (presumably, a high concentration of point
defects and ordering of the dislocation network can be
conducive in this respect).

(IV) Special attention should be paid to ensuring a
two-dimensional mechanism of growth and planarity of
the growth surface. These requirements can be met by
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Table 1.  The factors that are conducive to decreasing the density of threading dislocations in relaxed layers with lattice-
parameter mismatch and realization of these factors in various methods

Method

Factor

a decrease in 
the density of 
primary mis-

fit dislocations

an increase in the 
propagation rate 
of threading dis-

locations

promotion of 
threading-dis-
location anni-

hilation

an ordered 
misfit-dislo-
cation net-

work condu-
cive to 

threading-
dislocation 
annihilation

a decrease in 
the capture of 
threading dis-
locations by a 
rough surface

a decrease in 
the immobiliza-
tion of thread-

ing dislocations 
by misfit dislo-

cations

number 
of publi-
cations

1. Graded buffer 
(conventional 
technology)

Experiment 
and theory
[8, 32, 33]

Constant rate 
expected on the 
basis of the 
model [33]

Assumption
[34]

Expected on 
the basis of the 
model [33]

>10

2. Graded buffer 
with Sb as a sur-
factant

Expected
on the basis
of the model 
[33]

Constant rate 
expected on the 
basis of the 
model [33]

Reduction
of roughness, 
experiment 
[61]

Expected on 
the basis of the 
model [33]

3

3. Graded buffer 
based on short-
period superlat-
tices

Expected
on the basis
of the model 
[33]

Should be 
expected on the 
basis of assump-
tions [52]

Circumstan-
tial evidence, 
this review

Possible, since 
misfit disloca-
tions reside in 
different planes

4

4. Filters based 
on superlattices

Assumption [52] Assumption 
[8, 52]

2

5. Individual 
inserted layers

Assumption, this 
review

Assumption 
[45]

Assumption 
[55]

4

6. Buffer layer 
grown at a low 
temperature

Experiment 
[26, 27]

Assumption 
based on cir-
cumstantial evi-
dence [79], this 
review

Assumption 
[37]

Assumption
[25–27]

Assumption 
[22, 24]

>10

7. Enrichment of 
silicon substrate 
with hydrogen

Experiment [80] 2

8. Implantation of 
hydrogen under 
the pseudomor-
phic GeSi layer 
with subsequent 
annealing

Assumption
[41]

3

inserting thin layers of either a pure Si layer or short-
period (graded) SLs into the film or by using antimony
as a surfactant.

The conditions of growth of heterostructures
intended for use as artificial substrates should be cho-
sen on the basis of the aforementioned special features.

3. “COMPLIANT” AND “SOFT” SUBSTRATES: 
EXPECTATIONS AND REALITY

3.1. Basic Concepts

The idea of using a compliant substrate is based on
the effect related to redistribution of elastic strains
between the pseudomorphic layer and the substrate if
the thickness of the latter is comparable to the thickness
of the growing layer (see, for example, the monograph
[90]). In Fig. 15, we show the schematic representation
of a structure in which this effect can be used. It is
assumed that a thin membrane, which serves as a com-
pliant substrate, can move freely in the lateral direction
without, however, losing contact with the thick support-
ing substrate. Strains in the pseudomorphic layer, with
allowance made for the substrate thickness, can be writ-
ten as [90]

(7)ε f

d0

d0 h+
--------------ε0,=
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where d0 and h are the thicknesses of the compliant sub-
strate and the layer, respectively; and ε0 is the total elas-
tic strain in the case of a thick substrate. The smaller the
thickness of the substrate–membrane, the smaller the
total strain in the layer.

The term “compliant substrate” was introduced into
scientific literature by Lo [91]. It was assumed that,
under certain conditions (for example, a small thick-
ness of the membrane), the elastic strain in a growing
pseudomorphic film decreases as the film thickness
increases. In this case, the introduction of MDs into the
films becomes energetically unfavorable at any film
thickness; correspondingly, the process of plastic relax-
ation of stresses in the growing film may not set in at
all. Since the idea of using a compliant substrate was
quite clear and promised real advantage in improving
the crystalline quality of growing films with a differing
lattice parameter, it was rapidly accepted by the scien-
tific community; specifically, experiments with various
materials were conducted [92–104], theoretical calcu-
lations of the critical thickness and relaxation of
stressed films [105–109] were performed, and the rele-
vant reviews were published [3, 110–114].

3.2. Technical Realization

To date, two variants of fabricating compliant sub-
strates have become known and implemented.

(I) The first variant relies on the use of silicon-on-
insulator (SOI) substrates [94, 95]. In these structures,
a silicon layer on oxide is thinned and becomes a thin
membrane (substrate) for the growth of the heteroepi-
taxial film, whereas the oxide layer is treated as a vis-
cous spacer, which ensures sliding of the heterostruc-
ture with respect to the main substrate. In addition,
other methods for the formation of an amorphous vis-
cous spacer between the main substrate and the mem-
brane have been used. These methods include (i) the
implantation of B into the SiO2 layer in order to reduce
its viscosity [98] and (ii) the bonding of the GeSi/Si
heterostructure to the Si substrate using a SiO2 interme-
diate layer [100]. Recently, Luo et al. [99] reported the
use of a compliant substrate with an underlayer of boro-
silicate glass for the growth of a GexSi1 – x solid-solution
film with x = 0.25. This underlayer was formed by ion
implantation of B and O into the buried SiO2 layer.
With respect to the threading-dislocation density in
GeSi films, the result reported in [99] was comparable
to the best data obtained in other studies using thick
graded buffer layers or silicon buffer layers grown at
low temperatures.

In a version of this method used for III–V com-
pounds, a GaAs/AlGaAs/GaAs heterostructure is
bonded via an intermediate layer (which will play the
role of a “soft” substrate in what follows) to the sup-
porting substrate [93, 96, 97]. The heterostructure sub-
strate and the AlGaAs layer are then dissolved in differ-
ent etchants [AlGaAs is used as a stopper layer in etch-
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ing the GaAs substrate according to the well-known
technology for the fabrication of photocathodes (see,
for example, [115])]. The remaining GaAs film on the
“soft” underlayer is treated as a compliant membrane in
the course of growing stressed InGaAs films.

(II) The second variant consists in bonding with
misorientation (the so-called twist bonding) [42, 101–
104]. In this case, the GaAs/AlGaAs/GaAs heterostruc-
ture is bonded directly to the GaAs substrate (without
intermediate layers), with the crystallographic orienta-
tions of the components of the bonded pair being differ-
ent. In the ideal case, twist boundaries with a weakened
bond structure and an ordered network of screw dislo-
cations are formed between joined wafers. Eventually
(as illustrated in Fig. 16), the GaAs substrate and the
AlGaAs stopper layer are etched off in the same way as
in the previous variant. It is assumed that, in the course
of subsequent growth of a stressed layer on a thin GaAs
layer, the latter is compliant since the region containing
screw dislocations is conducive to the sliding of the
GaAs layer over the supporting substrate [101].
Ejeckam et al. [101] reported on the efficiency of using

d0d0d0d0d0d0

Pseudomorphic film

Membrane

Buffer layer for slipping

Host inflexible substrate

h

Fig. 15. A schematic heterostructure model including a thin
membrane which can slide over the supporting substrate.

(a) (b) (c)

(e) (d)(f)

α

Fig. 16. Schematic representation of the formation of a
compliant substrate according to the twist-bonding technol-
ogy: (a) a preliminarily grown GaAs/AlGaAs/GaAs hetero-
structure, (b) a supporting GaAs substrate, (c) bonding of a
and b by welding with rotation by an angle α, (d) etching off
of the GaAs substrate, (e) etching off of the stopping
AlGaAs layer (the compliant-substrate structure is finally
formed), and (f) an InGaAs layer is grown on the compliant
substrate.
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such a substrate in their pioneering studies concerned
with the heteroepitaxy of InSb on GaAs. In this case,
the lattice-parameter mismatch amounts to 14.7%.
According to Ejeckam et al. [101], it is possible to
reduce the density of threading dislocations to 106 cm–2.

It is noteworthy that both methods are based on
bonding technology, which is sophisticated and costly.
It seems that the method based on the use of a viscous
amorphous layer, which is formed “automatically” dur-
ing the growth of crystalline strontium titanium oxide,
is more promising [116]. The authors of the latter pub-
lication, in attempting to improve quality of a GaAs/Si
structure, introduced an additional SrTiO3 layer
between the Si substrate and GaAs film. This layer has
a lattice parameter which is intermediate between those
of Si and GaAs; this circumstance is conducive to a
more gradual (two-stage) transition from Si to GaAs. In
addition, it has been found [116] that oxygen diffusing
from SrTiO3 into the Si substrate forms a SiOx amor-
phous spacer in the substrate; it is believed [116] that
this spacer gives rise to the effect of compliance. This
method was used to grow GaAs layers on Si substrates
that were 12 inches in diameter; the authors state that
the properties of these layers were no different from
those of homoepitaxial GaAs.

3.3. Mechanisms of Relaxation

It has been demonstrated repeatedly that the struc-
tural quality of relaxed films grown on compliant sub-
strates is indeed higher than in the case of films grown
otherwise; the relevant results are summarized in pub-
lished reviews [112–114]. However, the relaxation
mechanism based on redistribution of elastic strains
between the film and elastic membrane (or a region
with decreased elastic constants, e.g., a region of
porous silicon) cannot be dominant, even though this
mechanism is suggested in the majority of publications.
In fact, if the film on the substrate initially grows
pseudomorphically and then relaxes elastically without
the formation of MDs, the strain in this film is trans-
ferred to the compliant membrane. The final lateral size
of the film after elastic relaxation should be larger than
the initial size (larger by the magnitude of mismatch).
Consequently, if the substrate size is reasonable, both
the epitaxial film and the membrane should slide unim-
peded over the inflexible substrate by large distances
(by fractions of a millimeter, or by several millimeters
in the case of 12-in. wafers). Despite a large body of
experimental data and the analysis of it in relevant pub-
lications, sliding of an extended relaxing film over the
substrate was not detected.

Typically, the interface between the membrane and
substrate involves a number of various defects (steps,
inclusions, impurities, and so on), which hinders the
free sliding of a membrane by large distances and
makes this slide impossible without detachment of the
heterosystem from the inflexible substrate. The same
problem also persists in the case of plastic relaxation of
the membrane if the processes of introduction, glide,
and interaction of dislocation half-loops are confined to
the compliant (“soft”) intermediate layer. The process
of slide of the layer–membrane pair over the inflexible
substrate should set in at different (random) sites of the
substrate surface, which must inevitably result in the
counterslide of separate regions and the formation of a
cellular structure. In addition, the regions of perfect
material are expected to alternate with folds, cracks, or
highly imperfect zones.

It has been shown recently [117, 118] that relaxation
of stressed films on a viscous substrate occurs via elas-
tic extension of the film due to the film’s slide over the
above spacer only if the latter has a small lateral size.
For example, Yin et al. [117], when studying the char-
acteristics of relaxation of 30-nm-thick pseudomorphic
Ge0.3Si0.7 islands connected to the Si substrate via a
layer of borosilicate glass, found that the mesa islands
relax in the course of annealing; this relaxation is
mainly due to buckling. Relaxation of elastic strains in
these islands as a result of slide of the film over the
interface has been observed to prevail over buckling
only at the corners of the islands with diameters ranging
from 10 to 20 µm. Tezuka et al. [118] showed that GeSi
mesa islands which were 5 µm or less in diameter and
had been grown on SOI substrates relaxed completely
without the formation of MDs as a result of annealing
at 1000–1200°C. This is evidenced by the absence of
so-called cross hatches, which are markings of disloca-
tions’ outcrop. However, extended regions (with sizes
of 300 µm or larger) of GeSi films on the same substrate
contain surface cross hatches, which constitutes direct
evidence that these layers are plastically relaxed.

The use of continuous intermediate porous buffer
layers, which are expected to act as “lubricants”, is
inefficient in the context of the conventional interpreta-
tion of the phenomenon of compliance. Since the
porous layer is rigidly linked to the main Si substrate,
such a layer cannot freely slide over the supporting sub-
strate. The porous layer has low mechanical strength
and is more likely to be used as a plastically relaxing
membrane. The forming of small-sized mesa regions
made of porous silicon and covered with a thin silicon
membrane seems to be the most appropriate method for
realizing the idea of a compliant substrate [119]. These
mesa regions have a small Young’s modulus (at least an
order magnitude smaller than the Young’s modulus of
solid silicon [120]) and can accommodate strains in the
heterosystem; in addition, the small sizes of these
regions make elastic relaxation possible due to distor-
tion of the crystal lattice of porous silicon, since the
variation in the absolute dimensions of the film does
not exceed fractions of a micrometer. Corresponding
calculations were carried out by Novikov et al. [119].
Figure 17 illustrates the effect of the width of a porous
mesa strip (L = 5, 10, and 30 µm) with a thickness hmesa =
1 µm on the degree of elastic relaxation in a Ge0.3Si0.7
layer. It can be seen that the layer grown on 30-µm-
wide porous Si mesa strip (hmesa/L ~ 0.03) is virtually
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unsusceptible to elastic relaxation. The “softness” of
the mesa strip is caused by its porosity and begins to
manifest itself only when the transverse size of the
mesa-strip decreases and its height increases, i.e., when
the ratio hmesa/L (the aspect ratio) increases.

Thus, the mechanism of elastic relaxation in a
stressed film due to the sliding of this film over a vis-
cous substrate can be efficient only at small distances in
the mesoscopic range, i.e., in the situation where the
film is of the island type owing either to its formation
(so-called quantum dots [121]) or if it was grown on
intentionally formed mesa islands.

On the basis of the above discussion, we should con-
sider the mechanisms of plastic relaxation in films
grown on “compliant” substrates. The main contribu-
tion to a reconsideration of relaxation mechanisms in
such films was made by Kästner and Gösele [113].
They returned again to plastic relaxation of strains as an
alternative to elastic relaxation and suggested a modi-
fied concept of plastic relaxation; this concept consists
in the following. The conventional variant of formation
of MDs at the interface between a stressed film and a
substrate–membrane is illustrated in Fig. 18a. If there is
an amorphous or amorphized spacer near the interface,
an MD sinks in this spacer (Fig. 18b); this phenomenon
is caused by the fact that an MD is pulled from the film–
membrane interface by forces which are similar to
image forces acting on the dislocation line near the film
surface. As in the case of a free surface, a dislocation
leaves a step at the interface between the membrane and
the “lubricating” layer (see dashed lines in Fig. 18). The
additional energy caused by the origination of such a
step is much lower than the MD energy at the interface
(similarly to what happens in the case of a free surface).
The difference between the above two energies repre-
sents the driving force for the displacement of an MD
to the interface between the membrane and “lubricat-
ing” layer. Correspondingly, the work spent on the MD
formation decreases.

Since the retarding forces inhibiting the propagation
of threading dislocations decrease [see expression (1)],
the critical thickness for the introduction of MDs
decreases rather than increases, as follows from calcu-
lations based on the model of redistribution of elastic
strains between the film and a compliant membrane. In
this case, the velocity of motion of threading disloca-
tions increases, which contributes to a decrease in the
density of these dislocations. A similar situation is pos-
sible if porous silicon or a system of screw dislocations
after the twist-bonding procedure are used as “lubricat-
ing” layers. Experimental verification of these two
cases is lacking at present; therefore, these methods are
listed as suggestions. In the latter case, a periodic net-
work of strains in the vicinity of the interface between
the stressed film and the membrane can serve [42, 111]
as the site of origination for an ordered network of
MDs, which is conducive to the annihilation of thread-
ing dislocations.
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Recently, Pei et al. [122] also suggested the idea of
“pulling” MDs from the interface between the stressed
film and Si membrane to the interface between the Si
membrane and SiO2. By growing GaAs on SOI sub-
strates with thinned Si membranes 100 and 200 nm
thick, it was possible to attain the smallest half-width of
the X-ray rocking curve (128′′ ) for GaAs films grown
on Si [122].

Thus, we return again to the concept of modifying
the plastic-relaxation mechanism; this concept was out-
lined above in Subsection 2.4 and consists in the fol-
lowing. In heterosystems with intermediate layers
(grown at low temperatures or subjected to ion bom-
bardment) including viscous spacers, the velocity of
propagation of threading dislocations increases. As a
result, the relation (between the generation rate of MDs
and the velocity of propagation of threading disloca-
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Fig. 17. The behavior of elastic relaxation of strains in GeSi
film grown on a porous silicon strip with a thickness of 1 µm
and a width L as a function of the film thickness [119].
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Fig. 18. “Disappearance” of a misfit dislocation in a hetero-
structure grown on the substrate–membrane, which is posi-
tioned on a viscous amorphous spacer (according to Kuast-
ner and Gösele [113]). TD stands for threading dislocation;
and MD, for misfit dislocation.
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Table 2.  The basic characteristics of SiGe/Si heterostructure bipolar transistors

Manufacturer Transit-time frequency
for the base, fT (GHz)

Maximum frequency
of oscillation, fmax (GHz)

Design parameter
of complementary MOS

transistors (µm)

AMSINT 35 30 0.8

AMTEL 30, 50 50, 50 0.35

AMTEL 30, 50, 80 30, 70, 90 0.5

AMTEL 40, 70 50, 80 0.21

Daimler Chrysler 156 80

Hitachi 76 180 0.25

IBM 47 50 0.35

IBM 48, 90 72, 105 0.18

Infineon 75 80 0.25

Lucent 72 116 0.25

Motorola 48, 75 100, 65 0.25

National Semiconductor 30 0.35

NEC 73 61 0.18

Philips 45 43

ST Micro 52 71 0.35

Texas Instrument 50 0.35
tions) determined for heterosystems with a steplike
transition from the substrate to the film and conducive
to a high resulting density of threading dislocations
(107–1010 cm–2) is impaired. As a result, an opportunity
arises to control each of these parameters separately,
which makes it possible to reduce the threading-dislo-
cation density to a value smaller than 105–106 cm–2.

4. ELECTRICAL PROPERTIES OF SIGE FILMS 
ON ARTIFICIAL SUBSTRATES

First of all, we should mention the continuing and
growing use of the GeSi solid solution in so-called het-
erostructure bipolar transistors (HBTs) based on
GeSi/Si heterostructures. It is evident that heterostruc-
tures without MDs (i.e., with a pseudomorphic base)
are necessary for HBTs. It is also noteworthy that the
SiGe/Si-based HBTs have been brought into commer-
cial production and more than ten leading companies
are already producing (or will be producing in the near
future) ultrahigh-frequency integrated circuits based on
HBTs. The most important characteristics of Si–Ge
HBTs are listed in Table 2 [123]. At present (May
2002), the best characteristics of SiGe/Si HBTs are fT =
207 GHz and fmax = 285 GHz [124].

The set of electrical parameters for the GexSi1 – x
solid solution, which are of interest from the standpoint
of device applications (as for any semiconductor), is
rather wide. Undoubtedly, the most important of these
parameters are the concentration and mobility of free
charge carriers. The product of these quantities defines
the conductance of the undepleted channel in a metal–
oxide–semiconductor (MOS) transistor (or in a field-
effect transistor with modulation doping) or the con-
ductance of the base of a HBT; i.e., this product repre-
sents one of the most important characteristics of a
device. If we consider optoelectronic applications of
SiGe/Si heterostructures, we realize that, in this case,
the most important parameter (along with the concen-
tration and mobility of the charge carriers) is the con-
centration of nonradiative-recombination centers
related to the point and linear defects in the structure.
For example, if the dislocation density in Si and Ge sin-
gle crystals is lower than 106 cm–2, it virtually does not
affect the electron and hole mobility; in contrast, the
effect of this density on the lifetimes τn and τp of minor-
ity charge carriers is appreciable even if the dislocation

density is as low as 103 cm–2. Notably, τn(τp) ~ 
[125], whereas the absolute value of τn(τp) depends
heavily on the impurity type and the doping level.

Even more conclusive evidence of the effect of iso-
lated dislocations on the properties of the n-Si/p-GeSi
p–n heterojunction was obtained in the course of
unique in situ studies using a transmission electron
microscope [126]. Figure 19a shows the dependence of
a reverse current on the number of misfit dislocations in
the heterojunction plane. Dislocations were introduced
into the structure (see the inset in Fig. 19) by heating
the sample directly in the column of a transmitting elec-
tron microscope; the current–voltage characteristic of
the structure (after cooling to 300 K) was also measured
in situ. Similar correlations were also obtained using
traditional methods (Fig. 19b) [127].

Ndisl
1–
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4.1. Electrons

A major contribution to the development of the tech-
nology for growing GexSi1 – x films on an intermediate
buffer layer with a varying composition was made by
the team of researchers headed by Fitzgerald [30–32,
36, 59]. The fabrication of GexSi1 – x solid-solution films
with a low dislocation density (Ndisl ≤ 106 cm–2) was
originally reported in 1991 [30]. Rapid thermal chemi-
cal-vapor deposition was used [30] to grow the films at
a substrate temperature of 900°C; the composition gra-
dient in the buffer layers amounted to 10% of the Ge
content per micrometer of depth [30]. Unprecedented
low densities of threading dislocations were obtained in
these structures: (4 ± 0.5) × 105 cm–2 for x = 0.23 and
(3 ± 2) × 106 cm–2 for x = 0.5. Shortly thereafter, high
mobility of electrons in similar layers grown by MBE
on a graded buffer layer was reported [128]. A two-
dimensional electron gas (2DEG) was formed in a
quantum well (QW) fabricated from pure silicon (a
15-nm-thick pseudomorphic Si film) using the method
of modulation doping to introduce an Sb donor impurity
(~1018 cm–3) into the 40-nm-thick Ge0.30Si0.70 top layer;
a 10-nm-thick spacer made of undoped solid solution
with the same composition was used. According to the
results of Hall effect measurements in the van der Pauw
configuration (assuming that the Hall factor is equal to
unity), the 2DEG density was 1.2 × 1012 cm–2 at 300 K
and 7.8 × 1011 cm–2 at T < 77 K. The electron mobility
in this gas was equal to 9600 cm2 V–1 s–1 at 77 K and
96000 cm2 V–1 s–1 at 4.2 K.

Over the last ten years, the number of publications
concerned with the electrical properties of 2DEG and
two-dimensional hole gas (2DHG) in modulation-
doped SiGe/Si heterostructures has exceeded several
hundred; therefore, we refer the reader to the compre-
hensive reviews [1, 2, 129–131] which illuminated the
current state in this field up to 2000, we will mention
only the most important and recent relevant publica-
tions.

The advent of artificial GeSi substrates with a low
density of threading dislocations and the use of these
substrates to form 2DEG and 2DHG with high mobili-
ties of charge carriers (µn = 180000–200000 cm2 V–1 s–1

at T = 4.2 K and µp ≥ 17000 cm2 V–1 s–1 at T = 40 K
[132]) necessitated a comprehensive theoretical analy-
sis of scattering mechanisms in the SiGe heterostruc-
ture. Monroe et al. [133] analyzed the following mech-
anisms that can limit the low-temperature mobility in a
2DEG: (i) scattering by “remote” donors, which are
separated from 2DEG by a spacer made of undoped
solid solution; (ii) scattering by background impurities;
(iii) scattering at roughness of the heterointerface;
(iv) scattering at the fluctuations of the solid-solution
composition; and (v) scattering by dislocations pene-
trating into the channel from a completely relaxed
graded-gap buffer layer. Comparison with experimental
data made it possible to state [133] that threading dislo-
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cations (if their density was lower than 106 cm–2) did
not limit the mobility in 2DEG (and 2DHG) and that
the first four mechanisms were the most important. It
was shown [134] that, if the mean amplitude of the het-
erointerface roughness (to be more specific, the ampli-
tude of the corresponding Fourier component of the
roughness spectrum) exceeded 1.2 nm, the electron
mobility was no higher than 105 cm2 V–1 s–1 at T = 0.4 K
in a 30-nm-thick SI QW with a 2DEG density of 5 ×
1011 cm–2 (Fig. 20). A similar problem was considered
in more detail by Yutani and Shiraki [135]; the depen-
dence of electron mobility on the channel thickness was
studied.

Ismail et al. [136] noted that the role of misfit dislo-
cations was underestimated by Monroe et al. [133].
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Fig. 19. (a) Dependence of reverse current through the
n-Si/p-SiGe heterojunction on the number of misfit disloca-
tions which intersect a 1-cm-long segment of the heter-
oboundary; the measurements were performed using an
electron microscope; the heterojunction was biased by
0.5 V [123]. (b) Dependence of the leakage current in the
bulk of the Si0.25Ge0.75 p–i–n diode (see the inset) on the
density of dislocations threading from the graded-gap
buffer layer [124].
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Ismail et al. [136] drew attention to the fact that misfit
dislocations (in addition to threading dislocations)
could be found at the interface between the SiGe buffer
layer and Si channel if the thickness of the channel
layer exceeded the critical thickness. Using GexSi1 – x
buffer layers with a varying final composition (x = 0.34,
0.3, and 0.25) and growing Si films with subcritical and
supercritical thicknesses, Ismail et al. [136] used trans-
mission electron microscopy to ascertain that MDs
were indeed formed at the SiGe/Si interface in accor-
dance with the Matthews–Blakeslee model [7, 14]. The
MD generation was accompanied by a decrease in elec-
tron mobility in the channel; this effect can be related to
the strain field which is generated by 60° MDs and pen-
etrates into the channel.

Ismail et al. [136] managed to obtain mobilities in
2DEG at a level of (300–400) × 103 cm2 V–1 s–1 in struc-
tures with a pseudomorphic channel at T = 0.4–1.4 K;
if the substrate was used as a back gate, the mobility
was even higher (526000 cm2 V–1 s–1 at T = 0.4 K).
This result remained unsurpassed for a long time until
Sugii et al. [137] reported an electron mobility of
800000 cm2 V–1 s–1 at T = 15 K. The latter mobility is
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Fig. 20. The electron mobility in pseudomorphic Si films
(d = 7–8 nm, ns = 5–6 × 1011 cm–3, T = 0.4 K) grown on
thick relaxed buffer layers with the final composition of
Si0.7Ge0.3 as a function of the roughness amplitude for a
heteroboundary with a lateral correlation length of 30 nm.
The circle, square, and triangle correspond to experimental
data. Theoretical results: dashed line represents the contri-
bution of roughness; the dash-and-dot line, the contribution
of scattering by ionized impurities; and the solid line was
calculated taking into account both mechanisms.
the highest ever achieved. In Fig. 21, we summarize the
data [138, 139] on the temperature dependence of elec-
tron mobility in modulation-doped pseudomorphic Si
channels on artificial GeSi substrates.

The low-temperature mobility of charge carriers is
generally of no practical interest but serves as a sensi-
tive indicator of the quality of SiGe/Si heterostructures.
The charge-carrier mobility at room temperature or
higher (to be more specific, from –60°C to 100°C) is
important for practical applications. At these tempera-
tures, the pattern changes significantly and scattering of
electrons at the deformation potential of acoustical
phonons becomes the main limitation of mobility. Corre-
sponding calculations were carried out by Basu and Paul
[140] for a specific structure (a Si0.5Ge0.5/Si/Si0.5Ge0.5
QW with an Si layer thickness of 6 and 9 nm on an
Si0.75Ge0.25 relaxed buffer layer on Si(001) substrate).
The calculations showed that the mechanism of inter-
valley scattering, which is dominant in bulk unstrained
silicon, was found to be virtually suppressed in a
stretched pseudomorphic Si film; in addition, the con-
ductance of the channel [140] was shown to be gov-
erned by electrons with a low longitudinal effective
mass (m* = 0.19m0). The combination of these factors
in such a film makes it possible to attain an electron
mobility which exceeds the mobility in bulk Si by a fac-
tor of 1.5–2 (even if the 2DEG density is equal to 1 ×
1012 cm–2). The predicted effect has been repeatedly
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Fig. 21. Chronologically arranged collection of data on the
temperature dependence of the Hall mobility for two-
dimensional electron gas in pseudomorphic Si films grown
on artificial GeSi substrates [135, 136].
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substantiated experimentally; an electron mobility
exceeding 2000 cm2 V–1 s–1 in modulation-doped
pseudomorphic Si channels at room temperature is not
something extraordinary (keeping in mind that electron
mobility in intrinsic Si at 300 K is 1450 cm2 V–1 s–1).
The mobility equal to 2830 cm2 V–1 s–1 reported in [141]
is unprecedentedly high. In one of the recent studies in
this field [142], mobility in the channel exceeded that in
the bulk material also by a factor of 1.8.

4.2. Holes

The complex anisotropic three-subband structure of
the valence-band top in silicon and germanium makes
the problem of calculating the kinetic effects in p-Si
and p-Ge extremely difficult even if strains are disre-
garded [143–145]. Elastic nonuniform strains (at a level
of 1%) bring about a radical reconfiguration of con-
stant-energy surfaces of the valence band. By way of
example, Fig. 22 shows the constant-energy sections
(E = 40 meV) of a heavy-hole band in Si subjected to
uniaxial deformation in the [001] direction (panel a:
0.7% compressive strain; panel b: undeformed state;
and c: 0.7% tensile strain). Taking into account that
there are three types of holes (heavy, light, and those
related to spin–orbit coupling), we find that the Hall
factor (rH) in p-Si can vary from 3 to 0.1 when the strain
along the [001] direction varies from –1 to +1% [146].
Therefore, it is clear that calculation of the hole concen-
tration based on the assumption that rH = 1 may lead to
unacceptably large errors. Theoretical approaches to
calculating the hole and electron mobilities and the
energy-band structure in pseudomorphic [grown on
Si(100)] and unstrained GexSi1 – x solid-solution films
are outlined elsewhere (see papers [147–152] and book
[153]).

Pseudomorphic SiGe films are used in device
structures as materials for modulation-doped QWs
with top and bottom layers composed of pure silicon
or a solid solution with an increased content of germa-
nium (Fig. 23). In this case, scattering by remote
acceptors and at rough heterointerfaces is added to the
mechanisms of scattering in bulk SiGe. It has been
shown convincingly in a number of publications that
scattering at the surface roughness is dominant at low
(liquid-helium) temperatures [154]. As of 1995, the
highest low-temperature mobility of holes in 2DHG has
been 19820 cm2 V–1 s–1 at T = 7 K in a modulation-
doped “normal” (Fig. 23a) Si/Si0.93Ge0.07/Si hetero-
structure (in this case, the sheet concentration of holes
is 3.9 × 1010 cm–2) [155].

The charge-carrier mobilities of 1300 cm2 V–1 s–1 at
300 K and 14000 cm2 V–1 s–1 at 77 K were reported
[156] for 12.5-nm-thick Ge channels grown on relaxed
buffer layers with a thickness of 3–5 µm and modula-
tion-doped with Ga to a sheet hole concentration of 1 ×
1012 cm–2; the structure had a 1.2-µm-long gate and
Si0.4Ge0.6 top and bottom layers. This made it possible
to fabricate field-effect transistors (FETs) with the
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slope of the current–voltage characteristic (gm) equal to
125 and 290 mS/mm at 300 and 77 K, respectively. It is
worth noting that FETs with a graded-gap Si1 – xGex
channel (with a thickness of 4.5 nm and with x varying
from 0.7 to 0.55) fabricated on artificial Si0.7Ge0.3 sub-
strates by the IBM company [157] are almost as good
as the FETs reported in [156] with respect to the slope
of the current–voltage characteristic; specifically, the
IBM FETs had gm = 105 and 205 mS/mm at 300 and
77 K, respectively (the channel length was 0.7 µm).

Structures in which electrical parameters of 2DHG
are measured include many layers in addition to the
channel with 2DHG (see Fig. 23); these layers may
affect the results of measurements. As a result, simple
Hall effect measurements are inadequate to correctly
determine the charge-carrier mobility. In this situation,
the “mobility spectrum” method [158], which accounts
for the conductivity of a parallel channel, yields more
precise data on the mobility [159]. The Hall mobility

[100]

[001]

[010]

(a)

(b)

(c)

Fig. 22. Constant-energy surfaces (E = 40 meV) for the
band of heavy holes in a silicon crystal: (a) a crystal
stretched by 0.64% along the [001] direction; (b) an
unstrained crystal; and (c) a crystal compressed by 0.64%
along the [001] direction (reproduced with permission of
the authors [143]).
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can increase by 50% if parasitic n-type conductivities
in i-type layers are taken into account [159].

As mentioned above, artificial SiGe substrates
grown on a buffer layer with a varying composition
have a number of serious drawbacks (see Subsection
2.2). One of these drawbacks is related to roughness,
which tends to build up as thick (3–10 µm) buffer layers
are grown: a typical amplitude of the profile can be as
large as 10–15 nm. Over the last decade, numerous
efforts have been made to reduce the thickness of the
GeSi buffer layer, thus decreasing the roughness of its
surface, while retaining an acceptable density of
threading dislocations or even reducing it. The method
suggested by Chen et al. [20] was found to be the most
appropriate; this method is based on the use of Si and
GeSi buffer layers grown at low temperatures. The elec-
trical parameters of 2DHG in an SiGe/Si heterosystem
fabricated using this technology represent the state of
the art in this field. In what follows, we consider the rel-
evant results.

Irisawa et al. [160] grew Si0.33Ge0.67/Ge/Si0.33Ge0.67
structures with Ge QWs modulation-doped with B; an
Si0.73Ge0.27 buffer layer grown at low temperatures
was used. The amplitude of the LT-Si surface rough-
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sional hole gas within pseudomorphic SiGe channels
formed on Si substrates [(a) is a normal structure and (b) is
an inverted structure)] and also (c) on artificial GeSi sub-
strates [156].
ness did not exceed 5 nm. Irisawa et al. systematically
varied the thickness of the Ge channel (the growth
temperature was 350°C) and obtained hole mobilities
of 1300 cm2 V–1 s–1 (20 K) and 1175 cm2 V–1 s–1 (300 K)
at a Ge channel thickness of 7.5 nm. A decrease in the
growth temperature to 300°C made it possible to obtain
a hole mobility of 1320 cm2 V–1 s–1 at 300 K. It should
be mentioned that the data on hole mobilities of about
1700 cm2 V–1 s–1 (300 K) reported previously by Ueno
et al. [161, 162] were found to be erroneous [160] as a
result of incorrect Hall measurements.

Until recently, the highest hole mobility in a
pseudomorphic Ge channel (1700 cm2 V–1 s–1 at 300 K
with ps = 7.9 × 1011 cm–2) was measured in a
Ge0.7Si0.3/Ge/Ge0.7Si0.3 heterostructure (dGe = 15 nm)
with etched off Si substrate [163]; this mobility is still
lower than that in bulk Ge. At the same time, the theory
[164] unambiguously predicts a significant increase in
the hole mobility in Ge films compressed or stretched
along the [001] direction; as a result, the mobility
exceeds that in unstrained crystal. As recently as 2002,
the mobility-spectrum method was used to ascertain
that the hole mobility in elastically strained Ge films is
indeed higher than the mobility in an unstressed bulk
crystal [165]. Relaxed Si0.33Ge0.67 buffer layers were
grown in two stages [165]. First, a 50-nm-thick Si layer
was formed at 400°C on n-Si substrate with a resistivity
of 5–10 Ω cm; a 500-nm-thick Si0.73Ge0.27 film was then
grown on this layer at 600°C. Next, a 50-nm-thick layer
with the same composition was grown at 300°C and
overgrown at 500°C with a 500-nm-thick Si0.33Ge0.67
layer. Finally, a SiGe film doped with B to a concentra-
tion of ~2 × 1018 cm–3 was grown epitaxially on top of
the above complex system of buffer layers; a 20-nm-
thick Ge active layer was then grown on an undoped
20-nm-thick spacer. The hole mobility in the Ge layer
at room temperature was 2940 cm2 V–1 s–1, with the
sheet concentration of the charge carriers being equal to
5.11 × 1011 cm–2. It is clear that the technology used is
quite efficient, so that the correctly measured hole
mobility in pseudomorphic Ge film exceeds the mobil-
ity in a bulk Ge crystal by 55% (the latter mobility is the
highest among all semiconductors). A hole mobility of
2700 cm2 V–1 s–1 in a similar structure was also attained
owing to doping of Si0.3Ge0.7 buffer layers with Sb
[166]. Lastly, we note that a high hole mobility in an
SiGe/Si heterosystem not only improves the high-fre-
quency characteristics of transistors but also facilitates
the solution of the so-called “short channel” problem
[167, 168].

4.3. Summary

Thus, it is experimentally ascertained at present that
the electrical parameters of 2DEG and 2DHG in
pseudomorphic Si, SiGe, and Ge layers grown on arti-
ficial SiGe substrates, which are optimized with respect
to the structure and surface morphology, excel the
kinetic properties of electrons and holes in unstrained
SEMICONDUCTORS      Vol. 37      No. 5      2003
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crystals. Therefore, we may expect that these structures
will be widely used in the near future in the electronics
of superlarge-scale integration. At the same time, it is
also clear that much effort is still needed in order to
develop a commercial technology for the fabrication of
complementary MOSs; research in this field is being
actively pursued [169–171]. Leading researchers at
IBM emphasized at the IEEE International Solid-Cir-
cuit Conference [172] that the crucial factor for the
commercial success of SiGe/Si-based HBTs is the fact
that, in their production, it is possible to use the same
equipment and the same technological processes as
those used in the production of Si integrated circuits. It
is not inconceivable that the use of artificial SiGe sub-
strates will make it possible to attain real success in the
development of relevant FETs.

5. CONCLUSION

As a result of more than 20 years of studies of the
structural characteristics of plastically relaxing con-
stant-composition GeSi layers grown under conven-
tional conditions, it became clear that the density of
threading dislocations in these films is unacceptably
high. In our opinion, this is caused by the virtually iden-
tical dependences of the density of generated misfit dis-
locations (MDs) and the velocities of propagation of
their threading segments in GeSi heterostructures
grown under conventional growth conditions on mis-
match stresses. In order to reduce the MD generation
rate and, at the same time, preserve an acceptable prop-
agation velocity of the already existing threading dislo-
cation segments, a method for growing graded buffer
layers has been suggested; the first encouraging results
have been obtained using this method. New methods
for film growth, which were developed recently, made
it possible to extend the separate effect on the genera-
tion and propagation (including annihilation) of MDs;
as a result, the crystalline quality of the grown GeSi
films improved.

Over the last decade, intensive studies of the growth
processes of heterostructures were replaced by practi-
cal applications of these structures. As a result of this
development, we have observed both unprecedentedly
high room-temperature mobilities (exceeding those in
bulk crystals) of electrons and holes in 2DEG and
2DHG in Si/GeSi heterojunctions and large-scale
applications of these structures in the development of
FET metal–insulator–semiconductor transistors.

With respect to the so-called “compliant” substrates,
it can be considered proven that the mechanism of elas-
tic relaxation in a stressed film due to the sliding of the
film over a viscous substrate is effective only at small
distances in the mesoscopic range when the film is of
the island type. Relaxation of stresses in extended films
occurs via the introduction of misfit dislocations and
glide of their threading segments.
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We still have some unresolved problems. These
include

(i) the remaining ambiguity in choosing a specific
method for growing the heterostructures with artificial
substrates (some of these methods have still not been
adequately tested);

(ii) a deficit in experimental data on the determina-
tion of specific mechanisms responsible for a decrease
in the density of threading dislocations in such hetero-
structures; and

(iii) the lack of a widely acceptable technology for
forming “compliant” substrate.
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Abstract—Propagation of nonequilibrium acoustic phonons in ZnTe single crystals at helium temperature
was studied with phonons being both optically generated and produced by a metal-film heater. Experiments
with [110] ZnTe allowed for the detection of the arrival of longitudinal and transverse acoustic phonons,
which are particularly well resolved when generated by a heated metal film. A bolometer also detected emis-
sion of ZnTe material with a time constant τ ~ 90 ns, which can apparently be attributed to the luminescence
of oxygen complexes, because the lifetimes of other complexes and bound excitons are substantially shorter.
© 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The II–VI compounds have aroused interest in con-
nection with their application as film photodetectors in
the visible region of the spectrum since the middle of the
last century; this was followed by their wide application
in acoustoelectronics, optoelectronics, and laser technol-
ogy. Thin [110]-oriented ZnTe waters have recently
found use as coherent electro-optical sensors with a
detection band width of up to 40–50 THz [1, 2].

This situation calls for a comprehensive study of the
thermal properties of ZnTe to achieve good heat dissi-
pation, which, in turn, would permit one to reduce deg-
radation of ZnTe-based devices and, hopefully, to
improve their response times.

Data on nonequilibrium heat transport in ZnTe are
lacking in the literature, except for [3]—a communica-
tion that gave preliminary results of the first investiga-
tion in this field. The goal of this study was to gain
insight into the propagation pattern of nonequilibrium
acoustic phonons generated by various means in ZnTe
single crystals.

2. EXPERIMENTAL

The propagation of nonequilibrium phonons was stud-
ied in samples of single-crystal ZnTe (ρ ~ 10–20 Ω cm) in
the form of [110]-oriented wafers with a thickness of
970 µm and surface area of 6 × 6 mm2 [4].

We additionally measured the photoluminescence
(PL) of the sample whose thermal properties had been
studied.

The PL spectra were measured at 2 K. The sample
was optically pumped with an argon laser emitting
1063-7826/03/3705- $24.00 © 20519
2.41-eV photons (514.5 nm). The spectrum was ana-
lyzed with a double-grating monochromator providing
a resolution of 0.1 meV. The photomultiplier signals
were fed to a narrow-band amplifier with a lock-in
detector.

Figure 1 shows a PL spectrum of a ZnTe single crys-
tal measured at T = 2 K. In addition to the intrinsic radi-
ation due to the free exciton (FE, FE-LO), the PL spec-
trum includes lines which are due to recombination of
excitons bound to neutral donors (D0X) and four accep-
tors A0X: Cu, Li, Ag, and k (an unidentified acceptor)
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Fig. 1. Photoluminescence spectrum of ZnTe obtained at
T = 2 K, argon laser (λ = 514.5 nm) excitation density
10 W/cm2. Inset shows emission spectrum of the exciton
bound to OTe.
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[5]. In the latter case, the spectrum also includes, in
addition to the main A0X lines (where A = Cu, Li, Ag),
the so-called two-hole transitions denoted in Fig. 1 by
2S A (A = Cu, Li, Ag, k). The long-wavelength part of
the spectrum contains a structure of four lines, in
which a short-wavelength line (K0) is caused by a
zero-phonon transition and the three other lines repre-
sent LO-phonon replicas of K0. According to [6], K0
originates from the emission of a complex defect con-
taining a Zn vacancy.

The inset in Fig. 1 presents a PL spectrum around
1.9 eV, which is due to the emission of excitons bound
to the isoelectronic impurity OTe (oxygen in the Te sub-
lattice) [7]. The peak emission intensity is about
104 times lower than the intensity of the A0X line.
However, unlike the narrow A0X line, the OTe spectrum
extends over a wide spectral range, which is caused by
strong electron–phonon coupling (LO, LA, and TA
phonons are emitted) [7]. This spectrum is typical of
bulk ZnTe crystals (see, e.g., the cathodolumines-
cence spectrum of samples grown in an argon environ-
ment [4]).

The propagation of nonequilibrium phonons in
ZnTe was studied by the heat pulse technique. The
schematic of the experiment and the main processes
occurring with nonequilibrium phonons are shown in
Fig. 2. Nonequilibrium phonons are generated in sam-
ple S by pulsed excitation. In our experiments, the exci-
tation was effected by light with a photon energy
greater than the band gap of the material under study
(P1); in this situation, phonons are generated directly in
the sample as a result of both the cooling of hot carriers
and nonradiative recombination, or via heating by a
laser pulse of a metal film deposited on the sample (P2).
In their propagation through the sample, the generated
phonons undergo spontaneous anharmonic decay (1),
elastic scattering by lattice defects (2), and so on. Upon
being absorbed in detector D, they produce a signal.
The specific processes occurring with the nonequilib-

D

S

P1

P2

1

3

2

Fig. 2. Main processes involving the generated acoustic
phonons: (1) spontaneous decay, (2) elastic scattering, and
(3) sample boundary effects.
rium phonons and the mode of their propagation are
derived from the shape of the time-resolved signal.

We used photoexcitation of the sample surface by
pulses of an LGI-21 nitrogen laser (λ = 337 nm, τ1/2 =
7.5 ns) and heating by these pulses of a 150-nm thick
gold film deposited on the sample surface.

To detect the arrival of nonequilibrium phonons in
transmission geometry, a superconducting bolometer
based on fine-grained aluminum was deposited on the
opposite surface of the sample [8]. The detection sys-
tem included an RU3-33 broadband preamplifier and a
computer-controlled stroboscopic V9-5 voltage con-
verter. The time resolution of the detection system was
about 5 ns.

2.1. Photoexcitation

The solid line in Fig. 2 shows typical bolometer
response in the case of ZnTe surface photoexcitation.
The response is seen to consist of several superimposed
peaks.

The first peak, whose leading edge is not delayed in
time, is due to a light pulse striking the bolometer. This
cannot be the laser pulse passing through the crystal
since the nitrogen laser photon energy ("ν = 3.7 eV) is
greater than the ZnTe band gap width (Eg = 2.4 eV); As
a result, the absorption coefficient of light in ZnTe for
this wavelength is equal to ~105 cm–1, so that the light
cannot pass through the 970-µm-thick crystal. At the
same time, as already mentioned, illumination of ZnTe
gives rise to luminescent emission in the red spectral
region; this emission can traverse the crystal. Analysis
shows that the first peak of the signal decays exponen-
tially (~exp(–t/τ)), with a characteristic time τ = 90 ns
(dashed line in Fig. 2); we believe that this signal can
be related to emission from the oxygen complex [9],
because the lifetimes of the other complexes and bound
excitons are considerably shorter [7].

The phonon part of the response, which was
derived by subtracting the exponential curve from the
total signal, is shown in Fig. 3 by circles (a similar
spectrum obtained at a different excitation level is
given in [3]). Numbers in the phonon part of the
response indicate the arrival of differently polarized
phonons. Peak 1 starting at t = 235 ns corresponds to
the arrival of longitudinal acoustic (LA) phonons with
a propagation velocity of 3.88 µm/ns. The next peak 2
starting at t = 420 ns corresponds to the arrival of fast
transverse acoustic (FTA) phonons propagating at
2.35 µm/ns. Interestingly, the amplitude of this peak is
smaller than that of the peak corresponding to the
arrival of the LA phonons, although the density of
states of FTA phonons is four times that of the LA
phonons. The next peak 3, a fairly diffuse one, is due
to the show transverse acoustical(STA) phonons,
whose propagation velocity is 2.18 µm/ns.
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2.2 Gold Film Heater

The solid lines in Fig. 4 represent the bolometer
response signals obtained when a gold film deposited
on the ZnTe surface and heated by laser pulses is used
as the phonon generator. One can see differences when
this is compared with the case of phonon generation by
photoexcitation of the ZnTe surface. First, as would be
expected, there is no peak due to the arrival of the lumi-
nescent emission. Next, the peaks associated with the
LA and FTA phonons are substantially sharper. This
circumstance should be attributed to the fact that the
gold film heated by laser pulses generates phonons of a
lower frequency (ν ~ 1.5 THz) than in the case of pho-
toexcitation (ν ~ 3.1 THz). Since the phonon mean free
path with respect to elastic scattering by point defects
depends heavily on phonon frequency, τ = 1/(Ascatν4),
where ν is the phonon frequency and Ascat is the elastic
scattering constant, these lower frequency phonons are
scattered substantially less, and this brings about
sharper responses. It should also be noted that the peaks
become progressively sharper with increasing excita-
tion energy. It would seem that this observation is in
contradiction with the previous statement, because the
film pumped at higher excitation energies is heated to
higher temperatures and, accordingly, generates
phonons of higher energies, which should be scattered
more intensely. At the same time, this behavior of the
response may be caused by the fact that phonons gener-
ated in the entire excitation energy range have mean
free paths comparable to or exceeding the crystal thick-
ness. In this case, the peak shape is governed by phonon
generation during the film cooling rather than by
phonon scattering. A hotter film, as shown in [10],
cools at a higher rate, thus reducing the duration of the
LA and FTA phonon peaks.
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Fig. 3. Solid line: typical bolometer response to the photo-
excitation of ZnTe surface by nitrogen laser pulses. Dashed
line shows the exponential decay with characteristic time
τ = 90 ns. Circles identify the “phonon” response compo-
nent. The numbers indicate the peaks of arrival of (1) LA
phonons, (2) FTA phonons, and (3) STA phonons.
SEMICONDUCTORS      Vol. 37      No. 5      2003
Interestingly, when a pulse-heated metal film is used
as the phonon generator, the relative peak amplitude
becomes dependent on excitation energy; indeed, as the
latter increases, the amplitude of the peak correspond-
ing to the FTA phonons, which was initially equal to
that of the LA peak, becomes substantially larger. The
amplitude of the third peak varies even more strongly.
While at lower energies its amplitude is smaller than
that of the LA and FTA peaks (curve 4 in Fig. 4), it first
becomes equal in amplitude to the others as the energy
increases and, after that, outgrows them. We believe
that this may be due either to a decrease in the fraction
of the LA phonons as a result of decay processes, whose
intensity grows with increasing phonon frequency, or to
the formation of a hot phonon spot [11, 12].

An analysis of the experimental response signals in
which they are compared with Monte Carlo calcula-
tions [13], as was done, for instance, for CdTe [14],
would require knowledge of phonon decay constants in
ZnTe, and these are not available at present.

3. CONCLUSION

The heat pulse technique was employed to study the
propagation of nonequilibrium acoustic phonons (both
higher frequency ones produced by optical excitation
and the comparatively low-frequency species generated
by a heated metal film) in a ZnTe single crystal sample.
The transmission of both longitudinal (LA) and trans-
verse (FTA and STA) phonons was detected. The good
resolution with phonons with different polarizations
confirms the high quality of the ZnTe single crystal
used in this study.
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Fig. 4. Bolometer response to a gold film deposited on ZnTe
surface and heated by nitrogen laser with pulse energies E =
(1) 1.0, (2) 0.5, (3) 0.25, and (4) 0.14 µJ.
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Abstract—The oscillations caused by optical interband electron transitions at the point L of the Brillouin zone
of bismuth are studied in the temperature range of 77–280 K and magnetic fields up to B = 22 T. It is shown
that the method of simulation of the experimental line shape allows one not only to refine the band parameters
of the material, but also to obtain detailed information about physical reasons for the specific features observed
in the experimental magneto-optical spectra. © 2003 MAIK “Nauka/Interperiodica”.
In this paper, we report the results of studying the
transmission of IR radiation by a strip line consisting of
two translation-symmetrical halves of a bismuth single
crystal separated by a gap on the order of the optical
wavelength (λ = 10.6 µm) [1]. The measurements were
performed in pulsed magnetic fields up to B = 22 T and
in the temperature range T = 77–280 K. The direction
of the magnetic field coincided with the binary axis of
bismuth single crystal (B || c).

The temperature was varied using a heater mounted
on the wall of the sample holder and was controlled
with an accuracy of 1.0 K. These conditions eliminated
uncontrolled changes in temperature and its gradients
in the course of experiments (see [2, 3]).

The use of a strip line provides the possibility of
increasing the signal by a factor of 5–10 in comparison
with the signal obtained by direct reflection from the
crystal surface [4].

As can be seen from Fig. 1, with increasing temper-
ature, the intensity I of the transmitted signal and the
number of magnetooptical oscillations decrease, the
half-width of the peaks increases, and the peaks shift to
higher magnetic fields.

In order to account for all the features of the experi-
mental spectrum in its simulation, it is not sufficient to
consider the contribution of only interband and intra-
band transitions in the Landau levels [3, 4]. One should
introduce a complex quantity which accounts for the
contribution of electrons from other bands. This
enables one to obtain good agreement between the
experimental and calculated line shapes.

The complex permittivity εl was studied previously
in [5, 6] but without taking magnetic quantization into
account. Comparison of the experimental data on mag-
netoreflection obtained in [4–6] and also in our experi-
ments with the results of calculations shows that the
real part of the permittivity  considerably exceeds the

imaginary part  (Table 1).

εl'

εl''
1063-7826/03/3705- $24.00 © 20523
Simulating the line shape in a magnetooptical
experiment with due regard for the influence of the
electrons in other bands on the dielectric-constant func-
tion yields more precise values of Eg/  (Table 2), in
contrast with the data given in [3, 4].

The set of pronounced oscillations in magnetoopti-
cal experiments in a wide temperature range (Fig. 1)
allows the temperature, orientation, field, and concen-
tration dependences of the relaxation time to be stud-
ied.

In [3] it is shown that the relaxation time increases
linearly with an increase in the inverse temperature at
110 K or higher due to the phonon origin of an increase
in the rate of the charge-carrier collisions with scatter-
ing centers.

Analysis of the dynamics in changes of the relative
intensity, the half-width at half-maximum, and the form
of magnetooptical oscillations in our experimental
spectra allows us conclude that the intensity of oscilla-
tions I grows stronger with increasing magnetic field
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Fig. 1. Intensity of magnetooptical oscillations as a function
of the magnetic field at various temperatures.
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than it could be expected from the theory on the
assumption of constant relaxation time τ (Fig. 2).

Such discrepancy between theory and experiment
can be alleviated by the introduction of a field-depen-
dent relaxation time. Indeed, the scattering of charge
carriers by phonons can occur only if there exist
unfilled final states. The experiment is performed under
the conditions of magnetic quantization when the unoc-
cupied states in the conduction band are separated from
the occupied states by an energy gap equal to the dis-
tance between neighboring Landau levels. The energy
spacing between the Landau levels increases with
increasing magnetic field; and for a certain magnitude
of magnetic field determined by the value of the effec-
tive cyclotron mass of an electron , this energymc*

Table 1.  The values of real  and imaginary  parts of per-
mittivity εl

T, K

77 60 60

110 60 50

140 63 50

170 63 32

200 63 32

230 63 1

260 63 1

280 63 1

εl' εl''

εl' εl''

1
2
3

0.5 1.0 1.5 2.0 2.5 3.0 3.5
B, T

1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.8

I, arb. units

Fig. 2. Dependence of the intensity of magnetooptical oscil-
lations on the magnitude of the magnetic field: (1) experi-
ment; (2) calculation, τ = 2 × 10–13 s; and (3) calculation,
τ = 3 × 10–13 s.
spacing initially becomes equal to the phonon energy
and then exceeds it. This results in an abrupt decrease
in the probability of electron–phonon scattering, which
manifests itself as an increase in the effective intensity
(and also as the decrease in the half-width at a half-
height) of specific features in magnetotransmission
interpreted as an increase in the relaxation time with
increasing magnetic field. The relaxation time as a
function of magnetic field when the vector of induction
of the magnetic field is parallel to the binary axis of bis-
muth crystal is shown in Fig. 3. The curves shown in
Fig. 3 can be associated with the features of the phonon
spectrum in bismuth. Indeed, the existence of acoustic
and optical modes that differ greatly in energy, and the
possibility of two-phonon processes, should result in a

Table 2.  The values of parameters Eg/  for B || c in bis-
muth at various temperature

T, K

Eg/

Simulation of 
the line shape 
(this study)

Approximation
by a polynomial

[3]

Approximation
by a polynomial

[4]

77 6.13 6.56 6.68
110 5.83 6.22 6.37
140 5.46 5.90 6.03
170 5.27 5.57 5.65
200 4.97 5.23 5.23
230 4.88 4.88 4.76
260 4.60 4.52 4.24
280 4.38 4.28 3.87

Note: Eg is the band gap, eV;  is the effective cyclotron mass of

electron in the units of m0 (m0 is the mass of a free electron).
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230 K
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Fig. 3. Relaxation time as a function of magnetic field. The
curves were used for simulating the line shape of the mag-
netooptical spectrum at various temperatures. Simulation
by two values of relaxation times (for low and high mag-
netic fields) is shown by thin lines; simulation by a polyno-
mial is shown by a thick line.
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complex mechanism of interaction of charge carriers
with the phonon subsystem.

According to the data reported in [7, 8], at T = 77 K,
only acoustic phonons are effectively excited. Typical
values of the energy of acoustic phonons fall in the
range of 3.7–6.5 meV [7, 8]. In fields up to 1 T, the
energy spacing between the neighboring Landau lev-
els does not exceed 6.5 meV. In the fields B > 1 T, the
optical transitions of charge carriers occur at the levels
with the principal quantum numbers j = 1, 2, 3, 4, with
the energy spacing between these levels being consid-
erably larger than the energy of an acoustic phonon.
This is the reason why the relaxation time increases.
Under these conditions, the scattering is governed
either by the two-phonon mechanism involving acous-
tic phonons or by the processes involving optical
phonons with a characteristic temperature of 130 K.
Both scattering processes are highly improbable at a
temperature T = 77 K.

When the temperature increases to T = 110 K, the
value of Eg/  changes (Table 1) and the peaks
slightly shift to higher magnetic fields (Fig. 1). How-
ever, it is of importance that the processes of scattering
by two acoustic phonons now become possible, and the
contribution of optical phonons to scattering processes
also considerably increases. This results in a noticeable
decrease in the relaxation time in the fields B > 2 T.

At T = 140 K, where the Debye temperature is
reached, the optical phonons with energies of 11–13 meV
become involved in the scattering processes; the spec-
trum in this case is described by a single relaxation time
in the entire range of magnetic fields. Such a situation
is observed in the temperature range up to T = 230 K,
where the contribution of two-phonon processes of
scattering by optical phonons becomes essential. These
processes occur in sufficiently strong magnetic fields,
i.e., when the spacing between neighboring Landau
levels becomes comparable with the doubled energy of
an optical phonon. A further increase in temperature to
T = 280 K preserves this situation; the spectra are again
characterized by two relaxation times.

mc*
SEMICONDUCTORS      Vol. 37      No. 5      2003
In the fields B = 6–22 T the relaxation time remains
constant. The absence of a field dependence of relax-
ation time in the ultraquantum limit of magnetic fields
confirms the suggested mechanism of the τ(B) depen-
dence.

Thus, the value of the cyclotron mass of the elec-
tron, on which the energy spacing between neighboring
Landau levels depends, and the existence of acoustic
and optical phonons of various energy in bismuth gov-
ern the dependence of the relaxation time on the mag-
netic field.

The strip line experimental method makes it possi-
ble to observe all the special features of interaction of
radiation with magnetized plasma in a solid in a wide
temperature range. Simulation of the line shape allows
one to explain the observed special features in the
behavior of the parameters responsible for the basic
properties of the material under study.
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Abstract—A dense hot electron–hole plasma and picosecond superluminescence appeared upon pumping
of a GaAs layer by a picosecond (ex) optical pulse. The distribution of electrons over the conduction band
was modulated with a period equal to the LO-phonon energy. The effect of additional pumping of GaAs (pi)
by an optical pulse with a photon energy of "ωp < "ωex – 0.1 eV on the superluminescence was investigated.
In the case of simultaneous pumping by ex and pi pulses, a local maximum or minimum appeared in the spec-
trum of relative increase in the superluminescence energy at the photon energy, which corresponds to the
peak in the superluminescence-energy spectrum of the active region of the GaAs layer. The local maximum
appeared when the electrons that were excited by the p1 pulse to the level with a depleted population emitted
LO phonons (one phonon per each electron) and recombined. The local minimum appeared when electrons
were excited by the p2 pulse to the level with the Fermi population. The spectral width of the local maximum
and minimum turned out to be narrower than the calculated width of the energy level from which the elec-
trons recombine. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The purpose of this study is to clarify the influence
of additional excitation of charge carriers by a pulse (pi)
with a photon energy of "ωp < "ωex on the intense pico-
second superluminescence that occurs upon the pump-
ing of GaAs by a powerful picosecond (ex) optical
pulse. The electrons were excited by pi pulses to the
region near the bottom of the conduction band, where
the electron-energy distribution was strongly modu-
lated, i.e., differed from the Fermi distribution. The
experiments were carried out at room temperature.

Let us initially describe the situation that occurs in
the case of pumping of GaAs by the ex pulse with the
photon energy "ωex = 1.558 eV and a duration of 14 ps.
Upon the interband absorption of a powerful ex pulse in
a thin (~1-µm) GaAs layer, a dense hot electron–hole
plasma (EHP) arises and picosecond superlumines-
cence occurs [1–4]. The latter is considered to mean
induced radiative recombination in an active GaAs
medium without a resonator with a characteristic relax-
ation time of ~10 ps. The superluminescence relaxation
is interrelated with the relaxation of the temperature
and concentration of the EHP [5, 6]. As estimations
show, the superluminescence intensity integrated over
the spectral range exceeds 108 W/cm2.

Under these conditions, the energy distribution of
electrons in the conduction band is modulated by oscil-
1063-7826/03/3705- $24.00 © 20526
lations with a period "ωLO ("ωLO is the energy of the
longitudinal optical (LO) phonon) [7]. Periodically
located regions arise in which the populations of energy
levels are depleted in comparison with the population
characteristic of the Fermi distribution of electrons. The
following physical mechanism was suggested to
explain the modulation of the electron-energy distribu-
tion [7].

The superluminescence intensity Bω increases with
an increase in the superluminescence-recombination

rate of charge carriers: (dn/dt)R ∝  Bωdω. Here, ω is

the frequency of superluminescence radiation and αω is
the absorption coefficient in the light-amplification
region; the integral is taken over the spectral amplifica-
tion band. An increase in |(dn/dt)R| prevents |αω| from
increasing in the amplification region. For high super-
luminescence intensities, this causes depletion of the
inverse population of the energy levels near the bottom
of the conduction band, from which the electrons are
induced to recombine, compared with the population in
the case of the Fermi distribution of EHP. Such a deple-
tion is represented by the difference between two
absorption spectra for the amplification region, one of
which is experimental and the other is calculated under
the assumption of Fermi distribution for EHP (Fig. 1).
Let us call this difference the dip in the amplification

αω∫
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range. The shape of the dip spectrum is similar to that
of the part of the superluminescence-energy spectrum

which is located above the energy  (the superlumi-
nescence energy at those two values of "ω which deter-
mine the dip boundaries [8]) (Fig. 1).

The depletion of populations leads to non-compli-
ance with the principle of detailed balancing. As a
result, intense transitions of electrons to the levels with
depleted inverse population occur; these transitions are
accompanied by the emission of LO phonons. The tran-
sitions with the emission of LO phonons turn out to be
so intense that they lead to the formation of another
region of population depletion in the conduction band.
The second depletion region is located above the first
one; the energy spacing between these regions is equal
to the energy of the LO phonon "ωLO. The second
depletion region results in the formation of a shoulder in
the experimental absorption spectrum at "ω > 1.417 eV
(Fig. 1). The further extension of this process upward
over the conduction band leads to the periodic modula-
tion of the electron-energy distribution within the band.

We used the mechanism of modulation described in
[7] to explain the effects we revealed:

(i) the modulation of the bleaching (increase in
transparency) spectrum of the GaAs layer by phonon
oscillations with a period

where me and mh are the effective masses of an electron
and a heavy hole, respectively [7];

(ii) the energy transport of electrons which occurs
via emission of LO phonons in the course of picosec-
ond superluminescence in GaAs [9];

(iii) “LO-phonon” correlation between the picosec-
ond-superluminescence spectrum and the specific fea-
tures of the absorption spectrum of GaAs in the case of
the non-Fermi distribution of carriers [8].

The effects reported in [7–9] allow one to assume
that, under the above experimental conditions, the
relaxation times τe-LO and τc-c become comparable.
Here, τe-LO is the time of such relaxation of electrons to
the bottom of the conduction band, under which the
electrons, emitting LO phonons, undergo transitions to
the level with depleted population [9]. The quantity τc-c
is the time of intraband energy relaxation of electrons
due to collisions between the carriers, leading to the
Fermi distribution of electrons. The fact that the times
τe-LO and τc-c become comparable has not been
explained theoretically yet and continues to arouse
interest. For comparison, according to the calculations

[7–9], in the dense quasi-equilibrium EHP,  @ τc-c

(νe-LO is the rate of emission of LO phonons by an elec-
tron) for the electrons from the energy region in which
the above effects were observed.

It is worth noting that the largest depth of the dip
within the amplification region at the photon energy

Ws
t

∆ "ωLO 1 me/mh+( ),=

νe-LO
1–
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"  is larger than the amplification factor α measured

at "  by a factor of 2. Here, "  is the photon energy
at which the superluminescence spectrum of the active
region of GaAs is peaked (Fig. 1). It follows from this
relation that the inverse frequency λ–1 of induced
recombination transitions, which are accompanied by

emission of photons with the energy " , is also com-
parable with the intraband relaxation time τc-c.

In this study, in the spectrum of substantial relative
increase in the energy of picosecond superlumines-
cence, which is caused by the additional excitation of
electrons by the pi pulse, an abnormally narrow local
minimum and maximum were detected. This phenom-
enon, observed in the case of simultaneous pumping of
GaAs by picosecond ex and pi pulses, is described and
discussed in detail below.

2. EXPERIMENTAL

In this study, we analyzed a sample irradiated by an
ex pulse. The thickness and composition of the epitaxial
layers, as well as the pulse parameters, were identical to
those used in [8]. Therefore, the results obtained in [8]
(see Fig. 1) are completely applicable to this study.

The sample was an Al0.22Ga0.78As–GaAs–Al0.4Ga0.6As
heterostructure with layer thicknesses of 1.2, 1.6, and
1.2 µm, respectively. The heterostructure was grown by
molecular-beam epitaxy on a GaAs(100) substrate.
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Fig. 1. (1) Spectrum of superluminescence radiation emerg-
ing from GaAs normally to the surface of the active region
of the epilayer, (2) experimental light-absorption spectrum
of photoexcited GaAs, and (3) calculated light-absorption
spectrum for the case of Fermi distribution of the EHP in
GaAs. The figure is taken from [8]. The arrows point to the
photon energies "  and "  of the pulses p1 and p2,

which were used in this study, as well as to the photon

energy " .
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Then, the heterostructure was separated from the sub-
strate. This operation was not performed in [8]. The con-
centrations of donor and acceptor impurities in the het-
erostructure did not exceed 1015 cm–3. The AlxGa1 – xAs
layers were designed to stabilize the surface recombi-
nation and mechanical strength. These layers are trans-
parent to light of the frequency used in the experiment.
An antireflection coating was deposited on the outer
surfaces of the AlxGa1 – xAs layers. As a result, the por-
tion of light reflected normally to the layer surface was
no more than 2%.

The heterostructure was irradiated by one (ex) or
two (ex + pi) pulses with an approximately Gaussian
spatial distribution of intensity; the pulses were focused
onto a single point. The duration of both pi and ex
pulses was equal to 14 ps. The diameters of the focal
spots of the ex and pi pulses were equal to 0.5 and
0.46 mm, respectively. In the case of pumping of GaAs
by the pi pulse only, the EHP concentration was just
close to the threshold one, at which superluminescence
appears.

The photoexcited active region of the GaAs layer,
where superluminescence occurred upon pumping by
the ex pulse and which was additionally enhanced upon
pumping by the p1 or p2 pulses, was located at a dis-
tance of about 1.4 mm from the side face of the hetero-
structure. During the excitation pulse, this circum-
stance made it possible to exclude the following: (i) the
effect of the positive feedback caused by the reflection
of the superluminescence radiation from the side face
of the heterostructure (the superluminescence radiation
passed through the photoexcited region after the excita-
tion pulse), and (ii) the effect of lattice defects near the
side face of the heterostructure. The superluminescence
radiation propagated mainly in the plane of the GaAs
layer. After the emission from the side face of the het-
erostructure, the spectrum of the picosecond-superlu-
minescence energy integrated over time, Ws, was mea-
sured in the solid angle of 4°.

Due to the absorption in the nonexcited region of
the GaAs layer, the spectrum we measured differed
from the superluminescence spectrum of the photoex-
cited active region of the GaAs layer. The superlumi-
nescence spectrum of the active region is shown in
Fig. 1, which is taken from [8]. In [8], owing to the
poor waveguiding properties of the sample, we mea-
sured the spectrum of radiation emerging from a simi-
lar sample normally to its surface. As was mentioned
above, we used the ex pulse with the same parameters
as those of the pumping pulse used in [8]. The thick-
nesses of the layers and the composition of the samples
were also identical. Therefore, we can assume that
Fig. 1 also shows the superluminescence spectrum
measured in this study for the active region of the
GaAs layer upon pumping by the ex pulse.

It is understandable that the shoulder at "ω > 1.417 eV
in the light-absorption spectrum measured in this study,
which is related to the depletion of the carrier popula-
tion, also coincided with the shoulder in the spectrum
measured in [8] and represented by curve 2 in Fig. 1.

Despite the partial absorption of superluminescence
radiation in the passive region of the GaAs layer, we
found some specific spectral features which allowed us
to draw a number of substantial conclusions. In order to
exclude, wherever possible, the effect of absorption of
the superluminescence radiation in passive region of
the GaAs layer, the spectrum of the relative increase in
the superluminescence energy Ws(ex + pi)/Ws(ex) =
f("ω) was measured. This increase is due to the fact that
the pumping by the p1 pulse was added to the pumping
of the sample by the ex pulse. Here, Ws(ex + pi) and
Ws(ex) are the energies of superluminescence for the
cases of combined pumping by the ex and pi pulses and
pumping by the ex pulse solely, respectively.

In these experiments, pi pulses with two values of
the photon-energy, "  and "  (shown by arrows

in Fig. 1), were used. The first value "  = "  + ∆ =
1.43 eV coincided with the frequency corresponding to
the shoulder peak in the absorption spectrum. Upon the
absorption of the p1 pulse, the electrons were excited to
the energy level of the conduction band, which had the
largest depletion of population in the second depletion
region. The energy of this level exceeded by "ωLO the
energy of the level which was maximally depleted in
the first depletion region and from which the electrons

recombined, emitting photons with the energy " .
The variation in the superluminescence was investi-
gated in detail for the spectral region close to the photon

energy " . Upon simultaneous irradiation of the het-
erostructure with ex and p1 pulses, the picosecond-
superluminescence energy increased substantially
compared with the case of superluminescence upon
pumping of GaAs by the ex pulse solely. In this case, a

local maximum at "ω = "  appeared in the spectrum
of the relative increase in the superluminescence
energy Ws(ex + pi)/Ws(ex) = f("ω) (Fig. 2). The base
width of the local maximum was 1.9 meV.

No local maximum was observed in the spectral
dependences Ws(ex + p1)/Ws(ex) = f("ω) measured for
τd = –20 ps and τd = 20 ps, where the ex and p1 pulses
were not overlapped in time. Here, τd is the delay time
of the p1 pulse with respect to the ex pulse (Fig. 3).
Thus, the local maximum appeared specifically under
the conditions of simultaneous pumping by the ex and
p1 pulses.

The second energy value of the pi pulse "  =
1.455 eV corresponds to the short-wavelength edge of
the shoulder in the absorption spectrum (Fig. 1). Upon
absorption of the p2 pulse, the electrons were excited to
that level in the conduction band, at which there was no
population depletion. The energy of this level exceeds,
by less than "ωLO, the energy of the level to which elec-

Ωp1
Ωp2

Ωp1
ωs

m

ωs
m

ωs
m
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m
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trons were excited due to the absorption of the p1 pulse.
Upon simultaneous pumping by the ex and p2 pulses, a
local minimum appeared in the spectrum of the relative
increase in the superluminescence energy Ws(ex +
p2)/Ws(ex) = f("ω); however, this also occurred at the

photon energy "ω = "  (Fig. 4). The base width of
the local minimum was 1.7 meV.

3. RESULTS AND DISCUSSION

As was explained above, upon generation of EHP by
the ex pulse, regions with a lowered population of the
energy levels are formed in the conduction band, giving
rise to corresponding depletion regions in the electron-
energy distribution. These regions are located with the
period "ωLO. The electrons were excited to the level
with the largest depletion in the second depletion region
in the conduction band by the p1 pulse with the photon
energy " , which resulted in a local enhancement of

radiation with the photon energy "ωs ≈ "  ≈ "  – ∆
(Fig. 2). The base width of the local maximum in the
experimental spectrum Ws(ex + p1)/Ws(ex) = f("ω) was
equal to 1.9 meV. The appearance of a local maximum
in the Ws(ex + p1)/Ws(ex) = f("ω) spectrum points to the
following. After the excitation of electrons by the p1
pulse, some of them emit LO phonons (one phonon per
electron) and undergo transitions to the levels with the
largest depletion in the first depletion region at the bot-
tom of the conduction band. At these levels, the elec-
trons, having experienced no energy relaxation due to
the interactions with other electrons of the conduction

ωs
m

Ωp1

ωs
m Ωp1
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1.384 1.388 1.392
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Fig. 2. Spectrum of relative increase in the superlumines-
cence energy, caused by the addition of synchronous pump-
ing of the sample by the p1 pulse to pumping by the ex

pulse. "ωex = 1.558 eV, "  = 1.43 eV. The arrow points

to the photon energy "ωs ≈ "  ≈ "  – ∆.
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band, are forced to recombine, thus enhancing the

superluminescence at "ωs ≈ " . This confirms the
fact that τe-LO and τc-c are comparable. Hence, the effec-
tive lifetime of an electron at such a level, τSR = λ–1, and
the quantity τc-c are also comparable. Here, λ is the rate
of forced recombination transitions at τd ≈ 0, during

which photons with an energy "  are emitted. We
should note that the same assumption, based on the
value of the dip depth in the amplification region, was
formulated in the Introduction.

The base width of the local maximum in the experi-
mental spectrum Ws(ex + p1)/Ws(ex) = f("ω), as was
mentioned above, was equal to 1.9 meV. In this case,
the width ∆E of the level from which an electron

recombines emitting a photon with an energy "

should be equal to ∆E ≤ 1.9 meV. According to the
uncertainty principle, the effective lifetime of an elec-
tron at this level τSR ≥ 3.5 × 10–13 s and the rate λ ≤ 2.9 ×
1012 s–1. The evaluations by formulas (6.2.35) and
(4.3.19) from [10] for quasi-equilibrium carrier distri-
bution yield the following times (i) of relaxation of the
perturbation of the Fermi gas at an energy of 25 meV due
to the electron–electron scattering, τe-e = 4 × 10–15 s, and
(ii) of absorption of an LO phonon by an electron with
an energy of 25 meV, τe-ph = 9 × 10–14 s. For calcula-
tions, we used 5 × 1018 cm–3 as the value of the concen-
tration of electron–hole pairs and T = 52 meV for the
temperature. These values correspond to the calcu-
lated absorption spectrum with the Fermi distribution
of the EHP, which is shown in Fig. 1. The times τe-e =

ωs
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Fig. 3. Spectrum of relative increase in the superlumines-
cence energy, caused by the addition of pumping of the
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pulses were not overlapped in time. "ωex = 1.558 eV,
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delay time of the p1 pulse with respect to the ex pulse).

Ωp1



530 AGEEVA et al.
4 × 10–15 s and τe-ph = 9 × 10–14 s turned out to be sub-
stantially smaller than the time τSR ≥ 3.5 × 10–13 s.
Therefore, doubt arises whether it is possible to use the
estimates obtained under the assumption that the true
modulated carrier distribution is the approximated
Fermi distribution in the situation under investigation.
Apparently, there are either some unknown reasons for
increasing the times τe-e and τe-ph or some unknown spe-
cific features of the physical mechanism of formation
of the local maximum in the spectrum of the relative
increase in the picosecond superluminescence.

We should note that the picosecond superlumines-
cence relaxes after the pumping with a characteristic
time of ~10 ps. The superluminescence energy was
measured, i.e., the superluminescence intensity inte-
grated over time. It is demonstrated in this study that, in
the spectrum Ws(ex + p1)/Ws(ex) = f("ω), a local maxi-
mum appeared during the synchronous pumping of the
sample by the ex and p1 pulses with τd ≈ 0 (Fig. 2).
When the intensity of light in the ex pulse approxi-
mately passes through the maximum, the depletion of
the electron populations, which is distributed with a
period "ωLO in the conduction band, is strongest [7,
11]. The strongest superluminescence recombination,
which is necessary to create the depletion, should also
occur under these conditions. The density of nonequi-
librium LO phonons is also close to the largest value
during photoexcitation [12]. After the ex pulse, the
depletion of populations and superluminescence
recombination are substantially weaker [5–7, 11] and
the density of nonequilibrium LO phonons is lower too.
When the excitation by a p1 pulse was carried out after
the ex pulse with the delay time τd = +20 ps, no local
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Fig. 4. Spectrum of relative increase in the superlumines-
cence energy, caused by the addition of synchronous pump-
ing of the sample by the p2 pulse to the pumping by the ex

pulse. "ωex = 1.558 eV, "  = 1.455 eV. The arrow point

to the photon energy "ωs ≈ " .
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maximum appeared in the spectrum of the relative
increase in the superluminescence (Fig. 3). Conse-
quently, the local maximum appears under conditions
of strong depletion of populations, strong superlumi-
nescence recombination, and high density of nonequi-
librium LO phonons.

The reason for the absence of a local maximum at
τd = –20 ps, when the sample was initially irradiated
with a p1 pulse and then with a ex pulse (Fig. 3), is evi-
dent, and we will not discuss it.

At the present time, it is difficult to conclusively
establish the physical mechanism of formation of the
local minimum in the spectrum of relative increase in
the superluminescence energy Ws(ex + p2)/Ws(ex) =
f("ω) (Fig. 4).

We may assume that the spectrum of energy states is
renormalized due to the coherent interaction of the
superluminescence radiation with electrons and a gap
arises in this spectrum [13]. The spectral position of the
gap coincides with the maximum of the superlumines-
cence spectra. The gap width 2"λ should be equal to the
base width of the local minimum (1.7 meV) in the spec-
trum of relative increase in the superluminescence
energy (Fig. 4). In this case, the frequency of interband
transitions λ = 1.3 × 1012 s–1. For GaAs,

Here, J is the intensity of superluminescence radi-
ation measured in GW/cm2. The superluminescence
radiation should be monochromatic and, conse-
quently, occupy a very narrow region in the vicinity of

the photon energy "  in the superluminescence
spectrum. Accordingly, we obtain the evaluation of J =
2.5 × 106 W/cm2. The interaction of electrons with the
electromagnetic field is coherent if the frequency of
interband transitions λ exceeds the frequency of intra-
band electron scattering 1/τ, i.e., λτ  > 1. In order to sat-
isfy this relation, τ should exceed 7.7 × 10–13 s. In the
above analysis we found that the effective lifetime of
electrons at the isolated level τSR ≥ 3.5 × 10–13 s. The
estimations of the lifetimes τ and τSR made by us do not
exclude the explanation of the local minimum consid-
ered here; however, they are obviously insufficient to
confirm it.

There is another question, specifically, why the
spectral widths of the local minimum and maximum
turn out to be approximately equal? A possible reason
is that the energy levels that lie within these extrema
should have approximately the same energy. The elec-
trons excited by the p1 pulse have the same energy, and
these electrons, each emitting one LO phonon, should
undergo transitions to approximately the same level. If
we assume that the local minimum represents a gap in
the spectrum of the energy states of electrons, it is
worth noting that monochromatic radiation is required
to form the gap. For the spectrum of picosecond
superluminescence, monochromatic radiation, in the

"λ 0.017J1/2 eV( ).=

ωs
m
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extreme case, is the radiation caused by the recombina-
tion of electrons from the same level.

In our opinion, the issues analyzed in Section 3 are
of interest for subsequent investigations both from a
physical and practical points of view. The practical
interest is due to the need to understand the physical
processes that may occur in ultra-high-speed semicon-
ductor optoelectronic devices, whose operation is based
on the use of powerful ultrashort pulses of induced radi-
ation and pumping (more than one pulse simulta-
neously).
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Abstract—Optical properties of GaN layers grown by the molecular-beam epitaxy (MBE) and chloride-hydride
vapor-phase epitaxy (CHVPE) have been studied, and the quality of two types of samples has been compared. The
photoluminescence spectra have an excitonic nature for both types of layers. To determine precisely the nature of
exciton transitions, the reflectance spectra were studied. A key point was the investigation of phonon-assisted exci-
ton luminescence, which provides information on the density distribution of the exciton states. Temperature
dependences of the exciton transition energy and the ratio of intensities of one- and two-phonon replicas were
studied. The high quality of both types of layers has been confirmed, though the concentration of acceptors in
MBE-grown samples is higher than in CHVPE samples. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Semiconducting nitrides of Group III elements are
currently under intensive investigation. These com-
pounds have a direct band structure with the energy gap
ranging from 6.2 (AlN) to 1.9 eV (InN) or lower; thus,
they are being applied in various optoelectronic devices
(short-wavelength devices first and foremost).

As is known, the optical properties of semiconduc-
tors are strongly dependent on the behavior of excitons
in a material, including their scattering on structural
inhomogeneities (impurities, defects) and elementary
excitations (phonons, etc.). Experiment and theory
show that, for the case of polar semiconductors with
direct transitions, excitons interact mainly with longitu-
dinal optical (LO) phonons [1, 2]. Among the radiative
processes related to the interaction of excitons with LO
phonons, it is necessary to draw attention to free exci-
ton luminescence with simultaneous emission of
phonons. The principal specific feature of the spectral
lines related to this process is the fact that their shape
reflects the kinetic-energy distribution of free excitons,
thus providing information on the density of exciton
states in structures of varied quality [1, 3].

Phonon-assisted optical processes have been thor-
oughly studied in such polar semiconductors as CdS,
CdSe, ZnO, and Cu2O [1–3], whereas some specific
features of exciton-phonon interaction in wide-gap
nitrides deserve further study.

In the present study, we perform a comparative anal-
ysis of the quality of GaN layers grown by chloride-
hydride vapor-phase epitaxy (CHVPE), which are
1063-7826/03/3705- $24.00 © 20532
promising substrates for nanostructures, and those
obtained using molecular-beam epitaxy (MBE), as the
basic methods for nanostructure growth. The photolu-
minescence (PL) and reflection spectra are studied, in
particular, the shape and relative intensity of single-
phonon and two-phonon (1LO and 2LO) replicas of the
free A-exciton line.

2. SAMPLES AND EXPERIMENT

Two types of samples were studied. A thick
(~25 µm) GaN layer was grown by CHVPE at a tem-
perature of 1090°C on Al2O3(0001) substrate. The sec-
ond sample, ~0.7 µm thick, was also grown on
Al2O3(0001) substrate without a buffer by plasma-
assisted MBE at 650°C [5]. Preliminary characteriza-
tion of the structures was done using X-ray diffraction
analysis (XRD), transmission electron microscopy
(TEM), and scanning electron microscopy (SEM).

The PL and reflection spectra were recorded in a
closed-cycle He cryostat at a temperature of 15 K. The
temperature dependences of the PL spectra were stud-
ied in the temperature range of 15–280 K. The lumi-
nescence was excited by an He–Cd laser (325 nm). A
xenon lamp was used in the study of the reflection
spectra.

3. RESULTS AND DISCUSSION

Preliminary characterization demonstrated a high
quality of thick CHVPE-grown GaN. According to
TEM data, the density of dislocations in the surface
003 MAIK “Nauka/Interperiodica”
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layer did not exceed 108 cm–2. At room temperature,
the layer experiences a biaxial compressive stress σ ~
0.2 GPa. According to XRD data, the structure has an
unprecedentedly low deflection of columns from the
growth axis c (the half-width of the ω-rocking curve in
the Bragg configuration was ~62 seconds of arc). The
structural characterization of thin MBE-grown GaN
also showed a satisfactory quality of the layer. Aver-
age densities of vertical screw (108 cm–3) and edge
(1010 cm–3) dislocations determined by XRD are close
to the values in the thick layer.

Figure 1a shows the PL spectrum of a thick
CHVPE-grown GaN layer recorded at T = 13 K. To
unambiguously identify the PL lines, the surface reflec-
tion spectrum was recorded. The spectrum clearly
shows excitonic features, and the energy spacings
between them correlate with the known energies of free
excitons in GaN [6]. The PL line of a donor-bound exci-
ton (DBE) dominates at a low temperature. The low-
energy shoulder of the DBE line is related to an accep-
tor-bound exciton (ABE). The emission lines of free A
and B excitons (FEA and FEB) are well resolved. The
main DBE line also dominates in the spectrum of the
thin MBE-grown GaN layer (Fig. 1b). A shoulder
related to a free A-exciton is also seen. The observed
resonance energies of the A-exciton emission are
3.4810 and 3.4820 eV for CHVPE- and MBE-grown
samples, respectively, which indicates that the
MBE-grown layer is more strained. However, the pres-
ence of excitonic features in the spectrum of MBE-
grown GaN confirms the satisfactory quality of this
sample.
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Fig. 1. (1) PL and (2) reflection spectra of GaN layers grown
by (a) CHVPE and (b) MBE. T = 13 K.
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For both samples, temperature dependences of the
PL spectra were studied. According to earlier data [7, 8],
at temperatures above 50 K, the free A-exciton line
becomes dominant and the intensity of the main DBE
line decreases. Temperature dependences of the exciton
energies (Figs. 2a, 2b) were fitted using Pässler’s ana-
lytical model [9], which describes fairly well the tem-
perature behavior of energy levels in homoepitaxial
GaN layers [10]:

(1)

where E(0) is the energy of the main transition at T = 0
K; αp is the slope of the high-temperature part of the
E(T) dependence; the parameter ρ ≥ 0 determines the
contribution of long-wavelength acoustic phonons, and
(1 – ρ), the interaction with optical and short-wave-
length acoustic phonons; and Θp is defined in terms of
the Debye temperature ΘD as Θp ≈ 2/3ΘD/(1 – 1/2ρ).
The parameter ρ plays a key role in this model, as it
specifies a change in the curvature of the fitting curve,
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Fig. 2. The temperature dependences of the exciton transi-
tion energies for epitaxial GaN grown by (a) CHVPE and
(b) MBE. Points: experimental dependence for the lines of
(1) a donor-bound exciton (DBE), (2) a free A-exciton
(FEA), and (3) a free B-exciton (FEB). Lines: fitting in terms
of Pässler’s model.



 

534

        

TKACHMAN 

 

et al

 

.

                           
whereas the slope α and the point of intersection of the
high- and low-temperature asymptotes are fixed.

A satisfactory approximation of the temperature
dependences of the energy of the free A-exciton (FEA)
line for the samples under study was achieved at the
same value of Θp = 420 K and at different slopes αp:
0.42 for CHVPE- and 0.29 for MBE-grown GaN. The
values of the parameter ρ also differed: 0.3 for
CHVPE-grown and 0.4 for MBE-grown GaN. This dif-
ference in the parameters describing the exciton–
phonon interaction is indicative of different mecha-
nisms of interaction with phonons in our samples, and
it is this fact that stimulated us to investigate the
phonon-assisted PL spectra.

The 1LO- and 2LO-phonon replicas of the free
A-exciton line are well resolved in the PL spectra under
study. Phonon replicas of ABE and DBE excitons are
also observed (Fig. 1). The energy positions of the
phonon replicas coincide with the known energy of an
optical phonon in GaN (~92 meV). The 1LO-replica of
ABE is well resolved in the PL spectra, and the inten-
sity of single-phonon DBE luminescence is, by con-
trast, much smaller. The ratio of the intensities of the
two-phonon replicas of these lines is quite the reverse.
The two-phonon replica of DBE emerges, and the
intensity of the 2LO-replica of ABE decreases. This
effect was observed earlier [11, 12], where it was
assigned to the difference in the radii of wave functions
of excitons bound on a donor and an acceptor. Since
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Fig. 3. PL spectra of a 1LO-replica of a free A-exciton for
GaN layers grown by (a) CHVPE (recorded at T = 64 K) and
(b) MBE (T = 68 K). Points: experimental data. Lines:
(1) the dependence I ~ E3/2exp(–E/kT), (2) the deconvolu-
tion of the experimental spectrum into two lines using the
Lorentz profiles.
there are “strict” momentum selection rules for the 1LO
replica [3] (for more details, see below), the intensity of
1LO luminescence of a donor-bound exciton is low.
With respect to two-phonon luminescence, since the
process can proceed by various ways, the factor of a
much higher density (n ~ 1017 cm–3) of intrinsic donors
in the material becomes dominant and the two-phonon
luminescence of a DBE exciton emerges.

The kinetic energy of excitons is directly manifested
in the phonon-assisted radiative recombination of exci-
tons. The shape of the phonon replica lines reflects the
Maxwell distribution of excitons over kinetic energy. If
thermal equilibrium exists in the exciton system, the
line shape of the phonon-assisted exciton luminescence
is well described by the Maxwell distribution [3]:

(2)

where  is the intensity of the respective phonon rep-
lica, m is the number of phonons involved in the pro-
cess, E is the kinetic energy of an exciton, N is the den-
sity of exciton states, and Wm(k, E) is the probability of
phonon-assisted exciton emission of order m for an
exciton with the kinetic energy E [1, 3]. The shapes of
spectral lines for one- and two-phonon processes are
essentially different, due to the difference in the quasi-
momentum conservation rules for these processes. As
shown in [3, 13], studying the shape of lines in the
phonon luminescence spectra furnishes direct informa-
tion on the real density of exciton states and on exciton
scattering mechanisms (the presence and distribution of
impurities, etc.). However, the dissimilarity in the
momentum conservation rules for 1LO and 2LO pro-
cesses results in significant differences in the line
shapes for these processes. Indeed, in the case of 1LO
luminescence involving an exciton with a momentum
kex, the momentum of a generated phonon can only
have a single value, kf ≈ kex, whereas for the two-phonon
process the momentum conservation law looks like
kex =  + . This condition can be satisfied in multi-

ple ways, with  and  taking a number of values. As
discussed in detail and confirmed experimentally [3], the
line shape of two-phonon luminescence is well described
by the Maxwell distribution I ~ E1/2exp(–E/kT); i.e., the
probability W2 is independent of the exciton energy and
is nearly the same for different excitons, with only the
distribution of the kinetic energies of excitons mani-
fested in the spectrum. The probability of the one-
phonon process W1 ~ E (or k2); thus, the line shape of
one-phonon luminescence is described by the expres-
sion I ~ E3/2exp(–E/kT). Therefore, it is the line shape of
the one-phonon replica in the exciton luminescence
spectra that contains information on the mechanisms of
exciton scattering in a crystal. Previously, these results
were obtained theoretically in [14,15].

Im
LO dN k( )/N( )Wm k( ) E1/2 E/kBT–( )Wm E( ),exp∼ ∼

Im
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We studied the shape of one-phonon replicas of free
A-exciton luminescence lines for both types of GaN
layers (Fig. 3). The shape of the 1LO spectral line of the
thick CHVPE-grown layer is well described by the
relation I ~ E3/2exp(–E/kT) (Fig. 3b), whereas the spec-
trum of the thin MBE-grown sample (Fig. 3a) contains
a clearly resolved additional component, which we
identified as a 1LO replica of the emission line of an
acceptor-bound exciton. This assignation is confirmed
(as mentioned above) by the fact that the contribution of
the acceptor-bound exciton is well pronounced in the
one-phonon replica [12], whereas, in the two-phonon
replica, the contribution of the donor-bound exciton is
dominant, with the acceptor line virtually disappearing.

Since the intensities of ABE1LO and F phonon rep-
licas are comparable, we can assume that acceptor
impurities are present in thin MBE-grown GaN layers.
Carbon can act as an impurity of this kind, as confirmed
by the SIMS spectra of MBE-grown GaN structures
[16]. The different ways in which the momentum con-
servation laws are formulated for one- and two-phonon
luminescence not only lead to a dissimilarity in the
respective line shapes, but also cause a change in the
relative intensities of these lines with temperature. As
shown earlier [1, 14], the probability of the 1LO-pro-
cess is proportional to the squared momentum of an
exciton. With increasing temperature, the average ther-
mal momentum of an exciton grows. Consequently, the
overall probability of one-phonon recombination
increases and the intensity of the 1LO-line becomes
higher. Since the probability of the two-phonon process
is, to a first approximation, independent of the magni-
tude of exciton momentum, we can calculate, with a
knowledge of the relations describing the shape of one-
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Fig. 4. The ratio of intensities of 1LO- and 2LO-replicas of
the free A-exciton line vs. temperature. (1) CHVPE- and
(2) MBE-grown samples. For clarity, the data for the
MBE-grown sample are shifted along the ordinate axis.
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and two-phonon emission lines, the ratio of their inte-
gral intensities as a function of temperature [3]:

(3)

where I1LO and I2LO are the integrated intensities of the
one- and two-phonon lines.

Figure 4 shows the intensity ratio of 1LO- and
2LO-lines as a function of temperature for CHVPE-
and MBE-grown GaN samples. As can be seen, the
intensity ratio of the phonon replicas linearly increases
with temperature but the slope of the dependence is
higher for the MBE-grown layer. As shown in [1, 13],
this indicates that scattering on impurities and intrinsic
defects, whose concentration is higher in the MBE-
grown layer, makes a considerable contribution to the
radiative recombination of excitons.

4. CONCLUSION

The study of zero-phonon and phonon-assisted PL
has been used to compare the quality of CHVPE- and
MBE-grown epitaxial GaN layers. Excitonic spectral
features were observed for thin layers grown by MBE
without a buffer at thicknesses about 25 times smaller
than those of CHVPE-grown layers. This indicates that
MBE is a promising technique for the fabrication of
high-quality nanostructures.

The comparative study of the shape and the tem-
perature dependence of 1LO- and 2LO-phonon repli-
cas for thick CHVPE-grown GaN layers has shown
that the phonon-assisted recombination of excitons in
these layers is not affected by scattering on impurities
and defects, which is observed in thin MBE-grown GaN
layers. The comparison of the shapes of 1LO-phonon
replicas for two types of samples indicates that the
concentration of acceptor impurity (probably, carbon)
is higher in MBE-grown layers compared with
CHVPE-grown GaN samples.
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Abstract—A theoretical model of a defect state with highest localization in a semiconductor crystal is sug-
gested. This model can be used to calculate the steady-state position of the Fermi level in radiation-modified
semiconductors and to estimate the barrier height in metal–semiconductor contacts and the energy-band offsets
in semiconductor heterojunctions. It is shown that the deepest level in the band gap of each semiconductor cor-
responds to the above state. This level plays a role similar to that of the level of electronic chemical potential in
a bulk imperfect semiconductor and at the interphase boundary. Numerical calculations of the energy position
of the level under consideration in the band gaps of Group IV and III–V compound semiconductors were per-
formed. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is well known that high-energy irradiation (bom-
bardment with gamma-ray photons, electrons, ions, and
fast neutrons) of semiconductors gives rise either to
localized energy defect states of dangling bonds, in the
case of irradiation with gamma-ray photons, electrons,
or low-energy protons, or to local energy levels and
tails of the gap states due to formation of point defects
and macroscopic defect clusters, as a result of irradia-
tion with heavy ions or fast neutrons. All these states
radically affect the electrical properties of semiconduc-
tors. This is caused by the fact that, as a result of the
buildup of radiation defects in the crystal lattice of
semiconductors, the Fermi level position changes,
which represents the main cause of modification of a
material’s electronic characteristics. The Fermi level
position in an imperfect semiconductor and, corre-
spondingly, the electronic properties of such a material
are governed by a balance between radiation defects of
donor and acceptor types. Since the types and proper-
ties of the majority of radiation defects, especially in
compound semiconductors, are poorly known, the main
problem in studying the properties of radiation-modi-
fied materials is related to the development of a model
for an irradiated semiconductor; this model should be
applicable to the calculation of electronic properties of
this semiconductor, taking into account that there is a
lack of information about the origin and parameters of
radiation defects.

In this study, we develop a theoretical model that
ensures a unified understanding of the processes occur-
ring in the course of both radiation modification of elec-
tronic characteristics of semiconductors and the forma-
1063-7826/03/3705- $24.00 © 20537
tion of interphase boundaries. This model is based on
the well-known phenomenon of Fermi level pinning in
the steady-state (limiting) position Fsat, which is char-
acteristic of every semiconductor and is independent of
irradiation conditions and the history of a material [1,
2]. Numerous studies show that similar Fermi level pin-
ning occurs in covalent (and highly covalent) semicon-
ductors at the metal–semiconductor interfaces (Schot-
tky barriers) and semiconductor heterojunctions. More-
over, experimental data indicate that there is close
agreement between the values of Fsat and FbS (the latter
stands for the Schottky barrier height) in studied mate-
rials [3, 4]. This observation indicates that there is a
unified origin of the Fermi level pinning both in semi-
conductors with a high density of intrinsic structural
defects and at the interphase boundaries; this circum-
stance makes it possible to consider the phenomenon of
pinning using a unified approach.

2. BASIC CONCEPTS

Since the physics of interfaces in semiconductors
has been developed to a much greater extent than that
of radiation-modified semiconductors, we will start
with a consideration of the problem of Fermi level pin-
ning at interphase boundaries. Models of Fermi level
pinning at interfaces are typically based on the concepts
of the origin of defect-related (gap) states in the semi-
conductor band gap. In the defect-related models (the
model of surface atomic disorder [5] and the model of
unified defect [6]), it is assumed that a defect is a nec-
essary component of an interphase boundary; it is also
assumed that characteristics of this defect are more
important in interphase-boundary formation than bulk
003 MAIK “Nauka/Interperiodica”
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thermodynamic potentials (the work function, electron
affinity, and so on). In the model of atomic disorder, the
tails of the density of states appearing in the surface
region of the semiconductor as a result of atomic disor-
der are considered as the aforementioned defects; in
addition, the position of the chemical potential at the
interface is identified with the minimum of the density
of surface states. In the unified-defect model, it is
assumed that the Fermi level pinning at the interface
occurs in the vicinity of the defect which exceeds in
concentration all other defects; the dominant defects of
this type presumably include vacancies, antisite
defects, and defect clusters formed during fabrication
of the barrier. Insufficient information about the origin
of possible defects and difficulties in obtaining reliable
calculated energies of corresponding defect states
responsible for interphase-boundary formation limit
the applicability domain of defect-related models.
Therefore, idealized models of interfaces have become
widely accepted; these models are based on the concept
of gap quantum-mechanical states of the tunneling
type, which are introduced into the band gap of a semi-
conductor in the surface region [7]. Filling these states
with electrons defines the position of the level of the
charge (local) electroneutrality ELNL for an interphase
boundary and, thus, the properties of this boundary [8,
9]. A special feature of these studies [8, 9] consists in
the fact that the Schottky barrier height and, corre-
spondingly, the energy-band offsets in heterojunctions
are completely defined by the parameters of the elec-
tronic energy-band spectrum of a bulk crystal and are
independent of the interphase-boundary state. This cir-
cumstance makes it possible to use the calculated value
of ELNL for estimating the Fermi level position Fsat in
bulk semiconductors subjected to high-energy radia-
tion. The values of ELNL calculated on the basis of the
above models were found to be close to experimental
data on both Fsat in irradiated semiconductors and FbS
for the Schottky barriers [2, 4, 9].

In this study, we used the results of previous exper-
imental and theoretical investigations [1, 2, 4, 10] to
develop a new approach to the problem of Fermi level
pinning in an imperfect crystal and at the interphase
boundary; in this approach, the level of local electro-
neutrality ELNL is treated as a particular case of elec-
tronic-structure invariants, which are independent from
the crystal matrix in a group of semiconductors with
related types of chemical bonding. Such invariants that
can be related to the observed physical quantities are
the moments of the single-particle Green function. In
particular, the first moment of the Green function char-
acterizes the charge density; the highest localization of
this density for a gap state defines the energy level,
which is identical in related semiconductors. It is
assumed in the model that there exist localized states
which have almost the same energies in all similar
semiconductive materials; we develop a model for
determining the energy-level position for such local-
ized states. We also consider the relation of this level to
the limiting position of the Fermi level in a bulk semi-
conductor enriched with radiation defects and also with
the height of the barrier at the interface and offsets of
energy bands in semiconductor heterojunctions.

3. MODEL CALCULATIONS

Let W be the potential of a defect which introduces
a deep localized state, and let H0 be the Hamiltonian of
an ideal crystal. The energy E and the wave function
Φ(r) of the deep-level center are determined from the
Schrödinger equation

The wave function Φ(r) can either be represented in the
form of an expansion in the ideal-crystal states ψnk(r) as

(1)

or determined from the integral equation

where G0(r, r') is the Green function for an ideal crystal,
i.e.,

(2)

Summation is performed over all bands n and wave
vectors k within the first Brillouin zone. Using formu-
las (1) and (2), we can write the coefficients Cnk in the
expansion as

For highly localized defect states, the matrix element Mnk

depends only slightly on the wave vector; as a result, this
dependence can be ignored in the first approximation. In
addition, it follows from calculations of wave functions
for point defects that the coefficients Cnk have pro-
nounced peaks in the vicinity of the band extrema;
these peaks are governed mainly by the energy
denominator E – Enk. This circumstance makes it possi-
ble to ignore the dependence of Mnk on the band number
as well. As a result, we obtain the following approximate
expression for the wave function of the defect:

(3)

The mean matrix element of the defect potential M is
determined from the condition for the wave-function
normalization

H0 W+( )Φ r( ) EΦ r( ).=

Φ r( ) Cnkψnk r( ),
nk

∑=

H0ψnk r( ) Enkψnk r( )=

Φ r( ) G0 r r',( )W r'( )Φ r'( ) V',d∫=

G0 r r',( ) ψnk r( )ψnk* r'( )/ E Enk–( ).
nk

∑=

Cnk Mnk/ E Enk–( ),=

Mnk ψnk W Φ〈 〉 .=

ΦE r( ) M ψnk r( )/ E Enk–( ).
nk

∑=

M
∂G0 E( )

∂E
------------------– 

 
1/2–

,=
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Fig. 1. Squared moduli of coefficients in the expansion (in symmetrized Bloch functions) of localized functions of intrinsic defects
(a) AsGa, (b) GaAs, (c) VAs, and (d) VGa in GaAs: (1) the results of pseudopotential-based calculations and (2) the coefficients in
model function (3). The energies are reckoned from the valence-band top.
where

is the energy representation of the Green function G0(r, r')
and ρ(E) is the density of states in an ideal crystal.
Function (3) depends only on the bulk energy-band
spectrum and the Bloch wave functions of an ideal
crystal. The energy corresponding to this function sat-
isfies the equation [–∂G0(E)/∂E]1/2 = G0(E) and depends
only on the density of states.

Pantelides et al. [11] used the method of Green
functions to show that the deep-level state of an unre-
laxed vacancy in Si could be described using model
wave function (3). We similarly studied the localized
states generated by the intrinsic defects in GaAs, i.e.,
gallium vacancies VGa, arsenic vacancies VAs, and anti-
site defects GaAs and AsGa, which can be introduced
into GaAs using high-energy irradiation. The deep lev-
els of defects were calculated using the pseudopotential

G0 E( ) 1
E Enk–( )

----------------------
nk

∑ ρ E'( ) E'd
E E'–( )

---------------------∫= =
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methods and an extended unit cell (8 × 8 × 8) in a basis
of symmetrized combinations of Bloch functions for an
ideal crystal (see [10, 12]).

In Fig. 1, we show the calculated squared moduli of
coefficients Cnk for symmetrized functions at the points
in the Brillouin zone which are equivalent to the point
Γ in the superlattice; the corresponding coefficients in
model function (3) calculated for the deep-level ener-
gies determined from the pseudopotential calculation
are also shown. With allowance made for the correction
of the spin–orbit splitting of the valence band, the
energy-level positions coincide with those reported by
Grinyaev and Chaldyshev [10, 12]. It follows from
Fig. 1 that, for all states (as in the case of a vacancy in
Si [11]), the wave functions of deep-level centers are
mostly composed of the states in the vicinity of extrema
of the valence and conduction bands; i.e., these func-
tions are similar to those obtained in the effective-mass
approximation. It can be seen from a comparison of the
data shown in Fig. 1 that the coefficients of the model
function yield an averaged (and satisfactory) descrip-
tion of the results of exact calculation. The charge den-
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sities of the states under consideration are localized in
the vicinity of defects within a sphere with a radius of
about 2–3 Å. The functions of deep-level centers
depend not only on the moduli but also on the phases of
coefficients in expansion (1). If the phases in the model-
function expansion (3) are set the same as those for the
function calculated by the pseudopotential method, the
distributions of corresponding charge densities will be
almost identical in both cases (Fig. 2). Localization of
the defect function depends on the deep-level position
in the band gap. Such a dependence is shown in Fig. 3
for model function (3), which has symmetry A1 and is
localized at a cationic lattice site in GaAs (AsGa). A
maximum in the charge density of this defect state is
attained at the energy of EB ≈ EV + 0.57 eV.

The aforementioned properties of the model func-
tion ΦE(r) make it possible to use it as a trial function,
which depends on the energy E as a parameter, to deter-
mine the deep-level position for the known defect
potential. Typically, the relaxation and distortion of the
lattice result in a reduction of symmetry of the actual-
defect potential. The symmetry of relaxed defect
depends on its type. For example, the symmetry can be
completely absent for the complex defects produced as
a result of irradiation. Therefore, we will assume in
what follows that the defect potential does not possess
symmetry and that expansion (3) consists of nonsym-
metrized Bloch functions ψnk(r).

We now specify another crystal whose crystalline
potential differs from the initial potential by ∆V. Gener-
ally, another deep-level energy E + ∆E and another
wave function Φ + ∆Φ would correspond to the previ-
ous defect. Using expression (3), we obtain the follow-
ing correction to the energy of the deep level in the ini-

50

100
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200

Charge density, e/V0

0
Ga As AsAsGa Ga

AsGa

E(A1) = 1.10 eV

Fig. 2. The distribution of the charge density for the deep
center A1 of the antisite defect AsGa in GaAs along the
direction of the covalent bond [111]. V0 is the volume of an
extended unit cell. The solid line represents the results of
the pseudopotential-based calculation, and the dashed line
corresponds to the calculation based on model function (3).
tial crystal in the first order of perturbation in parameter
∆V in the initial crystal:

If the Bloch wave functions corresponding to the
Hamiltonian functions H0 and H0 + ∆V are close to each
other, the condition for minimization of ∆E with
respect to the deep-level position E

yields the equation

(4)

where ∆Enk is the difference between the energy-band
spectra (the band offsets) for two crystals. The deep-level
energy defined by Eq. (4) depends on the characteristics
of two crystals (in terms of ∆Enk) and, therefore, is not
transitive. However, compounds with the same types of
chemical bonding and crystal structure have generally
similar energy-band spectra; as a result, ∆Enk depend (on
average) more weakly on the band number and wave
vector compared with the quantity in the denominator in
Eq. (4) if the deep level EB is located within the band gap.
The above is especially true for the second term in Eq.
(4); this term includes the higher power of the energy dif-
ference, (E – Enk)3. Therefore, it follows that Eq. (4) has
an approximate solution defined by the relation

(5)

∆E = M2 ψnk r( ) ∆V ψn'k' r( )〈 〉 / E Enk–( ) E En'k'–( ).
nk n'k',
∑

∂∆E/∂E 0=

1/ E Enk–( )3

nk

∑ 1/ E Enk–( )2

nk

∑
1–

× ∆Enk/ E Enk–( )2 ∆Enk/ E Enk–( )3

nk

∑–
nk

∑ 0,=

2 1/ EB Enk–( )3

nk

∑ ∂2G0 EB( )
∂E2

----------------------- 0,= =
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Fig. 3. The maximum of the charge density for a deep state
with symmetry A1 in the cation sublattice as a function of
the energy position of this state (level EB) in the GaAs band
gap; the calculation was based on the model function
defined by formula (3).
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Table 1.  Calculated band-gap widths Eg , positions of the deep defect level EB , and the levels of local electroneutrality ELNL;
experimental values of the steady-state Fermi level position in an irradiated semiconductor Fsat and the Schottky barrier

heights FbS; and the calculated position of the level EB in reference to the vacuum level ( )

Crystal Eg EB ELNL [16] Fsat (experi-
ment) [2, 4]

FbS (experi-
ment) [4, 16]

Si 1.20 0.47 0.39 0.36 0.39 0.32–0.48 4.65

Ge 0.78 0.26 0.18 0.18 0.13 0.07–0.18 4.54

3C-SiC 2.42 1.53 1.40 – – 1.0–1.05 –

BP 1.99 0.95 0.81 – – 0.87 –

AlP 2.48 1.37 1.20 1.27 – – –

AlAs 2.24 1.07 0.88 1.05 – 0.94–1.04 4.93

AlSb 1.60 0.63 0.47 0.45 0.5 0.55–0.60 4.64

GaP 2.37 1.16 1.00 0.81 1.0 ± 0.2 0.94–1.27 4.89

GaAs 1.51 0.77 0.63 0.50 0.6 0.52–0.82 4.73

GaSb 0.87 0.24 0.14 0.07 0.02–0.05 0.07–0.10 4.61

InP 1.43 1.03 0.89 0.76 1.0 0.76–0.98 4.67

InAs 0.42 0.53* 0.51* 0.50 0.52 0.42–0.47 4.78

InSb 0.24 0.17* 0.12* 0.01 0.0 0.0–0.15 4.66

Note: Asterisks (*) indicate refined data obtained in this study with 913 special points taken into consideration; the values of  were

calculated according to the model reported in [2]; the energies are expressed in eV; and the calculated values of EB, ELNL , and Fsat
are given in reference to the valence-band top.

EB
abs

ELNL* EB
abs

ELNL*
where the energy EB depends on the energy-band spec-
trum of only one of the crystals and, thus, satisfies the
condition for transitivity. It follows from the form of the
wave function for the deep-level center (3) that Eq. (5)
corresponds to the condition for maximization of both
the relevant normalization factor and the mean defect
potential M; accordingly, the condition for highest
localization of the state near the defect is also satisfied.
Thus, the deep-level center with the highest degree of
localization of the wave function has an energy EB; the
latter depends the least on the crystal matrix, into which
the center under consideration is introduced.

The energies EB for various crystals were calcu-
lated using formula (5), the methods of singular points
[13] and empirical nonlocal pseudopotential [14, 15],
and taking into account the spin–orbit interaction. For
the majority of compounds, the values of EB can be
determined within ~0.02 eV if ten special points and
~100 spin orbitals are taken into account. In the case of
narrow-gap InSb and InAs compounds, the position of
the EB level depends more heavily on the states in the Γ
valley of the lower conduction band, in which the effec-
tive electron mass is low. Therefore, we took into
account 913 special points in the irreducible part of the
Brillouin zone in order to improve the accuracy of cal-
culating EB; these points were determined by the
method of extended unit cell (32 × 32 × 32). The graph-
ical solution to Eq. (5) for GaAs is shown in Fig. 4. The
calculated energy levels EB in reference to the valence-
band top are listed in Table 1. The positions of the elec-
SEMICONDUCTORS      Vol. 37      No. 5      2003
troneutrality levels ELNL calculated previously [2, 16]
for the semiconductors under consideration and the
experimental values of the Schottky barrier height FbS
(mainly, for contacts with Au and Al [9, 16]) are also
listed in Table 1.

It can be seen from the results listed in Table 1 that,
despite approximations used in deriving Eq. (5), the
obtained values of EB are close to the limiting position
of the Fermi level in the band gap of irradiated semi-
conductors Fsat and to the Schottky barrier heights FbS;
in addition, the dependence of EB on the band gap in the
sequence of materials under investigation is similar to
the corresponding dependences of FbS and Fsat. Such a
correlation between calculated and experimental data
show that, as in the case of EB, the positions of Esat and
FbS are governed mostly by averaged integrated charac-
teristics of the crystal energy-band spectrum. Using
calculated values of EB and experimental data for the
first ionization potentials Ip of the semiconductors
under consideration [17], we can estimate the level
position EB on the absolute energy scale (in reference to

the “vacuum” level). These values of  = Ip – EB are
listed in Table 1. According to estimations, the mean

value of EB 〈 〉  for the materials under investigation
is equal to about 4.71 eV. These data support the con-
clusion that EB is a unified energy level in all related tet-
rahedral semiconductors.

EB
abs

EB
abs
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Table 2.  Energies of interband transitions Eg , EΓX, EΓL, E1, and ∆0; and the deep-center level EB and the level of local elec-
troneutrality ELNL in model [2] for GaAs, InAs, and InSb at two temperatures T

Semicon-
ductor T, K Eg EΓX EΓL E1 ∆0 ELNL EB

GaAs 10 1.52 1.94 1.82 3.12 0.34 0.61 0.76

300 1.44 1.88 1.78 3.06 0.34 0.59 0.73

InAs 10 0.42 1.84 1.51 2.70 0.41 0.51 0.53

300 0.35 1.76 1.43 2.62 0.41 0.49 0.49

InSb 10 0.24 1.03 0.71 2.00 0.86 0.12 0.17

300 0.17 0.93 0.63 1.93 0.86 0.09 0.12

Note: Energies are expressed in eV.

Table 3.  Magnitudes of the valence-band offsets ∆EV at interfaces between semiconductors according to this study ( )
and according to calculations based on the models reported in [2, 16]

Heterostructure |∆a|, Å ∆EV [2] ∆EV [16] ∆EV ,
experiment [17, 19]

Ge/Si 0.22 0.21 0.21 0.18 0.17, 0.2, 0.4

GaP/Si 0.02 0.69 0.61 0.45 0.62, 0.80

GaAs/Si 0.22 0.30 0.24 0.14 0.05

Si/GaSb 0.66 0.23 0.25 0.29 0.05, 0.15

InAs/Si 0.62 0.06 0.11 0.14 0.15

InP/Si 0.43 0.56 0.50 0.40 0.56, 0.57

GaAs/Ge 0.01 0.51 0.45 0.32 0.35, 0.56, 0.65

AlAs/Ge 0.01 0.81 0.70 0.87 0.89, 0.92, 0.95

GaP/Ge 0.20 0.90 0.82 0.63 0.80, 0.88

InP/Ge 0.21 0.77 0.71 0.58 0.64

InAs/Ge 0.40 0.27 0.32 0.32 0.33

AlAs/GaAs 0.01 0.30 0.25 0.55 0.34, 0.45, 0.56

InAs/GaAs 0.40 0.24 0.12 0.0 0.05, 0.17

GaSb/InAs 0.04 0.29 0.36 0.43 0.40, 0.46, 0.51, 0.57

AlSb/GaSb 0.04 0.39 0.33 0.38 0.4, 0.45, 0.46

GaP/InP 0.41 0.13 0.11 0.05 0.27

InP/GaAs 0.21 0.26 0.26 0.26 0.36

GaP/GaAs 0.20 0.39 0.37 0.31 0.63

Note: |∆a| is the difference between the lattice constants of the heterostructure components. Energies are expressed in eV.

∆EV
*

∆EV
*

We considered the temperature dependence of the
EB level for GaAs, InAs, and InSb. This dependence is
related to changes in the energy-band structure, which
are caused by thermal expansion of the lattice and
vibrations of the lattice atoms. In order to take these
vibrations into account, we renormalized the atomic
pseudopotentials using the Debye–Waller factor and by
accounting for standard deviations (see [18]). The
results of calculations for two temperatures (10 and
300 K) are listed in Table 2. The data show that
∂EB/∂T ≈ (1/3)∂Eg/∂T in a wide-gap semiconductor
(e.g., GaAs) and ∂EB/∂T ≈ (1/2)∂Eg/∂T in narrow-gap
semiconductors (e.g., InSb and InAs). An increase in
the temperature coefficient for the EB level in narrow-
gap semiconductors is related to the corresponding
increase in the temperature dependence of energies of
side valleys in the lower conduction band; these side
valleys make the major contribution to the Green func-
tion and its derivatives with respect to energy.

Using the condition for the continuity of the EB level
at the heteroboundaries between related semiconduc-
tors and the relation

∆EV EB 1( ) EB 2( ),–=
SEMICONDUCTORS      Vol. 37      No. 5      2003
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where EB(1) and EB(2) are the energy levels EB in refer-
ence to the top of the valence bands in semiconductors 1
and 2, we can also estimate the valence-band offsets for
various semiconductor heterostructures (Table 3). In
the calculation under consideration (as in [2, 9]), the
stresses, which appear in the layers and are caused by a
mismatch in the lattice constants of components, were
disregarded; as a result, the best agreement between
theory and experiment is mainly observed for less
stressed structures. For the known parameters of strains
in the layers, corrections to the band offsets can be
accounted for in the model under consideration in terms
of corresponding changes in the energy-band spectra of
semiconductors.

4. DISCUSSION

We note that, in this study, the model of a deep-level
center is not directly related to any specific defect in the
crystal. Rather, in this model, which constitutes a devel-
opment of the unified-defect model [5], a single, albeit
very important, attribute of the deep-level center is
taken into account, specifically, the most pronounced
localization of the wave function for this center com-
pared to all other possible defects in the material. It is
for the energy E = EB that the lowest sensitivity of this
deep level to variations in the crystalline semiconductor
matrix and to the type of metal at the interface is
ensured. In this case, localized states with energies
close to that of the level EB are least sensitive to the type
of crystal in the sequence of related semiconductors;
the defects corresponding to these states [such as the
well-known center EL2 in GaAs (the AsGa antisite
defect)] can accumulate in the course of irradiation,
which is confirmed by experimental data on the spectra
of electron spin resonance [20]. It is noteworthy that the
specific type of radiation defects dominant in a semi-
conductor depends to a great extent on irradiation con-
ditions (the sample temperature, the energy and mass of
incident particles, and so on) and sometimes on the
material’s history; in the particular case of the energy
region E = EB, the density of defect states can be insig-
nificant. For example, in the case of irradiation of GaAs
with γ-ray photons or electrons (1–2 MeV) at tempera-
tures T & 295 K, so-called electron (E) and hole (H)
traps are accumulated; presumably, these traps are
related to elementary defects in the As sublattice and
have levels concentrated in the upper and lower halves
of the band gap, respectively (i.e., away from the
energy EB = EV – 0.77 eV for GaAs [21]). Such a system
of radiation defects is found to be thermally unstable
and anneals out at temperatures in the vicinity of
200°C. At the same time, irradiation of GaAs with elec-
trons at elevated temperatures (>200°C) or with ions or
fast neutrons at about 295 K leads to the preferential
formation of so-called P centers whose energy levels
are grouped around the energy EB [21, 22]. Hypotheti-
cally, these centers correspond to more complex defects
(e.g., clusters), since they remain stable even when the
SEMICONDUCTORS      Vol. 37      No. 5      2003
samples are heated to high temperatures (as high as
450–650°C). We may assume that, in the course of
high-temperature irradiation (when elementary defects
are mobile in the crystal lattice) or irradiation of the
semiconductor with heavy ions or fast neutrons, which
form collective defects (so-called displacement spikes),
defects of the cluster type should be preferentially
formed; these defects can pin the Fermi level in the
vicinity of EB, as was shown by the example of Ga clus-
ters in GaAs [10]. However, when applied to irradiated
semiconductors, this problem requires special consid-
eration with allowance made for the nature and sizes of
the defect clusters.

Since a deep-level defect with an energy EB is
formed from the Bloch states, which correspond to
large regions of the Brillouin zone and to many energy
bands, the properties of this defect depend only slightly
on the special features of the energy-band structure in
the energy interval close to the band gap Eg of the semi-
conductor and also on the specific type of material and
orientation of the interphase boundary. As a result, the
electronic properties of an irradiated semiconductor
(e.g., the Hall coefficient and the Seebeck coefficient)
are governed precisely by the special features of the
energy-band spectrum of the semiconductor in the
energy interval near EB; i.e., the above properties
depend on the positions of the levels Γ6C in direct-gap
semiconductors and the levels X6C and L6C in indirect-
gap semiconductors and also on the position of the Γ8V
level in reference to the energy EB(≡Fsat). For example,
the high resistivity of irradiated GaAs (~108–109 Ω cm
at 300 K [23, 24]) and the n+-type electrical conductiv-
ity of irradiated InAs (~10–3 Ω cm at 300 K [25]) are
caused by the fact the level Fsat is pinned near the mid-
dle of the narrowest band gap in GaAs and in the con-
duction band of InAs (Table 1). This circumstance is
related to specific features of the energy-band spectrum
in the semiconductors under consideration. In particu-
lar, the n+-type conductivity in irradiated InAs is caused
by the low position of the level Γ6C, which is formed by
the heavy In cation, in reference to the energy EB. The
special features of the electronic properties of other
irradiated semiconductors can be considered similarly.
For example, the p(p+)-type conductivity of irradiated
binary antimonides is caused by significant spin–orbit
splitting of the valence band in these materials. Thus,
the level position Fsat(≡EB) in the energy-band spectrum
of a crystal controls the steady-state electron nsat (and
hole psat) concentrations and, correspondingly, the elec-
tronic properties of an irradiated semiconductor. Nota-
bly, the radiation-induced modification of a semicon-
ductor’s electrical characteristics can be considered as
compensation of the electrical activity of doping chem-
ical impurities due to the introduction of radiation
defects; as a result of this compensation, the initial con-
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centration of free electrons n0 or holes p0 varies accord-
ing to the following expressions:

Here, F0 is the initial (before irradiation) Fermi level
position in a semiconductor. By analogy with doping
by introducing chemical impurities, high-energy irradi-
ation can be considered as the doping of a semiconduc-
tor with radiation defects (see, e.g., [26]). However, it
should be taken into account that, in the former case
(doping with impurities), the material’s properties (the
conductivity type and the concentration of free charge
carriers) are governed by the type and solubility of the
chosen chemical impurity in the semiconductor under
consideration. In contrast, in the latter case (doping
with radiation defects), the “ultimate” electronic
parameters of the irradiated material are inevitably
strictly controlled by the corresponding universal value
of Fsat (≡EB) for each semiconductor; this value
depends on the energy spectrum of an ideal crystal and
is independent of both the conditions of high-energy
irradiation and the history (the growth method and
impurity types) of a material.

5. CONCLUSION

The results of experimental studies and calculations
reported in this paper show that pinning of the Fermi
level both in a bulk imperfect crystal irradiated with
high-energy particles and at the interface (at a Schottky
barrier or a heterojunction) occurs in the vicinity of the
deepest defect state of the crystal within the band gap
of a semiconductor. This defect state is formed from the
gap states with the highest localization, which is con-
firmed by experimental studies of irradiated semicon-
ductors under conditions of uniform compression [27].

nsat n0 F0 Fsat–( )/kT[ ] ,exp=

psat p0 F0 Fsat–( )/kT–[ ] .=

Valence-band contribution

Sum of the
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Fig. 4. Graphical solution to Eq. (5) for a GaAs crystal. The
partial contributions of the valence and conduction bands
and the sum of these contributions are shown.

contribution
contributions
As a result, the level EB of the defect state under consid-
eration corresponds to the direction-averaged position
of the branching point in the complex energy-band
structure of a semiconductor and is consistent with the
results of calculations in terms of models [2, 9] based
on the above concept. Indeed, as follows from the data
shown in Fig. 4, the solution (5) to Eq. (4), used to
determine the position of EB, and the corresponding
solutions for calculating the position of the local-elec-
troneutrality level ELNL in the models reported in [2, 9]
correspond to the inflection point for the Green func-
tion. This circumstance accounts for the correlation
between calculated data listed in Table 1 for various
theoretical approaches to the problem of the pinning of
the Fermi level in semiconductors. The level EB is a uni-
versal energy level in all related semiconductors and
represents a basic crystal parameter; it characterizes
both the properties of a bulk imperfect semiconductor
and the characteristics of the interface in the semicon-
ductor. Since this level is insensitive to the type of radi-
ation defects in the crystal lattice, the models of the
Fermi level pinning, which are based on the concepts of
a gap (the tails in the density of states) and local defect
states in the crystal, should yield virtually the same
quantitative results. This ensures unification of elec-
tronic characteristics (the position of the level Fsat) in a
semiconductor containing point structural defects (after
irradiation with γ-ray photons, electrons, or low-energy
protons) or in a material with defect clusters (after irra-
diation with fast neutrons or heavy ions).
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Abstract—The relaxation of a silicon defect subsystem modified by the implantation of high-energy heavy
ions was studied by varying the electrical properties of irradiated Si crystal annealed at a temperature of 450°C.
It is shown that quenched-in acceptors are introduced into Si crystals as a result of irradiation with compara-
tively low doses of Bi ions and subsequent relatively short annealing (no longer than 5 h); the distribution of
these quenched-in acceptors has two peaks located at a depth of about 10 µm and at a depth corresponding
approximately to the ions' projected range (43.5 µm). The peaks in the distribution of quenched-in acceptors
correspond to the regions enriched with vacancy-containing defects. As the heat-treatment duration increases,
the acceptor centers are transformed into donor centers with the centers' spatial distribution remaining intact.
Simultaneously, an almost uniform introduction of quenched-in donors occurs in the entire crystal beyond the
depth corresponding to the projected range of ions. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Irradiation of a crystalline material with high-
energy (higher than 1 MeV/amu) ions transforms the
defect–impurity structure of this material in a relatively
large volume, i.e., to a depth of several tens of
micrometers. In this case, in contrast to implantation of
medium-energy ions, not only do the ions penetrate to
a greater depth but also the role of the surface as a sink
for introduced defects as the surface becomes much
diminished. In addition, the formation of regions with a
prevalence of vacancy-containing point defects (from
the surface to a depth of about (1/2)Rp, where Rp is the
projected range of ions), of large vacancy clusters (at a
depth of about Rp), and of interstitial defects (at a depth
greater than (1/2)Rp and greater than Rp) is observed [1,
2]. The phenomena of gettering of metals and oxygen,
not only at a depth corresponding approximately to Rp
but also at a depth of about (1/2)Rp [3, 4], result from
the above separation of defects. Furthermore, the depth
of (1/2)Rp is to a great extent conditional; a specific
depth corresponding to the appearance of a peak (e.g.,
in the distribution of gettered impurity) is typically
shifted somewhat in reference to the exact value of
(1/2)Rp. The relaxation of a damaged crystal lattice
occurs even at relatively moderate temperatures of heat
treatment and is accompanied with variations in the
electrical properties of a material. These variations can
be deduced, e.g., from changes in the number of
quenched-in donors (oxygen-containing defects),
which are electrically active defects in silicon [5].
These centers are formed in silicon at temperatures T
1063-7826/03/3705- $24.00 © 20546
from 350 to 550°C, with the formation rate attaining a
maximum at 450°C. At low oxygen concentrations and
(or) heavy damage to the crystal lattice, quenched-in
acceptors that formed in the regions enriched with
vacancy-containing defects may compete with
quenched-in donors in silicon in the aforementioned
temperature range [6]. The aim of this study is to gain
insight into the relaxation of the defect subsystem in sil-
icon irradiated with high-energy heavy ions, using
crystal annealed at a temperature of 450°C after irradi-
ation as an example.

2. EXPERIMENTAL

As the starting material, we used silicon crystals
with a thickness of 350–380 [mu]m; these crystals were
grown by the Czochralski method (Cz-Si) and con-
tained oxygen at a concentration of 1 × 1018 cm–3. The
oxygen concentration was determined from an infra-
red-absorption band at 1107 cm–1 using the calibration
coefficient of 3.14 × 1017 cm–2. The Cz-Si crystals
were doped with boron to a concentration of (0.8–1.0) ×
1015 cm–3. The crystals were irradiated with Kr and Bi
ions using a U-400 cyclotron at the Nuclear-Reaction
Laboratory at the Joint Institute for Nuclear Research.
The parameters of irradiation, the projected ranges of
ions, and the concentrations of doping impurity in as-
grown crystals are listed in Table 1. The temperature of
the samples during irradiation did not exceed 50°C. The
samples were subjected to postirradiation annealing at
T = 450°C in atmospheric air. The concentration and
003 MAIK “Nauka/Interperiodica”
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Table 1.  Parameters of irradiation, projected ranges of ions Rp, and concentrations of doping impurity in the as-grown crystals

Ions Doping level,
1015 cm–3 Conductivity type Ion energy, MeV Dose F, cm–2 Rp, µm

Bi+ 1 p 710 7 × 1012 43.5

Kr+ 1 p 305 1 × 1014 37

Kr+ 1 p 246 3 × 1014 32
depth distribution of charge carriers were determined
from the measurements of capacitance–voltage (C–V)
characteristics and the Hall effect coefficient. In order
to obtain the concentration profiles of electrically active
centers, we used layer-by-layer etching of Si crystals in
an HF : HNO3 (1 : 100) solution. Error in determining
the thickness of the removed layer could accumulate as
a result of multiple etching events; this error did not
exceed ±4 µm at relatively great depths (close to Rp).

3. RESULTS

3.1. The Effects Observed at Depths
no Greater than Rp

According to the results of measurements of C–V
characteristics, the entire implanted layer was compen-
sated before the heat treatment of silicon crystals irra-
diated with high-energy ions. Annealing (for 5 h at
450°C) of a p-type CZ-Si crystal implanted with Bi+

ions brings about a recovery of the p-type conductivity
at a depth extending to the projected range Rp of ions.
In the hole-concentration profile, we can recognize a
peak at a depth of about 10 µm (see Figs. 1a, 1b) and a
peak at a depth corresponding approximately to Rp after
annealing the samples for 5 h. An increase in the
annealing duration to t ≥ 7 h brought about the inver-
sion of the conductivity type (to the n-type) in the entire
volume of the implanted layer, both in the vicinity of Rp
and at greater depths. Notably, the shape of the electron
concentration profile in the region between the surface
and Rp (Figs. 1c, 1d) did not change significantly in com-
parison with the hole concentration profile (Figs. 1a, 1b):
the same peaks in the depth distribution of free charge
carriers are observed. Thus, relatively small changes in
the hole-concentration distribution as a result of anneal-
ing for 2–5 h are followed by a drastic change in the
conductivity type as a result of 7-h annealing, with the
concentration of electrons and their distribution
retained after further increase in the heat-treatment
duration.

A somewhat different situation took place after
implanting Kr+ ions with energies of 246 and 305 MeV
(see Table 1). In this case, the formation of donor cen-
ters was observed even after annealing for 2 h at
450°C; a layer with n-type conductivity was detected
in the surface region (Fig. 2). A compensated region
was observed at depths ranging from the n-type layer
position to Rp. The electron concentration in the n-type
layer increased with increasing heat-treatment dura-
SEMICONDUCTORS      Vol. 37      No. 5      2003
tion; the depth of this layer also increased and became
as great as Rp after annealing for 10 h (Fig. 2). It is note-
worthy that a peak at a depth of 6–7 µm can be seen in the
electron-concentration profile after annealing for 10 h.

3.2. The Effects Observed at Depths Greater
than Rp

Variations in the average charge-carrier concentra-
tion at depths greater than Rp (averaging was performed
over the entire thickness of the sample ignoring the
layer near Rp) in relation to the heat-treatment duration
for samples irradiated with different ions are shown in
Fig. 3. As was mentioned above, the p-type conductiv-
ity converts to n-type in the Si samples irradiated with
Bi+ ions and then annealed for 5 and 7 h. The donor
concentration required to attain the observed electron
concentration is equal to 2 × 1015 cm–3. A further
increase in the heat-treatment duration to 10 h no longer
affects the electron concentration. In the case of irradi-
ation with Kr+ ions, the most intense formation of donor
centers is observed when the heat-treatment duration
does not exceed t = 2 h; if this duration is t > 2 h, the con-
centration of donor centers increases more gradually
with increasing t. However, the conductivity-type con-
version is not observed in the entire range of t under
consideration. Moreover, the hole concentration
increases when the depth corresponding to Rp is
reached from the substrate side; i.e., an increase in the
concentration of shallow acceptor centers is observed.
A decrease in the hole concentration in the as-grown
unirradiated crystal due to introduction of quenched-in
donors is also shown in Fig. 3.

4. DISCUSSION

4.1. The Effects Observed at Depths no Greater
than Rp

It is well known that irradiation of high-resistivity
silicon crystals with electrons or neutrons leads to the
formation of shallow-level acceptor centers [6]. The
structure of these centers remains to be clarified; never-
theless, they are believed [6] to be comparatively sim-
ple complexes of vacancies with background impuri-
ties. The involvement of vacancies in the formation of
quenched-in acceptors is confirmed by the results
obtained in this study. The introduction of quenched-in
acceptors is observed only if Bi+ ions are implanted; the
interaction of these ions with Si crystals is character-
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Fig. 1. The concentration (N) distributions for (a, b) holes and (c, d) electrons over the depth in Cz-Si crystals irradiated with
710-MeV Bi at a dose of 7 × 1012 cm–2 and then subjected to annealing for (a) 2, (b) 5, (c) 7, and (d) 10 h at 450°C.
ized by the highest specific energy losses through ion-
ization and elastic scattering. For the sake of compari-
son, Table 2 lists the results of computations of both the
highest ionization losses (dE/dx)ion in the region of the
ion track for each ion and the number of vacancies (NV)
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Fig. 2. Concentration (N) profiles of electrons in the p-type
Cz-Si crystals irradiated with 305-MeV Kr+ ions at a dose
of 1 × 1014 cm–2 and then annealed for 2 and 10 h at 450°C.
at the peak of elastic losses; the computations were
realized using the TRIM-95 software package. The
threshold energy for displacement was set at 15 eV. The
number of displacements integrated over the range for
each ion is also listed in Table 2. A higher local density
of vacancies in the central region of the ion track during
irradiation with Bi+ ions can be the cause of formation
of both a greater number and larger clusters of vacancy-
type defects along the ion path (especially at a depth
corresponding to the highest elastic losses) compared
with what is observed for Kr+ ion implantation. In addi-
tion, we cannot exclude specific phenomena related to
the influence of a high ionization density on the silicon
structure, notwithstanding the fact that ionization does
not constitute an independent source of radiation-defect
production in the case of irradiation with high-energy
ions with energy losses no higher than 30 keV/nm [7].
Such phenomena can include a decrease in the thresh-
old energy for the displacement of atoms from lattice
sites, which is observed in the case of irradiation of sil-
icon with 5.68-GeV Xe ions [8]. At the same time, the
integrated number of defects (see Table 2) produced by
irradiation with Bi is almost an order of magnitude
smaller than that in the case of irradiation with Kr ions;
this is caused by the fact that the doses of Bi ions were
much lower than those of Kr ions. Most likely, differ-
SEMICONDUCTORS      Vol. 37      No. 5      2003
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Table 2.  Characteristics of primary radiation defects produced in silicon as a result of irradiation with bismuth and krypton
ions

Ion (dE/dx)ion, keV/nm NV , nm–1 NVF, 1021 cm–3 NVI, 1018 cm–2

Bi+ 22.5 19.7 1.4 1.37

Kr+ (305 MeV) 9.2 10.8 1.1 3.55

Note: (dE/dx)ion is the highest ionization loss per ion; NV is the number of vacancies at the peak of elastic losses per ion; NVF is the cal-
culated concentration of vacancies at the peak of elastic losses for the ion dose under consideration; and NVI is the number of vacan-
cies integrated over the ion range for the given ion dose.
ences in the local density (concentration in the region of
the ion track) and spectrum of defect clusters, i.e., for-
mation of larger vacancy clusters upon irradiation with
Bi ions, account for the fact that quenched-in acceptors
are formed only in the case of irradiation with Bi, even
at low doses.

The peak of the acceptor concentration at a depth of
about 10 µm (Fig. 1) corresponds to the region where
various impurities are efficiently gettered at vacancy-
containing defects (the so-called (1/2)Rp effect) [2–4].
The peak of the acceptor concentration at a depth cor-
responding approximately to Rp also coincides with a
peak in the concentration of large vacancy-containing
defects in silicon; at the same time, various impurities,
in particular, oxygen, are efficiently gettered in this
region [3]. This means that the role of vacancies in the
formation of quenched-in acceptors can be indirect. For
example, vacancies may simply play the role of nucle-
ation centers for some complexes (clusters) composed
of impurity atoms gettered at radiation defects.

Apparently, an abrupt change of the p-type conduc-
tivity in the samples annealed for 5 h to the n-type con-
ductivity in the sample annealed for 7 h can be
explained assuming that the addition of a certain defect
(or some impurity atom, for example, oxygen) to a
quenched-in acceptor center gives rise to predominant
donor properties of this center. This inference is based
not only on drastic changes in the electrical conductiv-
ity under a relatively small increase in the heat-treat-
ment duration but also on complete agreement between
spatial distributions of holes and electrons. In addition,
the emergence of the peak in the electron concentration
profile at a depth corresponding to Rp can be partially
related to the activation of Bi impurity, which is a donor
in silicon.

An alternative explanation for the close agreement
between the spatial distributions of donors and accep-
tors can be based on the realization of the following
mechanism. As was mentioned above, quenched-in
acceptors [6] can be composite complexes of vacancies
and background impurities; i.e., the quenched-in accep-
tors can be formed of large vacancy-containing clusters
introduced by bismuth and decorated with impurities.
In the course of heat treatment, large vacancy-contain-
ing clusters dissociate into smaller clusters; apparently,
this dissociation takes several hours as the annealing
temperature is relatively low (450°C). As long as
SEMICONDUCTORS      Vol. 37      No. 5      2003
vacancy-containing clusters are dissociated and point
vacancy-related defects appear in the crystal, the latter
defects manifest themselves as catalysts for the forma-
tion of oxygen-related quenched-in donors.

If particles with lower energies and masses (N+ [9]
and Kr+) are used for ion implantation, in which case
comparatively large vacancy-containing clusters are
not formed, the introduction of acceptor centers is not
observed. The annealing kinetics for shallower radia-
tion defects is different; as a result of Kr+ ion implanta-
tion, quenched-in donors are formed near the surface
even after annealing for 2 h.

4.2. The Effects Observed at Depths Greater
than Rp

As a rule, no changes were observed in the rates of
introduction of quenched-in donors at depths greater
than the projected range in the crystals annealed after
ion implantation in comparison with annealed as-
grown crystals (Fig. 3, Kr+) [9]. The use of ions with a
higher mass and energy (Bi+) gave rise to another
unusual effect, i.e., to the enhanced formation of
quenched-in donors in the entire undamaged crystal
layer at depths greater than Rp. Typically, similar effects

0 2 4 6 8 10 t, h
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0

N, 1015 cm–3

Bi, 710 MeV, F = 7 × 1012 cm–2

Kr, 305 MeV, F = 1 × 1014 cm–2

Reference sample

p-type

n-type

Fig. 3. Dependences of the average charge-carrier concen-
tration N on the heat-treatment duration t at 450°C in the
bulk of the Si samples (at depths greater than Rp) irradiated
with Bi and Kr ions; the corresponding dependence for the
reference (unirradiated) sample is also shown. The ion ener-
gies and doses are indicated in the panel.
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are observed in the case of implantation of ions with
medium energies [10, 11]. The enhanced introduction
of donors at depths greater than Rp is usually observed
in the temperature range of 380–520°C and only in
Cz-Si (with higher oxygen concentration [10, 11]),
which indicates that quenched-in donors are formed.
The appearance of additional concentrations of self-
interstitials [12] or vacancies [10, 11] is often consid-
ered a plausible mechanism foe the enhanced introduc-
tion of quenched-in donors. As is well known, enrich-
ment of silicon with self-interstitials is invariably
observed at depths greater than Rp in the case of high-
energy ion implantation [1, 2, 4]. However, the effect of
enhanced introduction of quenched-in donors is
observed only in specific cases (possibly, when rela-
tively low doses of ions are used). This fact suggests
that diffusion of vacancies (stimulating the enhanced
formation of quenched-in donors) to the silicon bulk
from the relatively undamaged region in the vicinity
of Rp occurs in the course of annealing of silicon
implanted with bismuth ions. It is worth noting that a
7-h delay in the enhanced formation of quenched-in
donors is observed both in the region of depths lower
than Rp and in the undamaged part of the crystal. An
increase in the ion dose and the corresponding accumu-
lation of defects at a depth close to Rp (and possibly the
onset of amorphization as well) suppresses the emis-
sion of free vacancies into the crystal bulk in the course
of annealing at 450°C; this suppression is caused by the
formation of another set of radiation defects that are
annealed out at higher temperatures. As a result, the
effect of enhanced formation of radiation defects is not
observed at high ion doses.

5. CONCLUSION
The above experimental data indicate that

quenched-in acceptors are formed in silicon as a result
of irradiation with relatively low-doses of heavy Bi+

ions and subsequent annealing at 450°C (the heat-treat-
ment duration does not exceed 5 h); the concentration
profile of these acceptors has two peaks (a peak at a
depth of 10 µm and a peak at a depth corresponding
approximately to Rp) and replicates the profile of
vacancy-containing defects. As the heat-treatment
duration is increased, acceptor centers are transformed
into donor centers, with the concentration profile of the
centers remaining intact. Simultaneously, quenched-in
donors are formed almost uniformly with a concentra-
tion as high as 2 × 1015 cm–3 in the entire crystal bulk
(at depths greater than Rp). A further increase in the
heat-treatment duration to 10 h virtually does not affect
either the concentration itself or the concentration pro-
file of quenched-in donors. The observed phenomena
are attributed to the effect of vacancies which enhance
the formation of quenched-in donors.
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Abstract—The diffusion of europium in silicon has been studied for the first time in the temperature range
1100–1250°C by the direct radioactive-tracer method. The diffusion parameters of europium impurity in silicon
have been established. © 2003 MAIK “Nauka/Interperiodica”.
A study of the diffusion of rare-earth elements
(REE) in silicon is of interest in view of their applica-
tion in improving the thermal stability and radiation
hardness of silicon and in the context of specific fea-
tures of the electronic structure of elements belonging
to this group [1–3], as well as prospects for the applica-
tion of REE-doped silicon in optoelectronics as a
source of light [4].

However, studies of this kind have been few in num-
ber and their results are contradictory. Our experiments
on diffusion of praseodymium [5], scandium [6],
erbium and thulium [7], promethium [8], and yttrium,
as well as the results obtained in studying the diffusion
of samarium and gadolinium in silicon, indicate that,
similarly to other Group III elements (B, Al, Ga, In),
these impurities move in silicon via crystal lattice sites.

This communication reports the results obtained in
studying the diffusion of an REE, i.e., europium, in sil-
icon. Previously, the diffusion of this element was stud-
ied only indirectly [11, 12], whereas the present com-
munication reports data obtained using the direct radio-
active-tracer method.

A layer of europium chloride or a dopant containing
a radioactive isotope in the form of an oxide, 152Eu2O3,
was deposited, respectively, from solution or by vac-
uum evaporation onto the surface of n-type silicon sam-
ples (ρ = 15 Ω cm, area ~1.5 cm2, thickness ~380 µm).
Diffusion annealing was performed in air or in evacu-
ated (10–4 Torr) quartz cells in the temperature range
1100–1250°C in the course of 5–48 h. After the anneal-
ing, the samples were repeatedly washed with hydrof-
luoric acid and a mixture of H2O2 and HCl. The concen-
tration profile of the diffusing substance was deter-
mined by the sectioning method. Thin layers were
etched off in a 1 : 4 solution of HF and HNO3, with the
samples washed with a mixture of H2O2 and HCl, and
the residual beta activity of a sample was measured on
a UMF-1500M low-background installation with an
SBT-11 counter. The thickness of the layers removed
(0.05–0.5 µm) was determined by weighing the sample.
The autoradiograms obtained before and after anneal-
ing, and also those measured in the course of sample
1063-7826/03/3705- $24.00 © 20551
sectioning, indicate that the europium impurity is uni-
formly distributed across the sample and there are no
inclusions.

Assuming that Fick’s law is observed and the sur-
face concentration of the impurity is time-independent
(diffusion from a constant source into a semi-infinite
body), we determined the diffusion coefficient D of
europium in silicon. For this purpose, the experimental
curve of the residual amount of impurity was approxi-
mated, as was done in [5], with a theoretical curve for
diffusion from a constant source

where c0 is the surface concentration, x is the total
thickness of layers removed in sectioning, and t is the
time of diffusion.

As follows from the data obtained (see figure), the
diffusion coefficient of europium in silicon grows with
increasing temperature from ~2 × 10–12 to 10–11 cm2/s.
The temperature dependence of the diffusion coeffi-
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Temperature dependence of the diffusion coefficient of
europium in silicon. Points, experiment; solid straight line,
calculation.
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cient is of the Arrhenius type and can be described at
1100–1250°C by the relation

The depth to which europium penetrates into sili-

con, evaluated using 2  in this study, did not exceed
several micrometers, with the surface concentration of
europium equal to ~1018 cm–3.

Comparison of the results obtained in studying the
diffusion of europium with earlier data on REE diffu-
sion in silicon [5–12], obtained using radioactive trac-
ers and other techniques, shows that the method by
which a diffusing substance is deposited and the diffu-
sion medium do not significantly affect the characteris-
tics of REE diffusion in silicon. Based on the results
obtained—diffusion coefficients and activation ener-
gies of europium diffusion—we can conclude that both
europium, a Group IIIA impurity, and the already men-
tioned REE [5–10] diffuse in silicon similarly to other
Group IIIB elements [13, 14] via crystal lattice sites.
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Abstract—Photosensitive structures based on CdGa2Se4 single crystals have been fabricated for the first time:
In/CdGa2Se4 surface-barrier structures and InSe/CdGa2Se4 heterostructures. The current–voltage characteris-
tics and the quantum efficiency spectra of these structures were studied. The polarization photosensitivity of
In/CdGa2Se4 structures were found. The photosensitivity is discussed taking into account the photoactive
absorption in CdGa2Se4 crystals in the impurity-related and intrinsic spectral ranges. A conclusion has been
made that CdGa2Se4 single crystals are promising for commercial applications in photoelectric converters of
unpolarized and linearly polarized light. © 2003 MAIK “Nauka/Interperiodica”.
Anisotropic semiconductors AII  (where II
stands for Cd or Zn; III, for Ga, In; IV, for Se, S) with a
wide (up to ~4 eV) band gap can significantly extend
the capabilities of modern semiconductor electronics
for the short-wavelength spectral range [1, 2]. However,
the issues of single-crystal growth, fabrication of semi-
conductor structures, and the study of their physical
properties remain virtually unexplored. The current
study, which deals with a promising new branch of
semiconductor electronics, presents results obtained in
the design of the first photosensitive structures based on
single crystals of cadmium selenogallate CdGa2Se4, a
representative of a new class of ternary compounds.
These data open up new opportunities for investigations
of the photoelectric properties of these compounds in
natural and linearly polarized radiation (LPR).

1. CdGa2Se4 single crystals were grown by directed
crystallization from a nearly stoichiometric melt of this
compound in evacuated quartz crucibles coated with a
film of pyrolytic carbon to suppress the interaction
between the melt and the quartz surface. The crystalli-
zation was performed with the temperature gradient
∆T ≅  10°C cm–1 at a velocity of the crystallization front
motion ~0.5 mm h–1. According to X-ray diffraction
data, the single crystals obtained belong to the space

group  with lattice constants a = 5.740 ± 0.003 and
c = 10.739 ± 0.006 Å, which is in satisfactory agree-
ment with the data [1, 3]. The grown crystals are easily
cleaved along {112} facets, forming mirror planes. In
transmitted white light, ~1-mm-thick CdGa2Se4 wafers

B2
IIIC4

VI

S4
2
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have a uniform light-orange color. The average size of
the obtained CdGa2Se4 single crystals was ~10 × 5 × mm3.
Without intentional doping, all of the grown single-
crystals had n-type conduction with a dark resistivity
ρ ≈ 107–109 Ω cm at T = 300 K.

The first studies of the electrical properties of con-
tacts between CdGa2Se4 and metals have shown that the
deposition of thin layers of (d ≈ 0.1 mm) pure indium
metal onto the cleaved surface of this compound
enables the fabrication of In/CdGa2Se4 structures with
pronounced electrical rectification. Figure 1 shows typ-
ical current–voltage (I–V) characteristics of such a
structure in the dark (curve 1) and under illumination
from the side of the thin layer of barrier metal (curve 2).
The forward bias in In/CdGa2Se4 structures, in the dark
and under illumination, always corresponds to the pos-
itive voltage applied to CdGa2Se4 crystal. The rectifica-
tion factor, defined as the ratio of the forward to reverse
current at fixed bias, can be as high as K ≈ 400–500 (at
U ≈ 2 V) under illumination. This value greatly exceeds
the rectification factor in the dark, which can be attrib-
uted to a decrease in the resistivity of the semiconduc-
tor when the surface-barrier structure is illuminated.
Under external bias, U > U0, the forward I–V character-
istics are well described, both in the dark and under illu-
mination from the side of the barrier contacts, by

(1)

where U0 is the cutoff voltage, and R0 is the residual
resistance (see table) decreasing under illumination
(Fig. 1, curves 1 and 2). The dark cutoff voltage of the

I U U0–( )/R0,=
003 MAIK “Nauka/Interperiodica”



 

554

        

VAŒPOLIN 

 

et al

 

.

                                                  
Photoelectric properties of structures based on n-CdGa2Se4 single crystals (T = 300 K)

Structure type R0, Ω U0, V , V W–1 "ω, eV δ, eV

In/CdGa2 2 × 108 0.8 500 2.7–3.7 >1

InSe/CdGa2Se4 4 × 107 0.9 80 1.95 0.3

* Structure illuminated from the side of the barrier contact.

SU
m

Se4
*

I–V characteristics of In/CdGa2Se4 structures remains
virtually unchanged under illumination and can be cor-
related with the potential barrier in the contact between
In and the semiconductor. The forward I–V characteris-
tics of surface-barrier structures at U < 0.5 V follow the
standard photodiode equation [4]. The diode coefficient
of the obtained structures n ≈ 12–14 in the dark and
decreases to 6–7 under illumination. This reflects the
influence of high structure resistance on the forward
I−V characteristics, which still hinders the discussion
on the mechanism of current transport in these structures.
The reverse current in In/CdGa2Se4 structures follows
the power law i ∝  Uγ, and in the range U ≤ 5 V the value
of γ increases from 1.1 to 1.4 under illumination (Fig. 2,
curves 1' and 2'), with no evidence of breakdown
observed. Usually, the dark reverse currents in the best
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Fig. 1. I–V characteristics of a surface-barrier In/CdGa2Se4
structure at T = 300 K: (1) in the dark, (2) under exposure to
integral light. Sample no. 6. The forward bias corresponds
to a positive voltage applied to the CdGa2Se4 crystal.
In/CdGa2Se4 structures are not higher than 10–7–10–8 A
under an external bias of ~5 V and T = 300 K.

Under illumination of the In/CdGa2Se4 structures,
the photovoltaic effect appears with a positive voltage
to which CdGa2Se4 corresponds and which is indepen-
dent of the photon energy and light beam position on
the structure surface. Generally, the photovoltaic effect
dominates when the structures are illuminated from the
side of the barrier contact. For example, under illumi-
nation by integral unfocused light of an incandescent
lamp (P ≈ 80 W), the open-circuit voltage is ~20 mV
and the short-circuit photocurrent is ~2 × 10–8 A at T =
300 K. The highest voltage responsivity of the best sur-
face-barrier structures was  ≈ 500 V W–1.SU
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Fig. 2. (1, 2) Forward and (1', 2') reverse I–V characteristics
of the In/CdGa2Se4 structure measured (1, 1') in the dark
and (2, 2') under exposure to integral light at T = 300 K.
Sample no 6.
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Figure 3 shows typical spectra of the relative quan-
tum efficiency of photoelectric conversion η("ω), cal-
culated as the ratio of the short-circuit photocurrent to
the number of incident photons, for two In/CdGa2Se4

structures exposed to unpolarized light. As follows
from the figure, the surface-barrier In/CdGa2Se4 struc-
tures enable, in principle, photoelectric conversion in
the rather wide spectral range from 0.6 to 3.6 eV. Under
illumination from the barrier-contact side (Fig. 3,
curves 1 and 2), photosensitivity is mainly observed in
the short-wavelength spectral range; by contrast, a
sharp short-wavelength threshold at "ω > 2 eV always
exists under illumination from the CdGa2Se4 substrate
side (Fig. 3, curve 3). This indicates that, in the case of
high optical absorption, η decreases as the region of
photogeneration of nonequilibrium carriers moves
away from the active region of a structure. The long-
wavelength part of the spectrum is nearly independent
of the geometric characteristics of structure illumina-
tion, which is due to bulk photoexcitation at low optical
absorption in CdGa2Se4 crystals. The photosensitivity
spectrum of the Schottky barriers at "ω < 1.4 eV is well
described by the Fowler law (Fig. 4, curve 1) and, thus,
can be attributed to the photoemission of nonequilib-
rium carriers. It is noteworthy that the extrapolation of
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Fig. 3. Spectra of the relative quantum efficiency of pho-
toconversion η of the In/CdGa2Se4 structure exposed to
unpolarized light at T = 300 K. The structure is illuminated
(1, 2) from the side of In and (3) from the CdGa2Se4 side.
Samples: (1 and 3) no. 6, (2) no. 3.
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the long-wavelength photosensitivity edge   0
yields an energy barrier height ξB ≅  0.75 eV, which is in
satisfactory agreement with U0 found from the I–V
characteristics of the same structures (Fig. 1).

Independently of the geometric characteristics of
illumination, a fine structure in the form of three peaks
at energies of 1.84, 2.0, and 2.05 eV is reproducibly
manifested in the η("ω) spectra at photon energies
above 1.5 eV. This structure can be attributed to photo-
active absorption involving deep levels lying, respec-
tively, at 0.74, 0.57 and 0.52 eV away from one of the
unoccupied bands if account is taken of the CdGa2Se4

band gap EG = 2.57 eV at T = 300 K, which was
obtained from the optical absorption spectra [1, 5].
Detailed calculations of the band structure of

AII  compounds have not be carried out yet, and,
therefore, the nature of the fine structure of the η("ω)
spectrum can also be attributed to the known weak

pseudo-direct band-to-band transitions in AIIBIV

ternary semiconductors [6]. Evidently, further study is
necessary to resolve this problem conclusively. Com-
parison of curves 1 and 2 in Fig. 3 shows that, if the
In/CdGa2Se4 barriers are illuminated from the side of
the In layer, the contribution of the long-wavelength
structure to the photosensitivity of the barriers starts to
vary significantly between different structures and
ceases to be the principal one. For example, in some
structures, photosensitivity is predominantly observed
in the range of the fundamental absorption of CdGa2Se4

(Fig. 3, curve 1). An exponential rise of photosensitiv-
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ity at "ω > 2.4 eV is characterized by a steep slope S =
δ(lnη)/δ("ω) ≈ 20 eV–1, which, generally speaking, is
typical of direct-gap semiconductors. As seen in Fig. 4
(curve 2), the spectral dependence of quantum effi-
ciency at "ω > 2.6 eV is linear in the coordinates
(η"ω)2 – "ω, which are typical of direct band-to-band
transitions, and yields EG = 2.58 eV upon the extrapo-
lation (η"ω)2  0, which is in good agreement with
the data obtained from the analysis of the optical
absorption in this crystal [5]. The increase in η at "ω >
EG and the absence of a short-wavelength falloff in pho-
tosensitivity up to 3.6 eV, observed in the surface-bar-
rier structures obtained, indicate a high efficiency of
separation of photoexcited electron–hole pairs.

Along with the above-discussed example of the
spectral dependence η("ω) achieved for the designed
photoelectric converters, structures are also frequently
obtained whose photosensitivity in the range "ω < EG
is comparable with its value near EG. A fine structure
appears in the form of distinct peaks at "ω ≅  1.84, 2.0,
2.39, 2.70, and 3.0 eV in the η spectra of these struc-
tures. For the time being, there are no sufficient grounds
for discussing the nature of these peaks. It is notewor-
thy, however, that the study of surface-barrier structures
produced by standard technology reveals differences in
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Fig. 5. The spectrum of the relative quantum efficiency of
the photoelectric conversion η of InSe/CdGa2Se4 hetero-
structures exposed to unpolarized light at T = 300 K. Inset:
schematic of the heterostructure and geometric characteris-
tic of its illumination.
their photosensitivity spectra. It seems natural to assign
these differences to changes in the physical properties
of CdGa2Se4 crystals, which, considering the data [1],
can be presumably attributed to possible deviations
from stoichiometry.

2. In the design of the first photosensitive structures
based on n-CdGa2Se4 single crystals, we also used the
method of bringing the cleaved (112) plane of these
crystals into direct optical contact with the cleavage
plane of lamellar n-InSe single crystals (n ≈ 1014 cm–3,
Un ≈ 30 cm2 V–1 s–1) at T = 300 K. The method used to
fabricate these structures was similar to that employed
in [7]. The heterostructure itself was produced after the
deposition of current leads onto each of the semicon-
ductor compounds. A single-crystal InSe wafer was
mounted onto the surface of a microscope slide, and
then a (112) mirror plane of CdGa2Se4 was pressed onto
a freshly cleaved (001) mirror surface of InSe. Owing
to the elasticity of n-InSe and the high surface quality
of the contacting semiconductors, mild pressing and
attrition of the adjoining surfaces provided a close opti-
cal contact of InSe and CdGa2Se4 [7, 8]. To fix the con-
tact and ensure its long-term stability, CdGa2Se4 was
pressed onto the (001) InSe surface with a spring. The
heterostructure design is shown schematically in the
insert in Fig. 5. As a rule, the heterostructures demon-
strate rectification characterized by a factor K ≈ 2–4 at
the voltage U ≈ 50 V, with the forward bias correspond-
ing to the negative voltage applied to the n-InSe crystal.
The linear approximation of the dark I–V characteris-
tics has the form (1), with the U0 and R0 values close to
those observed in surface-barrier structures based on
the same crystals (see table). It is noteworthy that the
parameters of the I–V characteristics in these structures
are reproducible and show no degradation after InSe
and CdGa2Se4 crystals are brought in contact. Figure 5
shows a typical spectral dependence of the relative
quantum efficiency of photoelectric conversion in iso-
type n-InSe/n-CdGa2Se4 structures exposed to unpolar-
ized light from the side of the wide-bandgap CdGa2Se4
component. These curves reproducibly demonstrate the
known “window” effect with respect to the intensity of
the optical radiation incident from the CdGa2Se4 side
[4]. Indeed, the spectral position of the long-wave-
length η("ω) edge corresponds to band-to-band transi-
tions in the narrow-bandgap component of the hetero-
structure [3, 7], whereas the short-wavelength falloff of
η at "ω > 4.95 eV (Fig. 5) is determined by the growing
optical absorption in the CdGa2Se4 wafer, with a corre-
sponding increase in the distance between the layer of
photoexcited nonequilibrium carriers and the active
region of the heterostructure. The predominance of het-
erostructure photosensitivity in the wide-bandgap com-
ponent of the device results from the preferential local-
ization of the active region in the bulk of CdGa2Se4,
which is due to the difference in the doping level
SEMICONDUCTORS      Vol. 37      No. 5      2003



PHOTOSENSITIVE STRUCTURES BASED ON CdGa2Se4 SINGLE CRYSTALS 557
between the heterostructure components. Special atten-
tion should also be given to the close similarity between
the η("ω) spectra of heterostructures (Fig. 5) and the
spectra of surface-barrier structures illuminated from
the side of the CdGa2Se4 wafer (Fig. 3, curve 3). The
reason for this coincidence is that the η("ω) spectra in
both types of structures are defined by the photoactive
absorption in the crystal of the CdGa2Se4 ternary com-
pound. Due to the radiation absorption in bulk
CdGa2Se4, the peak of voltage responsivity is red-
shifted in heterostructures with respect to surface-bar-
rier structures, and its magnitude appears to be lower
than in InSe/CdGa2Se4 heterostructures (see table). For
the same reason, the FWHM of η("ω) spectra in het-
erostructures is significantly narrower than in the sur-
face-barrier structures fabricated on CdGa2Se4 of simi-
lar quality.

3. The photosensitivity to polarized radiation has
been studied for the first time in surface-barrier struc-
tures oriented in the (112) plane. As seen in Fig. 6
(curves 1 and 2), the photosensitivity of In/CdGa2Se4
surface-barrier structures exhibits a dependence of the
quantum efficiency of photoelectric conversion, η, on
the orientation of the electric field vector of the light
wave E with respect to the tetragonal axis c of
CdGa2Se4 single-crystal, which is typical of anisotropic
crystals of ternary semiconductors [7, 9, 10]. Under
illumination of the (112) plane and when the incident
photon energy is fixed near the CdGa2Se4 band gap, the
η polarization indicatrices follow Malus’ law, so that in
all cases η|| > η⊥ , where the indices “||” and “⊥ ” show
the orientation of E with respect to c. Figure 6 (curve 3)
shows a typical spectral dependence of the natural pho-
topleochroism in In/CdGa2Se4 structures, calculated
using the relation [9, 10]

(2)

The maximum coefficient of natural photopleochro-
ism is observed near the energy of direct band-to-band
A-transitions in CdGa2Se4 crystals, and its positive
sign is in conformity with the selection rules for these
transitions [11, 12]. It is necessary to emphasize that

the maximum value  ≅  12% obtained in our study
near the CdGa2Se4 EG [1] can be raised by fabricating
structures with a coplanar tetragonal axis on
CdGa2Se4 wafers, because the orientation E || c is only
partially accomplished in the structures on CdGa2Se4

wafers with (112) orientation. Special attention
should be drawn to the fact that, in the range "ω > EG,
in which the allowed transitions from split-off sub-
bands of the valence band come into play [1, 2], no PN

sign inversion is observed in the In/CdGa2Se4 struc-
tures under study, i.e., η|| > η⊥  (Fig. 6, curve 3). This

PN η|| η⊥–( )/ η|| η⊥+( ).=

PN
m

SEMICONDUCTORS      Vol. 37      No. 5      2003
fact indicates that the influence of surface recombina-
tion is strongly suppressed in the best of the
In/CdGa2Se4 structures obtained [9].

Our study has demonstrated that CdGa2Se4 single
crystals can find application in the design of photode-
tectors of unpolarized and linearly polarized radiation
in a wide spectral range. The natural photopleochroism
of structures based on CdGa2Se4 single crystals is
selective and related to band-to-band A-transitions,

similarly to the case of AIIBIVCV and AIBIII  ternary
compounds [9, 10].
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Abstract—Structural and optical properties of InAs quantum dots (QDs) grown in a wide-bandgap
Al0.3Ga0.7As matrix is studied. It is shown that a high temperature stability of optical properties can be achieved
owing to deep localization of carriers in a matrix whose band gap is wider than that in GaAs. Specific features
of QD formation were studied for different amounts of deposited InAs. A steady red shift of the QD emission
peak as far as ~1.18 µm with the effective thickness of InAs in Al0.3Ga0.7As increasing was observed at room
temperature. This made it possible to achieve a much higher energy of exciton localization than for QDs in a
GaAs matrix. To obtain the maximum localization energy, the QD sheet was overgrown with an InGaAs layer.
The possibility of reaching the emission wavelength of ~1.3 µm is demonstrated. © 2003 MAIK “Nauka/Inter-
periodica”.
1. INTRODUCTION

The investigations of self-organized quantum dots
(QD) on GaAs substrates are motivated, among other
factors, by the prospect of applying them in high-effi-
ciency light-emitting devices [1]. Interest in hetero-
structures with self-organized QDs in the InAs/GaAs
system is due to the possibility of expanding the spec-
tral range of GaAs-based structures to wavelengths
λ = 1.3–1.5 µm, which would open the way for the
design of lasers with an emission wavelength longer
than in InGaAs/GaAs QD lasers [2]. In particular,
vertical-cavity surface-emitting lasers were designed
[3], and 1.3-µm stripe lasers with a record-breaking
low threshold current density and high internal differ-
ential efficiency have been fabricated [4, 5]. One of
the most important parameters for lasing is the energy
depth of carrier localization in QDs: the higher the
confining barrier, the lower the threshold current den-
sity and the better the temperature stability of param-
eters [6].

We now consider the quantity

where ∆Ee is the energy spacing between the conduc-
tion band bottom and the electron ground state in a QD;
∆Eh is the spacing between the hole ground state in a

QD and the valence band top; and  and  are
the energies of electron–hole transitions for recombina-
tion in the matrix and QD, respectively. This quantity
characterizes the energy of the electron localization in
a QD with respect to a nonlocalized exciton in the

∆E ∆Ee ∆Eh+ Epl
GaAs Epl

QD,–= =

Epl
GaAs Epl

QD
1063-7826/03/3705- $24.00 © 20559
matrix. An emission wavelength up to 1.4 µm has been
achieved in In(Ga)As/GaAs QD structures [7], with
∆Ee not exceeding 0.55 eV. However, the use of a wide-
bandgap AlGaAs matrix for QDs provides for a signif-
icant rise in ∆E.

As shown in [8], InAs QDs in Al0.5Ga0.5As grow by
the Stranski–Krastanow mechanism, with the transition
to island growth after the deposition of 2.1 InAs mono-
layers (ML). This amount of deposited InAs is higher
than in the case of growth on the GaAs surface, owing
to a difference in the kinetics of indium deposition onto
GaAs and AlGaAs surfaces [8]. In these structures, ∆E
exceeded 0.6 eV. Temperature dependences of photolu-
minescence (PL) indicated a higher temperature stabil-
ity of the optical properties of QDs in AlGaAs com-
pared with QDs in a GaAs matrix, with the exciton
localization energy in the latter case being smaller. The
study of the effect of the AlxGa1 – xAs matrix composi-
tion on QD optical properties revealed that the widen-
ing of the matrix band gap results in a smaller decrease
in the PL intensity with rising temperature; this fact
also indicates the strong effect of the exciton localiza-
tion depth on the temperature stability of QD optical
properties [9].

Here we present a detailed study of InAs QD forma-
tion in an Al0.3Ga0.7As matrix. The effect of the amount
of deposited InAs on the optical properties of QDs in
the Al0.3Ga0.7As matrix was also studied. It has been
shown that the overgrowth of the QD layer with an
InGaAs layer opens the way to obtain emission in the
range up to ~1.3 µm.
003 MAIK “Nauka/Interperiodica”
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2. EXPERIMENTAL

QD structures were grown by MBE. After the depo-
sition of a GaAs buffer layer, a 0.1-µm-thick
Al0.3Ga0.7As layer was grown, with a sheet of InAs QDs
deposited in the middle of this layer. To prevent carrier

100 nm

QD

Plain
view

Cross
section

Fig. 1. TEM images of QDs in an Al0.3Ga0.7As matrix.
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Fig. 2. PL spectra of QD structures with differing amounts
of InAs deposited in the Al0.3Ga0.7As matrix recorded at
77 K (solid lines) and 300 K (dashed lines).
leakage to the surface and substrate, which is followed
by nonradiative recombination, the Al0.3Ga0.7As layer
with QDs was confined by short-period superlattices
(five AlGaAs/GaAs periods, 20/20 Å) on the sides of
the substrate and surface. All layers, except the InAs
QD sheet and the subsequent 5 nm of AlGaAs, were
grown at the temperature of 600°C. QDs were formed
by depositing a thin InAs layer at 485°C. The effective
thickness of the InAs layer was varied between 1.7 and
4.5 ML, and the RHEED patterns recorded in situ dem-
onstrated the formation of nanoislands after depositing
more than 2 ML of InAs. The InAs growth rate was
0.1 ML s–1. The sheet of InAs islands was then over-
grown with a thin (5-nm) Al0.3Ga0.7As layer at the tem-
perature of InAs deposition to prevent the evaporation
of InAs upon the subsequent rise in temperature [10]. In
one of the samples, the sheet of InAs nanoislands was
overgrown with an In0.12Ga0.88As layer in an effort to
increase the emission wavelength, and only then was
the 5-nm Al0.3Ga0.7As layer deposited. To compare
optical properties, samples with InAs QDs in a GaAs
matrix were also grown.

The PL was excited with an Ar-ion laser (λ = 514.5 nm,
the excitation power density Pex = 500 W cm–2) and
detected with a cooled Ge photodiode.

A TEM study was performed with a PHILIPS EM 420
electron microscope with a 100-kV accelerating voltage.

3. RESULTS AND DISCUSSION

Figure 1 shows the cross-sectional and plan-view
TEM images of a structure containing QDs in an
Al0.3Ga0.7As matrix. The effective thickness of the InAs
layer deposited in this structure was 2.5 ML. Three-
dimensional (3D) InAs nanoislands and a thin two-
dimensional (2D) InAs wetting layer [11] are seen in
the images. According to TEM data, the lateral dimen-
sion and height of the nanoislands are ~18 and 5 nm,
respectively, which corresponds to a typical QD size in
a GaAs matrix [12]. Therefore, the use of Al0.3Ga0.7As
solid solution instead of pure GaAs as the matrix mate-
rial causes no fundamental change in the QD formation
mechanism.

Figure 2 shows the QD PL spectra for structures
with differing amounts of InAs in the Al0.3Ga0.7As
matrix, recorded at temperatures T = 77 and 300 K. The
spectrum of the sample with an effective InAs thickness
of 1.7 ML contains a relatively narrow peak with a
broadened short-wavelength wing. This type of spec-
trum shape indicates that the 2D InAs layer is retained
and its thickness is lower than the critical value for QD
formation. With the InAs thickness increasing to 2.3 ML,
the PL peak is considerably broadened (to 240 meV)
and red-shifted. A large line broadening indicates the
beginning of 3D-island formation [13]. This result is
consistent with the RHEED data showing that the QD
formation in an Al0.3Ga0.7As matrix begins at an effec-
SEMICONDUCTORS      Vol. 37      No. 5      2003
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tive InAs thickness of ~2 ML. A further increase in the
InAs layer thickness red-shifts the PL peak to 1.18 µm
at T = 300 K. In addition to a P2 peak related to the
ground state, a short-wavelength shoulder P1 is
observed; it can be related to recombination via smaller
QDs or excited states.

Figure 3 shows the PL peak positions for QDs in
Al0.3Ga0.7As and GaAs matrices as functions of the
InAs layer thickness. The calculated energy of the tran-
sition between electron and heavy hole states in an
InAs/Al0.3Ga0.7As quantum well (QW) with a thickness
of 1 ML [14] is also shown. The PL peak of a QD in the
Al0.3Ga0.7As matrix exhibits a strictly monotonic red
shift as the amount of InAs increases. The rate of shift-
ing is higher when the effective thickness of the InAs
layer is between 1.7 and 2.5 ML. This thickness corre-
sponds to the onset of QD formation. In the GaAs
matrix, the QD PL line position depends on the InAs
layer thickness in a somewhat different manner: the
peak position is virtually independent of the amount of
deposited InAs at a thickness above 2.3 ML. Different
behaviors of the QD PL peak positions in Al0.3Ga0.7As
and GaAs matrices can originate from different condi-
tions of QD formation during the growth process. We
believe that, in this case, we are dealing with differ-
ences in the kinetics of the surface processes during
InAs deposition onto Al0.3Ga0.7As and GaAs surfaces
[8], including those differences related to the morphol-
ogy of the Al0.3Ga0.7As surface.

Because of the nearly complete termination of the
shift of the PL line for QDs in the GaAs matrix, ∆E
does not exceed ~0.42 eV. At the same time, ∆E is
~0.76 eV for QDs grown in the Al0.3Ga0.7As matrix in
the same mode. These results are indicative of deeper
exciton localization in the Al0.3Ga0.7As matrix. In our
opinion, the reason for such a high ∆E is, in addition to
the structural properties of the QDs themselves, the
great height of the confining Al0.3Ga0.7As barrier.

Figure 4 shows the temperature dependence of PL
for a sample with QDs formed by deposition of 4 ML
InAs in the Al0.3Ga0.7As matrix. Two peaks, P1 and P2,
150 meV apart are well resolved at low temperatures.
The relative intensity of the short-wavelength peak
decreases with rising temperature. This temperature
dependence of the intensity of these peaks indicates
that they are related to recombination in QDs with dif-
ferent sizes. In this situation, the decrease in the short-
wavelength peak intensity is due to carrier excitation
into the matrix and the recapture of carriers by deeper
QDs. The formation of two QD types can be related to
specific features of the surface morphology of
Al0.3Ga0.7As [7], as well as to the kinetics of processes
occurring during deposition in the InAs/Al0.3Ga0.7As
system.

The insert in Fig. 4 shows temperature dependences
of the integral intensity, energy Em, and FWHM of the
PL peak for structures with 2.3 and 4 ML of InAs. The
SEMICONDUCTORS      Vol. 37      No. 5      2003
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matrix.
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dependences are normalized to the integral intensity at
the lowest temperature. The decrease in the PL integral
intensity for a structure with 2.3 ML of InAs is three
times that of a structure with 4 ML of InAs. The tem-
perature-induced decrease in the PL integral intensity is
due to nonradiative recombination of carriers thermally
excited into the matrix. Since the average energy of the
exciton localization in QDs formed by the deposition of
2.3 ML of InAs is less than that for 4 ML InAs, carrier
excitation at low temperatures is more probable in the
former case. This results in a stronger decrease in the
emission intensity for the 2.3-ML InAs structure. Fur-
ther, the thermal excitation of carriers is more probable
for the least localized QD states responsible for the
short-wavelength portion of the spectrum. This
accounts for the considerable decrease in the linewidth
for QDs formed by 2.3-ML InAs deposition. The tem-
perature shift of the PL peak, in this case, is stronger
than that for the 4-ML InAs structure, because it is
caused not only by the temperature-related decrease in
the band gap, but also by the redistribution of carriers
between isolated QDs differing in their exciton local-
ization energy. An insignificant temperature-induced
decrease in the QD PL intensity for the 4-ML InAs
structure is indicative of not only deep exciton localiza-
tion, but also a low defect density in these samples.

Figure 5 shows the PL spectrum of the structure
with an Al0.3Ga0.7As matrix and QDs overgrown with
an InGaAs layer. After deposition of an InAs layer with
an effective thickness of 2.5 ML, an In0.12Ga0.88As layer
was deposited. A similar technique for QD growth in a
GaAs matrix makes the QD emission wavelength much
longer, 1.3 µm [15], and yields high-efficiency lasers
for this spectral range. The increase in the wavelength
may originate from several causes: the increase in the
QD effective size owing to stimulated phase separation
in InGaAs, the decrease in the elastic stress fields in
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Fig. 5. The room-temperature PL spectrum of InAs QDs
overgrown with an In0.12Ga0.88As layer in an Al0.3Ga0.7As
matrix.
QDs, and the quantum-mechanical effect associated
with placing a QD in an InGaAs QW [15]. We have
obtained room-temperature emission at a wavelength
λ = 1.25 µm from such QDs grown in an Al0.3Ga0.7As
matrix (Fig. 5). Owing to a high potential barrier, the
∆E value in these structures is 0.86 eV. Therefore, the
exciton localization energy for QDs in AlGaAs is con-
siderably higher than that in a GaAs matrix.

4. CONCLUSION

The structural and optical properties of QDs in an
Al0.3Ga0.7As matrix have been studied. QDs in
Al0.3Ga0.7As are formed by the Stranski–Krastanow
mechanism, which is the same way they are formed in
a GaAs matrix. However, the critical thickness for the
transition to island growth for QDs in Al0.3Ga0.7As is
slightly higher (~2 ML) than in a GaAs matrix.

In the case of an Al0.3Ga0.7As matrix, the red shift of
the QD PL spectral line is observed as the average InAs
thickness increases up to 4 ML. By contrast, the red
shift almost terminates at ~2.3 ML for QDs grown in a
GaAs matrix. The overgrowing of QDs in the
Al0.3Ga0.7As matrix with an InGaAs layer allowed us to
raise the emission wavelength to 1.25 µm, and to obtain
an energy of exciton localization in a QD that was con-
siderably higher than that for a GaAs matrix at the same
emission wavelength.

The high temperature stability of the optical proper-
ties of QDs in a wide-gap Al0.3Ga0.7As matrix offers
promise for the design of light-emitting devices with
improved thermal characteristics.
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Abstract—A two-dimensional model of multi-island single-electron arrays, based on a numerical solution to
the Poisson equation and the Monte Carlo method, is suggested. The adequacy of the model is shown by com-
paring the I–V characteristics calculated for two different five-island structures with experimental data. This
model was used to assess quantitatively a number of geometrical parameters of a single-electron device struc-
ture, which are difficult to determine experimentally. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The Monte Carlo method has become one of the
principal approaches to constructing completely ade-
quate models for describing the physical processes in a
variety of device structures [1, 2]. For example, it will
suffice to mention the theoretical studies [3, 4] of MOS
(metal–oxide–semiconductor) transistors based on a
number of semiconductors that are significant for
microelectronics. It turned out that none of the semi-
conductor materials which have been studied offers sig-
nificant advantages over silicon when transistor chan-
nels are shorter than 100 nm. Only indium phosphide is
an exception. Unfortunately, a completely adequate and
much needed model [3, 4] is difficult to develop and
cannot be widely used. In particular, the calculation of
a single point of the I–V characteristic of a MOS tran-
sistor using the DAMOCLES code requires from 10 to
100 h (or more!) using the high-efficiency IBM 3090S
computing system. Therefore, great efforts are now
being made to develop various efficient procedures for
the models under consideration on the basis of physical
approaches, approximations, and a fuller account of
problem specific features [5].

The overall situation seams to be even more compli-
cated for nanoelectronic device structures. Fortunately,
the situation is somewhat less serious in the theoretical
study of structures whose description using the semiclas-
sical approach remains correct. Specifically such struc-
tures are single-electron devices [6, 7]. As is known, the
Monte Carlo method is presently one of a few more or
less efficient approaches for the theoretical analysis of
multi-island single-electron one-dimensional arrays [6,
8, 9]. A popular code for Monte Carlo simulation is
MOSES [9] in the case under consideration.

Nevertheless, the conventional models of multi-
island single-electron one-dimensional arrays, based on
the Monte Carlo method, have a significant limitation.
1063-7826/03/3705- $24.00 © 20564
These models rely on tunnel junction resistances and
capacitances as required parameters for matching with
experimental data. As a result, the relation between the
model and the device design and material parameters is
lost. Hence, applying the model in the course of theo-
retical studies and development of single-electron
device structures is complicated.

This study is aimed at the development of a model
of multi-island single-electron one-dimensional arrays
on the basis the Monte Carlo method, devoid of the
abovementioned drawback, as well as the confirmation
of its adequacy by comparing it with experimental data.
It is significant that the model suggested may be real-
ized using a Pentium III computer; i.e., the model may
be widely used.

2. MODEL

In [10–12], a two-dimensional numerical model of a
single-electron transistor with a single island was sug-
gested. In this model, the Poisson and master equations
are solved. In [13], this approach was extended to the
case of two-island single-electron one-dimensional
arrays. The model described in [13] is characterized by
an acceptable adequacy and high efficiency; unfortu-
nately, the solution of the master equation becomes sig-
nificantly more complicated as the number of tunnel
junctions increases. Therefore, we apply this approach
to single-electron structures with a large number of
islands in combination with the Monte Carlo method.

Let us consider the essence of the model suggested.
According to the classification [7], the device being
analyzed was chosen to correspond to the principal
block diagram of multi-island single-electron one-
dimensional arrays (see Fig. 1). The initial parameters
are the structure sizes, material properties, background
003 MAIK “Nauka/Interperiodica”
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charges at islands, and the controls: source, drain and
gate voltages, and temperature T.

The Poisson equation in the form given in [10–12]
is numerically solved in the region ABCD (Fig. 1). The
influence of background charges at islands is taken into
account using the approximation suggested in [13]. The
Dirichlet boundary conditions at contacts and the Neu-
man conditions at free ABCD boundaries are chosen as
boundary conditions. The numerical methods of the
finite-difference approximation of the Poisson equation
and the solutions of sets of linear algebraic equations
are described in [10] in detail. The numerical solution
of the Poisson equation yields a potential distribution in
the device in relation to the geometrical and electrical
parameters of the structure and control effects.

The resistances of the tunnel junctions and the prob-
abilities of carrier transport through them are calculated
by the known formulas, whose form when taking into
account the role of the electrostatic potential for one-
island structures is given in [10]. These formulas are
easily extended to the case of multi-island structures.

The current passing through the tunnel junction is
calculated by the formula (see [6, 13])

(1)

(2)

where Vi and Vf are the voltages before and after elec-
tron tunneling, respectively; and kB is the Boltzmann
constant.

We now consider the procedure for calculating the
I–V characteristic by the model suggested. The flow-
chart of this procedure in the case of one-point calcula-
tion is shown in Fig. 2. As an example, we explain it for
the case of a five-island structure, i.e., N = 5.

First, the Poisson equation is solved for an initial
(with the index i = 0) combination of excess carriers in
islands, {ni} ≡ (n1 = 0, n2 = 0, n3 = 0, n4 = 0, n5 = 0), and
partial currents through all of the tunnel junctions are
calculated by formulas (1) and (2). To save computer
time, the values obtained are stored when the next com-
bination {n0} arises. We note at once that the most time-
consuming process is solving the Poisson equation.
Therefore, this time-saving method in this model is
expedient and shortens the computer time by three
orders of magnitude, or even more in specific cases.
Then the number K of tunnel events was selected. The
larger the value of K, the more accurate the result;
unfortunately, the computation time also increases.
Then, according to the Monte Carlo method, the first
random number ri ∈  [0, 1] is generated and the time ti
to the next tunnel event is determined,

(3)

I
V eff
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where ΣI is the sum of partial currents for all the prob-
able independent events, corresponding to tunneling of
a carrier in two directions through either junction.

Then the next random number ri is generated. The
interval [0, 1] is partitioned into segments proportional
to partial currents corresponding to tunneling of a car-
rier in two directions through either junction. A seg-
ment within which a given random number ri occurs is
advantageous. As a result, a new combination {ni} is
determined. It is then checked whether this combina-
tion was found previously or not. If it was, partial cur-
rents are extracted from the computer memory; if not,
the Poisson equation is solved and partial currents
through all of the tunnel junctions are calculated and
stored. It is then checked whether all the probable tun-
nel events (number K) were enumerated or not.

The total current j passing through an isolated tunnel
junction is given by

(4)

where nj is the number of carriers that passed through a
given junction for the entire period, e is the elementary
charge, and tΣ is the total time of tunneling events. The
validation criterion of the calculation is the equality of
the currents Ij through all of the tunnel junctions within
a certain accuracy.

The most significant differences between the model
suggested and the models of [6, 8, 9], which are also
based on the Monte Carlo method, are as follows:
(i) the Poisson equation is solved in the form given in
[10–12] with the aim of calculating the voltages at the
tunnel junctions and (ii) the partial currents through the
tunnel junctions calculated by formulas (1) and (2) are
used instead of the tunneling rates. We note a number
of advantages of the model suggested in comparison
with the model of [13], in which the master equation is
solved: (I) complex single-electron one-dimensional
arrays with N > 2 can be calculated; (II) the proce-
dure under consideration is based on a microscopic
model of tunnel events, which more closely reflects
the actual behavior of carriers in the single-electron
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Fig. 1. Structure of the multi-island single-electron one-
dimensional array.
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structure; and (III) there is high stability of the com-
puting process. The disadvantage of the model is much
longer times for calculating the I–V characteristic at
N = 2 in comparison with the model of [13]. Neverthe-
less, this time, e.g., for five-island one-dimensional
arrays, is, in general, no longer than 10 h (which is
acceptable) for the Pentium III computer.

The model suggested was realized in FORTRAN
and incorporated in the MTJ-SET-NANODEV package
for calculating multi-island single-electron one-dimen-

Solution of the Poisson 
equation for the combination {n0};

determination of partial currents

 Storing the result

Selection of the number
i = 1, …, K of tunnel events

Calculation of the time ti

Determination of the
 advantageous combination {ni}

Whether this

previously or not? 

Solution of the Poisson
equation for the combination {ni};

calculation of partial currents

Extraction of the
result from

Storing the result

i = K?

Calculation of the current

Yes

No

No

Yescombination {ni} was found

memory

Fig. 2. Flowchart of the calculation procedure for a point of
the I–V characteristic of single-electron one-dimensional
arrays according to the model suggested.
sional arrays in the NANODEV software for simulating
nanoelectronic devices [10]. All the results considered
in Section 4 were obtained using a Pentium III com-
puter.

3. RESULTS

As the object to be simulated, we took a single-elec-
tron transistor with five islands, i.e., N = 5. This choice
is explained as follows. First, this number of islands
allows manifestation of all the basic features of multi-
island array operation, e.g., the temporal and spatial
correlation of tunneling events. Second, in the case of a
larger number of islands, the total resistance is high (the
passing current is very small); hence, production of
such structures is complicated. Therefore, data on
structures with N > 5 are scarce in the literature. Third,
the time of calculating the I–V characteristic unfortu-
nately becomes longer as the number of islands
increases further.

We now consider the simulation results confirming
the adequacy of the model suggested. They were
obtained at K = 20000, proceeding from the attainable
equality of the currents through all the tunnel junctions
within an error no larger than 0.1%.

In [14], the fabrication of a single-electron transistor
with five islands is described, as are experimental data
and results calculated by the MOSES code. We note
that the structure is produced artificially and controlled
using the SECO (step-edge cutoff) method. Titanium
and p-type silicon are used as the island and tunnel
junction materials, respectively. Figure 3 shows the
experimental characteristic for the drain current Id ver-
sus the drain voltage Vd (curve 1), as well as the results
calculated by the MOSES code (curve 2) and the model
suggested (curve 3). One can see that both models sat-
isfactorily fit the experimental data.

The model developed also fits well the experimental
data on single-electron multi-island one-dimensional
arrays based on other materials at various operating
temperatures. Furthermore, the model suggested allows
reconstruction of the basic sizes of the structures under
study. To illustrate this, we now consider a very com-
plex case.

In [15], a multi-island one-dimensional array is
described in which AuPd nanoparticles are used as
islands. The structure is rather complex (see Fig. 5 in
[15]). As the author of [15] reports, it was possible to
determine only the following initial parameters of the
structure: (i) the number of tunnel junctions along the
shortest drain–source distance was found to be six;
(ii) the island sizes were from 2 to 3 nm; (iii) the
source–drain distance was 20–30 nm. Thus, the avail-
able information is very ambiguous.

Figures 4a and 4b display the experimental data and
the results calculated by the suggested model, respec-
tively. One can see that, in general, the experiment and
model agree satisfactorily at T = 300 and 77 K. The data
SEMICONDUCTORS      Vol. 37      No. 5      2003
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Fig. 3. I–V characteristics of the single-electron transistor
with five islands: (1) experimental data, (2) calculation by
the MOSES code, and (3) calculation by the model devel-
oped.
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Fig. 4. I–V characteristics of the multi-island structure:
(a) experimental data and the (b) the results of simulation
according to the model developed; T = 300 (1), 77 (2), and
0.01 K (3).
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in Fig. 4b were obtained with the following basic initial
parameters of the structure: N = 5; the distance between
islands is 1.5 nm; and the islands are of the same size
(2.5 × 2.5 nm2). Thus, the source–drain distance was
taken as 21.5 nm (6 × 1.5 + 5 × 2.5). It is significant that
all of these reconstructed initial parameters lie within
the numerical range indicated by the author of [15] (see
above). The results shown in Fig. 4b allow determina-
tion of the Coulomb blockade region in this structure
at a very low temperature (T = 0.01 K), in particular
[–0.25 V, +0.25 V]. Comparing curves 1–3 in Fig. 4b,
one can ascertain that the Coulomb blockade effect is
“destroyed” as the temperature increases to 300 K in
the structure under study, which is fully confirmed by
the experimental data in Fig. 4a.

The results obtained, in addition to confirming the
conclusion on the adequacy of the model, also allow the
following comments. First, the model suggested can be
applied to reconstruct some of the initial parameters of
multi-island single-electron one-dimensional arrays,
e.g., their sizes. This seems to be of crucial importance
in view of the likely problems in determining them
experimentally, as in the case under consideration. Sec-
ond, notwithstanding the seemingly high complexity of
the single-electron structure being analyzed, it is possi-
ble to simulate it using the flowchart shown in Fig. 1.
Thus, the basic physical principles of the operation of
multi-island single-electron one-dimensional arrays are
adequately described within the model suggested,
which is based on a rather simple flowchart (Fig. 1). We
note that this is also important, since the use of a prac-
tical structure configuration, in many cases, will cause
significant additional problems in the numerical simu-
lation of this type of single-electron structures. As a
result, it would, in fact, become impossible to study
theoretically the influence of the design and material
parameters on electrical characteristics of these struc-
tures.

4. CONCLUSION

A two-dimensional model of multi-island single-
electron one-dimensional arrays was developed on the
basis of a numerical solution of the Poisson equation in
combination with the Monte Carlo method. This model
was shown to be reasonably adequate and efficient. The
model may also be used to reconstruct some initial
parameters that are difficult to determine from experi-
mental data.
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Abstract—Ionized-impurity scattering of quasi-two-dimensional electrons in GaAs/Al0.36Ga0.64As superlat-
tices (SLs) with doped quantum wells is considered. The scattering probability is calculated assuming that the
electron wave function is represented by the ground-state eigenfunction of the lowest SL miniband. Analytical
expressions describing dispersion of the longitudinal and transverse relaxation times with respect to the longi-
tudinal wave vector are derived and numeric calculations are carried out. The dependence of the components
of the relaxation-time tensor on the SL period and the temperature in the region around T = 77 K is analyzed.
© 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The theoretical treatment of electron scattering by
ionized impurities in heterostructures with quantum
wells (QWs) has been carried out in a number of studies
[1–3]. In these studies, the relaxation time and the
mobility characterizing the charge-carrier transport in
the QW plane were calculated in the two-dimensional
(2D) electron gas approximation. When a number of
QWs are arranged to compose a superlattice (SL),
transport in the SL miniband in the direction normal to
the layers can take place in addition to the lateral trans-
port; there are almost no publications where the impu-
rity scattering-limited mobility of the charge carriers is
calculated for this case. The solution of this problem
was considered in [4], where the Boltzmann equation
was used to derive formulas for the relaxation time and
to analyze longitudinal and transverse mobility of
quasi-2D electrons in GaAs/AlxGa1 – xAs SLs. How-
ever, the calculation of the scattering probability was
performed with a simplified electron wave function,
taken as a Bloch-type sum of the wave functions of iso-
lated, infinitely deep QWs. To this approximation, the
transverse and longitudinal relaxation times appear to
depend only on the transverse wave vector—in other
words, on the energy of the motion perpendicular to the
SL axis—and are independent of the longitudinal wave
vector.

In this study, we analyze the scattering of quasi-2D
electrons by ionized impurities in GaAs/Al0.36Ga0.64As
SLs with doped QWs. The scattering probability is cal-
culated with the electron wave functions substituted by
the eigenfunction of the ground state in the lowest SL
miniband; this calculation yields the dependence of the
electron relaxation time on the longitudinal wave vec-
1063-7826/03/3705- $24.00 © 20569
tor. We derive analytical expressions describing the dis-
persion of the longitudinal and transverse relaxation
times with respect to the longitudinal wave vector and
carry out numerical calculations. The dependence of
the components of the relaxation-time tensor on the SL
period and on the temperature in the region around T =
77 K is also considered.

2. BASIC FORMULAS

Calculating the probability of intraminiband scatter-
ing of electrons in a SL by ionized impurities, we rely
on the same approximation for the wave functions of
the lowest miniband as that used in [5], i.e.,

(1)

where k = (k⊥ , kz) is the electron wave vector (here, the
z axis of the coordinate system is oriented along the SL
axis) and u0(z) is the periodic part of the envelope Bloch
function for kz = 0. Then, in an SL with doped QWs, the
probability of electron scattering from the state with the
wave vector k to the state with the wave vector k' is
given by

(2)
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where

(3)

(4)

Nz is the number of SL periods (which is assumed to be
infinite), ∆ is the width of the lowest miniband, a is the
QW width, d is the SL period, ez is a unit vector along

the SL axis, eZ and  are the charge and concentra-
tion of ionized impurities in the QWs, α is the screen-
ing coefficient, and ε is the static permittivity. Formula
(2) is derived in the random-phase approximation for
the case of uniform distribution of impurity over the
QWs. In addition, uniformity of the dielectric function
over the SL is presumed and the kz dependence of (z)
is assumed to be weak.

The nonequilibrium contribution to the electron dis-
tribution function was calculated in the form

(5)

where Ei are the components of the electric field
strength, v(k) = ∇ kE/" is the electron velocity, and f0(ε)
is the equilibrium Fermi–Dirac distribution function.
The functions τi(k) represent the components of the
relaxation-time tensor, which depend on the compo-
nents of the wave vector. Calculation of these functions
relies on the linearized Boltzmann’s equation used to
derive the following integral equations:

(6)

(7)

Here,

(8)

is the total probability per unit time of electron scatter-
ing from the state with the wave vector k. Let us con-
sider the approximation of a quasi-2D electron gas (∆ =
0 if ∆ ! k0T). Using expression (2) for the scattering
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probability (where only the leading term with n = n' = 0
is taken into account), we can rewrite Eqs. (6) and (7) as

(9)

(10)

where

(11)

(12)

and

It should be noted that, unlike in the case of acous-
tic-phonon scattering [5], the only parameter character-
izing the SL in Eqs. (9)–(11) is the period d. Other
parameters, such as the QW width and the barrier
height and thickness, have little influence in the case of
uniform distribution of impurity. The reason for this is
that the contribution of terms with n, n' ≠ 0 in the sum
(2) is small in comparison with the zero-indexed term,
which is related to the behavior of the Fourier compo-
nent of the screened Coulomb potential at small values
of the longitudinal wave vector.

The electron mobility was calculated as

(13)
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(16)

(17)

is the energy-averaged value of the inverse longitudinal
effective mass of electrons.

3. NUMERICAL ANALYSIS

The relaxation time and mobility of electrons under
conditions of ionized-impurity scattering were calcu-
lated numerically for a GaAs/Al0.36Ga0.64As composi-
tional SL with doped QWs. We used the following
material parameters for GaAs and AlxGa1 – xAs [6]:
m⊥  = m* = 0.066m0 and ε = 13.18. Nonlinear integral
equations (9) and (10) were solved numerically by the
difference method [7].

Dependences of the relaxation time on the energy of
the transverse motion and on the longitudinal wave vec-
tor were calculated for an SL with a = 5 nm, b = 8 nm,
and ∆ = 0.10 meV, where b is the barrier width. Calcu-
lation of the miniband width was carried out using the
method described in [8]. The relaxation time was calcu-

lated under the condition a  = nd for nondegenerate
electron gas with a density n = 1016 cm–3 at T = 77 K.
With these parameters, the energy-averaged relaxation
times calculated by formulas (14) and (15) are 〈τ ⊥ 〉  =
2.1 ps and 〈τ ||〉  = 1.1 ps. This is close to the value of
〈τ〉  = 1.6 ps for the relaxation time in uniformly doped
GaAs calculated for the same parameters by the
Brooks–Herring formula and to the value of 〈τ ⊥ 〉 = 〈τ ||〉 =
1.8 ps for the acoustic-phonon-limited relaxation time
of electrons calculated for the same SL [5]. The mobil-
ities calculated by formulas (13) with 〈m||〉  = 25m0 are
µ⊥  = 5.6 m2 V–1 s–1 and µ|| = 7.9 × 10–3 m2 V–1 s–1; this
can be compared with the mobility in bulk GaAs: µ =
4.3 m2 V–1 s–1.

The dependences of the transverse and longitudinal
relaxation times on ϑ  = kzd for a constant transverse-
motion energy E⊥  = k0T are plotted in Fig. 1 (curves 1
and 2, respectively). One can see that both τ⊥  and τ||
grow with increasing kz. However, the transverse relax-
ation time exhibits only a moderate increase with kz,
whereas the longitudinal relaxation time tends to infin-
ity as kz approaches π/d.

The dependences of the transverse and longitudinal
relaxation times averaged over the longitudinal wave
vector on the energy of the transverse motion were cal-
culated from (16) and are shown in Fig. 2 (curves 1 and
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2, respectively). Their behavior is close to the power
law with the exponent being greater than unity for
τ⊥ (E⊥ ) and smaller than unity for τ||(E⊥ ). One can see
that the transverse relaxation time always exceeds the
relaxation time in bulk GaAs (curve 3), while, for the
longitudinal relaxation time, this is the case only at
E⊥  < 3k0T. An approximate calculation carried out with
the electron wave function taken as a Bloch-type sum of
the wave functions of isolated, infinitely deep QWs [4]
yields lower values of both τ⊥ (E⊥ ) (curve 1') and
τ||(E⊥ )(curve 2'). In contrast to the transverse relaxation
time, this discrepancy is considerable for the longitudi-
nal relaxation time. This leads to a reduced anisotropy
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Fig. 1. Dispersion of the transverse and longitudinal relax-
ation times with respect to the longitudinal wave vector; T =
77 K, the transverse-motion energy E⊥  = k0T.
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Fig. 2. Dispersion of the transverse and longitudinal relax-
ation times (averaged over the longitudinal wave vector)
with respect to the transverse-motion energy: (1) τ⊥ (E⊥ ),
(2) τ||(E⊥ ), (1') τ⊥ (E⊥ )*, (2') τ||(E⊥ )*, and (3) τ(E) for bulk
GaAs; * marks the results obtained with the approximate
wave function [4].



572 BORISENKO
of the energy-averaged relaxation time calculated in this
paper (〈τ ⊥ 〉/〈τ ||〉 = 1.9) in comparison with that obtained
from the approximate calculation (〈τ ⊥ 〉/〈τ ||〉 = 3.4).

Differences in the variation of longitudinal and
transverse relaxation times with the transverse-motion
energy lead to different temperature dependences of the
energy-averaged relaxation times and mobilities (Fig. 3).
One can see that, with increasing temperature, 〈τ ⊥ 〉
(curve 2') grows considerably weaker than 〈τ ||〉 (curve 1');
as a consequence, the longitudinal mobility µ|| (curve 2)
decreases with increasing temperature, while the trans-
verse mobility µ⊥  (curve 1) increases—a behavior sim-
ilar to the mobility in bulk GaAs.

Dependences of the energy-averaged components of
the relaxation-time tensor 〈τ ⊥ 〉  and 〈τ ||〉  on the SL period
under a constant electron density n = 1016 cm–3 are
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Fig. 3. Temperature dependences of the mobilities and the
energy-averaged components of the relaxation-time tensor:
(1) µ⊥ , (2) µ||, (1') 〈τ ⊥ 〉 , and (2') 〈τ ||〉 .
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Fig. 4. Dependences of the energy-averaged components of
the relaxation-time tensor on the SL period under constant
electron density: (1) 〈τ ⊥ 〉 , (2) 〈τ ||〉 , and (3) 〈τ ⊥ 〉/〈τ ||〉 .

τ, ps
 shown in Fig. 4. One can see that an increase in the SL
period leads to an increase in the transverse relaxation
time (curve 1) and a decrease in the longitudinal relax-
ation time (curve 2). Due to this different behavior, the
anisotropy of the relaxation time 〈τ ⊥ 〉/〈τ ||〉  increases
nearly by a factor of four upon a twofold increase in the
SL period (see curve 3).

4. CONCLUSION

Thus, the following conclusions can be made from
the numerical analysis of the electron scattering by ion-
ized impurities in SLs with doped QWs, carried out
using the electron wave function given by expression (1):
(i) there is a pronounced dependence of the longitudinal
relaxation time on the longitudinal wave vector; (ii) the
longitudinal and transverse relaxation times show dif-
ferent dependences on the transverse-motion energy,
which results in different temperature dependences of
the longitudinal and transverse mobilities; and (iii) the
anisotropy of the relaxation time increases with an
increase in the SL period.

It should be noted that the results of the numerical
analysis were obtained in an approximation assuming a
quasi-2D nature of the electron gas. This imposes sub-
stantial limitations on the SL parameters (such as the
width of the QWs and the height and thickness of the
potential barriers) and the relationships between them,
which ensure that the condition ∆ ! k0T remains valid.
In order to extend the present treatment to the SLs
where the electron gas no longer exhibits quasi-2D
behavior, one needs to take into account the energy of
longitudinal motion in the equation expressing total-
energy conservation when an electron is scattered by an
ionized impurity.
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Abstract—Electronic states in the conduction band of (AlAs)M(AlxGa1 – xAs)N(110) superlattices are investi-
gated for various M and N. It is shown that electronic properties of these structures are mainly determined by
electrons of two pairs of valleys, namely, either Γ–XZ or XX–XY. Calculations based on the developed model of
joining the envelope functions were carried out. Miniband spectra, symmetry, and localization of wave func-
tions, as well as probabilities of miniband-to-miniband infrared absorption, are determined and analyzed. It is
shown that, in the case of the XX–XY pair of valleys, the absorption probabilities are high not only for polariza-
tion of light along the growth axis of the superlattice but also for the normal incidence of an optical wave on
the structure surface. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

When investigating electronic and optical proper-
ties of III–V-based nanostructures, most attention is
given to structures for which the states in the center of
the Brillouin zone (Γ point) play a leading role. Con-
siderably fewer studies are devoted to the structures
whose electronic properties are caused by the states at
the edge of the Brillouin zone (X point). Previously,
we considered similar structures with the [111]
growth axis [1, 2]. This study is devoted to the theo-
retical investigation of the electronic and optical prop-
erties of (AlAs)M(AlxGa1 – xAs)N superlattices (SL) with
(110) interfaces. Here, M and N are the number of
monolayers for the AlAs layer and a solid solution
layer, respectively. To date, there is a lack of theoretical
knowledge about these systems, in contrast with the
structures with (001) and (111) interfaces. The symme-
try of defect states for an SL with (001), (110), and
(111) layers was investigated in [3]. The electronic
states in GaAs(110) quantum wells were investigated in
[4, 5]. The optical properties of GaAs/AlAs(110) SLs
were investigated in [6]. To our knowledge, the SLs
with a [110] growth axis and a rather large period, for
which the role of the X electrons is decisive, have not
been investigated.

Let us discuss the symmetry of an
(AlAs)M(AlxGa1 − xAs)N(110) SL. By virtue of the
closeness of the lattice constants a for the AlAs and
AlxGa1 – xAs crystals, we will consider them to be equal
and ignore the strains emerging in the SL which are
caused by their actual distinction. Each atomic plane
normal to the growth axis contains anions and cations.
The distance between neighboring atomic planes

equals a/2 . Increasing numbers can be assigned to2
1063-7826/03/3705- $24.00 © 20573
atomic planes as the distance from a certain plane (con-
sidered as the origin) increases. In this case, planes with
even and odd numbers will emerge. The atomic
arrangement for even (or odd) planes is identical. The
atomic arrangement for odd planes differs by a certain
vector in the (110) plane relative to even planes. There-
fore, the SL symmetry depends on the M and N num-
bers. Let us first consider the translational symmetry.
All possible SLs belong to an orthorhombic crystal sys-
tem. For an even M + N sum, it is convenient to select
the SL unit cell in the form of a rectangular parallelepi-
ped, which is based on the vectors A1 = (a/2)(1, –1, 0),
A2 = (M + N)(a/2)(1, 1, 0), and A3 = a(0, 0, 1). Such a
lattice is simple; it is denoted by a Γ0 symbol. For an
odd sum M + N, the A1 and A3 vectors are retained,
whereas the A2 vector can be selected in the form A2 =
(M + N – 1)(a/2)(1, 1, 0) + (a/2)(1, 0, 1). The corre-

sponding lattice is body-centered; it is denoted by a 
symbol. The Brillouin zone for the Γ0 lattice is rather
simple and constitutes a rectangular parallelepiped. The

Brillouin zone for the  lattice is shown in Fig. 1. Let
us further consider the SL point symmetry. If there is a
layer in which the ML number is odd, i.e., one or both
numbers, M and N, are odd, the origin of coordinates
can be placed at one of the atoms in the middle atomic
plane of such a layer. In this case, the SL is symmetric
relative to a rotation by 180° around the [001] axis and

relative to reflections in the (110) and ( ) planes.
Corresponding space groups of symmetry are symmor-

phic (  for odd M and N, and  for odd M(N) and
even N(M). If the ML number is even for both layers, it
is convenient to select the origin at the middle of one of

Γ0
v

Γ0
v

110

C2v
1

C2v
20
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the layers between two atomic planes. In this case, the

SL is symmetric relative to the reflection in the ( )
plane. However, the rotation by 180° and the reflection
in the (110) plane should be accompanied by fractional
translations; the SL should superpose itself due to this
operation. The corresponding space group is non-sym-

morphic; it is symbolized as  [7].

2. MODELS OF ELECTRON SCATTERING
AT THE HETEROINTERFACE

We investigated the electronic states for the SL in
the approximation of an interface-discontinuous poten-
tial. In contrast with structures with (001) and (111) ori-
entations [1, 2], we selected heterointerfaces in the
middle of spacings between atomic layers. The calcula-
tion was carried out by the scattering-matrix method,
and a complex band structure was determined by the
empirical pseudopotential method. The calculation is
described in detail elsewhere [1, 2]. To describe the
electronic states in these structures, we developed cor-
responding approximate models in the framework of an
approximation of envelope functions. They are briefly
discussed below. A more detailed substantiation of the
models suggested will be given in a separate report.

2.1. XX–XY Model

Depending on the value of the component k|| of the
wave vector, which is parallel to heterointerfaces, elec-
tronic minibands are formed from various valleys of
starting components.

In the case k|| = (2π/a)(1/2, –1/2, 0), two X valleys
exist, whose wave-vector components are normal to the

heterointerface:  = (2π/a)(1/2, 1/2, 0) (k = (2π/a)(100),

XX valley), and  = (2π/a)(–1/2, –1/2, 0 (k =

(2π/a)( ), XY valley). For an even ML number,
M + N, the XX and XY points find themselves at the same
point at the boundary of the Brillouin zone. For an odd

110

C2v
7

k ⊥
X

k ⊥
Y

010

(001)

(110)

(110)

F

T

Γ
–

Fig. 1. Brillouin zone of the (AlAs)M(AlxGa1 – xAs)N(110)
superlattice; (M + N) is an odd number.

T

ML number, they are found at various points on the T
star (see Fig. 1). For this k||, two X wells (XX and XY)
exist in the AlAs layer and two X barriers exist in the
AlxGa1 – xAs layer; as a result, the XX–XY mixing of
states is possible.

Our investigations showed that, for the case k|| =
(2π/a)(1/2, –1/2, 0), we can restrict ourselves to a four-
valley model in which the wave function for each
medium can be represented as

(1)

where , , , and  are the real wave
functions of the X1 and X3 levels at the points XX and XY;
and F are the envelope functions for corresponding
states. Joining conditions at the heterointerfaces are
found for precisely these functions and their normal
derivatives. For joining conditions of a desired wave
function, allowance is made for contributions which are
related to four valleys. However, this does not mean
that only four summands should be represented in
expansion (1). Even more than four terms can be
involved in expansion (1); however, only four envelope
functions can be considered as independent. Other con-
tributions, which are described by the χ function in
expansion (1), should be taken into account to deter-
mine the energy spectrum and wave functions more
exactly.

It was found that the envelope functions F and their
normal derivatives F' at the heterointerfaces satisfy the
following joining conditions:

(2)

Here, index A corresponds to the AlAs layer; index B

corresponds to the solid solution layer;  and  are

the column vectors with eight components: , ,

, , ( )', ( )', ( )', and ( )'; and  is
the (8 × 8) joining matrix. By virtue of the symmetry of
the problem, the system of eight equations (2) could be
reduced to two uncoupled systems of four equations. To
this end, let us form symmetric and antisymmetric lin-
ear combinations of envelope functions and their deriv-
atives, and write joining conditions for these functions.
As a result, Eq. (2) transforms to the form

(3)

where FA and FB are the column vectors,

(4)

(5)
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The (4 × 4) matrices T1 and T2 take the form

(6)

where x characterizes the composition of the solid solu-
tion, E is a (4 × 4) unit matrix, and B1(2) are the matrices
determined according to the procedure [1, 2] and are
equal to

(7)

The upper signs in matrix (7) are related to the B1
matrix, and the lower signs are related to the B2 matrix.
Note that matrix elements which couple the envelope
functions to their derivatives are not dimensionless.
Numerical values in matrix (7) are given with the pro-
viso that the length unit is the lattice parameter of the
bulk material. The basis Bloch functions for bulk mate-
rials are determined with the proviso that the origin of
coordinates is at the As atom; these functions are
selected as real functions. As a result, the elements of
matrices B1(2) are also found to be real. Matrices T1 and
T2 determined at the selected nth interface do not

T1 2( ) xE 1 x–( )B1 2( ),+=

B1 2( )

0.9715 0.0109+− 0.0073+− 0.0033

0.0447+− 1.0236 0.0045– 0.0059+−
0.1268± 0.0679– 1.0579 0.0486+−
0.1761– 0.2938± 0.0039+− 1.0630 

 
 
 
 
 

.=
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change in passing to the mth interface if the number K
of monolayers between them is even, and matrix T1
transforms to matrix T2 and vice versa if K is odd. This
variation in joining matrices can be formally described
by the relationship T(m) = U–1(K)T(n)U(K), where

(8)

and E is a unit four-by-four matrix.
To carry out the numerical calculations, the joining

conditions for envelope functions should be comple-
mented by a model for determining the energy spec-
trum and wave functions for bulk materials. When solv-
ing the Schrödinger equation, the states associated with
the XX and XY points may be considered separately for
each layer. In the neighborhood of the XX(Y) point, we
find the wave function in a form of expansion in the

wave functions of the  and  states of the

conduction band and in two functions of the 
states of the valence band. Upon substituting these
expansion into the Schrödinger equation for the XX(Y)

valleys, we derive a system of linear equations for coef-
ficients D of this expansion:

U K( ) 0 E–

E– 0 
 
 

K

,=

X1
X Y( ) X3

X Y( )

X5
X Y( )
(9)

EX1 E0w2 E–+ iE0R1
Xw– iE0R2

Xw 0

iE0R1
Xw EX3 E0w2 E–+ 0 iE0R3

Xw

iE0R2
Xw– 0 EX5 E0w2 E–+ 0

0 iE0R3
Xw– 0 EX5 E0w2 E–+ 

 
 
 
 
 
 
  D1

D3

D5y x( )

D5z
 
 
 
 
 
 

0.=
Here, w = (k⊥  – )a; E0 = "2/2m0a2; " is Planck’s
constant; m0 is the rest mass of a free electron; and

The energies of the X1, X3, and X5 states, as well as the
matrix elements 〈Xi|Pα|Xj〉  of the momentum operator
for the AlxGa1 – xAs layer at various x, which are neces-
sary for the calculation, are determined by the pseudo-
potential method and are given in [2]. Note that the set
of equations (9) is identical for the XX and XY valleys,
since we are considering the case for a fixed k|| =
(2π/a)(1/2, –1/2, 0).

From the conditions of solvability for the system of
algebraic equations (9), the roots wj(E) are derived. In
this case, not all roots derived are taken into account,
but only those which satisfy the conditions for the

k ⊥
X Y( )

R1
X i X1 PX X3〈 〉 a 2/",=

R2
X i– X1 PY X5Y〈 〉 a 2/",=

R3
X i– X3 PZ X5Z〈 〉 a 2/".=
applicability of Eqs. (9). There are four such roots for
each system of equations. Thus selected, the wj(E) roots
turn out to be very close to those found upon investigat-
ing the complex band structure by the pseudopotential
method. The envelope functions of the XX and XY wave
functions take the form of linear combination of partial

solutions (j)exp(iwjy'/a ), where y' = (x + y)/ .
The wave functions wj for both valleys are identical. As
a result, for each layer, general solution (1) depends on
eight arbitrary coefficients.

2.2. Γ–XZ Model

For k| = 0, the Γ state with k⊥  = 0 and a state with

 = (2π/a)(110) exist. It is clear that the latter state is
equivalent to the XZ state to within the reciprocal lattice

vector b = (2π/a)( ). For this k|| value, X wells and
Γ barriers exist in the AlAs layer, and Γ wells and X bar-
riers exist in the AlXGa1 – XAs layer; the Γ–X mixing of

Di
X Y( ) 2 2

k ⊥
Z

111
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states is possible at the heterointerfaces. For an even
ML number in the SL period, the Γ and XZ points of the
Brillouin zone of sphalerite convolve at the center of
the Brillouin zone of the SL; and in the case of an odd
ML number, the XZ point finds itself at the Brillouin
zone boundary (F point).

To describe electron states for k|| = 0, a three-valley
model is a good approximation. In this model, the wave
function for each medium is written in the form

(10)

where |Γ1〉 , | 〉, and | 〉 are the wave functions for
the Γ1, X1, and X3 states; F are the envelope functions
for corresponding states; and the χ function

(11)

Ψ F1
Γ Γ1| 〉 FX1

Z X1
Z| 〉 FX3

Z X3
Z| 〉 χ ,+ + +=

X1
Z X3

Z

χ F5x
Z X5z

Z| 〉 F5y
Z X5y

Z| 〉 F15
Γ Γ15

V| 〉 F15c
Γ Γ15

C| 〉+ + +=
describes the contribution of X5 states of the valence
band and the nearest Γ15 states (the latter imply the

combinations |Γ15〉  = (1/ )(|Γ15x〉  + |Γ15y〉).

As before, the envelope functions F and their nor-
mal derivatives F' at the heterointerfaces satisfy joining
conditions of form (3); in this case, F are the six-com-
ponent column vectors:

(12)

The joining matrix T has a six-by-six order and, simi-
larly to the previous case, can be represented in the
form

(13)

The B matrix, which is also determined according to
the procedure [1, 2], has the form (for the same system
of units)

2

F FX1
Z FX3

Z FΓ 1
Z( )' FX1

Z( )' FX3
Z( )' FΓ 1, , , , ,( ).=

T xE 1 x–( )B.+=
(14)

In the T matrix, the elements describing the Γ–XZ interaction change sign when the interface spaced at an odd num-
ber of monolayers is reached.

To find the envelope functions in the Γ and XZ valleys, the systems of equations of type (9) should be used. A
system of equations for the XZ valley evidently differs from system (9):

(15)

Here, w = (k⊥  – )a, and the other designations are similar to system (9).

For the Γ valley, we used a system of equations which permits one to adequately describe the nonparabolicity
of the energy spectrum. We took into account the direct interaction of the Γ1 level in the conduction band with the
nearest Γ15 levels in the valence and conduction bands. As a result, we derived a system of three equations:

(16)

B

0.9637 0.0064 0.0373 0 0 0

0.0005 0.9900 0.0299 0 0 0

0.0372 0.0594– 0.9348 0 0 0

0 0 0 1.14477 0.1454 0.8011

0 0 0 0.0585– 0.9524 0.8218–

0 0 0 0.0252 0.0251 0.8020 
 
 
 
 
 
 
 
 

.=

EX1 E0w2 E–+ 0 iE0R2
Xw iE0R2

Xw

0 iEX3 E0w2 E–+ iE0R3
Xw iE0R3

Xw

i– E0R2
Xw i– E0R3

Xw EX5 E0w2 E–+ 0

i– E0R2
Xw i– E0R3

Xw 0 EX5 E0w2 E–+ 
 
 
 
 
 
 
  DX1

DX3

DX5x

DX5y
 
 
 
 
 
 
 

0.=

k ⊥
Z

EΓ1
E0w2 E–+ iE0R1

Γw i– E0R2
Γw

i– E0R1
Γw E

Γ15
V E0λVw2 E–+ 0

iE0R2
Γw 0 E

Γ15
C E0λCw2 E–+ 

 
 
 
 
 
  DΓ1

D
Γ15

V

D
Γ15

C 
 
 
 
 

0.=
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Here, w = k⊥ a;

account for the direct interaction –  in effective
masses; and

Matrix elements of the momentum operator, similarly

to the , , and  energies, are determined by
the pseudopotential method. From the conditions for
the solvability of the sets of algebraic equations (15)
and (16), the roots wj(E) that satisfy the conditions for
the applicability of Eqs. (15) and (16) are found. It turns
out that there are four such roots, if we consider the
envelope functions of X functions, and two roots in the
case of Γ functions. Thus-chosen roots are used to con-
struct the general solution for envelope functions in the
form of a linear combination of partial solutions

(j)exp(iwjy'/a ). It is clear that, in this case the
wave numbers wj are different for the Γ and XZ valleys.

Thus, the models presented in this section allow
one to investigate various quantum properties of
AlAs/AlxGa1 – xAs-based nanostructures. Note that our
calculations with the use of the pseudopotential method
and calculations based on the above models give prac-
tically identical results.

3. ANALYSIS OF ELECTRONIC PROPERTIES
OF SUPERLATTICES

We investigated the situation where the resonance
energies of the Γ states for the AlxGa1 – xAs layer are
higher than the energies of the X valleys for the AlAs
layer. This condition is realized by the choice of x and
N quantities, and allows one to exclude the influence of
Γ electrons on the photoelectric properties. The proper-
ties of such superlattices are mainly governed by X
electrons.

In this study, we report the results of calculations for
the (AlAs)M(AlxGa1 – xAs)N(110) structures, which are
further denoted as (M, N), where M = 13 or 16 and N =
13 or 16 with x = 0.3. Let d1 be the thickness of the AlAs
layer, and d2, the thickness of the solid solution layer. In
this case, the SL period along the growth direction is
d = d1 + d2. According to the Bloch theorem, with a shift
by an integer SL vector (mainly along the growth axis
by the period d = d1 + d2), the solution should be

λV 1
4E0 R3

Γ 2

E
Γ15

V E–
---------------------+= , λC 1

4E0 R3
Γ 2

E
Γ15

C E–
---------------------+=

Γ15
C Γ15

V

R1
Γ i Γ1 PX Γ15

V〈 〉 a 2/",–=

R2
Γ i Γ1 PX Γ15

C〈 〉 a 2/",=

R3
Γ i Γ15

C PX Γ15
V〈 〉 a 2/".–=

EΓ1
EΓ15

V EΓ15

C

Di
Γ Z( ) 2
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changed by a phase factor. Let us write this condition in
the form

(17)

where Q is the component of the wave vector of the SL
along the [110] direction. If k|| = (2π/a)(1/2, –1/2, 0), Q
is counted from the T point, into which the XY point
convolves, the F vector is defined by formula (4), and
the matrix U is defined by formula (8). If k|| = 0, Q is
counted from the Γ point, F takes form (12), and U is a
diagonal six-by-six matrix, which differs from the unit
matrix by four terms in the main diagonal (elements 1,
2, 4, 5), which are equal to (–1)M + N.

Let us first consider the case k|| = (2π/a)(1/2, –1/2, 0).
As was already noted above, the general solution for
each layer depends on eight arbitrary coefficients.
Since condition (17) is valid for each y', eight linear
equations follow from this relationship, which link 16
unknown coefficients. Just as many equations for the
same coefficients can be derived using the scattering
matrix, which couples the states at opposite boundaries
of the SL unit cell along the [110] direction. From the
condition for solvability of these sets of equations, the
spectrum of admissible energies is determined. Then,
the envelope functions are constructed for each layer and
the general solution of the problem is found in form (1).
We described this procedure in detail previously [1].

The energy spectra for four lower states in relation
to the wave vector Q of the SL for the SLs (13,13),
(16,13), and (16,16) are shown in Fig. 2. Note that the
energy position of minibands correlates well with the
levels of corresponding quantum wells. Attention
should be drawn to the radically different run of disper-
sion curves for the three cases under consideration. For

the SL (13,13), the space group is  and all small
corepresentations for the points at the Brillouin zone
boundary along the line (2π/a)(0.5 + κ, –0.5 + κ, 0),
where |κ| ≤ 0.5(N + M)–1, are one-dimensional [7].
Therefore, each miniband in Fig. 2a is nondegenerate.

For the SL (16,16), the space group is  and its small
corepresentations along this line are two-dimensional.
Accordingly, the minibands are doubly degenerate
(Fig. 2c). Finally, for the SL (16,13), all small corepre-
sentations for the points along the same line, which
now passes through the Brillouin zone and connects
two nonequivalent points of the T star (see Fig. 1), are

one-dimensional (the SL space group is ) and the
minibands are nondegenerate. It can be seen that the
splitting of minibands is small, specifically, about 0.01–
0.02 eV both for the first and second pair of minibands.

The total electron density for the structure (16,13) at
Q = 0 for the first and third lower levels, which is aver-
aged over the unit cell of a bulk crystal, is shown in
Fig. 3. The dependences of the electron density for the
second and fourth levels have a similar form. It can be
seen that the electron density is concentrated mainly in

FA B( ) y'( ) e iQd– U M N+( )FA B( ) y' d+( ),=

C2v
1

C2v
7

C2v
20
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Fig. 2. Miniband spectrum for the (AlAs)M(Al0.3Ga0.7As)M(110) superlattices—dependences of energy E on the wave vector Q for
k|| = (2π/a)(1/2, –1/2, 0). Numbers (M, N): (a) (13,13), (b) (16,13), and (c) (16,16). Miniband energies E are reckoned from the con-
duction band bottom of GaAs.
the AlAs layer. Similar behavior is also observed for
most of the other structures investigated. A small dis-
continuity of the average electron density is observed at
the heterointerface, which is associated with the differ-
ence between Bloch wave functions for the AlAs and
AlxGa1 – xAs layers. For all above-listed SLs, the Σ

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
Distance, monolayers

0.25

0.20

0.15

0.10

0.05

AlAs

Al0.3Ga0.7As

|F|2

Fig. 3. Distribution of the total electron density |F|2 over the
period of the (AlAs)16(Al0.3Ga0.7As)13(110) superlattice.
The solid line corresponds to the first miniband, and the
dashed line corresponds to the third miniband.
quantities, which characterize the SL ability to absorb
infrared radiation, were calculated:

Here, P12 = 〈Ψ1(r)|P|Ψ2(r)〉  is the matrix element of
momentum between the wave functions of the first
and second pair of minibands; and e is the polarization
vector of the optical wave, which is chosen so that the
value of Σ is largest. The calculation showed that the
(AlAs)M(AlxGa1 – xAs)N(110) structures can absorb nor-
mally incident radiation rather efficiently (see table). In
the table, the indexes, which are given in the second
column, numerate the functions of minibands as the
energy increases. For the degenerate case (16,16), s (a)
denotes the function which is symmetric (antisymmet-

ric) relative to the reflection in the ( ) plane, while
the number indicates the miniband number. Note that
zero values of the Σ quantity for the structures with an
even ML number (13,13) and (16,16) are caused by the
symmetry of wave functions. For these structures, sim-
ilarly for both normal and lateral incidence of light, the
Σ quantity decreases monotonically with increasing Q.
For the structures (13,16) and (16,13), the Q depen-
dence of Σ is different for dissimilar transitions. Fur-
thermore, the values Σ = 0 for these functions, which
are given in the table, simply mean that Σ < 10–3. It can
be seen from the results obtained that, in general, the Σ
quantity for normal incidence is smaller than this quan-
tity for lateral incidence of light on the structure by a
factor of 3–4. The results obtained are quite acceptable,
since the normal incidence of light can involve an area

Σ e P12⋅ 2.=

110
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Optical parameter Σ for various directions of incidence of the optical wave

(M, N) Transition
Q = 0 Q = π/2d Q = π/d

Normal Lateral Normal Lateral Normal Lateral

(13, 13) 1–3 0 0.348 0 0.436 0 0.573

1–4 0.114 0 0.126 0 0.158 0

2–3 0.129 0 0.14 0 0.169 0

2–4 0 0.388 0 0.457 0 0.589

(13, 16) 1–3 0.021 0.314 0 0.451 0.021 0.314

1–4 0.111 0.137 0.126 0 0.111 0.137

2–3 0.131 0.207 0.142 0 0.131 0.206

2–4 0.019 0.291 0 0.457 0.019 0.291

(16, 13) 1–3 0 0 0.113 0.002 0 0

1–4 0.107 0.332 0.001 0.385 0.107 0.332

2–3 0.137 0.478 0.004 0.401 0.137 0.478

2–4 0 0 0.124 0.014 0 0

(16, 16) s1–s2 0 0.372 0 0.406 0 0.447

s1–a2 0.117 0 0.122 0 0.130 0

a1–s2 0.117 0 0.122 0 0.130 0

a1–a2 0 0.372 0 0.406 0 0.447
which is larger than that for lateral incidence by a factor
of several orders of magnitude.

Let us briefly consider the results for k|| = 0. In con-
trast with the previous case, the choice of M and N val-

0.2 0.4 0.6 0.8 1.00

0.26

0.28

0.36

0.38

0.40

0.42

Q, π/d

E, eV

0.30

0.32

0.34

Fig. 4. Miniband spectrum for the
(AlAs)16(Al0.3Ga0.7As)13(110) superlattices as a function
of the wave vector Q for k|| = 0. Miniband energies E are
reckoned from the conduction band bottom of GaAs.
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ues basically does not affect the energy spectrum. As an
example, the spectrum of the SL with M = 16, N = 13,
and x = 0.3 is shown in Fig. 4. In this case, the Q com-
ponent of the wave vector of the SL along the [110]
direction is reckoned from the Γ point. Note that, in this
case, the energy position of corresponding minibands is
approximately 0.01 eV higher than that for k|| =
(2π/a)(1/2, –1/2, 0). This correlates with the difference
in effective masses for the XX(Y) and XZ valleys along the
[110] direction. The calculation demonstrated that the
electron density is concentrated mainly in the AlAs lay-
ers. It is found that the Σ quantity for transitions from
the first miniband to the second miniband for the nor-
mal incidence of light for all Q is considerably smaller
compared with this quantity for the lateral incidence of
light on the structure.

4. CONCLUSION

In this study, the energy spectrum of electrons in an
(AlAs)M(AlxGa1 – xAs)N SL with (110) interfaces and
solid solution composition x = 0.3 was investigated. In
this case, the electrons of the X valleys play the main
role, since the Γ states are higher in energy. In the gen-
eral case, these X valleys are located at various points
of the Brillouin zone of the SL. The energies of lower
minibands were found, and the origin of corresponding
states was analyzed. It was shown that the electron den-
sity in lower minibands is concentrated mainly in the
AlAs layers. The squares of corresponding optical
matrix elements were determined; it was shown that,
similarly to an analogous SL with (111) interfaces, the
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SLs investigated can absorb rather efficiently the radia-
tion that is incident normally on the surface. It turns out
that such behavior is characteristic of the states that are
related to the XX(Y) valleys. However, for the states
related to the XZ valley, the absorption of radiation that
is incident normally on the SL surface is actually for-
bidden. It was noted that the minibands that are related
to the XX(Y) valleys are actually lower than the mini-
bands related to the Γ–XZ valleys in energy. Therefore,
the former minibands will manifest themselves more
clearly. Thus, the (AlAs)M(AlxGa1 – xAs)N SLs grown in
the [110] direction, similarly to the SL grown in the
[111] direction [1, 2], may be of interest as structures
for infrared photodetectors.
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Abstract—Photoluminescence (PL) spectra of Al0.21Ga0.79As/GaAs/Al0.21Ga0.79As double quantum wells
(DQWs) separated by a thin AlAs barrier have been studied in the temperature range 77–300 K. The well width
was varied from 65 to 175 Å, and the thickness of the AlAs barrier was 5, 10, or 20 Å. In the case of a suffi-
ciently thin (5, 10 Å) AlAs barrier, the energy spectrum of QW states is considerably modified by coupling
between the QWs. This effect shifts the main spectral peak of PL, and specific features associated with the
splitting of the ground state into symmetric and asymmetric states are observed in the spectra at higher tem-
peratures. The DQW structure with a 20-Å-thick AlAs barrier is a system of two uncoupled asymmetric
Al0.21Ga0.79As/GaAs/AlAs QWs. The energy levels in double coupled QWs were calculated as functions of the
well width and AlAs barrier thickness, and good correlation with the experimentally observed energies of opti-
cal transitions was obtained. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Double quantum wells (DQWs), which constitute a
system of two QWs separated by a thin (several mono-
layers) layer of another material, have been investigated
experimentally and theoretically over the last three
decades. Initially, these studies were closely associated
with the problem of the fabrication and application of
semiconductor superlattices, since a system of two cou-
pled wells can be regarded as a unit cell of a superlat-
tice.

Recently, new interest in these systems was inspired
by studies which predicted new effects in DQWs and
discussed their possible applications in micro- and
optoelectronic devices. These effects include (i) an
increase in mobility due to a decrease in the rate of elec-
tron-phonon scattering and (ii) population inversion for
electron quantum subbands and the related stimulated
emission [1, 2].

It is necessary to note that the majority of studies
were performed with AlGaAs/GaAs/AlGaAs DQWs
with a thin AlGaAs barrier having the same composi-
tion as the main barriers. The electrical and optical
properties of this system have been thoroughly investi-
gated. In particular, the photoluminescence (PL) spec-
tra have been studied in relation to the thickness of the
AlGaAs barrier and it was shown that the coupling of
electron wave functions in the wells strongly modifies
the energy spectrum of localized states in DQW for an
AlGaAs barrier thickness up to 40 Å [3].

Much less studied is the AlGaAs/GaAs/AlGaAs
DQW system with a thin AlAs layer as the separating
barrier, impenetrable to phonons. A considerable
1063-7826/03/3705- $24.00 © 20581
decrease in the electron–phonon scattering and an
improvement in the transport characteristics was pre-
dicted for this system [4]. In this case, it is necessary
to ensure that, being a “phonon-wall,” the AlAs bar-
rier remains tunnel-transparent for electrons. There-
fore, an important step in the engineering of
AlGaAs/GaAs/AlGaAs DQWs with an AlAs barrier is
the study of electron states as functions of the main
parameters of a structure: the AlAs-layer thickness,
width of wells, and height of the main AlxGa1 – xAs bar-
riers. One of the most informative methods for studying
specific features in the energy spectrum of carriers in
semiconductors is PL spectroscopy. Investigations of
PL spectra enable the high-accuracy determination of
the ground state energy in a QW at low temperatures
and the energies of excited states at higher tempera-
tures.

The goal of the present study is to investigate
the   temperature behavior of PL spectra of
Al0.21Ga0.79As/GaAs/Al0.21Ga0.79As DQWs with an
AlAs barrier of varied thickness depending on the QW
width and to correlate the data obtained with calcu-
lated energies of localized states in this system. The
PL in similar structures has been studied in [5, 6].
However, in these studies, there was considerable dis-
crepancy between the experiment and calculations.
We believe that this incongruence resulted from sev-
eral assumptions made by the authors to simplify the
calculation of quantum levels, such as the equality of
effective masses in all layers [5], or an infinitely high
AlAs barrier [6]. In the present study, we have made
an attempt to perform more stringent calculations tak-
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ing into account the real parameters of all the layers in
a DQW.

2. EXPERIMENTAL

A standard technique was applied in the study of PL
spectra I(hν). The PL was excited using a CW Ar-ion
laser (488 nm) with the excitation density varied in the
range 10–103 W cm–2. A sample was placed in an opti-
cal cryostat, and its temperature was varied from liquid-
nitrogen to room temperature. An FEU-62 photomulti-
plier was used as the photodetector.

Parameters of structures and peak energies hνmax in PL spectra

Structure L, Å d, Å hνmax, eV

SQW 61 65 1.552

DQW 55 65 20 1.565

DQW 62 65 5 1.552

SQW 54 130 1.523

DQW 46 130 20 1.528

DQW 50 130 10 1.524

DQW 56 130 5 1.520

SQW 45 260 1.510

DQW 52 90 20 1.546

SQW 51 180 1.514

DQW 59 175 20 1.516

SQW 58 350 1.507

eA

eS

eA

eS

L = 130 Å

L = 65 Å

L = 65 ÅhhS

hhA

L L

d

–20
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Fig. 1. Calculated energies of (eS, eA) electron and (hhS, hhA)
hole levels relative to GaAs energy gap edges vs. the AlAs-bar-
rier thickness d in an Al0.21Ga0.79As/GaAs/Al0.21Ga0.79As
DQW with the QW widths (solid lines) L = 65 Å and
(dashed lines) L = 130 Å. Insert: a profile of the conduction
band bottom.
The structures for study were grown by MBE on
(100)GaAs substrates by successive deposition of the
following undoped layers: a GaAs buffer layer (0.5 µm
thick); an Al0.21Ga0.79As lower barrier layer (310 Å);
a  GaAs layer serving as the QW material; an
Al0.21Ga0.79As top barrier (310 Å); and a GaAs (80 Å)
capping layer. The growth temperature was 600°C for
GaAs and AlAs, and 640°C for Al0.21Ga0.79As layers;
the ratio of As and Ga flow rates in the growth region
was 30. Along with symmetric AlGaAs/GaAs/AlGaAs
single QWs (SQW), DQWs were grown, which dif-
fered by the presence of a thin AlAs layer in the middle
of the GaAs well, which was thus separated into two
asymmetric AlGaAs/GaAs/AlAs wells of equal width.
The insert in Fig. 1 shows a schematic profile of the
conduction band bottom in a DQW. Structures with dif-
ferent QW widths L = 65–350 Å and thicknesses of the
AlAs separating layer d = 5, 10, and 20 Å have been
studied. The parameters of samples with double and
single quantum wells (DQW and SQW) are listed in the
table.

3. RESULTS OF CALCULATIONS

The energies of electron and hole levels in SQWs
and DQWs with parameters corresponding to those in
the structures under study have been calculated.

The energy levels in wells were obtained by solving
the Schrödinger equations (three for SQW and five for
DQW) taking into account the continuity of wave func-
tions and their first derivatives at heterointerfaces. The
calculations were performed using an approximation of
the isotropic parabolic dependences of the electron and
hole energies on the wave vector; the ratio between the
offsets of the conduction and valence bands, ∆Ec/∆Ev,
was assumed to be 0.6/0.4.

The electron and hole energy levels En in SQWs
with asymmetric barriers were found by numerically
solving the equation

where i is an imaginary unit; k = /"; k1 =

/"; k2 = /"; V1 and V2

are the height of AlGaAs and AlAs barriers, respec-
tively; m, m1, and m2 are the effective masses in the
GaAs well and in the AlGaAs and AlAs barriers,
respectively; L is the QW width; γ1 = m/m1; and γ2 =
m/m2.

For a symmetric SQW, k2 = k1.
For a DQW, the equation for the calculation of levels

can be simplified to the form

ik γ1k1–( ) ik γ2k2–( )
ik γ1k1+( ) ik γ2k2+( )

---------------------------------------------------- 2ikL( )exp– 0,=

2mEn

2m1 V1 En–( ) 2m2 V2 En–( )

β ik
γ2k2
----------+ 

  / β ik
γ2k2
----------– 

  2

2k2d–( )exp– 0,=
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where

L is the width of each of the asymmetric wells consti-
tuting the DQW, and d is the AlAs-barrier thickness.

Figure 1 shows the calculated results for DQWs
with well widths L = 65 and 130 Å. At large enough d,
when coupling between the wells in a DQW is absent,
the calculation yields the energy of the ground level in
an isolated SQW of the width L with asymmetric
AlGaAs/GaAs/AlAs barriers. When the separating
barrier becomes thinner, the coupling between the
wells is enhanced, and the levels are split into sym-
metric (eS, hhS) and antisymmetric (eA, hhA) states. In
the limit d = 0, the DQW turns into a single symmetric
AlGaAs/GaAs/AlGaAs well of width 2L, and the split
states turn into 1e and 2e (1hh and 2hh) levels in this
well. Between the two limiting cases, the calculated
dependences describe the electron spectrum of a sys-
tem of two bound asymmetric wells, each of width L. It
is seen that the coupling of electron wave functions is
manifested to a greater extent in DQWs with narrower
wells. The levels eA and eS merge in the DQW system
with the well width L = 130 Å; i.e., the wells are no
longer coupled at the AlAs-barrier thickness d * 15 Å.
A slight (~5 meV) splitting of electron levels still
remains in QWs of the width L = 65 Å with d = 20 Å.
Calculations show that the hole level is split to a much
lesser extent than the electron level; at L = 130 Å, split-
ting is virtually absent, so the curves are not shown in
the picture.

Figure 2 shows the calculated energies of the PL
peak (hνmax) related to the transition 1e–1hh as func-
tions of the well width for SQWs with symmetric and
asymmetric barriers, AlGaAs/GaAs/AlGaAs and
AlGaAs/GaAs/AlAs. The energy deficit with respect to
the GaAs energy gap (EGaAs) Edef = hνmax – EGaAs, is
plotted along the ordinate axis, which is commonly
done in studies of the energy spectrum of localized
states in quantum-confined semiconductor systems.
This representation allows for a more accurate compar-
ison of the experimental and calculated data than that in
the case of absolute values. Furthermore, it excludes the
temperature dependence of the GaAs energy gap and
allows comparison of spectra recorded at different tem-
peratures.

As seen in Fig. 2, the energy of the 1e–1hh transition
is higher in asymmetric wells than in symmetric wells.
The difference decreases as the width of the well
increase, and it becomes negligible at d > 150 Å.

β α ikd/2–( )exp ikd/2( )exp+
α ikd/2–( )exp ikd/2( )exp–
---------------------------------------------------------------------,=

α
ik γ1k1+
ik γ1k1–
--------------------- ik 2L d+( )[ ]exp ,=
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4. DISCUSSION

Figures 3a and 3b show the experimental PL spectra
I(hν) recorded at T = 77 K. Each figure compares the
spectra of two DQWs of the same width L which differ
in the AlAs barrier thickness (5 and 20 Å) and the spec-
trum of a symmetrical SQW of the width 2L. The spec-
tra of all the studied structures with double and single
wells show a high-intensity band related to the transi-
tion between the ground states: this band corresponds
to the 1e–1hh transition in an SQW and the eS–hhS tran-
sition in a DQW (the experimental values of the peak
energy hνmax of the main band are listed in the table).
The shape of this band is nearly symmetric, its half-
width being typical of undoped QWs (13–15 meV). It
is noteworthy that the DQW spectra do not differ in
their shape and half-width from the SQW spectra and
that they contain no additional features, which confirms
the high quality of the grown structures: the abruptness
of heterointerfaces and the equality of widths of QWs
constituting a DQW.

In the majority of structures, the spectra recorded at
T = 77 K at a high excitation level contained, along with
the main band, very weak bands in the high-energy part
of the spectrum that were shifted from the main band by
90–100 meV. Judging from their energy position, these
bands can be assigned only to transitions involving vir-
tually bound carriers, i.e., electrons and holes in the
continuum, with their energy close to the height of the
main barriers ∆Ec and ∆Ev, respectively. The possibility
of luminescence caused by a resonance increase in the
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Edef, meV

250 300

1
2

Fig. 2. Calculated dependences of Edef = hνmax – EGaAs on
the QW width for SQWs: (solid line) symmetric
AlGaAs/GaAs/AlGaAs SQW, (dashed line) asymmetric
AlGaAs/GaAs/AlAs SQWs. Points: (1) experimental
Edef values for symmetric SQWs, and (2) a DQW with a
20-Å-thick AlAs barrier.
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probability of capture by these levels was discussed in
[7, 8]. In structures with L = 65 Å, the energy of these
weak bands 1.660 ± 0.003 eV corresponds to the tran-
sition between electrons in a virtually bound state and
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Fig. 3. PL spectra of different structures at T = 77 K. (a):
(1) L = 130 Å (SQW 54); (2) L = 65 Å, d = 5 Å (DQW 62);
(3) L = 65 Å, d = 20 Å (DQW 55). (b): (1) L = 260 Å
(SQW 45); (2) L = 130 Å, d = 5 Å (DQW 56); (3) L = 130 Å,
d = 20 Å (DQW 46).
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Fig. 4. PL spectra at T =180 K with band peak positions
brought into coincidence for structures with a QW width
L = 65 Å: (1) (dashed line) SQW 61; (2) (solid line)
DQW 55, d = 20 Å; (3) DQW 62, d = 5 Å.
holes at the 1hh level; in structures with L = 130 Å,
these bands were observed at (1.610 ± 0.003) eV, which
corresponds to the transition between the virtually
bound holes and electrons at the 1e level. These bands
were not observed at elevated temperatures due to the
strong temperature quenching of luminescence.

For SQWs, the experimental data on the peak ener-
gies hνmax of bands in the PL spectra correlate with the
calculation for an SQW with symmetric barriers (solid
curve in Fig. 2). For all DQWs with an AlAs barrier of
thickness d = 20 Å, the energies hνmax fall on the curve
calculated for asymmetric SQWs (dashed curve). Even
for the DQW with the thinnest wells L = 65 Å, for
which, according to calculations, a small splitting of
electron levels remains, the transition energy differs by
no more than 1–2 meV from the value calculated for an
asymmetric SQW of the same size. Therefore, at the
AlAs layer thickness d = 20 Å and in the studied range
of well widths 65–175 Å, any DQW may be regarded
as a system of two isolated asymmetric wells.

As the AlAs barrier becomes thinner (d = 10 and 5 Å),
its tunneling transparency increases, and the changes
caused by enhanced coupling between the electron
wave functions in a DQW are observed in the PL spec-
tra. The spectral peaks are shifted to lower energies
with respect to those for the DQW with d = 20 Å. Spec-
tral features related to the splitting of the lowest elec-
tron and hole levels appear at high temperatures.
According to calculations, the PL spectra of narrower
wells are more strongly affected by coupling: at d = 5 Å,
the spectral peak is shifted by 15 and 8 meV for the
wells of 65 and 130 Å width, respectively (Figs. 3a and
3b). These data are in good agreement with the calcu-
lated dependence of the energy of the first electron level
on the thickness of the AlAs barrier in coupled wells
(Fig. 1).

With rising temperature, the peak of the main PL
band of all of the structures shifts in accordance with
the temperature dependence of the GaAs band gap and
the short-wavelength shoulders related to filling of
higher subband levels appear. The number and the
energy positions of these transitions depend on the well
width and also on the tunneling transparency of the sep-
arating AlAs barrier in the case of a DQW.

In narrow wells, in which the energy spacing
between the first and second electron levels is large,
high-energy transitions can be related only to the filling
of higher hole states. Figure 4 shows spectra of struc-
tures with the same QW width L = 65 Å: an SQW and
two DQWs differing in the AsAs-barrier thickness,
with peak positions of the spectra brought into coinci-
dence. The spectra of the DQW with d = 20 Å and the
SQW spectrum show one and the same transition
1e−1lh at a distance of 18–19 meV from the main band,
which coincides with the results of calculations for iso-
lated wells. In the spectrum of coupled DQWs with an
AlAs-barrier thickness d = 5 Å, in which the energy
spacing between the symmetric and antisymmetric
SEMICONDUCTORS      Vol. 37      No. 5      2003
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states arising from the splitting of the first electron level
is 26 meV, the transitions involving these states were
revealed on raising the temperature. The calculated
energies of these transitions are indicated by arrows in
the figure. The transition between the antisymmetric
electron and symmetric hole levels, eA–lhS, which is
forbidden in an ideally rectangular well, is rather
clearly manifested in the spectrum. The appearance of
this transition can be accounted for by the presence of
a built-in field, which lifts the selection rules. This field
exists even in undoped structures owing to a back-
ground impurity [9].

Thermal filling of the second electron level becomes
possible in wide wells. The transitions from this level
are revealed in high-temperature PL spectra of struc-
tures with well widths of 175 and 260 Å (Fig. 5).

5. CONCLUSION

Our study has shown that if a sufficiently thin (5,
10 Å) AlAs barrier is introduced into the middle of a
Al0.21Ga0.79As/GaAs/Al0.21Ga0.79As QW, the electron
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 3
hh
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Fig. 5. PL spectra: (1) SQW 45, L = 260 Å, T = 250 K;
(2) SQW 51, L = 180 Å, T = 210 K; (3) DQW 59, L = 175 Å,
d = 20 Å, T = 210 K.
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coupling between the wells in a DQW exerts a consid-
erable influence on the energy spectrum of quantum
states, which leads to a shift of the main PL band, and
in high-temperature spectra, to the appearance of spec-
tral features related to the splitting of levels into sym-
metric and antisymmetric states. At an AlAs-barrier
thickness of 20 Å, a DQW is a system of two isolated
wells with asymmetric AlGaAs/GaAs/AlAs barriers in
the entire range of studied well widths. The lack of cou-
pling between the wells is confirmed by coincidence of
the PL spectra with the spectra of single wells of the
same size. Good correlation between the experimen-
tally observed and calculated energies of the optical
transitions has been obtained.
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Abstract—The electron heating by a strong longitudinal electric field and the energy losses due to the scattering
of nonequilibrium electrons by polar optical phonons in rectangular GaAs/AlGaAs quantum wells are studied.
A simple model is suggested to calculate the rate of energy losses due to the scattering of electrons by nonequi-
librium optical phonons. Some of the experimental results on the heating of charge carriers in quantum wells are
discussed, and it is shown that taking nonequilibrium optical phonons into account significantly improves the
agreement between the theoretical and experimental data. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The intraband transitions of electrons in quantum
wells (QWs) have been intensively studied in recent
years. The reason is that some new types of optoelec-
tronic devices can be developed on the basis of QWs.
However, the heating of charge carriers in a QW by a
longitudinal electric field (lying in the QW-layer plane)
was analyzed only in a few studies. In most cases, elec-
tron heating during optical pumping was investigated
[1]. There are also a number of theoretical and experi-
mental studies where electron transport in superlattices
in a transverse electric field was analyzed [2–5].

In this study, the electron heating by a strong longi-
tudinal electric field and the energy losses of nonequi-
librium charge carriers in QWs are analyzed. The
energy losses due to the scattering of charge carriers by
optical and acoustic phonons, both in bulk semiconduc-
tors [1, 6–8] and in QWs (see, for example, [9, 10]),
have been investigated in a number of studies (includ-
ing those where phonon accumulation was taken into
account). In particular, it was found that phonon accu-
mulation leads to a decrease in the rate of energy loss
[11] and also affects the dynamic properties of non-
equilibrium charge carriers. The models for simulating
electron–phonon interaction are in agreement with the
experimental data. The majority of theoretical models
take into account scattering by optical and acoustic
phonons, quantization of the phonon spectrum, phonon
accumulation, and screening.

The purpose of this study is to consider the results
of some experiments in which charge carriers in QWs
were heated and to investigate the effect of nonequilib-
rium optical phonons on the energy-loss rate of carriers.
A simple model for calculating the rate of energy losses
of electrons due to their scattering by nonequilibrium
optical phonons is suggested. It is shown that taking
1063-7826/03/3705- $24.00 © 20586
nonequilibrium optical phonons into account consider-
ably improves the agreement between the theoretical
and experimental data.

2. CALCULATION OF THE RELAXATION TIME 
AND THE RATE OF ENERGY LOSSES

DUE TO SCATTERING BY POLAR OPTICAL 
PHONONS, WITH AND WITHOUT 

CONSIDERATION OF PHONON 
ACCUMULATION

Let us calculate the energy-loss rate of hot electrons
in a QW. In polar semiconductors, hot charge carriers
transfer their energy to the crystal lattice, mainly due to
the scattering by long-wavelength polar optical (PO)
phonons [12]. In this case, the rate of energy loss of one
electron with a wave vector k lying in the QW plane is
governed by the difference in the probabilities of
phonon absorption and emission [12], i.e.,

(1)

where ω0 is the frequency of an optical phonon and
wa(k) and we(k) are the probabilities of phonon absorp-
tion and emission in the course of intrasubband transi-
tions of an electron from the state with the wave vector
k. We assume that energy losses occur predominantly
within the lower subband of an infinitely deep QW.
This is a good approximation, since, in all of the exper-
iments discussed below, the energy spacing between
the subbands is large; therefore, the QWs can be con-
sidered as infinitely deep.

The smooth envelope of the wave function of an
electron in the lower subband, Ψ(x, y, z), represents the
product of a plane wave and the wave function ψ(z) that

d% k( )/dt "ω0 wa k( ) we k( )–[ ] ,=
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describes the motion of the electron in the transverse
direction (along the structure-growth axis Oz):

(2)

Here, S is the area of the quantum-confinement layer, L
is the QW width, and r⊥  is the radius vector of an elec-
tron in the plane of the QW.

When emitting or absorbing phonons with all possi-
ble values of q, the electrons with the initial wave vec-
tor ki undergo transitions to the final state kj = ki ,
where the upper and lower signs correspond to the
emission and absorption of a phonon, respectively. The
expressions for the probabilities of emission and

absorption upon such a transition, (ki) and

(ki), respectively, can be written as

(3)

Here,  is the matrix element of the electron–
phonon interaction and f(ki, j) is the value of the distri-
bution function in the state ki, j. Expression (3) accounts
for the possibility of partial occupation of the final
states of the electron after scattering.

Some models for calculating the processes of elec-
tron–phonon interaction take into account the quantiza-
tion of the phonon spectrum [13–15]. However, it was
found that the quantization of the phonon-energy spec-
trum in heterostructures based on GaAs only slightly
changes the energy-loss rate of electrons [16]. There-
fore, when simulating the scattering processes, we dis-
regarded phonon quantization.

Let us assume that the phonon spectrum of a hetero-
structure is the same as that of a bulk semiconductor.
The matrix element describing the scattering of elec-
trons within the lower subband of a two-dimensional
(2D) system by the potential formed by three-dimen-
sional (3D) long-wavelength PO phonons is con-
structed on the basis of the wave functions (2) and has
the form [17]

(4)

Here, the upper and lower signs refer to the absorption
and emission of a phonon, respectively; e is the elemen-
tary charge; V is the volume of the crystal; and ε∞ and ε0
are the high- and low-frequency permittivities of the polar

Ψ x y z, ,( ) = 
1

S
------- ikr⊥( )ψ z( ), ψ z( )exp  = 2

L
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πz
L
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semiconductor, respectively. The integral Gij(qz) includes
the overlapping of the wave functions of the initial and
final electronic states (ψi(z) and ψj(z), respectively):

(5)

There are a number of approximate methods for cal-
culating integral (5). For example, in the momentum-
conservation approximation (MCA) [18], integral (5) is
approximated by the delta function. However, this
approximation is not always accurate.

In order to eliminate error in the calculation of the
intrasubband scattering in narrow QWs by the MCA
method, we will use the calculation method suggested
in [17]. Let us change the summation over kj with the
summation over q in expressions (3) in accordance with
the law of conservation of momentum. Furthermore, in
order to calculate the probabilities of scattering (3), we
will change the summation over q with double integra-
tion; i.e., over q⊥  in the plane of the QW layer and over
qz along the transverse direction:

(6)

Here, θ is the angle between the vectors ki and q⊥ . The

limits of integration over q⊥  for emission ( )

and absorption ( ) of phonons are determined
from the law of conservation of energy:

(7)

Here, m is the effective electron mass. The limits of
integration over qz are determined by the Brillouin zone
boundaries; i.e., integration is performed from –π/a to
+π/a, where a is the lattice constant. Since a ! L, these
limits can be considered as infinite; i.e., from –∞ to +∞.
The wave vector of the electron along the z direction is
determined accurate to π/L; therefore, the wave vector
of the phonon along the z direction is determined with
the same accuracy.

Using expressions (4)–(7) to calculate the probabili-
ties (3), we find that the probabilities of electron–phonon
scattering are determined by the multiple integral, in
which the integration variables (z, qz, q⊥ , ki and θ) are not
separable. Let us denote the integral over qz as Iij(q⊥ ):

(8)
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In the case of a rectangular, infinitely deep QW, the
integral Iij(q⊥ ) can be calculated analytically:

(9)

Integration over the angle θ can also be performed
analytically using the delta function. The functions f(ki)
and f(ki ± q⊥ ) can be regarded as the symmetric parts of
the distribution function of electrons; in this case, f(ki) =
f( ), f(ki ± q⊥ ) = f(  ± "ω0), and the distribution
functions are independent of the angle θ. When integrat-
ing over θ, it is convenient to use the transformation

dθ  dcosθ/sinθ = dcosθ/ . Then, integra-
tion over cosθ yields the expression

(10)

where the upper and lower signs refer to the processes
of phonon emission and absorption, respectively.

It is convenient to go from integration over the wave
vectors to integration over the corresponding energies

 = "2 /2m and %q⊥  = "2 /2m. Then, taking into
account expressions (9) and (10), we obtain the follow-
ing expressions for the probabilities of phonon emis-
sion and absorption by an electron with the energy :

(11)
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The total probability of scattering by equilibrium polar
optical phonons can be obtained by performing numer-
ical integration of expressions (11) over ki using the
equilibrium distribution function of phonons Nq = Nq0,
where

(12)

kB is the Boltzmann constant, and T is the lattice tem-
perature. The quantity that is inverse to the obtained
total scattering probability determines the relaxation
time.

The energy-loss rate of an electron with the wave
vector k is determined by expressions (1) and (11). To
obtain the average energy-loss rate, it is sufficient to
average the difference of the probabilities (11) over the
ensemble of electrons as follows:

(13)

In order to take into account the effect of phonon
accumulation, we introduce the nonzero lifetime of
optical phonons τq. Let us assume that this lifetime is
independent of the phonon wave vector. In this case, the
nonequilibrium distribution function of phonons can be
written as

(14)

where NqN is the nonequilibrium part of the distribution
function of phonons and dNq/dt is the rate of variation
in the number of phonons with the wave vector q:

(15)

The matrix elements  and , which appear
in (15), contain the nonequilibrium distribution func-
tion of phonons Nq. Let us use relation (14) for this
function. This means that the quantity dNq/dt appears
on both sides of expression (15); i.e., expression (15) is
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the equation for determining dNq/dt. Let us denote the
factors in (15) that are independent of dNq/dt as Fa(q⊥ )
and Fe(q⊥ ) for the processes of absorption and emis-
sion, respectively. Then, the equation for dNq/dt can be
written as

(16)

The solution to this equation has the form

(17)

The functions Fa(q⊥ ) and Fe(q⊥ ) contain all integra-
tion operations, as well as the dependence on the
phonon wave vector we are interested in. In order to
calculate these functions, we will replace the summa-
tion over ki with integration, and then pass from the
wave vectors kj and q⊥  to the energies. After integrating
over qz and z in the same way as in (9), and over the
angle θ using the delta function, the functions Fa(q⊥ )
and Fe(q⊥ ) will have the form

(18)

After determining dNq(q⊥ )/dt from (17) and (18), we
can find the averaged energy-loss rate per electron, tak-
ing into account the nonequilibrium phonons:

(19)

Here, ns is the surface electron concentration.
Let us evaluate the possible decrease in the obtained

energy-loss rate due to the screening of phonons by a
2D electron gas. In order to do this, it is sufficient to
multiply the induced potential by the factor ε∞/(ε∞ +
qd/q⊥ ), where qd is the inverse screening length [19].
This factor contains the ratio qd/q⊥  to the first power, in
contrast to the case of a bulk semiconductor where the
screening effect is governed by the square of this ratio.
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This fact indicates that 2D electron gas screens the
phonons more weakly than 3D electron gas. For a GaAs
QW with a thickness of 5–10 nm and a surface concen-
tration ns ranging from 1 × 1011–5 × 1011 cm–2 at tem-
peratures T = 100–300 K, the factor that accounts for
screening ranges from 0.8 to 0.95; i.e., it is close to
unity. Thus, in a QW with such parameters, the effect of
screening on the energy-loss rate is insignificant.

3. RESULTS AND DISCUSSION

Let us consider a heterostructure with a
GaAs/AlGaAs QW with a width L = 6 nm and doped
to a concentration of 5 × 1017 cm–2. Under these con-
ditions, due to strong electron–electron scattering, the
distribution function of electrons can be regarded as
the Fermi distribution function. Thus, in order to
describe the behavior of the electron gas during its
heating by an electric field, we can introduce the hot-
electron temperature Te as a parameter into the Fermi
distribution function

(20)

Here, %F is the chemical-potential level.
The lifetime of nonequilibrium optical phonons in

GaAs, τq, which was determined from a comparison of
the experimental data with the results of theoretical cal-
culations of the energy-loss rate for a bulk semiconduc-
tor, is equal to 7 × 10–12 s [20].

The results of the calculations of the energy-loss
rate in terms of the model suggested above are shown
in Fig. 1 for two values of the lattice temperature. The
dashed curves represent the case of scattering by equi-
librium PO phonons; the solid lines correspond to the
case where phonon accumulation is taken into account
at τq = 7 × 10–12 s. In the absence of an electric field,
when the electron temperature Te is equal to the lattice
temperature T, electrons absorb and emit equal num-
bers of phonons and 〈d%/dt〉  = 0. When an electric field
is applied, the average electron energy increases;
accordingly, under steady-state conditions, the energy-
loss rate gradually increases as well. The run of the
dependences 〈d%/dt〉  on Te in 2D systems is similar to
that for a bulk semiconductor (shown by the dash-and-
dot lines in Fig. 1).

The effect of phonon accumulation results in
decreasing 〈d%/dt〉  due to the abrupt increase in the
absorption rate of the accumulated nonequilibrium
phonons. The inset in Fig. 1 shows the dependence of
the nonequilibrium part of the phonon-distribution
function NqN = (dNq/dt)τq on the reduced phonon wave
vector, calculated according to (17) at the lattice tem-
perature T = 77 K for two values of the electron temper-
ature Te. The maximum value of this function approxi-
mately corresponds to the magnitude of the phonon

f ki( )
%ki
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kBTe
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Fig. 1. Energy-loss rate of two-dimensional electrons upon
their interaction with polar optical phonons in a
GaAs/AlGaAs QW (the width L = 6 nm and the surface con-
centration ns = 3 × 1011 cm–2) per electron, disregarding
phonon accumulation (dashed lines) and with consideration
of this phenomenon at τq = 7 × 10–12 s (solid lines), for two
values of the lattice temperature. The dash-and-dot lines
represent the results of the calculations of 〈d%/dt〉  for bulk
GaAs, disregarding the effect of nonequilibrium phonons.
The nonequilibrium part of the distribution function of
polar optical phonons for the same QW at T = 77 K is shown
in the inset in relation to the reduced wave vector (the

parameter q0 = /"; the electron temperature Te =

300 (1) and 500 (2) K).
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Fig. 2. Energy-loss rate of two-dimensional electrons (per
electron) in GaAs/AlGaAs QWs with a surface concentra-
tion ns = (a) 0.5 × 1011, (b) 1 × 1011, and (c) 3 × 1011 cm–2

calculated with consideration of the accumulation of polar
optical phonons (phonon lifetime τq = 7 × 10–12 s). The
solid and dashed lines represent the data for QWs with a
width L = 6 and 10 nm, respectively; T = 77 K. The depen-
dence of the energy-loss rate on the QW width at T = 77 K,
Te = 290 K, and ns = 3 × 1011 cm–2 is shown in the inset.
wave vector q0, which is equal in magnitude to the wave
vector of an electron whose energy is close to "ω0: q0 =

/". As can be seen from Fig. 1, the number of
nonequilibrium phonons abruptly increases with an
increase in the electron temperature. In magnitude, the
nonequilibrium part of the phonon-distribution func-
tion is close to unity at high electron temperatures.
Therefore, the effect of the nonequilibrium phonons on
the energy losses of electrons heated in a strong elec-
tric field turns out to be significant. For the phonon
lifetime τq = 7 × 10–12 s, the value of the energy-loss
rate is smaller by a factor of 5–6 in comparison with
the case where the nonequilibrium phonons are disre-
garded.

The effect of the doping level and the QW width on
the average energy-loss rate, with consideration of the
accumulation of polar optical phonons, is illustrated in
Fig. 2. An increase in the electron concentration leads
to a decrease in the energy losses per electron at a fixed
value of the electric field. In addition, increasing the
electron concentration results in a higher occupancy of
the final states for the processes of phonon emission.
Due to this circumstance, the value of 〈d%/dt〉
decreases. The dependence of 〈d%/dt〉  on the QW
width, which follows from expression (9) in [17], is
weak.

If we know the dependence of the energy-loss rate
on the electron temperature, we can determine the elec-
tron temperature corresponding to a specified value of
the longitudinal electric field. In order to determine the
dependence of the electron temperature on the longitu-
dinal electric field, we solved [21] the power-balance
equation:

(21)

Here, µe is the electron mobility and E is the applied
electric field. The mobility of electrons in a longitudinal
electric field was experimentally studied in [22] for a
structure with rectangular GaAs/Al0.22Ga0.78As QWs
with a width L = 6 nm and a surface concentration of
free electrons ns = 3 × 1011 cm–2. The attained value of
the electron mobility only slightly depended on both
the electric field and the temperature. Therefore, for the
structure with similar parameters analyzed in the pres-
ence study, we used the average value of the mobility
µe = 3400 cm2 V–1 s–1 determined in [22], which is inde-
pendent of the longitudinal electric field. Figure 3
shows the dependences of the electron temperature on
the electric field obtained by solving Eq. (21), both with
and without allowance made for the accumulation of
PO phonons (solid and dashed lines, respectively). It
can be seen that phonon accumulation leads to a signif-
icant increase in Te.

2m"ω0

eµeE2 d%/dt〈 〉 .=
SEMICONDUCTORS      Vol. 37      No. 5      2003



ELECTRON HEATING BY A STRONG LONGITUDINAL ELECTRIC FIELD 591
4. CONSIDERATION OF SOME EXPERIMENTAL 
RESULTS IN TERMS OF THE SUGGESTED 

CALCULATION MODEL

The results of calculating the energy-loss rate in
terms of the model suggested here are in good agree-
ment with the experimental data obtained in various
studies. Let us consider some of these experimental
results.

(i) In [11], the dependence of the energy-loss rate on
the hot-electron temperature was obtained from photo-
luminescence spectra (see experimental dots in Fig. 4a).
The experiment was carried out with a sample contain-
ing GaAs/AlGaAs QWs with a width L = 6.5 nm and a
surface electron concentration ns = 1.42 × 1012 cm2 at
T = 4.2 K. The calculations performed in terms of the
model suggested in the present study showed that con-
sideration of nonequilibrium phonons considerably
improves the agreement between the theoretical and
experimental data.

(ii) The experimental data obtained in [23] for wider
GaAs/AlGaAs QWs by direct measurement of the
energy-loss rate are shown in Fig. 4b. These measure-
ments were performed using a combination of optical
and electrical methods. The luminescence spectra, from
which the temperature of carriers was determined, and
the current–voltage characteristics, from which the
power per carrier was independently obtained, were
recorded simultaneously. The thickness of the QW
layer in the structure studied in [23] was equal to L =
25.8 nm, the surface electron concentration ns = 3.9 ×
1011 cm2, and the temperature T = 1.8 K. For this case,
the calculation performed here with consideration of
nonequilibrium phonons also adequately describes the
experimental results.

(iii) Let us analyze the role played by the consider-
ation of the nonequilibrium phonons in explaining the
modulation of the intersubband absorption of far-
infrared radiation in a strong longitudinal electric
field. The modulation of the absorption coefficient α
was experimentally studied in [22] in a structure with
GaAs/Al1 – xGaxAs QWs, in which the barrier regions
were selectively doped. The parameters of the QWs
were chosen in such a way as to make it possible to
study the modulation at the short-wavelength edge of
the peak related to the intersubband absorption of the
radiation of a CO2 laser. Electron heating by a longitu-
dinal electric field leads to an increase in the energy
spacing between two QW levels. As a result, the inter-
subband-absorption peak shifts to shorter wavelengths
in comparison with the case when the field is absent
and the absorption coefficient at the wavelength of the
CO2-laser radiation increases.

The reason as to why the energy-level spacing
changes is as follows. The space charge that arises due
to the selective doping of the intermediate barrier
regions of the structure distorts the form of the potential
and leads to the formation of a shallow QW in the bar-
rier region. In a strong longitudinal electric field, elec-
SEMICONDUCTORS      Vol. 37      No. 5      2003
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Fig. 3. Dependence of the electron temperature on the elec-
tric-field strength with consideration of the nonequilibrium
polar optical phonons (solid line) and disregarding their
effect (dashed line). The lattice temperature T = 77 K, the
width of the GaAs/Al0.24Ga0.76As QW L = 6 nm, and the

surface concentration ns = 3 × 1011 cm–2.
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Fig. 4. Energy-loss rate for hot electrons in quantum wells.
Dots represent the experimental data (a) from [11] and
(b) from [23]. The solid and dashed lines represent the
results of calculations in terms of the model suggested in the
present study with and without consideration of the non-
equilibrium phonons, respectively.
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trons are heated, undergo transitions from the lower to
the upper subband, and become redistributed in the
space between the main deep GaAs/AlGaAs QW and
the shallow QW in the barrier region. The electrons that
find themselves in the barrier region compensate the
dopant charge. As a result, the depth of the QW in the
barrier region decreases; accordingly, the upper-level
energy increases.

In this study, the changes in the potential profile and
in the energy-band spectrum of the sample under inves-
tigation depend on the applied electric field and are
determined by finding a self-consistent solution to the
Schrödinger and Poisson equations. The electron tem-
perature corresponding to each value of the electric
field is determined by solving the power-balance equa-
tion (21). In this case, the calculation of the energy-loss
rate is performed with consideration of nonequilibrium
PO phonons. The obtained value of the electron tem-
perature as a parameter in the distribution function of
electrons made it possible to determine the fraction of
electrons that compensate the dopant charge in the bar-
rier region. The Poisson equation allowed us to relate
the change in the dopant charge with the change in the
QW depth in the barrier region. The energy levels cor-
responding to the new shape of the potential were deter-
mined from the Schrödinger equation. Thus, the shift of
the upper level, and, accordingly, of the intersubband-
absorption peak was determined as a function of the
applied electric field. The shift of the absorption peak,
to the frequency of the CO2-laser indicates that the
absorptance at this frequency increases.

The experimental and theoretical dependences of
the variation in the absorption coefficient of light ∆α on
the applied electric field E are shown in Fig. 5. For com-

1.8 2.01.6

0.1
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100

∆α, cm–1

1

0.01
2.2 2.4 2.6

1000

E, kV/cm

Fig. 5. Variation in the intersubband-absorption coefficient
at the wavelength λ = 10.6 µm as a function of the longitu-
dinal electric-field strength at T = 77 K. The dots represent
the experimental data [22]; the solid and dashed lines repre-
sent the results of calculations in terms of the model sug-
gested here with and without consideration of the nonequi-
librium phonons, respectively.
parison, the results of calculations for the cases of scat-
tering of electrons by equilibrium and nonequilibrium
PO phonons are also shown. It can be seen that the cal-
culation of the shift of the absorption peak with consid-
eration of the nonequilibrium phonons yields better
agreement between the calculated and experimental
curves.

5. CONCLUSIONS

In this study, the effect of accumulation of polar
optical phonons on the energy-loss rate of hot electrons
in quantum wells was investigated. The simple model
we suggested for calculating the energy-loss rate with
consideration of nonequilibrium phonons describes
fairly well the experimental data obtained in various
studies. It is ascertained that the allowance made for
nonequilibrium optical phonons in the theoretical cal-
culations considerably improves the agreement
between the results of the theoretical and experimental
studies of the energy-loss rate and makes it possible the
determine the electron temperature with higher accu-
racy.
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Abstract—Semi-insulating silicon carbide layers have been obtained by diffusion of vanadium into porous
4H-SiC. The diffusion was performed from a film deposited by cosputtering of silicon and vanadium, with the
content of the latter equal to 20%. The diffusion profile of vanadium in porous silicon carbide has a complex
structure with a fast diffusion coefficient of 7 × 10–15 cm2/s. The activation energy of the resistivity of vana-
dium-diffusion-doped porous SiC layers is 1.45 eV. The resistivity of vanadium-doped semi-insulating layers
is 5 × 1011 Ω cm at 500 K, which exceeds the resistivity of undoped porous SiC by two orders of magnitude.
The results obtained indicate that porous SiC is a promising material for semi-insulating substrates in device
structures based on wide-bandgap semiconductors. © 2003 MAIK “Nauka/Interperiodica”.
Semi-insulating silicon carbide is a promising mate-
rial for high-integration devices of microwave electron-
ics operating at high temperatures and frequencies in
strong electric fields [1–3]. In particular, substrates
made of semi-insulating silicon carbide are used to fab-
ricate devices based on such wide-gap semiconductors
as SiC, GaN, and AlN. Semi-insulating SiC can be
obtained by doping with compensating impurities,
among which vanadium is the most widely used. As is
known, V impurity is amphoteric for SiC; i.e., it can
produce both deep acceptor and donor levels [4]. It is
preferable, especially for the 4H polytype, that a deep
donor level be created near the midgap, since it is mate-
rial of this kind that retains a high resistivity at high
temperatures [5].

Vanadium is commonly introduced into SiC either
in the stage of crystal growth [1, 2] or during post-
growth treatment, e.g., by ion implantation with subse-
quent activation of the impurity [6, 7]. Doping SiC with
vanadium is, however, far from being a simple task,
since the working range of dopant concentrations is
rather narrow. For example, light doping does not
change the electrical properties of the material, and the
doping level is bounded from above by the solubility
limit, which is as low as ~3 × 1017 cm–3 for SiC [1, 8].
Precision doping of semiconducting materials is fre-
quently done using the diffusion method; however, car-
rying out diffusion in SiC is complicated by the very
low diffusion coefficients for most impurities at techno-
logically reasonable temperatures. It is known, how-
1063-7826/03/3705- $24.00 © 20594
ever, that effective and fast diffusion can be achieved in
porous semiconductors with a developed internal sur-
face [9]. Porous silicon carbide has already been used
as a material for substrates for high-quality epitaxial
layers of both SiC [10–12] and GaN [13]. In this con-
text, it is of interest to obtain semi-insulating porous
SiC, which could be used in device structures based on
wide-bandgap semiconductors both as a substrate for
the further growth of active layers and as an insulating
layer. It is noteworthy that the possibility of using the
semi-insulating properties of porous SiC itself for the
passivation of p–n silicon carbide junctions has already
been reported [14].

This communication reports on the fabrication of
semi-insulating silicon carbide layers on the basis of
vanadium-diffusion-doped porous SiC. Wafers of sili-
con carbide of the 4H polytype served as the starting
material. Porous SiC was obtained by surface anodiza-
tion of the wafers in an aqueous solution of hydrofluo-
ric acid by the procedure described in [15]. During
anodization, part of a wafer was covered with a mask
and served as a reference in further experiments.
According to cross-sectional images obtained by scan-
ning electron microscopy (SEM), the thickness of the
porous layer was 6 µm. After anodization, an alloy
composed of silicon and vanadium was deposited on
part of the wafer. The use of the Si+V alloy was gov-
erned by the necessity of achieving the minimum sur-
face concentration of vanadium in order to prevent the
introduction of vanadium into SiC above the solubility
003 MAIK “Nauka/Interperiodica”
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limit, in which case precipitation occurs and the prop-
erties of the material inevitably degrade. The alloy was
obtained by plasma cosputtering of a vanadium foil and
a silicon wafer. After depositing the alloy, the SiC
wafers were annealed in an atmosphere of nitrogen at
1100°C for 10 h. After the composition of the alloy was
determined, the latter was removed from the surface of
the SiC wafers by chemical etching.

The composition of the alloy on the surface of an
annealed silicon carbide wafer was studied by Auger
spectroscopy. The data obtained are shown in Fig. 2.
The results for the porous and unanodized (reference)
parts of the wafer are the same. It can be seen from the
figure that the thickness of the Si+V layer on the sur-
face of the SiC wafer is 400 nm. The content of vana-
dium in the Si+V alloy is about 20%, with vanadium
distributed uniformly across the deposited alloy layer.
Carbon was present on the surface of the alloy only as
adventitious layer.

The distribution of vanadium in the SiC wafer was
analyzed by secondary-ion mass-spectrometry (SIMS).
Preliminary measurements demonstrated that, at vana-
dium concentrations of less than 1017 cm–3, analysis of
a sample with oxygen ions is required. To lower the
vanadium detection limit, an increased current density
of the oxygen ion beam was used and the parameters
of the electron diaphragm were modified. The current
of secondary Si ions (30 amu) from silicon carbide
amounted to 2 × 105 pulses per second, whereas the
current of the vanadium (51 amu) signal from the
starting “pure” SiC amounted to 2 pulses per second.
The vanadium concentration calculated for this cur-
rent (in accordance with the ionization potential of V
in SiC) was 1013 cm–3. This is the minimum recordable
concentration of vanadium (and, correspondingly, its
detection limit) in SiC in the experiments described.

According to the results of SIMS analysis, after car-
rying out the process, vanadium is present in the unan-
odized (reference) part of the wafer only at the back-
ground level, i.e., V diffusion into SiC does not occur to
any significant depth. This is seen in Fig. 2 (curve 1). At
the same time, it follows from Fig. 2 (curve 2) that V
diffusion from the Si+V layer into porous SiC does
occur. The vanadium concentration is ~1016 cm–3 in the
surface layer and gradually decreases away from the
surface to become 1013 cm–3 (background level) at a
depth of 450 nm. It is also noteworthy that, according
to SIMS data, the surface layer of the SiC wafer is not
enriched with silicon from the Si+V alloy.

As seen from curve 2 in Fig. 2, the vanadium con-
centration profile in porous SiC has a rather complex
shape. To a depth of ~100 nm, the profile does not cor-
respond to the known solutions of a diffusion equation
with a concentration-independent coefficient. At the
same time, Fig. 1 does not indicate any significant inter-
diffusion of elements across the interface between
SEMICONDUCTORS      Vol. 37      No. 5      2003
Si+V and porous SiC. Presumably, this part of the pro-
file reflects a complex interaction between V atoms and
intrinsic defects at the interface during thermal treat-
ment. It is also noteworthy that, according to SEM data,
the structure of porous SiC obtained by anodization is,
as a rule, nonuniform across the layer thickness [15],
and, therefore, it would hardly be expected that a single
classical diffusion profile could be obtained along the
entire diffusion length. Nevertheless, part of curve 2 in
Fig. 2, which begins at a depth of ~120 nm and can be
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Fig. 1. Component distribution in a film of the Si+V alloy
on the surface of a silicon carbide wafer after annealing,
according to Auger spectroscopy: (1) for Si, (2) for V, and
(3) for C. The dashed line shows the approximate position
of the interface between the film and the SiC wafer.
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Fig. 2. Vanadium distribution in an SiC wafer after perform-
ing diffusion: (1) in unanodized part of the wafer, (2) in the
porous part of the wafer, and (3) calculated diffusion profile.
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related to “fast” diffusion, is well described by a com-
plementary error function, as seen from the calculated
diffusion profile represented by curve 3. The best fit is
achieved with a V diffusion coefficient equal to 7.5 ×
10–15 cm2/s.

Since no V diffusion into the unanodized part of the
wafer was observed, it seems impossible to evaluate the
acceleration of diffusion in porous silicon carbide rela-
tive to the starting single-crystal SiC wafer (presently,
no data on the diffusion coefficient of V in SiC can be
found in the literature). Nevertheless, it is apparent that
it is the porous structure of the anodized part of the
wafer that enables vanadium diffusion from the Si+V
alloy to a substantial depth. It is noteworthy that diffu-
sion in SiC is, as a rule, performed at T > 1600°C, i.e.,
at much higher temperatures [16]. If the data of [16] are
extrapolated to lower temperatures, then the coefficient
of fast V diffusion in porous SiC will even exceed the
diffusion coefficients of Be and B impurities, whose
diffusion into SiC is the fastest.

To study the electrical properties of porous SiC
with V introduced by diffusion, metal–semiconductor–
metal structures were fabricated. An Ni contact pad
300 µm in diameter, deposited by vacuum evaporation,
served as a contact to the vanadium-doped SiC layer.
The contact to the rear side of the wafer was made of an
alloy of In and Ga. The resistivity ρ of the layer of vana-
dium-doped porous SiC was determined by measuring
the dc current across the structure at a bias of 30 V in
the temperature range from 300 to 700 K. As shown by
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Fig. 3. Temperature dependences of the resistivity of porous
silicon carbide: (1) for vanadium-diffusion-doped SiC, and
(2) for SiC undoped and subjected to thermal annealing
under the same conditions as those in V diffusion. Solid
lines represent the results of linear fitting from which the
activation energy was determined. The activation energy for
undoped porous SiC is 1.09 ± 0.03 eV.
the measurements, the current across the structure was
limited by the resistance of the vanadium-doped porous
layer.

The temperature dependence of the resistivity of this
layer is shown by curve 1 in Fig. 3. It can be seen that
the dependence exhibits a region of exponential
growth, with an activation energy of 1.45 ± 0.03 eV.
Since it is known that vanadium gives rise to precisely
this energy level in 4H-SiC [4], it seems reasonable to
assume that the semi-insulating properties of the
porous silicon carbide layer are determined in the case
in question by the compensatory effect of vanadium.

It is noteworthy that the ρ value obtained for vana-
dium-diffusion-doped porous 4H-SiC is rather high:
5 × 1011 Ω cm at 500 K, which exceeds the ρ value mea-
sured for comparison on an undoped porous layer at the
same temperature by two orders of magnitude (Fig. 3,
curve 2). The ρ value also exceeds the resistivity of
semi-insulating SiC layers obtained by doping with
vanadium during crystal growth [2, 17] and ion implan-
tation [6, 7].

Thus, a porous structure of SiC subjected to anod-
ization was successfully used to carry out diffusion of
vanadium in order to obtain semi-insulating silicon car-
bide layers. The diffusion profile obtained at 1100°C
has a complex structure with a fast diffusion coefficient
of 7.5 × 10–15 cm2/s. The activation energy of the resis-
tivity of vanadium-diffusion-doped porous SiC layers
is 1.45 eV. The resistivity of the semi-insulating layers
is 5 × 1011 Ω cm at 500 K. The results obtained indicate
that porous SiC is a promising material for semi-insu-
lating substrates for device structures based on wide-
gap semiconductors.
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Abstract—Quantum-chemical simulation of the influence of defects, such as hypervalent configurations and
dipole valence-alteration pairs, on the IR-absorption spectrum and the electronic structure of a-Se has been car-
ried out. It was shown that the formation of dipole valence-alteration pairs gives rise to an additional peak in
the high-frequency region (337 cm–1) and that the hypervalent configuration yields two additional peaks near
the fundamental frequency of stretching vibrations. It was ascertained that the formation of hypervalent config-
urations causes significant shifts of the highest occupied and lowest unoccupied molecular orbitals, which
should give rise to localized states in the band gap. These states can act as both electron traps and donors. In the
X-ray-emission spectrum, only one of the defects considered here gives rise to an additional peak, which is
spaced from the upper edge of the absorption band by 1.5 eV, which makes it possible to detect it experimen-
tally. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

As is known, neutral and diamagnetic defects in
chalcogenide vitreous semiconductors (CVSs) govern
many of their properties, including the absence of the
dark signal of the electron spin resonance and the
inability to form solid solutions with dopants [1]. Cur-
rently, there are several models of defect states in
CVSs. The most widely used is the model of valence-
alternation pairs (VAP) (or intimate valence-alternation
pairs (IVAP)) [2], which assumes the existence of
atomic pairs. Each pair consists of a positively charged
overcoordinated atom and a negatively charged under-

coordinated atom (in a-Se,  and , respectively,
where the superscript stands for the charge and the sub-
script stands for the coordination). Within the model of
hypervalent configurations (HVCs), atoms whose num-
ber of nearest neighbors Z1 exceed that in the crystal of
the same composition are assumed to be neutral and
diamagnetic defects [3]. The model of soft atomic
configurations (SACs) accounts for many properties
of CVSs, under the assumption that defect configura-
tions with abnormally small force constants exist in
glasses [4].

Currently, the set of all experimental data does not
allow one to ascertain reliably what type of defects is

C3
+ C1

–

1063-7826/03/3705- $24.00 © 0598
dominant in CVSs. Therefore, this problem may be
solved, to some extent, by quantum-chemical simula-
tion. The simulation results can make it possible to
determine specific characteristics of defects, as well as
explain experimentally the observed phenomena. It was
ascertained by simulation that the defect-formation
energy Edef in the VAP model exceeds the bonding
energy Eb and the band gap Eg for almost all configura-
tions, except for a dipole valence-alteration pair (VAP-d),
in which a positively charged atom is immediately
bound with a negatively charged one [5–8]. In our pre-
vious study [9], we showed that metastable HVCs may
exist in amorphous Se. These configurations yield local
minima of the potential surface, and their energy levels
are significantly lower than that of the defect corre-
sponding to the dangling bond. The content of such
HVCs significantly exceeds the content of VAP defects.
Furthermore, some of the atoms in HVCs are character-
ized by the bonds with nearest neighbors, which are
weaker in comparison with an ordinary covalent bond.
This means that such atoms are consistent with the SAC
model.

The aim of this study is to analyze the influence of
appreciable concentrations of HVC and VAP-d defects
on the measurable characteristics of CVSs. With this
purpose in mind, the infrared (IR) absorption spectra
2003 MAIK “Nauka/Interperiodica”
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Frequencies ν and relative intensities I of vibrations of the basic fragments of the a-Se CDN

Se8 ring Se6 ring Se8H chain

MP2 B3LYP B3LYP B3LYP

ν, cm–1 I, % ν, cm–1 I, % ν, cm–1 I, % ν, cm–1 I, %

277 0 257 0 263 0 265 100

277 0 256 0 254 100 265 9

272 100 256 0 254 100 253 15

272 100 255 100 243 0 249 24

271 0 255 100 243 0 246 7

267 0 255 0 202 0 238 24

267 0 234 0 151 12 224 0

260 0 219 0 127 0 128 1

121 0 118 0 97 0 131 2

121 0 118 0 97 0 105 1

119 27 114 10 78 8 105 1

106 0 104 0 78 8 76 1

93 47 91 49 43 0

93 47 91 49 38 0

74 0 70 0 26 0

74 0 70 0 16 0

33 0 35 0 13 0

33 0 35 0 12 0
are calculated for the metastable defects observed in
[9], the influence of HVCs on the electronic structure of
a-Se is considered, and the possible manifestation of
these defects in the X-ray emission spectrum is dis-
cussed. Some suggestions are made concerning the
relationship between peaks of the typical of a-Se in the
IR spectrum (which are almost absent in the case of
crystalline Se) and the defects studied.

2. SIMULATION METHOD

The model clusters were calculated by ab initio
methods, taking into account the electron correlation
both within the density-functional theory (B3LYP) and
in terms of the second-order Möller–Plesset perturba-
tion theory (conventional MP2 scheme). As a rule, the
valence approximation was used, within which the
influence of the core electrons of Se atoms was mod-
eled by the LanL2 or Stevens–Basch–Krauss (SBK)
pseudopotentials with corresponding valence-split
bases with polarization atomic d orbitals added. The
calculations are described in more detail in [9]. The cal-
culations were carried out using GAMESS [10] and
GAUSSIAN-94 [11] software at the Institute of Chem-
ical Physics, Russian Academy of Sciences (RAS), and
at the Institute of Organic Chemistry, RAS.
SEMICONDUCTORS      Vol. 37      No. 5      2003
3. RESULTS AND DISCUSSION

3.1. Infrared Spectra of the Fragments
of the a-Se Initial Network and of the Hypervalent 

Configurations in a-Se

First, we modeled the spectra of the Se8 ring, the
defect-free chain, and the Se6 ring, which represent the
basic elements forming the a-Se continuous disordered
network (CDN). If the dangling bonds at the cluster
boundaries are closed by hydrogen atoms, the coordi-
nates of these bonds are not frozen, since the a-Se CDN
is one-dimensional and the positions of its atoms are
fixed much less rigidly than in three-dimensional
CDNs, such as g-SiO2. In this case, vibrations charac-
terized by small effective masses, which are mostly
related to the motion of hydrogen atoms, were removed
from the calculated spectrum.

The data obtained are listed in the table. The Si8 ring
is characterized by three vibration groups, which are
clearly pronounced in the IR spectrum. These group are
related to changes in the lengths of the bonds, as well as
in the valence and torsion angles. The first group is the
most intense one. This fact is in agreement with the
experimental data on the crystalline modifications con-
structed of Se8 rings. Concerning the ratio of the inten-
sities of the bands at 115 and 90 cm–1, there is less
agreement; specifically, the third band in the experi-
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mental IR spectrum has a lower intensity in comparison
with the second one, while the calculation yields an
inverse relation. In this case, the B3LYP scheme yields
more significant distortions than the MP2 method. The
frequencies corresponding to the bond stretching are
overestimated by approximately 20 cm–1 within the MP2
method, whereas the B3LYP scheme shows better agree-
ment with the experimental value of νexptl = 255 cm–1.
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Fig. 1. Geometrical structure and relative stability of defects
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Concerning the bending vibrations, both approaches
slightly (by 5–10 cm–1) underestimate the frequencies
(νexptl = 120 cm–1 [12]). When we pass to the strained
Se6 ring, the change in the vibrations related to the bond
stretching is insignificant, whereas the frequencies of
the second-group vibrations increase. In this case, the
vibration intensities, in general, decrease and the rela-
tions between them change. As a result, two weak
bands arise at 150 and 80 cm–1 in the IR spectrum of the
Se6 ring instead of bands at 120 and 95 cm–1 in the case
of Se8. The intensities of similar vibrations decrease
even more strongly when passing to a chain. This is
consistent with the IR-spectroscopy data on an Se trig-
onal crystalline modification constructed of infinite
chains.

Thus, the methods we used quite satisfactorily
reproduce the experimental IR spectra of crystalline Se
modifications.

3.2. Spectra of Defect Configurations

The defect configurations we considered are shown
in Fig. 1; their spectra are shown in Figs. 2–5. In order
to minimize the influence of boundary hydrogen atoms
that close the cluster on the IR spectrum, the VAP-d (I)
defect was modeled at the eight-member ring and the

HVC  (II) defect was modeled at the intersection of
two such rings. In the case of the VAP-d defect, the geo-
metrical structure and relative stability were found to be

the same as for the chain. The  configuration is
slightly strained: the relative energy E increases by
0.1 eV [9], and the geometrical parameters (interatomic
distances) differ somewhat from those corresponding to
the minimum in the case of chains: r(1–2) = 2.63 Å,
r(1–3) = 2.75 Å, and r(1–4) = r(1–5) = 2.46 Å.
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The model spectrum calculated within the cluster
approach represents a discrete set of frequencies with
corresponding intensities. In order to facilitate its com-
parison with the glass spectrum, represented as a con-
tinuous curve in the frequency–intensity coordinates,
for the configurations modeling the defects, the calcu-
lated spectrum was transformed into the superposition
of Gaussian curves: I( f ) = Aiexp{–[( f – ai)/s]2}, where
f is the frequency, I is the relative intensity of the total
spectrum, Ai is the relative intensity of an individual
vibration, ai is the frequency of an individual vibration,
and s is the factor determining the Gaussian blurring
(~10 cm–1).

In the VAP-d defect, the bond 1–2 has a shorter
length and is characterized by a larger force constant in
comparison with the Se–Se bonds in defect-free config-
urations. This circumstance leads to a high value of the
corresponding frequency of vibrations (337 cm–1). The
high intensity is caused by a large change in the dipole
moment in the course of the motion of atoms 1 and 2
relative to each other, since they are oppositely charged.
The peak at 266 cm–1 is caused by the vibrations along
the bonds 4–6 and 3–5, which are also somewhat
shorter than ordinary bonds due to the bond alternation
that occurs in the defect. For the same reason, the
bonds 4–1 and 3–1 are weaker than ordinary bonds
and the frequency of corresponding vibrations is
lower (~200 cm–1). The vibrations related to the bend-
ing of valence and torsion angles are characterized by
low relative intensities and are unlikely to be observed
in the IR spectrum of a-Se.

Concerning the  defect, the spectra calculated
for clusters consisting of rings and chains are shown in
Figs. 3 and 4, respectively. Qualitatively, the spectra
turn out to be similar. The basic differences are
observed for the bending vibrations: their intensities are
appreciably lower in the case of the cluster constructed
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Fig. 5. IR absorption spectrum of the HVC six-member
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of chains. In the frequency region corresponding to the
stretching vibrations, two strong peaks (at ~250 and
~180 cm–1 in Fig. 3) are split off from the band corre-
sponding to the vibrations of an ordinary Se–Se bond.
The appearance of these peaks is caused by the fact that

the  defect has two groups of weakened bonds;
namely, bonds 1–4 and 1–5 (close to ordinary), and
bonds 1–2 and 1–3, which are much less rigid. The
peak at 261 cm–1 (see Fig. 4) is related to stronger bonds

in the second coordination shell relative to .

The bond alternation in the ring HVC –Se–Se6–Se–

(2 ) (Fig. 5) causes splitting of the peak at 256 cm–1

(corresponding to the frequency of the Se–Se vibrations
in the defect-free CDN) into two peaks (at ~270 and
~230 cm–1). Furthermore, a strong peak arises in the
low-frequency region (~110 cm–1), which is probably
caused by a significant change in the electronic struc-
ture of this nonrigid configuration due to changes in its
geometrical parameters (see [9]). Unfortunately, this
peak is obscured because it appears in the region close
to the central peak of the band related to the vibrations
of the Se8 ring.

We will now attempt to compare the differences
between the experimental IR spectra of a-Se and c-Se
with the results obtained here. One can see from Fig. 6
that additional weak minima, whose positions are con-
sistent with the frequencies of strong vibrations in the
HVCs, arise in the experimental transmission spectra
when we pass to amorphous modifications. Arrows
indicate features which, in our opinion, correspond to
the vibrations in which the defects under study are
involved. The low intensity of the additional absorption
bands is caused by a low (few percent) content of
defects.
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(1) red and (2) black amorphous selenium.
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3.3. Influence of Hypervalent Configurations
on the Band Structure of Chalcogenide Vitreous 

Semiconductors

The formation of metastable HVCs results in signif-
icant changes in the structure of one-electron levels: the
highest occupied molecular orbitals (HOMOs) and the
lowest unoccupied molecular orbitals (LUMOs) are
shifted upwards and downwards, respectively, in the
energy scale; these shifts may be as high as 1–2 eV (see
Fig. 7). Certainly, these data give only a rough idea of
the changes in the CVS-band structure in the course of
formation of HVC defects. A more consistent approach
would be to compare the band gap with the energies of
the electronic transitions between the boundary molec-
ular orbitals (MOs); however, the direct calculation of
MOs is a time-consuming problem. The spacings
between the one-electron levels differ from the energies
of corresponding transitions by the integrals of the
Coulomb interaction between these MOs, as well as by
the values of the relaxation and correlation corrections.
Therefore, these spacings are significantly overesti-
mated. Nevertheless, the changes in the structure of
one-electron levels qualitatively illustrate the possibil-
ity of localized states (which can act as both electron
traps and donors) appearing in the band gap.

According to this scheme, the energies of the one-
electron levels of boundary MOs in the chain and Se8
ring are close to one another. The appearance of the
VAP-d defect causes a weak splitting-off of two levels
from the edge of the valence band and a somewhat
stronger splitting-off of two levels from the bottom of
the conduction band. Another situation is observed in

the case of : changes in the LUMO position are
insignificant, whereas the HOMO substantially shifts
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Fig. 7. Energies E of the highest occupied and lowest unoc-
cupied molecular orbitals for the clusters simulating the
fragments of the initial network and for the defects in amor-
phous selenium. For the Se–Se6–Se configuration, the
B3LYP (a) and MP2 (b) optimization methods were used.
Se8(R) denotes the Se8 ring.
upward. Therefore, one might expect that the VAP-d
defects should serve as low-efficient electron traps,

while the  defects may promote the appearance of
electrons in the conduction band at lower excitation
energies. In the case of HVC defects of the ring type

(2 ), the structure of both the HOMOs and LUMOs

significantly changes. The configuration 2  is non-
rigid, and its electronic structure substantially depends
on geometrical parameters [9]. This dependence mani-
fests itself not only in the electron-density distribution,
but also in the behavior of boundary MOs: the geomet-
rical parameters obtained within the B3LYP method
result in more significant shifts than in the case where
the structure is optimized within the MP2 method. Nev-
ertheless, the qualitative picture remains the same. One
might expect that such defects would facilitate the for-
mation of localized excited states, which could then be
involved in photostructural transformations. In our
opinion, this problem is promising and interesting;
however, it requires complex and time-consuming
investigations.

3.4. X-ray Emission Spectra

The defect-caused splitting-off of individual levels
from the edge of the valence band can shift the high-
energy edge of the band in the X-ray emission spectrum
(XES) when we pass from crystalline to amorphous
modification. However, the value of the shift is ambig-
uously related to the behavior of the HOMOs, since
defect formation also changes the positions of the core
levels at which electrons are trapped. The possible
influence of the defects considered above on the posi-
tion of the edge of the band in the XES of Se was mod-
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Fig. 8. Relative positions ∆E of the high-energy transitions
in the X-ray emission spectrum of different configurations
in a-Se. The reference point corresponds to the highest tran-
sition in the Se8 ring (Se8(R)).
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eled in this study on the basis of the spacings between
the levels (calculated by the Hartree–Fock method) of
several HOMOs and the levels of the 1s orbitals of the
atoms, whose p orbitals make dominant contributions
to the HOMOs under consideration. The corresponding
diagram is shown in Fig. 8, where the position of the
highest-energy transition in the eight-member ring is
taken as a reference point. Unfortunately, in the clusters

simulating the VAP-d and  defects, the energies of
the highest-energy transitions turned out to be almost
the same as those in Se8 or in the chain. Therefore, it is
highly improbable that these defects could be detected
using the XES technique. The HVC-ring (–Se–Se6–Se–)
defect shifts the edge of the XES band to a greater
extent; however, one might expect the corresponding
peak to be blurred due to the fact that this structure is
nonrigid.

4. CONCLUSIONS

It was shown that hypervalent configurations give
rise to additional peaks in the IR spectra both in the
low- and high-frequency regions. The frequencies of
strong high-frequency vibrations in clusters simulating
HVC and VAP-d defects in selenium are in agreement
with the positions of the additional peaks in the IR
spectra, which arise when passing from crystalline Se
to its amorphous modifications. The formation of
HVCs results in the shifting of the LUMOs and
HOMOs downwards and upwards, respectively, which
should bring localized states (which split off from the
edge of the valence band and the bottom of the conduc-
tion band) into existence in the band gap. It is probable
that an additional peak, related to the HVC and spaced
from the upper edge of the band by 1.0–1.5 eV, will
arise in the X-ray emission spectra.

C4
0
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Abstract—The reflection of a probing beam with a wavelength λ = 0.63 µm from a silicon surface layer (a-Si)
amorphized by ion implantation was detected during its melting and solidification initiated by excimer ArF
laser radiation. When the irradiation energy is below the epitaxial threshold, a single event of a-Si layer melting
leads to the formation of single nanocrystals separated from one another in the amorphous matrix rather than
to the appearance of polycrystalline material. The presence of nanocrystals makes possible the formation of
polycrystalline Si from a melt under exposure to a second laser pulse and allows the intermediate crystallization
of Si in a laser-induced sequence of phase transitions. The data obtained are compared to the results of studying
the phase transitions initiated in similar experimental conditions in thin layers of hydrogenated a-Si layers on
glass substrates. © 2003 MAIK “Nauka/Interperiodica”.
INTRODUCTION

As is known, Phase transformations initiated in the
systems consisting of amorphous silicon on a crystal Si
substrate a-Si/c-Si [1, 2] or on a quartz or glass sub-
strate a-Si/glass [3–5] by single-shot nanosecond laser
radiation with an energy density E above the melting
threshold Ema of a thin (~10–5 cm) a-Si layer may cause
the formation [from the melt (l-Si)] of fine-grained
(FG) and/or coarse-grained (CG) polycrystalline sili-
con (pc-Si) with an average grain size ranging from
5−10 nm to ~0.1 µm, respectively. When E exceeds the
threshold Eec, the laser heating of the a-Si/c-Si system
causes the melting front to propagate into the single-
crystal layer. If this is the case, the epitaxial process
l-Si  c-Si is realized. Furthermore, phase transi-
tions a-Si  l-Si  a-Si are possible [1] in amor-
phous Si layers subjected to short (with the half-max-
imum duration τp < 10 ns) pulses of the second har-
monic of YAG:Nd or ruby lasers, as well as in
hydrogenated a-Si/glass layers under the ultraviolet
(UV) pulsed radiation of excimer lasers [3–5].
Although a large body of data has been accumulated in
this field, there are still some gaps in the knowledge
concerning, primarily, the kinetics of fast phase transi-
tions that take place in highly nonequilibrium condi-
tions of pulsed irradiation. Moreover, some of the cur-
rently available data are contradictory. For example
(see [1] and references therein), the phase transition
l-Si  a-Si was not observed during the laser melting
of pure a-Si; this fact was considered by the authors as
indicative of a significant role played by impurity in
this transformation process. However, this statement is
inconsistent with the data of another experiment where
1063-7826/03/3705- $24.00 © 20604
such a phase transition took place in pure a-Si sam-
ples obtained by the amorphization of a single-crystal
surface by Si+ ions. Another issue yet to be clarified
is to what extent the initial (a1) and final (a2) struc-
tural states, i. e., before and after the phase transitions
a1-Si  l-Si  a2-Si, correspond to the amorphous
phase of Si. The forgoing considerations have moti-
vated this study, which is aimed at gaining insight into
melting and solidification processes that take place in
thin a-Si layers subjected to UV radiation of an excimer
laser.

EXPERIMENTAL

The experiments were held under conditions similar
to [5] with the use of an EMG-100 excimer laser with a
wavelength λ = 0.193 µm and a pulse duration τp = 10 ns.
Implantation of 75-keV P+ ions into KDB-10 (p-Si:B,
ρ = 10 Ω cm) (111) wafers at a dose of 2 × 1015 cm–2

resulted in the formation of a 0.1-µm-thick amorphous
layer. We varied the energy density E by moving the
focusing lens along the laser beam axis. The area to be
irradiated was defined by a thin metal plate with an ori-
fice 0.5 mm in diameter placed immediately ahead of
the sample, which was spaced from the lens by more
than the focal distance. A probing He–Ne laser beam
(λ = 0.63 µm) polarized in the plane of incidence was
focused onto a 0.05-mm-wide spot centered within the
irradiated zone with the angle of incidence being 30°.
After the probing beam reflected from the sample, it
was detected by a silicon photodiode. A signal from the
photodetector was fed to a TS-8123 storage oscillo-
scope connected to a computer. The rise time for the
003 MAIK “Nauka/Interperiodica”
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response characteristic in the measuring circuit was
about 4 ns. Pulse-to-pulse fluctuations of radiation
energy were no larger than ±10%. Before proceeding to
a discussion of the data obtained, we should note the
following.

In our previous study [2] concerned with the dynam-
ics of annealing of similar implanted Si samples irradi-
ated with ruby laser pulses (τp = 70 ns, λ = 694 nm), the
recovery of the single-crystal structure (or the CG-Si
formation) was shown to occur as a result of a complex
sequence of phase transitions: a-Si  l1-Si 
FG-Si  l2-Si  c-Si (CG-Si), involving interme-
diate crystallization with the formation of FG-Si. As the
radiation energy decreases to ~0.5 J/cm2 (Ema), the
ensuing melting of FG-Si is ruled out of the process and
the laser influence is reduced to the following transfor-
mations: a-Si  l-Si  FG-Si. FG-Si is formed
according to the mechanism of explosive crystallization
[1], with a liquid phase being supercooled considerably
since the a-Si melting temperature Tma is ~200 K lower
than the equilibrium point Tmc = 1685 K of the crystal–
melt transition in Si. The formation of pc-Si at the radi-
ation energies Ema < E < Eec ≈ 1.6 J/cm2, which is con-
firmed by TEM data [6], can be visually observed due
to a specific tint of the irradiated area. In this case (Fig.
1), the microscope study of the sample surface with lat-
eral illumination dearly indicates the presence of an
irradiated zone 2.5 mm in diameter, which stands out
against the general a-Si background as a result of scat-
tering of incident light by the pc-Si layer microprofile;
if E > Eec, the area of epitaxially crystallized silicon is
encircled by an easily distinguishable thin polycrystal-
line ring. In the experiment with the excimer laser, a
similar pattern appeared upon the formation of pc-Si.

THE DYNAMICS OF AN IMPLANTED Si 
SURFACE UNDER SINGLE-PULSE LASER 

IRRADIATION

Studying the dynamics of the reflection of a probing
beam from the samples irradiated by the excimer laser
showed that irradiation with an energy 0.16 J/cm2 < E <
Eec ≈ 0.75 J/cm2 (1 < A < 4.7, parameter A = E/Ema)
results in the phase transformations a1-Si  l-Si 
a2-Si, rather than in the formation of a polycrystalline
structure. In this situation (Fig. 2, curves 1–6), the final
value of the reflection coefficient R appears to be equal
to its initial value and the lifetime of the liquid phase (i.
e., the duration of phase transitions), characterized by
an increased reflectance, amounts to τm < 50 ns. As E
increases within the interval specified above, the time
dependence R(t) changes radically: at E > 0.4 J/cm2

(A > 2.5), the establishment of the final value of R
becomes nonmonotonic (Fig. 2, curves 4–6). This
effect is most pronounced when E approaches the epi-
taxial threshold and can be explained by the fact that,
SEMICONDUCTORS      Vol. 37      No. 5      2003
during solidification, the silicon layer becomes amor-
phous not only from the substrate side but also from the
surface of the melted layer; as a result, the reflection
coefficient R first drops below the initial value, then

(‡) (b)

2.5 J/cm21 J/cm2

Fig. 1. Irradiated zone at the laser energy (a) below and
(b) above the epitaxial-crystallization threshold in
implanted silicon.
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passes through a weak maximum, and finally again
approaches its initial value. Such changes in R are
caused by the interference of the probing radiation as it
reflects from the a-Si/l-Si system with an increasing
thickness of the a-Si surface layer. A similar reflectance
dynamics R(t) was derived from a theoretical analysis
of the model of an electromagnetic wave propagating in
a multilayer media [7] (under the assumption that
amorphization starts from the surface and the inter-
phase boundaries propagate towards each other). Simi-
lar dependences R(t) and analogous interpretation also
follow from [8], which dealt with the effect of picosec-
ond laser pulses on thin amorphous germanium films
on silicon.

Laser radiation with E ≥ Eec (A ≥ 4.7) initiates the
epitaxial crystallization of a molten layer, and the
reflectivity of the sample drops to the value correspond-
ing to c-Si (Fig. 2, curves 7–9), which is lower than the
initial value of R. As the energy density increases to
1.5 J/cm2 (A = 9.4), the value of τm grows to 0.12 µs; at
the stage when quasistationary R (reflectivity of l-Si) is
becoming established, a reversible decrease in the
reflectance is observed, which can be attributed [9] to a
considerable heating of the melt surface (Fig. 2, curve 9).
When the solidification (amorphization) of Si occurs
from both the substrate and the melt surface sides, the
duration of the enhanced-reflectivity phase τ < τm; in
contrast, these time intervals are equal in the case of
solidification from the substrate side only. It should be
noted that the liquid phase involved in the phase transi-
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Fig. 3. Silicon liquid-phase lifetime vs. the energy density
of the laser.
tions a1-Si  l-Si  a2-Si appears to have a notice-
ably shorter duration when there is a small excess of E
over Eec (Fig. 2, curve 7) than at the energies slightly
below Eec (Fig. 2, curve 6). The longer time period
required for the phase transitions to occur in the latter
case can be attributed to the lower thermal conductivity
of a-Si compared to that of c-Si (the difference amounts
to about two orders of magnitude), which lowers the
efficiency of heat removal to the substrate and, thus,
prolongs the liquid phase lifetime relative to that corre-
sponding to the epitaxial process. The dependences
τ(E) obtained for the a-Si/c-Si and c-Si samples (Fig. 3)
practically coincide at E ≥ 1 J/cm2 (A ≥ 6.3). As E
increases, the time τ grows nonlinearly and reaches
300 ns at the energies close to the ablation threshold in
silicon Ea ≈ 2.3–2.4 J/cm2. The measured melting
thresholds of the a-Si/c-Si layer and the single-crystal
Si surface differ by a factor of about 4.

1

2

3

4

5

6

7

8

9
E/Ema = 6.0

4.7

4.8

4.2

3.5

2.9

2.8

2.6

1.1

0 50 100 150
Time, ns

R
, a

rb
. u

ni
ts

Fig. 4. Dynamics of the probing beam reflection from the
implanted Si surface during the second exposure to radia-
tion.
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THE DYNAMICS OF PROBING-RADIATOH 
REFLECTION FROM THE IMPLANTED Si 

SURFACE UNDER REPEATED LASER 
IRRADIATION

The reflectivity behavior (Ema < E < Eec) of the
implanted silicon subjected to the second laser irradia-
tion (Fig. 4) differs radically from the time dependence
R(t) in the conditions of the first irradiation; i. e., the
preliminary exposure (E = E1) has an effect on the
kinetics of phase transformations initiated by the sec-
ond pulse (E = E2). This influence is insignificant if the
radiation energy is close to Ema (Fig. 4, curve 1). How-
ever, at higher values of E2 (E1 = 0.2–0.3 J/cm2), the
observed dependences R(t) (Fig. 4, curves 2–7) do not
resemble those obtained after the first irradiation of the
sample (Fig. 2, curves 3–6) within approximately the
same energy range E2 = 0.4–0.7 J/cm2 (A = 2.5–4.4).
This circumstance can be explained by the formation of
a polycrystalline structure due to the second pulse and
the corresponding drop of R below the initial value, as
well as by the intermediate crystallization of silicon,
which is possible during an induced sequence of phase
transformations; as a result, the reflectance increases or
decreases nonmonotonically.
SEMICONDUCTORS      Vol. 37      No. 5      2003
By way of example, let us examine oscillogram 5 in
Fig. 4. Melting of the a-Si layer leads to an increase in
R and the subsequent reduction of the reflection coeffi-
cient due to the unoriented crystallization of highly
supercooled l1-Si, which seems, most likely, to cause
the formation of FG-Si. The polycrystalline material
then melts, and the reflection coefficient peaks again
for, after which it drops below the initial value because
of the crystallization process l2-Si  FG-Si. A decrease
in the energy density E2 reduces the role of repeat melting
(Fig. 4, curves 2–5). At Ema < E < 0.4 J/cm2 (1 < A < 2.5),
the phase transitions a2-Si  l-Si  FG-Si occur
and no repeat melting is observed. With an increase in
E2, the intermediate crystallization shifts in time
towards the onset of R growth (Fig. 4, curve 7) or does
not develop at all (Fig. 4, curves 8, 9) because of the
decay of the crystal nuclei at a high rate of l-Si heating,
which is typical of the energy densities E2 > Eec (at a
lower laser energy, the growth of crystal nuclei results
in FG-Si formation). At E2 ≈ Eec, the initiation of inter-
mediate crystallization is stochastic; i. e., it does not
always happen (compare oscillograms 7 and 8 in Fig. 4).

It is interesting to compare the results of the current
study of the a-Si/c-Si system with those obtained in [5]
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for the annealing dynamics of thin hydrogenated a-Si
films on glass substrates under similar conditions of
excimer laser irradiation.

THE EFFECT OF PULSED LASER RADIATION 
ON THIN FILMS OF HYDROGENATED 

AMORPHOUS SILICON

In study [5], a-Si films with a thickness of 70 nm
(close to the thickness of the amorphous layer in
a-Si/c-Si samples) were formed on glass substrates by
the decomposition of pure silane (SiH4) in glow-dis-
charge plasma. The laser-induced modification of the
films was ascertained by the dynamics of optical reflec-
tance R(t) in the experimental conditions similar to
those for a-Si/c-Si samples and from the dynamics of
their electrical conduction. The latter value was derived
from measurements of current I(t) across a 0.5-mm-
wide (and 6-mm-long) gap between deposited thin-film
electrodes of Cr or Au; the applied voltage was 20 V.
From the oscillograms for the R(t) and I(t) signals
(Fig. 5), the melting threshold of the a-Si/glass was
determined as Ema ≈ 0.1 J/cm2. This appears to be
markedly lower than the corresponding value Ema for
a-Si/c-Si samples, since a smaller amount of heat is
removed during the laser pulse to the glass substrate
(Corning 7059), whose thermal diffusivity is substan-
tially lower than that of c-Si. It should be noted that, in
both cases, the emission of heat due to the absorption of
laser radiation occurs in a 10-nm-thick surface layer of
a-Si, as the absorption coefficient of UV radiation α in
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Fig. 6. Maximal reflection coefficient Rmax and the duration
of the pulsed signals obtained from a-Si/glass samples vs.
the energy density of the laser.
a-Si (as well as in c-Si and in the melt) is on the order
of 106 cm–1.

The absorption coefficient of the probing radiation
in a-Si (~5 × 104 cm–1 [10]) is appreciably smaller than
α = 106 cm–1, which leads to a considerable difference
in the initial values of R for the a-Si/glass and a-Si/c-Si
samples. In the former case, the reflection coefficient
(~10%) is defined not only by the optical parameters of
a-Si:H but also by the interference of radiation due to
the contribution from the film–substrate interface. In
the latter case, the interference is virtually insignificant
because of the close refractive indices of a-Si and c-Si,
and the value of R (close to 40%) is mostly defined by
the optical parameters of a-Si. The maximal reflection
coefficient Rmax, achieved at E > Ema, is ~65% in both
cases, which corresponds to the reflectivity of Si melt
(α ≈ 106 cm–1), as in similar experimental conditions
[9] for the laser-induced melting of c-Si. In each case,
however, the dynamics of reflectivity has its special fea-
tures, which can be seen from a comparison of the
oscillograms shown in Figs. 2 and 5.

In the situation with a-Si/glass samples, as E
increases to Ema, the peak value of R linearly grows
(Fig. 6) and the duration of the pulse of current induced
by the photoexcitation of silicon, τc, remains constant.
A further increase in E leads to the leveling off of the
energy dependence of Rmax due to the complete melting
of the film, and the dependences τc(E) and τm(E) coin-
cide. These data suggest that the lifetime of the Si melt
increases proportionally to E and reaches 40–50 ns near
the ablation threshold of the film Ea. The value of Ea
exceeds the melting threshold by a factor of only 2–2.5
because of the low thermal diffusivity of the glass sub-
strate. Note for comparison that, in the experiment with
a-Si/c-Si samples, the ratio Ea/Ema (i. e., the parameter A)
approaches 15.

Taking into consideration the differences in the
parameters of laser interaction with different systems
consisting of amorphous film and substrate, we call
attention to the remarkable resemblance of the kinetics
of the laser-induced phase transformations in both sys-
tems. Specifically, neither in the a-Si/c-Si nor in the
a-Si/glass systems does single-pulse laser irradiation at
Ema < E < Eec lead to the formation of polycrystalline
material. In the case of a-Si/glass, this conclusion is
also supported by the results of Raman studies of the
films. For a polycrystalline structure to appear, repeat
exposure of both systems to laser radiation with E < Ema
is required, which indicates that the kinetics of Si crys-
tallite growth is similar in both cases and is associated
with the growth of nanocrystal nuclei initiated by the
first irradiation. Therefore, the differences in manufac-
turing methods and the content of different impurities
(phosphorous with a concentration below 1% or hydro-
gen in a-Si/glass films with an initial concentration of
8–10% [11]), as well as the different conditions of heat
SEMICONDUCTORS      Vol. 37      No. 5      2003
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Fig. 7. Dynamics of the probing beam reflection from a1-Si/glass and a2-Si/glass films subjected to pulsed laser irradiation. Oscil-
lograms to the left and right were obtained during the first and the second pulse, respectively.
removal to substrate, seem to be of slight influence.
Repeat laser irradiation of Si-on-glass samples may
result in intermediate crystallization, which manifests
itself in the specific dynamics of a change in R (Fig. 7)
similar to the dependence R(t) observed upon the irra-
diation of ion-implanted silicon (Fig. 5).

CONCLUSION

The possibility of nanometer-sized (smaller than
5 nm) single crystals (nanocrystals) forming thin films
of a-Si/glass under single-pulse UV laser irradiation is
supported by the data obtained ex situ in study [12],
which was carried out with the use of an excimer XeCl
laser (λ = 308 nm, τp = 5 ns). It was found that the pre-
vailing orientation of the nanocrystals was in the [110]
direction perpendicular to the film surface (the film had
a thickness of ~100 nm) and their concentration
SEMICONDUCTORS      Vol. 37      No. 5      2003
depends on the laser energy density. In our experimen-
tal conditions, a similar phenomenon is likely to occur.
The formation of nanocrystals leads to the appearance
of a polycrystalline phase and allows intermediate crys-
tallization to develop during laser-induced melting of
silicon both in the a2-Si/glass system and in a2-Si/c-Si
layers. One of the factors that precludes the crystalliza-
tion of films as a result of single-pulse irradiation is a
fairly rapid rise of the a1-Si temperature, due to which
the nucleation of nanocrystals in the amorphous matrix
(a2-Si) is virtually suppressed. In the experiments with
a ruby laser [13], where the heating rate of the a-Si/c-Si
layer was lower due to a substantially longer time of
exposure (70 ns), the effective nucleation of nanocrys-
tals in the amorphous phase takes place at the premelt-
ing stage and the crystals grow to the size of grains in
fine-grained polycrystalline material at the phase tran-
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sition l1-Si  FG-Si, i. e, during explosive crystalli-
zation.
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Abstract—The behavior of silicon particle detectors irradiated with 2.5-MeV electrons during subsequent
annealing is studied. Annealing at 100–250°C was found to result in the formation of two types of traps with
the levels Ec – 0.32 eV and Ev + 0.29 eV. Increasing the annealing temperature to 300°C makes both traps dis-
appear. On the basis of data obtained, it was concluded that these traps are related to hydrogen-containing com-
plexes. The presence of hydrogen in a crystal results in a decrease in the annealing temperature for vacancy–
oxygen (VO) complexes and complexes consisting of carbon and oxygen interstitials (CiOi). The reason for this
phenomenon is the passivation of these complexes by hydrogen, which results in the formation of electrically
active VOH centers {with the level Ec – 0.32 eV} in an intermediate stage of this process. It is assumed that
hydrogen penetrates the structures under investigation in one of the stages of their fabrication. © 2003 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Nowadays, in order to perform experiments in high-
energy physics, one needs silicon particle detectors that
retain their working capacity even if the content of
compensating radiation defects (RDs) exceeds the con-
tent of shallow-level impurities in the base region of the
detector by more than a factor of 100. The need for such
detectors stimulated multiple investigations of the radi-
ation damage in detector-grade silicon (see report [1]
and references therein).

One of the principal purposes of these studies was to
investigate the possibility of applying the defect-engi-
neering technique for improving the radiation resis-
tance of detectors. This method consists of the purpose-
ful addition of impurities that affect the processes of
formation of electrically active defects during irradia-
tion and, thus, make it possible to control the macro-
scopic parameters of the detector structures.

Some models of defect formation, which served as a
basis for using various processing procedures to
improve the resistance of detectors with respect to a
number of parameters, have been developed [1, 2]. In
these models, oxygen and carbon were assumed to be
those impurities that completely determine the forma-
tion of electrically active complexes in irradiated sili-
con. However, the available models cannot adequately
describe the properties of real structures. Thus, the pro-
cesses of interaction of RDs both with each other and
with impurities are now being studied in more detail.
1063-7826/03/3705- $24.00 © 20611
As recent investigations [3–6] show, hydrogen can
penetrate silicon crystals even at room temperature. In
this case, conventional processing operations in the fab-
rication of detector structures may be responsible for
the appearance of hydrogen in them. For example,
hydrogen penetrates Si structures during wet chemical
etching [3–6]. These data make it possible to assume
that hydrogen may also be present in silicon detectors.
The purpose of this study is to verify the above hypoth-
esis.

2. EXPERIMENTAL

In this study, we investigated detectors fabricated
from silicon with a resistivity of 4 kΩ cm and a phospho-
rus concentration of ~1012 cm–3 (Wacker Chemitronics,
Germany). In fabricating the detector structures, we
used conventional stages of planar technology: ion
implantation, thermal oxidation, etching, and deposi-
tion of metals. In order to introduce radiation defects,
we used irradiation with gamma-ray photons from a
60Co source and with fast electrons with an energy of
E ≈ 2.5 MeV. After irradiation, isochronous annealing
(30 min) was performed in air in the temperature range
of 100–300°C to determine the thermal stability of RDs
and study their interaction with the hydrogen impurity.

The defect content was determined by deep-level
transient spectroscopy (DLTS). The measurements
were carried out in the temperature range of 79–300 K.
The bridge operating frequency amounted to 1 MHz.
003 MAIK “Nauka/Interperiodica”
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3. EXPERIMENTAL RESULTS AND DISCUSSION

3.1. Detection of Hydrogen Centers

The temperature necessary for annealing RDs
depends on the presence of hydrogen impurity. One
might expect that, during annealing, passivation of
vacancy-type defects should occur first [3, 7]. In order
to study this effect, we performed isochronous anneal-
ing of detector structures irradiated with fast electrons.
Figure 1 shows DLTS spectra measured immediately
after irradiation and after isochronous annealing at var-
ious temperatures for 30 min. Immediately after irradi-
ation, four trapping levels are observed: E1 at ~Ec –
0.17 eV, E2 at ~Ec – 0.25 eV, E3 at ~Ec – 0.37 eV, and
E4 at ~Ec – 0.42 eV. The annealing at 150°C leads to an
increase in the amplitude of the signal related to the E1
trap and to the appearance of a new trapping level E5 at
(Ec – 0.32 eV). If the annealing temperature increases,
the content of E5 centers increases, whereas the content
of the E1 centers decreases. According to [3–6], the E5
trap may be related to a vacancy–oxygen–hydrogen
complex (VOH).

Another center which, according to [8], may also be
indicative of the presence of hydrogen is the trapping
level at Ev + 0.28 ± 0.01 eV. In order to detect this cen-
ter, we studied the DLTS spectra related to the traps for
minority charge carriers (Fig. 2). As can be seen Fig. 2,
in the spectrum recorded immediately after irradiation,
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Fig. 1. Energy levels of the traps for majority charge carriers
in the DLTS spectra of detectors, as-irradiated (with 2.5-MeV
electrons) and isochronously annealed (for 30 min) after
irradiation at temperatures Tann indicated in the figure.
two traps are observed: H1 at Ev + 0.30 eV and H2 at
Ev + 0.36 eV. After annealing at 150°C, the H1 trap dis-
appears, while the content of H2 centers increases sub-
stantially. At higher temperatures, a new trap H3 (at
Ev + 0.29 eV) appears. The content of these traps
increases with an increase in the annealing temperature
up to 250°C. The amplitudes of the peaks related to the
traps under observation are shown in Fig. 3 as functions
of the annealing temperature.

The data we observed may be interpreted as follows.
The energy position and the temperature stability of the
H1 trap indicate that it may be related to the carbon
interstitial (Ci) [9]. At T ≈ 50–100°C, this atom
becomes mobile and migrates through the crystal until
it is captured either by an oxygen interstitial (Oi) or by
a substitutional carbon atom (Cs) [9, 10]. In this case,
either a complex consisting of a carbon interstitial and
an oxygen interstitial (Ci–Oi) with a donor level at ~Ev +
0.35 eV or a complex consisting of a carbon interstitial
and a substitutional carbon atom (Ci–Cs) with an accep-
tor level at ~Ec – 0.17 eV are formed [9, 10]. In the crys-
tals under investigation, most defects Ci are involved in
formation of Ci–Oi complexes, which is indicative of a
relatively high content of oxygen impurity.

The centers with energy levels at Ec – 0.32 eV (E5)
and Ev + 0.29 eV (H3) are related to the complexes con-
taining hydrogen [3–6, 8]. In study [8], it was suggested
that these two levels represent the acceptor and donor
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Fig. 2. Energy levels of the traps for minority charge carriers
in the DLTS spectra of detectors, as-irradiated (with 2.5-MeV
electrons) and isochronously annealed (for 30 min) after
irradiation at temperatures Tann indicated in the figure.
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levels of the complex consisting of an oxygen vacancy
and a hydrogen atom (VOH). This suggestion is con-
firmed by our data. The E5 and H3 centers have similar
contents, and both of these centers vanish simulta-
neously after annealing at 300°C (Fig. 3). Thus, the set
of data we obtained makes it possible to conclude that
the detector structures under study contain hydrogen
impurity.

Presumably, hydrogen penetrated the structures dur-
ing a certain processing stage. As our experiments
showed, the relative content of the VO and VOH com-
plexes is virtually invariable at distances in the range of
30–90 µm from the p–n junction. Hence, we can con-
clude that either hydrogen penetrated the structure dur-
ing a high-temperature stage (for example, oxidation)
or the structure was subjected to thermal treatment after
hydrogen penetrated it.

Previously, the presence of hydrogen in detector
structures was reported in [11]. It was observed in that
study that a trapping level at Ev – 0.32 eV appeared
after γ irradiation at 350°C. However, it is well known
from the data in the literature [12, 13] that this trap is
annealed at 300°C in the same way as in the structures
we studied. Therefore, it is worth noting that the data
from [11] cannot be unambiguously interpreted and,
thus, cannot verify the presence of hydrogen in the sil-
icon detectors.

3.2. Behavior of Divacancies in Detector Structures 
with Hydrogen

One of the major defects determining the degrada-
tion of detectors used in projects in high-energy physics
is the divacancy [1, 2]. Therefore, it is of interest, first
of all, to investigate the possibility of passivating this
defect. As follows from the data reported in [3], a diva-
cancy may be efficiently passivated when doping sur-
face layers with hydrogen during wet etching of silicon.
However, in the structures we studied, total passivation
of divacancies was not observed. Although our data
cannot be interpreted as unambiguously as the data on
the formation of the VOH complex, nevertheless, it may
be concluded that the hydrogen atom and the divacancy
interact with each other.

The divacancy is known to have two acceptor levels
at E ≈ Ec – 0.24 eV and E ≈ Ec – 0.42 eV [14] in the
upper half of the band gap of silicon. In the detectors
we studied, these levels correspond to the E2 and E4
traps. However, the contents of these traps are not
equal. The largest value of the signal related to the
deeper E4 trap exceeds that for the E2 trap. This fact
enables us to conclude that the E4 peak is related to at
least two centers. As a rule, it is assumed that, in addi-
tion to the divacancy, the phosphorus–vacancy complex
(E center) also contributes to the amplitude of the E4
peak. In order to verify this assumption, we irradiated
SEMICONDUCTORS      Vol. 37      No. 5      2003
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another detector structure from the same set with γ rays
from a 60Co source. The DLTS spectrum of this struc-
ture is shown in Fig. 4. It follows from this spectrum
that virtually no E centers are formed in the structures
under investigation due to the γ irradiation. This fact indi-
cates that the oxygen concentration exceeds 1015 cm–3 in
the crystals we studied, and [O]/[P] > 103. Thus, the
nature of the center that additionally contributes to the
amplitude of the E4 peak immediately after the electron
irradiation is unclear.

The processes of annealing of the E2 and E4 traps
are also somewhat different (Fig. 3). The content of E2
centers decreases steadily as the annealing temperature
increases and becomes virtually zero at 250°C. The
thermal stability of the E4 traps is higher. Such a behav-
ior of the traps during annealing can also be explained
by the presence of hydrogen in the crystals under inves-
tigation. The partial disappearance of divacancies at
Tann < 250°C, which manifests itself in a decrease in the
content of E2 traps, can be explained by the interaction
of divacancies with hydrogen, with the formation of
divacancy–hydrogen complexes. According to [13],
such a complex has an acceptor level at ~Ec – 0.43 eV,
which is close to the level of the divacancy E(0/–).
Therefore, the peaks in the DLTS spectra related to the
levels of the divacancy E(0/–) and the divacancy–
hydrogen complex are virtually indistinguishable.

Consequently, we may suggest that it is the interac-
tion between the divacancy and hydrogen atom (V2 +
H  V2H) that is responsible for the virtual con-
stancy of the height of the E2 peak after annealing at
T = 200°C. The content of divacancies decreases,
which results in a decrease in the amplitude of the E2
peak. However, the content of V2H complexes increases,
and the total content [V2] + [V2H] remains invariable in
this case (the amplitude of the E4 peak remains virtually
constant). According to [13], the V2H complex, as well
as the divacancy, is stable up to 250°C, which agrees
with our data. Thus, the interaction between hydrogen
atoms and divacancies results in the formation of elec-
trically active divacancy–hydrogen complexes in the
structures under investigation. It is the E4 trap, which is
as stable in our structures as in the crystals containing
no hydrogen, that is related to this complex.

For practical purposes, it is important to estimate the
influence of the observed transformations of the defect
complexes on the detector characteristics. Evidently,
the total passivation of the VO and CiOi complexes
should result in a decrease in the full-depletion voltage
(VFD) in the irradiated detectors. When the passivation
is incomplete, the characteristics may degrade due to an
increase in VFD. According to [15], the closer the defect
level to the midgap, the stronger its influence on the
value of VFD in heavily irradiated detectors. Conse-
quently, if most A centers (with a level at Ec – 0.17 eV)
are incompletely passivated and convert to VOH com-
plexes (with a deeper acceptor level at Ec – 0.32 eV),
this may lead to increasing VFD. If the interaction of
hydrogen with divacancies results only in the formation
of V2H complexes, hydrogen also does not positively
affect the detector characteristics, in particular, the
value of VFD.

No hydrogen was deliberately introduced into the
structures investigated in this study. For this reason, its
content appears to be not very high and only partial pas-
sivation of radiation defects was observed. One might
expect that a larger fraction of radiation defects will be
passivated if the hydrogen content is increased, and this
will occur at lower temperatures than that at which it
was observed in this study. However, additional inves-
tigations are necessary to find out whether hydrogen
can improve the radiation resistance of radiation detec-
tors operating at temperatures close to room tempera-
ture.

4. CONCLUSION

Thus, the results we have obtained indicate that
hydrogen is present in silicon detectors and that it
actively interacts with primary radiation defects. The
presence of hydrogen in the crystal results in the
decreasing of the annealing temperature for the VO and
CiOi complexes, which are stable under conventional
conditions up to 300°C. The decrease in the annealing
temperature is explained by the interaction of these
centers with hydrogen and by the formation of electri-
cally active VOH centers in an intermediate stage of this
process. The interaction between the radiation defects
and hydrogen must be taken into account when devel-
oping an optimal technology for the fabrication of radi-
ation-resistant silicon radiation detectors.
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