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80th Birth Anniversary
of Boris leremievich Verkin (1919-1990)

Fiz. Nizk. Temp.25, (August—September 1999

The 80th birth anniversary of late Boris leremievich intellect, philosophy, experience, and the warmth of friendly
Verkin, Member of the Ukrainian Academy of Sciences,relations. To carry out such a large-scale operation, it was
leading scientist and organizer falls on August 6, 1999.  necessary to find an extraordinary personality devoted utterly

A connoisseur and appraiser of various arts, he was himto the cause of learning, who could start from a scratch,
self endowed with the great gift of creation. Together withdeprived of all kinds of government authority but having a
his irrepressible spirit and energy, Boris leremievich devotedlear idea of the aims, the strength of conviction and charm.
this gift to the service of science. In addition to his own He had no axe to grind for his personal ends, and did it only
remarkable scientific publications, he made a significant confor Science and service to the Motherland. This is the reason
tribution to science by paving the way for others to attain thebehind the tremendous response and encouragement he re-
heights of their scientific career. His lifetime ambition was ceived for his efforts.
realized in the organization of a unique creative workshop  The Institute is proud to be named after its founder who,
called the Institute for Low Temperature Physics and Engiin addition, was its Director for many years. He was
neering. Physicists and mathematicians, biologists and dodhe brain, soul and heart of the Institute which served as
tors, designers and production engineers have been workinthe starting point for other scientific establishments. The
hand-in-hand for many years, supporting and enriching onenembers of its staff are known and acknowledged in the
another at this science- and-engineering complex with theiworld of science. The instruments and equipment produced
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at the Institute are being used in quest and acquisition of This jubilee publication of the journal consists of two

knowledge, production activity, food and health industry.issues and is devoted to the 80th Birth Anniversary of B. I.
They were also exploited successfully in terrestrial and spacgerkin, founder and permanent Chief Editor of the journal

applications, and were deployed for exploration of other: o\ Temperature Physics.” Most of the articles have been
planets. The contribution made by B. I. Verkin in these ef-

, ) ~contributed by close associates and pupils of Boris
forts can be hardly overest|'mated. His collgagues and pu,p"Feremievich, but even they fail to give a complete picture of
are proud of having been his contemporaries and enthu&a%se diversities of his scientific interests. The de Haas—
in a common cause. N .

It is about a decade since Academician Verkin left foryan Alphen efiect .played_a significant ro!e both in the phys-
heavenly abode. His legacy includes unique Institute, a largléS ©f metals and in the life of B. I. Verkin who carried out
number of pupils, the journal “Low Temperature Physics” pioneering investigations of this effect. The current trends of
which he founded, hundreds of scientific publications, monothis effect in its application to superconductors have been
graphs, handbooks, and inventions. He continues to be Rkighlighted in the journal in the works of leading scientists.
shining example of selfless and altruistic service of the  The Editorial Board of the journal is deeply indebted to
Motherland for new generations of creators who will cer-the authors who sent their papers for inclusion in the Jubilee
tainly be called for by the country after the passage ofissue, and apologizes for its inability to include all of them in
present hard times. this issue. The articles not included here will be published in

the next issue with appropriate dedication.

|. V. Svechkarev Editorial Board
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The de Haas—van AlpheHvA) oscillation was observed clearly in both the normal and
superconducting mixed states in NpS€eRy, URW,Si,, and UPdAIl;. The dHVA frequency,
which is proportional to the extremal cross-sectional area of the Fermi surface, does not
change in magnitude between the normal and mixed states. Féetbetron superconductors,
the cyclotron effective mass is found to be reduced and the corresponding Dingle
temperature or scattering rate of the conduction electron increases in the mixed state. An
anisotropic energy gap with a line node for UBY and UPdAI; is discussed from the angular
dependence of the dHVA amplitude in the mixed state. 1999 American Institute of
Physics[S1063-777%9900208-X|

1. INTRODUCTION electrical resistivityp follows a Fermi-liquid nature ofp
=po+AT2. The VA value is extremely large, which corre-
Under a strong magnetic field the orbital motion of a|ates with an enhanced Pauli susceptibijits x, and a large
conduction electron is quantized and forms Landau levelselectronic specific heat coefficient In other words, the
The de Haas—van Alphe(HvA) effect, which is caused magnetic specific heat of tHeelectrons is changed into the
when the Landau levels cross the Fermi energy by increasinglectronic specific heagT at low temperatures.
the magnetic field, is a powerful method for determining the  The dHvA effect was studied to clarify the heavy fer-
topology of the Fermi surface, the cyclotron effective massyjon state, as mentioned above. To our surprise, the dHVA
mZ and the scattering lifetime of the conduction electron.  gscillation was observed even in the superconducting mixed
This phenomenon was studied in the strongly correlatediate of type Il superconductors. The first measurement in the
electron systems of the rare earth and uranium compoundg,iyeq state was done by Graebner and Robbins for a layered
or so-called heavy fermion compountd#n fact, the heavy compound NbSgby means of a magnetothermal technigue.

mass of about 10, (M, is the rest mas§20f an elec3t210n Onuki et al. confirmed this oscillation by the measurement of
was detected by the dHVA effect in Cef8i™ and UP%. the standard field modulaticac susceptibility®’

The heavy fermion state is based on the hybridization effect Figure 1 shows the typical dHVA oscillation in both the

between the conduction electrons with a wide energy banﬂormal and mixed states for NbS&bSe is a conventional

and th_e almost_ Iocallzeﬂelectrons. Espem_ally, the Kond_o superconductor with a hexagonal structure. A transition tem-
effect is a basic phenomenon in the cerium and uranium . L . S
peratureT . is 7.2 K and the upper critical field, is highly
compounds. . anisotropic; about 45 kOe for the field along f{t®901] di-
The many-body Kondo bound state is understood as fol- '

lows. For the simplest case of no orbital degeneracy th(5eCtion and 145 kOe for the field perpendiculaf@01. In

localized spin{ (1) is compensated by the conduction elec-Fig- 1 the field is tilted by 18° froi1010] to [0001], where
tron spin polarization| (c). Consequently the singlet state Hc2 IS about 100 kOe. One dHVA oscillation with a fre-
{111 (c)+ [ (1)T(c)} is formed with the binding energy duency of 1.5 1P Oe is clearly observed even in the mixed
kgTk relative to the magnetic state. Here, the Kondo temstate. The dHVA frequency, Dingle temperature and cyclo-
peratureTy is the single energy scale in the simple Kondotron mass did not obviously change between the normal and
problem. In other words, disappearance of the localized momixed state$;” although, it was reported that only the Dingle
ment is thought to be due to the formation of a spin-temperature slightly increases with decreasing the field be-
compensating cloud of the conduction electrons around thi®w Heo.®
impurity moment. Recently we have clearly observed the dHVA oscillation
The Kondo effect occurs independently at each ceriunin f-electron superconductors Ceft° URw,Si,' and
site even in a lattice system of the cerium compound suchUPdAIL'? in both the normal and superconducting mixed
as CeCy! The ground-state properties of the Kondo states. Till now, the dHVA oscillation in the mixed state has
lattice system are interesting with respect to magnetism. Thbeen observed for several compounds such a$i,V
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Recent neutron scattering experiments clearly indicated evi-
dence for a close relationship between superconductivity and
magnetic excitation in UPdl;.1%?° A magnetic excitation
gap, which appears in the inelastic neutron profile belgw

corresponds to the superconducting order parameter.
f NbSe, Figure 2 shows a schematic view of the superconducting
H,, Hir18° order parameter with the, p- andd-wave pairing. The order

R T ' ' | p_arar_nﬁtel\lf(r) with evehn parity(s- almdd-wav_e)his rs]ymmet-_
-1 ric with respect tor, where one electron with the up-spin
140 100 50k0e H—~ state of the Cooper-pair is simply considered to be located at
FIG. 1. De Haas—van Alphen oscillation in NgSe the center of®(r), r=0 and the other electron with the
down-spin state is located at The width of ¥(r) with
respect ta is called the coherence lengt¢has shown in Fig.
NbsSn2*® YNi,B,C**® as well as NbSg CeRy, 2a. UP@Al, is considered to be dwave superconductor
URW,Si,'” and UPgAI ; mentioned above. from the NMR experiments, which is applied to the case in
The most important issue for heavy fermion supercon-ig. 2¢2122 on the other hand¥ (r) with odd parity (p-
ductors such as URtURW,SI, and UPdAlj; is that supercon-  wave is not symmetric with respect tq where the parallel
ductivity is realized in the antiferromagnetic st&fefhe su- spin state is shown in Fig. 2b. From the NMR and magneti-
perconducting properties such as the specific heat and th&tion experiment®?* UPt, is considered to possess odd
spin-lattice relaxation rate do not follow the exponential de-parity in symmetry. Parity in URISi, is not clear because
pendence ofe™® ¥BT which is expected from the BCS almost all of the NMR-Knight shift was due to the orbital
theory, but obey the power law @f". Here, A is the super-  part, while the contribution of the spin part of the conduction
conducting energy gap amdis an integer. These results are electron was not detectéd.
based on the fact that quasiparticles with heavy masses of The dHVA voltageV,.is obtained by the method o2
10-100m, are of anf-electron character, as mentioned detection of the field modulatioh;
above, which originates from the strong Coulomb repulsion
between the-electrons. These quasiparticles condense into
Cooper pairs.
When we compare the phonon-mediated attractive inter-
action to the strong repulsive interaction among the

=

VOSC=ASin< ZWﬁ-I-(p , (h)

3°S

Ao () TH-12 “2exp(—ami Ty /H)
2

f-electrons, it is theoretically difficult for the former interac- ok, sinh(am? T/H)
tion to overcome the latter. To avoid a large overlap of the
wave functions of the paired particles, the heavy fermion s(l mé‘)

. . . Xco§ s 79—/,
system would rather choose an anisotropic channel, like a 2 mg
p-wave spin triplet or ad-wave spin singlet state to form )
Cooper pairs. In fact, the heavy fermion superconductor ex- x=27-rF—h = 2m°ckg
hibits antiferromagnetic ordering as mentioned above. H2’ eh '’

a s-wave b p-wave c d-wave
W(r)

i

FIG. 2. Schematic view of the superconducting order parameter witk-tpe and d-wave pairing.
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where J,(x) is the Bessel function, which depends on theT,:T,=T,+AT,, where AT, is the additional Dingle
dHVA frequencyF, the modulation fielch and the magnetic temperature in the mixed staf®.Moreover, the mass is
field strengthH. The dHVA frequencyF[ = (c/i/2m€)Sg] is  found to decrease with decreasing field belbw,. No re-
proportional to the extremdmaximum or minimum cross-  port on the change of the mass has been done for the other
sectional areaSy of the Fermi surface. The quantity superconductors. The change in the mass might be found in
|9%S/ 9k~ ¥2is the inverse square root of the curvature fac-the highly correlated electron systems because GeRu
tor 4°S/ 9k}, where the rapid change of the cross-sectionaURu,Si, and UP@Al; are f-electron superconductors with
area around the extremal cross-sectional area along the fielgrge effective masses. Experimentally, the dHVA oscillation
direction diminishes the dHVA amplitude for this extremal in the mixed state can be most likely detected for any super-
area. We can determine the cyclotron mas$ from the  conductor if its upper critical field, is large enough, for
temperature dependence of the dHVA amplitddenamely,  example, more than about 30 kOe, and the single crystalline
from the slope of a plot of IN1—exp(—2ani T/H)JTvs T sample is of high quality. We shall explain briefly the reason
at constant andh by using a method of successive approxi-why the dHvA oscillation is observed in the mixed state,
mations, and we can obtain the Dingle temperatliye  considering a conventional superconductor of CeRith a
[ =(#/27kg) 7~ 1] or the scattering lifetimer from the field  cubic structure.
dependence of the amplitude, namely, from the slope of a When the field is applied in a normal-state metal, the
plot of INAHY2sinh(@mg T/H)/J,(x)] vs H ™ at constant tem-  quasi-continuum momentum energy of the conduction elec-
perature. Hereg is the g-factor of the conduction electron, trons with up- and down-spin states is changed into the dis-
which is 2 for the free electron. crete energy levels, the so-called Landau levels. The dHVA
The dHVA oscillation is detected when the highfield con-oscillation is caused when the Landau levels cross the Fermi
dition is satisfied,w.7/2m>1, and the spacing between the energy by increasing the field. Two scenarios might exist to
Landau levels is larger than the thermal broaderkgd;  explain the dHVA effect in the mixed state, where the dHVA
hw >kgT. If the magnetic fielH is 100 kOe and the carrier oscillation is caused either by quasiparticles or by the
possesses a cyclotron mass ofnif) the following condi-  Cooper-pair electrons. It is not certain whether each electron
tions for the temperature and the scattering lifetime are rein the Cooper-pair could be quantized in energy by fields,
quired: T<1.3K and 7>3.6x10 s or T;<0.03K. A while remaining the Cooper-pair wittk(1) and (-k,|) at
temperature of 0.4 K can be attained in fiwe-cryostat and 0 K. On the other hand, the de-paired electrons due to mag-
much lower temperatures are also obtainable in a dilutiometic fields, namely, the quasiparticles could be quantized
refrigerator. The typical Dingle temperature of a high-qualityinto Landau levels as in the usual normal-state metal. We
sample in thd-electron system is about 0.1 K, and thus fieldsshall discuss the latter ca¥®.
higher than 100 kOe are necessary to detect the dHVA am- There exist three reduction factors in the dHvA oscilla-
plitude of the heavy conduction electron. tion. One is an inhomogeneous field due to vortices. The
We have continued growing high-quality single crystalssecond is the electron scattering at the boundary between the
of f-electron superconductors such as CgRURU,Si, and  normal region and the superconducting one, called the An-
UPdAI;, and extended our investigations on the dHVA ex-dreev reflection. The last is the field dependence of the car-
periments. The dHVA oscillation for these compounds hasier concentration of the quasiparticles.
been observed in both the normal and superconducting We shall examine the mixed state based on the
mixed states. The field dependence of the cyclotron mass ar@inzburg—LandauGL) theory. The order parametel(r)
the Dingle temperature in the mixed state is clarified in thisand the microscopic magnetic fiel(r)=V X A(r) in the
paper. An anisotropic energy gap with a line node is alsanixed state are determined by solving the GL equations for
discussed on the basis of the angular dependence of thE(r) andA(r).3! We rewrite the GL equations in terms of

dHvA amplitude in the mixed state. (r)=|W(r)| andh(r) as
2 2
2. THEORETICAL A% [ Vh(r)
—§2V2¢(r)+7< > W(r)— 1)+ ¢7(r)=0,
Maki,?® Wasserman and Springfofd, Dukan and 2HZ\ ¢A(r)
Tesnovic® Vavilov and Minee?® and Gorkov and (2

Schrieffef® have discussed theoretically the dHVA oscilla-
tion in the mixed state on the basis of the quasiparticles in 2y (Vh(r)
magnetic fields. They claim that the dHVA frequency is un- ' ¢7(r)
changed from the normal state, but the amplitude is reduced
by an additional quasiparticle scattering rate or the Dingleyherer,, is the position of the vortex centa, is the ther-
temperature, depending on the field and temperature. Theggodynamic critical field®, is the fluxoid, ¢ is the coher-
characteristic features have been confirmed by the results @hce length) is the penetration depth. Applying the bound-
experiments for those compounds mentioned above. ary conditiony(r,)=0 at the vortex center and the periodic
For example, we have confirmed for CeRWRWSi,  boundary condition at the boundary of the unit cell of the
and UPdAI; that the dHVA frequency is unchanged and theyortex lattice, we solve Eqs2) and (3) numerically for
following simple relation holds between the Dingle tempera-x=)\/£= 25, self-consistently by the relaxation method and
ture in the mixed statd, and the one in the normal state considering CeRu

+h(r)=®0>, 8(r—ry,), 3)
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FIG. 5. Spatial variation of the magnetic field in CeRu
FIG. 3. Spatial dependence of the order paramelidr)| at several fields.

The quasiparticles have to tunnel into the superconduct-
i,ng region in order to complete the cyclotron motion, which
Is prevented by the so-called Andreev reflection at a low
field of H/H;,=0.1. The high field condition, for example,
lg/H62> 0.1 is necessary to complete the cyclotron motion,
as mentioned above. Experimentally, the lowest fields to de-
=0.7, vortices are numerous and the order parameter d ‘?Ct.th dHVA oscilla_tion inlztlhe mixed state are BLg, for
creases almost by half. In the latter high field condition, the 3Sl, ?O'ZHCZ for YNizBC, 110'4H02 for branche, 55 f(1)2r
quasiparticles could circulate the cyclotron orbits in realCERW "~ 0-4Hc, for URW,S, and 0.Mc, for UPdZAlS_‘ .
space. Figure 4 shows a schematic Abrikosov lattice of the Next we discuss inhomogeneity .Of the magnetic field
vortices and the cyclotron orbits Bit/H.,=0.7. Each vortex 5h(r_) qlefmed by 5_h(r)=h(r)f H. I_:lggre 5 shows the
with a diameter of 2(=158A) is separated by 255 A at spatial inhomogeneity of the magnetic field in the supercon-
H/H:.,=0.7. The corresponding cyclotron orbits in real QUctor atH/H,=0.3, 0.5, 0.7 and 0.9. Inhomogeneous
space are illustrated for brancheg, ;, 6 and « with diam- fields atH/He=0.3, 0.5, 0.7 and 0.9 are 35, 23, 13 and

eters of 1720, 3950 and 9440 A, respectively, for CeRu 4 Oe, r.esp.ectl\./ely. The fieldl is shown by a horizontal
dotted line in Fig. 5.

We note that a field interval for one cycle of the dHVA
CeRu, 0.7 H, (=37 kOe) oscillation is 1880 Oe for brancéy 340 Oe for§ and 60 Oe

We show in Fig. 3 the spatial dependence of the orde
parametei)(r) or |¥(r)|, where¢is the coherence length of
79 A. At a low field of H/H_,=0.1, the vortices are sepa-
rated enough and the order parameter between vortices
near to unity. On the other hand, at a high fieldrofH,

for « atH=0.7H (=37 kOe). If this inhomogeneous field

3

b R is directly related to the dHVA oscillation, the oscillation of
: ,-,,;ik : brancha will be reduced in amplitude. This inhomogeneous
B 53.».;' l2§" 1584 field might not reduce the dHvA amplitude directly if the

’1'-;; T ) - vortices formed a regular lattice.

.

An additional effective scattering rate in the mixed state
8771 is estimated by the uncertainty principle @fr !
~vedke, where Skg is variation in radius of the orbit
cutting the same flux andg is Fermi velocity*® The area of
the cyclotron orbitA is changed intdA + SA by the inhomo-
geneity of the fieldsh:
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FIG. 4. Schematic Abrikosov lattice of the vortices and the cyclotron orbits
atH/H,=0.7 in CeRuy.
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wherer is the radius of the cyclotron orbit. By usingA
=21 6r, we can get the following relation:

2mr®on =27rér or Sr=r 5—h (5)
H H
Therefore, the final relation is obtained from E§).
5kF=<ﬁ) rmﬂ. (6)
ch ch

From the calculated values éh mentioned above and Eq.
(6), 67~ for H/H.,=0.7 is estimated to be of the order of
10° s for branchesy, 8; ande 12,3- This value corresponds
to a small value oféTp, being of the order of 10°K.
Inhomogeneity in the field is thus a minor reduction factor.
Using Maki’s theory®®, we shall explain the change in

the Dingle temperature and the mass in the mixed state. The

Dingle temperature in the mixed stafg was given as the

imaginary part of the self-energy for the quasiparticles in the

mixed state close tél;,:

To=Tp+ATp, 7)
P Jmksa
a=vey2ehHlc, 9)
A%(H, T)=A%T)(1-H/H,), (10

whereTy is the Dingle temperature in the normal statd,,

is an additional oneyr is Fermi velocity which is given as
V2efiF/c/m¥ , andA(T) is the temperature-dependent BCS
energy gap in zero field.

AT 8

The effective mass of the quasiparticles in the mixed

statem; was not given theoretically by Maki. We have cal-
culated it by using the following formul3

1-02r(€,w)dw
1+03R(€,w)]0€

my =mg

: 11

£=00=0

where Zr(£,w) is the real part of the self-energy for the
quasiparticles in the mixed state, aadndm? are the qua-
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FIG. 6. Energy dependence of the density of stéigw)/Dy in the pure
limit.

statesDg¢(w) in the pure limit, which was calculated by
Brandtet al. As mentioned above, the energy @0 cor-
responds to the Fermi enerdy¢(w) in the energy range of
wlAy=0 to 1is zero at zero field but increases with increas-
ing the field, reaching am-independent value dd, atH,,.

The density of states is found to vary from the “gap-
less” state to the BCS type as the anglehanges fromm/2
to zero. Figure 7 shows the field dependence of the density
of states at the Fermi energw €0) in the mixed state for
several angles. Here, the angles the polar angle of the
quasiparticle momenturp with respect to the direction of

/2

siparticle’s energy measured relative to the Fermi energy and
the effective mass in the normal state, respectively. The en-
ergy o is also measured relative to the Fermi energy and
thereforew=0 corresponds to the Fermi energy. Using the

self-energy derived by Brandit al,>

/6

2
0 u

du e
7 otidté—au’

we obtain the cyclotron effective mass in the mixed sfafe -
as i

L 1-2(AH,T)/a)? 1

C1+2(AH, T a2 "1+ 4(AH,T)a)?"
(13 0.5

A Maki’'s theory is based on a mixed state self-energy

calculated by Brandet al*® They clarified the spatially av- c2

eraged density of states of type Il superconductors in ﬁ_e|d-°F|G. 7. Field dependence of the density of states in the mixed state for
Figure 6 shows the energy dependence of the density Gkveral polar angles.

/12

S(&w)=A%H,T) (12)

D,(0=0,8)/D,

[
my=m
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Normal Superconducting H=0

a b (o}

FIG. 8. Schematic superconducting energy gapliitl.,=0 and 0.7.

the magnetic field, as shown in an inset of Fig. 7. The Maki’'s  In relation with the dHVA effect, we are interested in the
theory corresponds to thé= 7/2 case because in Eq. (9) quasiparticles propagating in the plane perpendicular to
is changed intax=vg sin #y2efiH/c for the angled. Dy(w) H(6= =/2), particularly along the line connecting the neigh-
in Fig. 6 is also the total density of states, namely, an averagkoring vortices where the direction of the line is chosen to be
over the angle of 0 to /2. ¢=0. In Fig. 9 we show the local density of states at the
D{(w=0,0) in fields possesses a finite value for any Fermi levelD(r;,0;0) for H/H.,=0.5, 0.7 and 0.9. The
angle excep®=0, corresponding to the gapless state men-
tioned above. In particulaDs(w=0,0=m/2)/D is 0.85 at
0.7H, or 37 kOe in CeR4u The anglef= /2 corresponds
to a maximum area of the spherical Fermi surf&en the
dHvVA oscillation, as schematically shown in Fig. 8. This is

the reason why the dHVA oscillation can be detected in the 1 i -
mixed state. L
Finally, we discuss the local density of states. The local B H/H,=09

density of states for the quasiparticles propagating in the di-
rection of ve=vg(sin#cose,sindsing,cosd), where ¢ is 0 ! | | i |

the azimuthal angle in the plane perpendicular to the mag- Q" C
netic, field, is calculated by the formula = L
.a NN NN NN NI NS NSNS NSNS
1 oc _ g 1=
Ds(r;6,<p;w)=—;DoZ J dé, Im[G,,(p,Kj)1ei", g_’ i
i —o 23 -
whereG ,(p,K;) are the quasiparticle Green’s functions cal- A 0 i , ; L L |

culated from the Gor’kov equation arkg are the reciprocal
lattice vectors of the vortex lattice. Assuming the Abrikosov
solution for the order parameter, we can solve the Gor'kov 1
equation numerically foG,(p,K;). n
The density of states averaged, ove® and ¢ may be -

calculated by using the Green'’s function wikh=0 alone, as - 05
done by Brandet al. However, in order to calculate the spa- - :
tial variation of the density of states in the mixed state, it is 0 2'0 _1'0 (') 1'0 20
crucial to incorporate Green’s functions wikh# 0. Thus we r/é

take into account the reciprocal lattice vectorKgf=0 and

60 vectors K_la---vK_GO) surroundingK, and calculate the g 9. Local density of states for the quasiparticles along the direction
Green'’s functions with thé&;’s. connecting the neighboring vortices.
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[001]

a b c

FIG. 10. Schematic superconducting energy gap with a nodaldnand (b). The nodal line exists along the equatay in the cross-section ab). In (c),
there exist two nodal line crossing poles.

densities of states fdd/H.,=0.5, 0.7 and 0.9 are close to from the gapless state based on the pair-breaking by applying
the value in the normal state and their modulation is rathethe magnetic fields. In this case, it is necessary to de@ate
small. Unexpectedly, in the intermediate fields l8fH.,  from the cross-section with the nodal line by tilting the field
=0.5 and 0.7, the density of states is enhanced comparing direction. It is thus a challenging study to detect the nodal
that & O K in the normal state, indicating the suppression ofline in the anisotropic energy gap for U8, and UPdAI;
D(r;m/2,p;0) in other directions. This enhancement per-via the dHVA oscillation in the mixed state.
sists down to~0.2H,. This is the reason why the dHVA
effect is observed even at low fields of B2 as in
YNi,B,C.

As mentioned in Sec. 1, the NMR and specific heat ex>1 CeRu,

periments predict the anisotropic energy gap with a nodal A single crystals of CeRuwith the cubic Laves-phase
line in uranium-based heavy fermion superconductors sucktructure was grown by the Czochralski method in a tetra-arc
as URySIi, and UPdAl;. They are unconventional super- furnace. Figure 11 shows the crystal structure of GeRn
conductors. Figure 10 shows an energy gap with a nodal linas-grown ingot of 3—4 mm in diameter and 60 mm in length
of a so-called polar type. As mentioned abo®, is the  was annealed at 700—800 °C under vacuum of*2Torr by
extremal area of cross-section of the Fermi surface by planeseans of the electro-transport method. Figure 12 shows the
perpendicular to the field direction. 8- corresponds to the temperature dependence of the electrical resistivity. The
maximum cross-section with the nodal lif@olar type  residual resistivityp, was estimated as 0,6(-cm by using
shown in Fig. 10a and 10b, it is not easy to distinguish exa Fermi-liquid formula p=p,+AT? and the residual
perimentally the nodal line in the anisotropic energy gap

3. EXPERIMENTAL RESULTS AND DISCUSSION

CeRu,
J/7<110>

L

R { 1 .
0 100 200 300
Temperature (K)

FIG. 11. Crystal structure of CeRu FIG. 12. Electrical resistivity of CeRu
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TABLE I. Superconducting properties of CeRWRWSi, and UPdAI 5.

HcZ ’ Hc ’ H cls
T..K kOe kOe kOe & A N A K
CeRy 6.2 52.3 1.49 0.175 79.3 1980 25
URu,Si, HII[100] 1.3-1.5 130 0.8 0.033 64 4600 70
HI[001] 30
UPdAI; HI[000Y 2 37 0.49 0.1 85 4000 47
HI[1120] 32

resistivity ratio prt/po was 270, indicating a high-quality between the normal and mixed states. The similar dHVA os-
sample. Superconductivity occurred beldw= 6.4 K. cillations are obtained for any field direction. For example,
CeRy is a conventional type llI-superconductor becausebranch« is observed for the field alonglO0 in both the
the coherence peak &t is clearly observed in the NMR normal and mixed states.
experiment“and the spin-lattice relaxation rate in NMR and Figure 14 shows the angular dependence of the dHVA
the specific heat follow an exponential law in the temperafrequency. The data denoted by large circles indicate clear
ture dependenc®.The superconducting properties are sum-and large signals, while those denoted by small circles do not
marized in Table I. Values of the upper critical field at indicate harmonics or sums and differences of the fundamen-
0 KH¢,(0), thermodynamic critical fieldd.(0) and lower tal dHVA frequencies but signals of small amplitudes. Thin
critical field H;,(0) shown in Table | have been determined solid lines are guidelines, while thick solid lines show the
directly from the specific heat and magnetization experi-corresponding result of band calculations. Figure 15 indi-
ments®® The other physical values are estimated from thecates the Fermi surfaces based on the relativistic linear
conventional relationsH ,=®/2w¢?, k=N§¢ and He, augmented-plane-wau&LAPW) calculations under the as-
=kV2H,. sumption that 4 electrons are itinerant. The dHVA data are
Figure 13a shows the dHvA oscillation for the field in good agreement with the result of band calculations.
along(111) at 0.47 K. The dHVA oscillation is observed in Next we have determined the cyclotron mas$ from
both the normal and superconducting mixed states; althougthe temperature dependence of the dHvVA amplitude, namely
it is not observed nedf ., of about 50 kOe because of the from a so-called mass plot. We show in Table Il the dHVA
so-called peak effed® The fast Fourier transforniFFT)
spectra in Fig. 13b indicate that for two branches, denoted by

€13 and d;, the detected dHVA frequencies are the same CeRu, ;
{100y : {110}
CeRu, :
H, H// <111>
¢ 047K
&
a .
g 107
[¥]
&
I | [E
<
i e 50 3bkoe Hl—> :E
=}
8,
Normal State
€1233€123 38, )
. 45 0 90
‘J L Mixed State <110> <100> 111>  <110>
(‘)----é""l‘o""l‘s Field angle, degrees

dHvA Frequency (xlO6 Oe)

FIG. 13. Typical dHVA oscillation of CeRua) and the corresponding FFT
spectra in both the normal and superconducting mixed stajes

FIG. 14. Angular dependence of dHVA branches in CeRne data shown

with large circles possess large magnitudes in FFT spectra, while those
shown with small circles indicate small ones. Thin solid lines are guidelines,
while thick solid lines are the result of band calculations.
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CeRu, B ‘aj .
a holes of 19th band b holes of 20th band I CeRu, ]
2 2r 8 ]
o I ’ ] a
g t I ]
1r -7 €23 7
L Rt - -
L L —oapeees ™ J
o & . . ]

/——- - 0N D-& 9 -9 -0
>
.

/m;,
S o e e

0 50 100
Magnetic Field (kOe)

FIG. 16. Field dependence of the cyclotron mass for three brancife&)
andm/m¢ (b) in CeRy.

2A(T=0)/kgT.=3.7 was obtained from the specific heat
measurement for the same sampl@he theoretical curve is
FIG. 15. Fermi surfaces of 19th band-hole, 20th band-hole, 21st bandlim‘:ll’]'la\y g:zflgmﬂgl?jm dtgg()aei)(;%?lllrg(aigtaélggta(;bserve d for the
electron and 22nd band-electron in CgRu . :

Dingle temperatureT,. Tp in the normal state has been

determined from the field dependence of the dHvVA ampli-
frequency and the corresponding mass for the typical fieldUde at constant temperatures of 0.5 K and 30 mK, namely,
directions in the normal state. from a so-called Dingle plot. Figure 17a shows the field de-

We have also determined the cyclotron mass by sixpendence of the~DingIe temperature for three branches. The

cycles of the dHVA oscillation in the mixed state. The field difference AT, =Tp—Tp between the Dingle temperature
dependence of the cyclotron mass for branches); and  Tp in the mixed state and the Dingle temperatiiggin the
€123 IS shown in Fig. 16a. The cyclotron mass graduallynormal state is also shown in Fig. 17b. Here we note that the
decreases below,. It is interesting that the ratio of the “Dingle plot” to determine Ty is not valid for the present
cyclotron mass in the mixed staf&} to that in the normal dHVA oscillation in the mixed state because both and Ty
statem? shows a similar field dependence in the mixed statedlepend on the field in the mixed state. We have determined
for three branches, as shown in Fig. 16b. Here the solid lin¢ghe Dingle temperature so as to fit the dHvA amplitude fol-
indicates the theoretical curve of E@L3), where 2A(T lowing the Lifshitz—Kosevich formula under the assumption
=0)/kgT.=3.7 and Fermi velocitw=9.1x10°cm/s are that the cyclotron mass in the mixed state decreases linearly
used in calculations for the branay ,3;. The value of with decreasing the field as shown in Fig. 16a. As shown in

TABLE Il. The de Haas—van Alphen frequency and the corresponding cyclotron mass for the typical field
direction in CeRy The angle of 42° means the field direction tilted by 42° frk@0 to (110 in (110.

Experimental Theoretical

Branch F,1f0e mf,m, Tp.,K I, A Band F,1f0e m,,m,

HII{100) B 65.8 7.61 20 64.6 0.22
a 22.6 2.64 0.57 2450 20 19.7 0.76

b1 6.38 4.39 20 6.38 1.97

€12 0.84 0.71 22 0.69 0.31

€3 0.63 0.55 22 0.46 0.20
(111 8y 3.97 1.56 0.5 1980 20 3.16 0.50
€123 0.75 0.61 0.45 2450 22 0.57 0.26

(110 b1z 4.60 1.90 20 4.13 0.68

42° b 36.8 8.20 20 58.3 4.30
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FIG. 17. Field dependence of the Dingle temperature for three brartpes:
(@ andATp (b) in CeRuy. Temperature (K)

FIG. 19. Temperature dependence of the magnetic susceptibility for Ce and

Fig. 17b. AT, increases with decreasing the field below Y comPounds.

He.
We have measured the sample dependence of the Dingle

temperature to study the additional damping term in théhe magnetic field. A following simple relation holds be-

mixed state for branck;,3, as shown in Fig. 18. Five tween the Dingle temperature in the mixed sthgeand that

samples of different quality were used in the experimentsin the normal Tp; Tp=Tp+ATp, where ATy is an

The Dingle temperature in the mixed statg depended on additional Dingle temperature in the mixed state. That is, the
value of ATy shows approximately the similar field depen-
dence for five samples. The solid lines in Figs. 17b and 18b

S represent the theoretical result of Hg) for branche ;.

] CeRu, The theoretical curve is approximately consistent with the

experimental one.

branch 81 23

T a 3.2. URUZSiZ

Tp (K)

. Among the uranium intermetallic compounds, URi

. -§ --------- ] and UPdAI ; are fascinating magnetic superconductors. They
<

.............

---------- are classified as the heavy fermion compounds. Quasiparti-

L cles with a heavy mass of 10—10%Q are of anf-electron

—_— character, condensing into Cooper pairs. Superconductivity
is realized in the antiferromagnetic state. The ordered state in
URuW,SI, is, however, anomalous because of an unusually
small moment of 0.0g/U.3” On the other hand, URAI,
has a relatively large moment of 0.85/U.%8

b In the Ce-based heavy fermion compound such as
CeRuySi,, the magnetic susceptibility increases with de-
creasing the temperature, following the Curie-Weiss law
with the effective moment of Cé, and possesses a maxi-
mum at a characteristic temperature . The magnetic
susceptibility becomes thus constant at lower temperatures,
indicating enhanced Pauli paramagnetism, as shown in Fig.
19. This large susceptibility is correlated with the large mass.

FIG. 18. Field dependence of the Dingle temperature for bragghin five The temperatureT, 5, approximately corresponds to the
different samples of CeRBuTp (a) andATp (b). Kondo temperaturdy .

Magnetic Field (kOe)
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FIG. 20. Crystal structure of URSi,. Arrows show the directions of the Temperature (K)

antiferromagnetic moments.

FIG. 22. Temperature dependence of the electrical resistivity in,BRu
The inset shows the overall behavior of the resistivity.

A similar behavior is observed in URS8i,
and UPdAIl;. The susceptibility for the field alonf001 . -
in UR qs 3 q i ! 11§pol |.|yUP Al I. 0 ']th to the observed metamagnetic transition, although the meta-
Idnecrealfszing tﬂg terr?;)e[:raturg ;(r)]llowigzg tﬁe'rg:ﬁgsﬁe\g's Ianagnetic transition itself is closely related to the antiferro-
. ' : ) - . magnetic ordering. In the phase diagram, S.C. denotes the
and has a maximum &t, ,,,,=55K in URWSIi, and 35 K in g g P g

X superconducting state.
UPdAI;. At lower temperatures both compounds order an- P g

tif ticall Transport, thermal and magnetic data indicate that this
: er::o_magntzéca ?]/ the tet | tal struct r{nagnetic order below 17.5 K opens a gap on a large part of
'gure shows ‘the tetragonal crystal SUucluré Oly,o rermi surface. The corresponding electronic specific heat
URuW,SIi,, where arrows indicate the directions of the am'fer'coefficienty is changed from 110 to 64 n{82-mol) through
rzolm?%netlc ;nomentst.. Tthe phtgse dlagramst, ISbSh(t)VZ,BOmkg his transition, indicating that about 40% of the Fermi sur-
- 1he metamagnetic transition occurs at abou ace is removed after this transiti6hSuperconductivity oc-
This transition with three steps is sharp when observed bec'urs below the critical temperatuie.=1.4 K in the antifer-
low the Neel temper_atureTN=l7.5_K, and become b_road romagnetic stateH.,(0) at 0 K ishighly anisotropic, being
aboveTy, changing into one step in the metamagnetic ran hout 130 kOe for the field alorid@00] (a-axis) and about 30
sition. The transition field slightly increases with incrgzasingkOe for[001] (c-axis).*>“*Below T, the specific heat and the
the temperat_uré"’. A temperature erendence of thee pin-lattice relaxation rate foIIovT?Z— and T3-dependences,
temperature in the magnetic field is also shown by a dotte espectively’>4 These results claim a line node in the su-
line in Fig. 21%° This phase boundary is not directly related perconducting energy gap. Superconducting properties are
summarized in Table $34°
T , ¥ T T T . A single crystal of URWSI, was grown by the
| i Czochralski method in a tetra-arc furnace. The starting ma-
terial of U was purified by the electro-transport method in
high vacuum of 10'°Torr. See the details in Ref. 46. An
ingot of 3—4 mm in diameter and 80 mm in length was
o purified again by the electro-transport method in high
| URu,Si, | vacuum of 1—10%Torr, for one week.
H // 1001] First we show in Fig. 22 the temperature dependence of
the electrical resistivity in the current along the[010]

S
[am]
[=]

Transition Field (kOe)

2001 . direction. The resistivity has a peak at about 17 K, which
"._ Txmax corresponds to the & temperature, and decreases steeply
| ' )} with decreasing the temperature. The overall behavior of the
S.C. Tx temperature dependence of the resistivity is shown in an in-
\/ { set of Fig. 22. The resistivity increases with decreasing the
00 ’ '20 ' 4'0 ! 610 ! 80 temperature and shows a characteristic peak around 70 K,
Temperature (K) éim(ijlarﬁs that in heavy fermion compounds Ce8&iy and
eCuy.

FIG. 21. Phase diagram of URSi,. As shown in Fig. 22, the resistivity become zero below



584 Low Temp. Phys. 25 (8-9), August—September 1999 Y. Inada and Y. Onuki

1 50 T ! T T T T T T L T 1 5 0 T T T T T T Y r Y
i ' H // [100] URu,Si,

10 100 |
[} E ~~ i
* 50 = ]
é 50 ]
: :l L ! | S 1 1 1 I ] :

0 0 30 60 90 0 N
[100] [001] 0 1 2

Field Angle (Degrees)

Temperature (K)

FIG. 23. Angular dependence bff;, at 40 mK in URySi,.
FIG. 24. Temperature dependencef for fields along 100] and[001] in
URU,Siy.
1.5 K. The residual resistivity extrapolated to 0gdg,and the
residual re5|§t|V|ty rat_loiRRR), pRT/pO are 1.27u€2-cm and similar branches have been observed. Branghasd y were
255, respectively. This sample is, as far as we know, the bes : :
sample. also observed by Kelleet al. at some field angles in the

Next we have determined the upper critical figld, (001 an_d(OlO) planes. From these dHVA and also the mag-
. o . oo netoresistance resuftSwe conclude that three branches rep-
from the electrical resistivity data in the magnetic field.

Figure 23 shows the angular dependence of the upper criticé?sem closed Fermi surfaces.

field at 40 mK. The solid line is a theoretical curve based orb When we. compare t.h? dHVA result with the resul_t of
the formula®® and calculations in an itinerantf ©%and model shown in

Fig. 27, branchesg, 8 and y might correspond to the band
Hco(HI[100]) 17-hole, 19-electron centeredXatnd 20-electron Fermi sur-
Hea(0) = (co€ 0+ kZsir? )12 (15) faces, respectively, in magnitude, althoughis different
. from the theoretical one in the angular dependence. These
where  H.,(HI[100]) is 130 kOe and «

N Fermi surface are small in volume. Much larger Fermi sur-
[ =H¢(HI[100])/H(HI[001])]=4.5. H., is highly an-

isotropic, which is due to the paramagnetic effect, reflecting
the anisotropic magnetic susceptibility. We also show in Fig. URu,Si,
24 the temperature dependencef, for fields along[100] 35 mK
and[001]. These data are almost the same as the previous 0=81°
results® =
We show in Fig. 25 the typical dHVA oscillation in both
the normal and mixed states and the corresponding FFT
spectra for a tilt angl&/=8.1° in the field range from 40 to
150 kOe at 35 mK. The magnetic field direction was tilted by

' | | v ) v 1 v 1 § |

!
0 from [100] to [001]. One dHVA branch named is clearly 50 100 150kO0e

observed in both the normal and mixed states. In other direc-
tions, another branches namgdand y are detected in the
normal state, although their amplitudes are small.

Figure 26 shows the angular dependence of the dHVA

------- Normal State
—— Mixed State

frequencyF. Brancha is almost constant as a function of the 20 b
field tilt angle 6, indicating that the Fermi surface is spheri- i
cal. In the(001) plane, branch is four-fold split. The reason (') 41 — é 4 é

of this splitting is not clear. The Fermi surface might be 7
corrugated, possessing maxima and minima in cross-section. dHvA Frequency (x10° Oe)

BranCheSﬂ_ and y are not .Observed in the whole field rig, 25. DHvA oscillation and the corresponding FFT spectrum for a tilt
angle. According to the previous report by Kelleral,”®  angle§=8.1° in URySi,.
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8 e u,Si
10" p——— P ' ] a band 17 - hole URMSE 4 anais - hoe
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dHvA Frequency (Oe )
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FIG. 26. Angular dependence of the dHVA frequency in L& FIG. 27. Fermi surfaces for URSI, in the paramagnetic state. The band

17-hole centered at thé point (a), the band 18-hole at the point (b), the
band 19-electrons at tHé and X points(c) and the band 20-electron at the

faces of bands 18-hole and 19-electron have not been og-pOint(d)'

served experimentally. If we assume that these larger Fermi
surfaces disappear completely below the ordering tempera-
ture, this change of the Fermi surface is inconsistent with theurface. Thd-value is large. 5500 A for branch, 1400 A
reduction of the electronic specific heat coeffici&nThere  for g and 1200 A fory. These values are by one order larger
should exist other remaining Fermi surfaces not observed ithan the coherence length indicating that superconductiv-
our experiment because URBi, is a compensated metal ity is close to the pure limit. These Fermi surface properties
with equal numbers of electrons and holes from the result ohre summarized in Table IIl.
the magnetoresistance, and then the hole Fermi surface of We show in Fig. 28a the typical dHVA oscillation for the
brancha does not compensate with the electron Fermi surfield along[001]. H, is about 29 kOe. The dHVA oscillation
faces of brancheg and vy in volume. namedea is observed in the mixed state down to about 20
Next, we have determined the cyclotron mass from thekOe. Figure 28b shows the field dependence of the cyclotron
temperature dependence of the dHvVA amplitude, and thenass. We determined the mass from the temperature depen-
Dingle temperature from the field dependence of the dHvAdence of the dHvVA amplitude over seven cycles of the oscil-
amplitude for the field alon§001]. All branches are heavy. lation. The cyclotron mass is constant abdyg,, but de-
The cyclotron masses are @ for brancha, 25mg for 8 creases gradually with decreasing the field beldyy. The
and 8.2m for . It is surprising that a small Fermi surface of mass is not correctly determined in the field range from 25 to
branchp possesses such a large cyclotron mass. The Dingl28 kOe because this is a region of the so-called peak effect.
temperature is small, 0.035 K for braneh 0.045 K for 8 A similar field dependence is also observed for the
and 0.11 K fory, indicating a high-quality sample. We have Dingle temperaturd, as shown in Fig. 28cT, was deter-
determined the mean free pathfrom the relation of mined directly from the dHvVA amplitude by using the mass
Se=mk2, fike=m%ve andl=vg7, wherevg is Fermi ve- in Fig. 28b. The Dingle temperature in the mixed state in-
locity and kg is half of the caliper dimension of the Fermi creases with decreasing field below,,. Solid lines in

TABLE Ill. The de Haas—van Alphen frequenéy the cyclotron effective mass} , the band masm, . the
Dingle temperaturd ; and the mean free pathin URu,Si,.

Experimental Theoretical
Hi[001] F, 1¢f Oe ms ,mqg Tp, K I, A F, 1¢f Oe m, ,m,
a 105 13 0.035 5500 band ¥7) 185 1.62
band 18(2) 36.8 2.72
band 19(I") 62.9 8.02
B 4.2 25 0.045 1400 band 1) 4.6 3.20

y 1.9 8.2 0.11 1200 band 20" 0.3 0.25
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" L/ 001] (H//{001])
1 | |

|
25 20 kOe

H— 30
[ T T T i
E I fﬁ'ﬂ OQ9®°°°°°°°°°°°°°°°°° ]
10 -
- L ° 1l b
9;50 C éé@ ] 76°
ol | ; l ]
003 I I
L oop 4
< 021 & T
L0 K . -
0 B | ooooo
20 25 35
Magnetic Field (kOe)

FIG. 28. DHVA oscillation at 29 mK fof001] (a), field dependences of the
cyclotron masgb) and the Dingle temperatuie) in URW,Si,.

Fig. 28b and 28c are theoretical curves of EdS8) and(7)
for brancha, where a BCS relation of /kgT.=3.54 and
ve=1.6x10° cm/s were used in calculations. The theoretical
curve forTp is approximately consistent with the experimen- 22 23 24 25
tal one, while the theoretical field dependence of the mass is ic Fi
N . . teld (k

highly different from the experimental one, as in CgRu Magnetlc eld ( Oe)

An interesting point in UR4BI, is an anisotropic energy FIG. 29. DHvA oscillations for several tilt angles in ti@10) plane for
gap because the existence of the line node is clear from thgRuSi,.
specific hedf and the nuclear spin-lattice relaxation f4te
experiments. It was discussed theoretically that the supercori]r-] the magnetic field. The former effect schematically shown

ducting gap disappears as a line node on the Fermi surfac% Fig. 10a and 10b is compared to the latter one in Fig. 8c.

for momenta perpendicular to the antiferromagnetic wavq ST . .
. I f the dHVA oscillation is found in the mixed state far below
llel he¢001 h Fig. 1 T
vector parallel fo th¢001] direction, as shown in Fig. 10a H.,, the former should be distinguished from the latter.

49 . . . .
and 10b>” We have tried to determine the position of the line The dHVA oscillation is observed in fields down to

node_on the Fermi surface via the quA experiment. - 30-40 kOe in the¢001) plane. No appreciable change of the
Figure 29 shows the dHVA oscillation for several field I ' L
Lo . . ' dHVA oscillation for any field direction in th€001) plane
directions. The tilt angle is the field angle fron{100] to ) S .
[001], as defined above. No appreciable change of the dryAvas found. This result also implies that a line node, as shown
' ) PP g in Fig. 10c, does not exist and/or it is difficult to distinguish

oscillation has been found for any field, when the field is : . . .
tilted from [001] to [100]. experimentally the line node with the gapless state, as in the
(010 plane.

In Fig. 30 the angular dependences of the dHVA ampli-
tudes in both the normal and mixed states are represented hy.
circles and squares, respectively. Effective fields are 46.3'3
kOe in the normal state and 23.7 kOe-Q.8H.,) in the UPd,Al ; with the hexagonal structure is also a fascinat-
mixed state. The amplitude reduction for several field angleing magnetic superconductdt.Superconductivity with the
is due to the zero spin-splitting. This is reflected even in thdransition temperaturd =2 K is realized in the antiferro-
mixed state. This result shows clearly that it is difficult to magnetic state with the Nétemperaturd =14 K. Neutron
distinguish experimentally the nodal line in the anisotropicscattering measurements revealed that the magnetic moments
energy gap from the gapless state based on the pair-breaking 0.85ug/U are ferromagnetically oriented along the

1 | L |

. UPd,Al,
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FIG. 30. Angular dependence of the dHvVA amplitude in both the normal. .. . . . .
and mixed states for branehin URWSi,. indicating a XY-type in character, which is compared to an
Ising type alond 001] in URW,Si,.
Figure 32 shows the phase diagram. The metamagnetic
[1150] direction but are coupled antiferromagnetically alongtranSItlon is found abon’N, up to the characte(|§t|c -tem-
S . - 38 perature,T, na=35 K. This means that this transition is not
the[0007]] direction with the wave vectd®=(0,0,0.5);° as X . ) X
A . . related to the antiferromagnetic ordering but to a change of
shown in Fig. 31. Superconducting properties are summa, . i
. : he 5f-electron character as in URsi,. We note that the
rized in Table I. L A :
S o ordered state, which is shown by a dotted line in Fig. 32, is
The high-field magnetization indicates a sharp metamag- d .
. " - closely related to the sharpness of the metamagnetic transi-
netic transition at about 180 kOe beloWy=14K. It be- . . .
. : tion. In the phase diagram, S.C. denotes the superconducting
comes, however, broad aboVg . This metamagnetic tran-

sition occurs for the field parallel to the basal plane, >
P P " Figure 33 shows the temperature dependence of the elec-

UPd,Al A
i LAl
Look20r
=) [ 100
(8]
G |
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a | o
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] 1 ] I

0 5 10 15
‘ U o Pd v Al Temperature (K)

FIG. 31. Crystal structure of URAI ;. Arrows indicate the directions of the FIG. 33. Temperature dependence of the electrical resistivity of,AlRd
antiferromagnetic moments. The inset shows the resistivity from room temperature to 1.5 K.
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FIG. 35. Angular dependence of the dHVA frequency in LAPg

is due to a band 73&74-electron Fermi surface named
“egg,” as shown in Fig. 36. In the hexagonal symmetry,
branchess, and ¢5 have the same cross-section, but they
have different cross-sections, reflecting the magnetic mo-
ment oriented alon§1120].5%5*

We have determined the values of the cyclotron mass
and the Dingle temperature, as shown in Table IV. These
values are almost the same as the previous reuilt& note

trical resistivity p. Overall features are the same as the prethat branch has a large mass of ®8,. This is the largest
viously reported one® As seen in an inset of Fig. 33, we mass in UPgAl;. The masses in the range from 6 tor85in
observed a Kondo-like logarithmic-temperature dependencé&able IV are consistent with a large~value of 145
from room temperature to about 100 K, a sharp decreasmJ(K?-mol).>° Ty of 0.20 K is small, reflecting a high-
below Ty=14K and finally a superconducting transition at quality sample. Therefore, the mean free path is longer than

T.=1.9K. The residual resistivity extrapolated to O f,

1000 A.

as shown by a dotted line in Fig. 33, and the residual resis- As shown in Fig. 37a, the dHVA oscillation is clearly
tivity ratio prt/pg are 1.40uQ)-cm and 104, respectively. observed in both the normal and mixed states. The dHvA
These are the best values as far as we know. The presenscillation, which is observed up to the upper critical field
single crystal was grown by the Czochralski method in aH.,(=39kOe) with decreasing field, is due to braneh

tetra-arc furnace, as described in Ref. 51 in detail.

This branch is still seen in the mixed state at fields down to

Figure 34 shows the typical dHvA oscillation and the about 25 kOe. The dHVA oscillation is not observed in the
corresponding FFT spectrum for the magnetic field along thdield range from 39 to 31 kOe, which is due to the peak
[0001] direction. Magnetic fields used in the FFT spectra areeffect, as discussed befoteThe dHVA frequency of 2.64
in the ranges from 60 to 120 kOe in Fig. 34b and from 138 toXx 10° Oe for brancha is the same between the normal and
169 kOe in Fig. 34c. Figure 35 shows the angular depenmixed states. We have determined the cyclotron nm$s

dence of the dHVA frequency.

Almost all of the branches labeled 8, y, § ande4 are

from the temperature dependence of the dHvVA amplitude
over six cycles of the dHVA oscillation. As shown in Fig.

the same as the previous dHVA results obtained by Inada7b, the mass decreases gradually with decreasing the field
etal® According to the previous result of band belowH,,. The cyclotron mass at 24 kOe=0.62H,,) is
calculations>>*where 5 electrons were treated as itinerant 3.8mjy, which is compared to the mass of 50§ in the nor-
electrons and brought about the antiferromagnetic moment ohal state.

0.85ug/U, branchese,, &3, 6§ and ¢ are due to a
band 69&70-hole Fermi surface called “party hat,”

A similar field dependence is also observed for the
Dingle temperaturél, as shown in Fig. 37c. The Dingle

branches3 and y correspond to the maximum and minimum temperature in the mixed state increases steeply with de-
cross-sectional areas of a band 71&72-electron Fermi surfacgeasing field belowH.,. The solid line in Fig 37c is a
called “column,” branche« is due to an ellipsoidal band theoretical curve of Eq(7) for branch «, where the BCS

71&72-electron Fermi surface called “cigar” and brangh

relation of 2A kgT.=3.54 and Fermi velocityvp=1.86
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b band 71&72 - electron ¢ band 73&74 - electron

FIG. 36. Band 69&70-holéa), band 71&72-electroiib) and band 73&74-electron Fermi surfades of UPd,Al 3, cited from Ref. 54.

x 10f cm's are used in calculations. The Dingle temperature  On the other hand, the Dingle temperature in the normal
in the mixed state in Fig. 37c is slightly smaller than thestate is nearly angle-independent up ®=30°; Tp
theoretical curve. On the other hand, the cyclotron mass iss0.21 K. By using these data, we can calculate the dHVA
reduced compared to the theoretical one, as shown in Figmplitude at 25.7 kOe=£0.65H.,) which is an effective
37b. The mass reduction was not found in other icom-  field in the field range from 25.0 to 26.5 kOe. Thus, the
pounds. It was found only for CeRUURW,SI; and now for  dotted line in Fig. 38 is the curve obtained at 25.7 kOe under
UPGAI 3. the assumption that values of the cyclotron mass and the
As mentioned aboveS is the extremal cross-sectional pingle temperature in the normal state are unchanged in the
area of the Fermi surface by planes perpendicular to the fielfliyoq state. The dHvA amplitude data at 25.7 kOe, shown
direction. If Sz corresponds to the maximum cross-sectlonby squares in Fig. 38, are reduced roughly by one half, com-

W'th the I_|ne noqle, itis not easy to distinguish the Ilne_ node ared to the dotted line. If we fit the result calculated for
in the anisotropic energy gap from the gapless state in madj-

netic fields, as in URsbi,. We have also studied the angular 9.:0 (HI[0001) to the.dHyA amphtuqe fonQ=Q n t.he.
dependence of the dHVA oscillation, as shown in Fig. 38.mlxed state, the dotted line is changed into a thick solid line.

Here, the field angl@ is a tilt angle from[0001] to [ 1010]. This S.O“d line is in QOOd agrt_eemgnt with th? dHVA d"’?‘a n

. . the mixed state. This result implies that a line node in the
The angular dependence of the dHvA amplitude is also . —
shown in both the normal and mixed states. The dHVA am-an'SOtrOp'C energy gap, shown in Fig. 10a and 10b, does not

plitudes were obtained from the FFT spectra in the field‘?XiSt and/pr it is Qiﬁicult -to distinguish experimentally the
range from 55.5 to 62.5 kOe in the normal state and fron{"€ Node in the anisotropic energy gap from the gapless state

25.0 to 26.5 kOe in the mixed state. The Fermi surface oPased on pair-breaking by applying a magnetic field. If the
brancha is approximately of an ellipsoid of revolution, as dHVA oscillation is found in the mixed state far beldiy;,
shown in Fig. 36, following Sg(6)=6.94x10°%(sir*¢  the line node should be distinguished from the gapless state
+(2.6)? cog 6)!2 Oe. The cyclotron mass in the normal statein fields. That is, the dHVA data are expected to deviate from
also shows the same angular dependence;(#) the thick solid line or to reduce steeply with increasing the
=14.3/(sirf 6+(2.6)% cos 6)*m,. tilt angle.

TABLE IV. The de Haas—van Alphen frequengy the cyclotron effective mass? , the Dingle temperature
Tp and the mean free pathin UPd,Al;. The theoretical frequency in the paramagnetic state is cited from

Ref. 53.
Experimental Theoretical
HII[000T] F, 10’ Oe mg ,mg Tp, K A F, 10’ Oe
¢ 9.45 65 0.10 1190 band 69 & 70) 8.87
y 4.06 33 0.28 540 band 71 & 72) 3.82
B 3.06 19 0.15 1550 band 71 & 7Z) 3.07
&5 0.61 band 69 & 7qL) 1.50
g3 0.48

a 0.26 5.7 0.20 1200 band 71 & 18) 0.30
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4. CONCLUDING REMARKS

We have succeeded in growing high-quality single crys-
tals of NbSg, CeRy, URWSi, and UPdAl; and observed
the dHVA oscillation in both the normal and superconducting

Y. Inada and Y. Onuki

3) The cyclotron mass in the mixed state decreases in
magnitude with decreasing the field. This is found only in the
f electron system, not observed in Nb%@ad the other noifi-
electron superconductors. This can not be explained by
Maki's theory based on the density of states in magnetic
fields after Brandet al.

4) The corresponding Dingle temperature is enhanced
with increasing the field belowd.,. This is approximately
explained by the Maki's theory.

5) We searched for the anisotropic energy gap from the
angular dependence of the dHVA oscillation in the mixed
state. From the present result, it was difficult to distinguish
the line node in the anisotropic gap from the gapless state
based on the pair-breaking in magnetic fields.

We suppose that the origin of the mass reduction below
H. is related to the correlation effect between the
quasiparticles® In heavy fermion compounds, the magnetic
part of the specific heat is changed into the electronic specific
heat at low temperatures. For example, tHelelvels of the
Ce ion are generally split into three doublets at high tempera-
tures because thef4electrons in the Ce compounds are al-
most localized in nature, following the Curie—Weiss law. At
low temperatures, the magnetic entropy of the ground-state
doublet in the 4-levels or the magnetic specific he@y, is
changed into the electronic specific hedkt via the many-
body Kondo effect as follows:

mixed states. Our experimental results can be summarized as

follows:
1) The dHvVA oscillation, which is observed nédg, in
the normal state, is also observed in the mixed state.
2) The dHVA frequency in the normal state remains un-

changed in the mixed state.

Amplitude (arb.units)

FIG. 38.

1 T T
UPd,Al,
branch o
Normal State -
:\"“‘—\\
Mixed State
0 2 1 .
0 20 40 )
[0001] ) —=[1010]
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Angular dependence of the dHVA amplitude in WARd

T« Chy
RIn 2=f —dT, (16)
o T
Crn=7T. 17)
The y-value can be obtained as
_Rin2_ 10 J(K2-mol 18
=T, _T_Km (K#-mol). (18)
In fact, the y-value in CeCy is 1600 mJK?-mol) for
T=5K.4"%°

The magnetic susceptibility in UB8i, and UPdAl 3 in-
creases with decreasing the temperature, following the Curie-
Weiss law, and has a maximum at the characteristic tempera-
ture T\ max- Ty max fOr URW,SI, and UPdAI; approximately
corresponds to the Kondo temperatiie for CeRySi, and
CeCy where almost localizedf4electrons become itinerant
below Ty, forming the heavy fermion state with an ex-
tremely largey-value.

All energy bands in CeRu URW,Si, and UPdAI; con-
tain thef-electron component and have flat dispersion, bring-
ing about relatively large band masses. Nevertheless, the cy-
clotron effective masses are considerably larger than the
corresponding band masses, as shown in Tables II-1V. The
mass enhancement is not included in the conventional band
calculations. It is caused by spin fluctuations, where the free-
dom of the charge transfer of tHeslectrons appears in the
form of thef-itinerant band, but the freedom of spin fluctua-
tions of the samd-electrons reveals an unusual magnetic
ordering, especially in URSi, and enhances the effective
mass as in the many-body effect for Cg@nd CeRySi,. In
the mixed state, the number of quasiparticles, which are pro-
duced on the basis of the pair-breaking in the magnetic
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Comprehensive experimental results on growth, dissolution, and melting kinetics of solid
inclusions of°He formed as a result of phase separation of solid mixture$lefin “He are
described. A new method developed for obtaining high- quality crystals by cycling the
temperature of a solid mixture within the separation region makes it possible to obtain reproducible
values of time constants for growth and dissolution of inclusions. Precise measurements of
pressure in the crystal at constant volume are used for obtaining data on effective mass diffusion
of 3He atoms in the crystal. It is shown that quantum diffusion is strongly suppressed at

low temperatures due to elastic fields induced near the boundaries of inclusions. Abnormally rapid
transport of matter of the threshold type is observed during dissolution of inclusions. The
observed effects can be explained qualitatively in the proposed model of multistage dissolution
of ®He inclusions. The data on the variation of pressure as a result of melting and

crystallization of*He inclusions are also obtained. It is proposed that a patitiefremains in

the liquid phase after crystallization. @999 American Institute of Physics.
[S1063-777X99)00308-4

1. INTRODUCTION pendent of temperature and varies in inverse proportion to
the concentration. Subsequent theoretical investigations con-
Solid *He—"He mixtures are systems in which quantum firmed the correctness of the basic concepts developed in the
effects are manifested in macroscopic properties. Such maniheory and made it possible to derive analytic relations,
festations include isotopic phase separation of mixturesyhile the NMR experiments made simultaneously %te
which was observed for the first time by Edwasdsal' and  impurities in the hcp phase 8He revealed main regularities
was an important stage in the study of quantum crystalspredicted by the theory and some peculiarities of spin diffu-
Among other things, these investigations stimulated the desjon in the bee phase 6He—*He mixtures(see, for example,
velopment of the theory of quantum diffusion by Andreev Refs. 3 and %
and Lifshits? In this phenomenon, peculiarities distinguish- Since the kinetics of phase transformations in solids are
ing quantum crystals from other solids are manifested MoStjosely related to diffusion, it is natural to expect that an
clearly. It was provetithat impurities and point defects in analysis of phase separation of solid mixtures of helium iso-
quantum crystals at low temperatures must be transformeghyes will provide additional information on diffusion effects
into a sort of quasiparticlesmpuritons and defectopshat  j, quantum crystals. Such expectations are justified the more
can move almost freely over the entire volume in a certairny, since diffusion processes occurring during phase separa-
energy band. The mobility of such quasiparticles is limitedijon haye a number of peculiarities which are not observed in

by th_eir mutual collisions_as well as by cqllisions with Otherself-diffusion studied by the NMR method in solid helium.
guasiparticles or defects in the crystal. This leads to tempera-

ture and concentration dependences of the diffusion coeffil) Since phase separation fhle—*He mixtures occurs at
cients that are quite unusual for solids. The diffusion coeffi- low temperatures, we can disregard the interaction of
cient D in perfect crystals at comparatively high 3He with phonons even for very low concentrations and
temperatures and low impurity concentrations, for which col-  take into account only the interaction of impuritons with
lisions of impurities with phonons are the main mechanism  one another and with imperfections in the crystal.

of scattering, increases with decreasiiigaccording to (2) Diffusion takes place for finite concentration gradients,
the lawDxT~°. In the region of low temperatures and/or and leveling out of concentrations is described by the
higher concentrations, the interaction between impurities be- mutual diffusion coefficient to which collisions between
comes decisive, and the diffusion coefficients becomes inde- impuritons contribute only due to probable U-processes.

1063-777X/99/25(8—9)/15/$15.00 592 © 1999 American Institute of Physics
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At the same time, the self-diffusion coefficient measured
by the NMR method takes into account all types of col-
lisions. 6

(3) The molar volume of the concentrated phase formed as a RN
result of phase separation of dilute solutions®die is 2
much larger than that of the initial solution. This gives
rise to inhomogeneities and stressed state of the crystal
so that diffusion of impurities occurs in the field of elas-
tic forces.

(4) Nonuniformity of potential also leads to a difference be- ' \1
tween energy levels of impuritons at adjacent crystal lat- e . .
. . L . . . FIG. 1. Schematic diagram of measuring cell: copper plate of mixing cham-
tice sites; if such a mlsmatCh'ng In energy levels be'ber (1), casing(2), sample chambef3), movable electrode of capacitive
comes comparable to the width of the energy band of apressure gaugés), fixed electrode(5), rf screen(6), filling capillary (7),
impuriton, this reduces significantly the tunneling prob- resistance thermometé), heater(9), *He melting curve thermometét0).
ability, and hence the diffusion coefficient.

(5) In some cases, phase separation in the crystal can give
rise to additional defects that can also affect diffusion
processes significantly.

measurement of pressure can be used for unambiguous de-
termination of the change in concentration. Using the known
These peculiarities enrich considerably the pattern oialue of 3 for pure“He to estimate the sensitivity of such a
mass transfer and render the study of phase separation kin@ethod, we obtain
ics very promising. On the othe_r han_d, r_\owever, the_results |AP|~10P|Ax|[ Pal]. 3)
of analysis of the phase-separation kineticStéé—"He mix-
tures could not be systematized in any way for a long time in This relation shows that pressure measurements ensure
view of the difficulties encountered in this cageee, for sufficiently high sensitivity for concentration measurements
example, Refs. 597 and attempts to establish correlation during phase separation of helium isotopes. The high sensi-
with the data on quantum diffusion led to contradictory re-tivity of the method and available reliable pressure gauges
sults. For example, lwasa and SuzZukoncluded that mass for the milikelvin temperature range have determined the
transport during phase separation cannot be described Iroice of experimental technique used by us here.
laws of quantum diffusion, while Shvaret al® observed a
qualitative agreement between analogous results.
In such a situation, systematic analysis of the phase2. MEASURING CELL AND SAMPLES
separation kinetic for solid mixtures is required to clarify the . o )
influence of various factors on the type of mass transport. In, 1€ Cell for experiments on the kinetics of phase transi-
the present paper, we describe the results of experimen{?ns in solid mixtures of helium isotopes involving precise

made by the method of pressure measurements in the Samﬂ%easurements of pressure at ultralow temperatures must en-

during cooling and heating in the region of two-phase stateSUré above all reliable cooling of the sample with a short

Special attention is paid to comparison of the obtained pa'ghermal relaxation timgas compared to the characteristic

rameters of mass transport with the results of quantum diffime of the phase transitiorBesides, the cell geometry must
fusion measurements. Preliminary results of these experP® chosen so that inhomogeneities appearing during sample
ments were reported in Refs. 9-12. crystallization are minimized. We must also ensure a high

Phase separation of an isotope mixture is a first-ordefesolution of the detector of pressure variation in the crystal.

phase transition in which first derivatives of thermodynamic ! @king into account all these requirements, we developed the

potential such as volume or pressure are known to expergonstruction of the experimental cell which is shown sche-

ence jumps. The excess voluide emerging during the for- matically in Fig. 1._The cell is in fact Straton_Iams capaci-
mation of a mixture with concentrationfor helium isotopes tive gauge fixed directly to the plate of the dilution chamber
was determined by Mullif® with the help of a conic junction. The efficiency of such a

junction was investigated earliét The diameter of the inner
Ve=0.4x(1—x)[cm®/mole]. (1) cavity in which solid helium samples were grown was 9 mm
and its height 1.5 mm. The cell was not supplied with a heat

The correctntesslfof hth|s expresst|_on was conft|rmed t'%{(changer made of fritted silver powder, since a low- poros-
many experiments. 11 phase separafion occurs at cons ""Ry medium strongly changes the type of phase transitions in
volume, the corresponding change in pressure

solid mixtures of helium as compared to open geomeseg,
Ve for example, Ref. 1b
PE:W! 2 According to calculations, the time of stabilization of
thermal equilibrium associated with the thermal conductivity

takes place, wherg and g8 are the molar volume and com- of the crystal was-1 s for solid helium in such a geometry
pressibility of the mixture. at T=100-200 mK. The thermal relaxation time determined

For low concentrations, the value Bf: is proportional by the Kapitsa resistance between the helium crystal and the
to concentration to a fairly high degree of accuracy, and theasing of the cell proved to be much longer. For the chosen
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constructions of the cell, this time was estimated by us as
25-50 s in the entire temperature range in which measure- 250
ments were made.

The kinetics of phase transition was studied on the basis 200+
of precise measurements of pressure in the sample, which
was recorded with the help of a General Radio capacitive
bridge 1615-A. The pressure resolution was higher than 8 Pa
for all the samples. A crystallization thermometer was
mounted on the plate of the dilution chamber close to the 100+
experimental cellsee Fig. 1 Using a digital(commercial
capacity gauge E7-8, we could obtain temperature resolution 50
of 0.3 mK. The temperature was determined from the pres- 3

. . . . 0,
sure corresponding to melting 8He using the polynomial X, % "He
proposed by Schustest al®. Several resistance thermom-
eters calibrated with the help of the crystallization thermom-
eter were also mounted on the plate of the dilution chamber.
The resistance was recorded by using an ac bridge R 441 as 200}
well as a specially developed a.c. digital bridge with a power
lower than 105W liberated in a resistance thermometer. 1501
Temperature was stabilized by a heater mounted on the di- ~
lution chamber plate having a feedback with the digital re-
sistance gauge. All measurements of temperature and pres-
sure in the sample were automatic.

150+

250

100

We studied the mixtures obtained as a result of decom- 50
position of the initial mixture with the’He concentration 0 13 2
Xq~2.05% in the gaseous phase, and crystalline samples X, % “He

We.re grown using the caplllary blt_)Cklng teChmque' V\_/henFIG. 2. Diagram illustrating the experiment on the growth of new phase
solid samples of helium isotope mixtures were crystallized;ncjysions: step—wise cooling) and single coolingb). The solid curve

the temperature was elevated, and the annealing of the cryserresponds to equilibrium phase separation.

tals was carried out for two days at a temperature close to the

melting point. The sample quality was controlled by the re-

producibility of pressure after several cooling—heating cyclegne step was usually 10—15 mK. After each cooling, the
in the one-phase regidfiWe studied several different crys- sample temperature was stabilized with continuous recording
tals in the pressure range 31.7—-36 bar corresponding to M@t pressure. The next cooling was carried out after the two-
lar volume 20.54-20.27 ctftmole. Measurements were phase crystal attained equilibrium, and so on.

made in the temperature range 40—700 mK. The schematic diagram of experiments in which samples
were cooled from different initial temperaturds to the
same final temperatur@; is presented in Fig. 2b. The
samples were cooled from the equilibrium state in different

In our experiments, we mainly studied the kinetics of stepsAT=T;— T;. After the stabilization off;, the change
two processes: in pressure reflecting the kinetics of the growth of the new
phase was also recorded.

Figure 3 shows typical time dependences of pressure
variation during cooling of a two-phase sample by different
stepsAT. Experiments proved that the decrease in tempera-
ture causes an increase in pressure in the crystal which is
correctly described by the exponential dependence

In addition, we studied the kinetic of melting He P=Pi=(Pi=Piexp(—t/7), )
solid inclusions for some crystals. It should be noted that, irin the entire range of variation T from 5 to 130 mK,
the pressure range used by us here, the initial mixture and thehere 7 is the characteristic time determining the kinetics of
dilute phase have hcp lattices, while the concentrated phagghase separation SHe—*He solid mixtures after cooling by
is characterized by a bcc lattice. AT, P; the initial pressure in the sample, aRd the final
The growth of the new phase during phase separation aquilibrium pressure for the given temperature.
3He—"He solid mixtures was studied during step-wise cool-  Dissolution of solid®He inclusions in a two-phase crys-
ing of the samples as well as during single cooling fromtal was also studied during step-wise heating of the samples
different temperatures to the same final temperature. Figuras well as during rapid heating from the same initial tem-
2a gives the schematic diagram of experiments with a stegperatureT; to different final temperatures;. A schematic
wise cooling of the samples. The change in temperature idiagram of such experiments is shown in Figs. 4a and 4b. In

3. EXPERIMENTAL TECHNIQUE

(1) the growth of a new phase containing almost pthie
and formed as a result of phase separatiofHg—"He
solid mixture upon cooling in the phase-separation re
gion, and

(2) dissolution of formed solid inclusions éHe upon heat-
ing of the two-phase mixture.
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FIG. 4. Diagram illustrating the experiment on dissolution of new phase
inclusions for a step-wise heating of a two-phase crygland rapid heat-
ing (b). The solid curve corresponds to equilibrium phase separation.
36.04 |-
surement, the samples were cooled to the initial temperature,
- and the next temperature step was made. The heating time
8 36.021 was~1s.
o A typical P(t) dependence for a step-wise heating is
presented in Fig. 5 illustrating the variation of pressure as a
36.00F result of slight heating of the sample. In this case, the pres-
sure variation is also described correctly by the exponential
b dependence
3598 1 1 i 1 i ! | _ _ _p. _ *
13 14 15 16 17 18 19 20 21 P=Pi=(P=Pyexp—t/r), ©
t,h
FIG. 3. Thermogram and corresponding kinetics of pressure variation dur- 36.054 T
ing cooling of a two-phase crystall;=136 mK, T;=121mK (a); T; L ) 1=0352h
=230 mK, T;=103 mK (b). fog @0 o *
36.053 \X
the case of step-wise heatifgig. 4a)], the samples were 26.052|
heated in a small step of 10—-15 mK; then the temperature § ‘
was stabilized, and the kinetics of pressure drop in the o i
sample as a result of an increase in tHe concentration in 36.050
the dilute phase with partially dissolved solid inclusions was L
studied. After theP(t) dependence attained saturatiequi- 36.049 \M
librium pressurg the temperature was again elevated, and so ' R
on. i
Figure 4b shows a schematic diagram of experiments ~ 36.048 L ! ! !
with rapid heating of the samples from the same initial tem- 36.5 37. 37.5 380 385 39.0
t,h

perature to different final temperatures. The temperature in-
crementAT=T;—T,; varied in this case from 5 to 690 mK.

FIG. 5. Kinetics of decrease in pressure of a two-phase crystal during its

After_eac_h heating and temperature stabilization, pressure rgjgnt heating T, =118 mK.T,= 125 mK). Dashed curve is the approxima-
laxation in the sample was measured. Before the next meden by formula(s).
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FIG. 6. Temperature cycling in samples under investigation. . , . | . .
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where 7 is the characteristic time determining the kinetics Cycle number

of dissolution of solid®He inclusions for small temperature FiG. 7. Effect of temperature cycling in the range 103—230 mK on the time
increments, the remaining parameters being the same as ¢anstant for growth of inclusions for samples with different molar volumes
formula(4). As the value of the incremekT increases, the V:cnt/mole: 20.27(0) and 20.440).

P(t) dependence becomes more complicated and will be de-

scribed in detail below. kinetics of inclusions in the case of heating of a two-

phase crystal.
After the cooling—heating cycles were completed, the
pressure in the crystal became lower than the initial pres-
In order to obtain reproducible results, the samples were  sure, indicating the improvement of the sample quafity.
subjected to a special treatment before measurements, in- |t should be noted that the decrease in pressure after the
volving thermocycling at temperatures lower than the point  first cycle was larger than after subsequent cy¢kg.
of phase separation 8He—*He solid mixtures with an initial 8). Such a process is apparently more effective for elimi-
concentration of 2%. Such a thermocycling is illustrated in  nating defects than traditional annealing which does not
Fig. 6. The solid curve corresponds to the low-temperature “remove” completely all defects in the crystal.
part of the phase diagram for separation of solid mixtures of . .
helium isotopes. After annealing, the sample was cooled at 3” Sth|d be_ notgd that _the total time of phase separation
maximum rate ensured by the cooling capacity of the refrig—Or He— He solid m|xtures s the sum of two time intervals:
erator to a temperature below the phase-separation point 6I;ae t'|me of formation of stable nyclel of the new phase and
the initial solution(normally to 100 mK. After sample cool- the time of growth of thes_e nut_:lel due_ to the transpor?ﬂ-t_é
ing (AB line), the temperature was stabilized, and the soligdtoms from the surroundl_ng dilute mixture. Since heating to
mixture relaxed to its equilibrium stat®C line). This was a_bove the phase-se_paratlon temperatu_re vyas not usually car-
accompanied by the formation and growth of sclide in- ried o.ut in the experiments on growth kinetics, the_number of
clusions, and concentration &fe in the matrix decreased. pucle| ref_“a”?ed unchanged; in the course c.)f cooling or heat-
As the equilibrium statdC) was attained, the plate of the ing, the kinetics of growth or partial dissolution of a constant

mixing chamber was heated rapidiy 1-2 § to a tempera- number of sqlid3He .inclusions.was studied, an.d t.he pro-
ture close to the phase-separation pdiD line) and was cesses associated with nucleation were immaterial in most of
stabilized at this temperature. Solid helium samples were

heated in this case during a time of 25—50 s determined by

the Kapitsa resistance. After heating the solid mixture tended 35,991
to its equilibrium statg DA’ line). Solid inclusions offHe L
were partially dissolved in this process, and thie concen- 35,990}
tration in the matrix increased. When the equilibrium state  _ -
(A') was reached, the pressure in the sample became con- 3 35,989}
stant, and the sample was cooled again to the same tempera- & o
ture (A’B’ line). Such a cycling of temperaturé\ (B’ CD) 35,9881
was repeated 4—6 times for each sample. As a result of such i ,
a treatment of the samples, we obtained the following two 35,987 ° ° ° °

important results. 35 986 . . . o

(1) Growth and dissolution kinetics of inclusions became 0 1 2 3 4 S
reproducible. The phase- separation time decreased and Cycle number

be_03-me constant for all th.e cycles starting from the tI?‘irdFlG. 8. Dependence of pressure after a cooling-heating cycle on the cycle
(Fig. 7). Temperature cycling also affects the dissolutionnumber.

4. TEMPERATURE CYCLING OF THE CRYSTALS UNDER @)
INVESTIGATION

T
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35.65 AR SO S S GOUUUOY SRS S S N S——t FIG. 10. Temperature dependence of characteristic time constsdoci-
0 3 6 9 121518 21 24 27303336 ated with the growth of inclusions for samples with different molar volumes
t,h V,cn/mole: 20.28(0), 20.27(®), and 20.540).
240
AN cessfully described by exponentials of typ®, which al-
E 160l \ﬁ—ﬁﬂ‘"ﬁ\ lowed us to determine the corresponding characteristic time
- L “_\\L 7 to within a few percent. Figure 10 shows the temperature
80 - dependences of for three samples investigated by us. The
most typical feature of the(T) dependence for the sample
31.82¢ with V=20.27 cni/mole (which was investigated most thor-
oughly) is its clearly manifested nonmonotonicity and the
= 31.80F presence of a well-pronounced minimum near 100 mK. A
° similar tendency in the behavior efis also observed for the
8 31.78 sample with a molar volume of 20.28 émole. For the
larger molar volume (20.54 citmole), low-temperature
31.76} measurements were not made since, according to the phase
diagram, solid inclusions for the given density must melt and
31.74; become liquid drops af <90 mK.
si72 0 b It is natural to associate the obtained valuesrafith
0 2 4 6 8 1012 14 16 182022 24 peculiarities of diffusion under the given conditions. For this
t h purpose, we must first of all establish a correlation between

and the effective diffusion coefficient determining the corre-

FIG._9. Thermogram_s anq corresponding pressure variation during StepWiS@ponding mass transport. This will be done on the basis of a

cooling of samples with different molar volum¥scn®/mole: 20.28a) and . P .

20.54(b). S|mplg modellwh|c.h |s.cor_nmonly used for solvmg_ problems
associated with diffusion-induced phase separation of mix-
tures(see, for example, Ref. 20We shall assume that in-

the experiments. It should be noted that the number of nucleilusions of the new phase are spheres of the same rRdius

of the new phase at later stages of phase separation calistributed uniformly over the sample with a separatidry 2

decreases due to coalescence. According to estirtstesy-

ever, the time of initiation of such a process in the given case
amounts to~10"s, and the experimentally established fact

that the value ofr remains constant during several days con-

firms the correctness of such an estimate.

5. GROWTH KINETICS OF 3He INCLUSIONS

After the processes of stabilization of sample quality de-
scribed in the previous section, we studied the kinetics of
inclusion growth using a step-wise decrease in temperature.
Schematic thermogram and tit) dependences obtained
in this case are presented in Fig. 9. It was mentioned abovg. 11. piagram illustrating the model of uniformly distributed spherical
that the dependences determined within each step are sugelusions used for solving the diffusion problem.
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between their center®ig. 11). The possibility of describing given conditions. This is true especially in the case when the
the experimental dependencgd’) with the help of a single size of inclusion changes insignificantly at each step. The
exponential to within the error of measurements can be remost significant refinement in the case of a considerable
garded to a certain extent as an indication of a small spreadariation ofR; is that the radius of an inclusion for=0 is

in the values oRR; andR,. used instead oR; in (11).

In this case, the relation betweerand a certain effec- In order to determine the value affrom (11), we must
tive diffusion coefficientDs can be determined from the know the values oR; andR,. The results of various experi-
solution of the conventional diffusion equation, which hasments in which the size of bcc inclusions #fe were deter-
the following form in spherical coordinates: mined are considered in Ref. 11. In all of them the value of
R;~1-2um. We can expect that the values Rf are de-

2
[;_)'[(:De“ %+E?). (6) termined by the initial concentratior,. However, such a
r roor

dependence has not been established as yet. In our opinion,
The boundary conditions for such a model can be written irfhe most reliable results were obtained by Kingsiyal >

the form who obtained the valuB;=2.25um from an analysis of the
observed effect of limited spin diffusion in bcc inclusions.
x(Ry,t)=x o -0 @) We shall use this value for obtaining subsequent estimates.
1 f ’ .
ar (=R, The above value oR; was obtained at low temperatures,
o o when almost all ofHe is contained in inclusions, i.e., cor-
and the initial condition is responds to the maximum size of inclusidRg, . Using the
X(r,0)=Xx;, (8) law of conservation ofHe, we can estimate the size of an
inclusion for an intermediate concentration of the hcp solu-

wherex; is the initial concentration of the solution ardits  {igp-
concentration at the boundary of new-phase inclusions, cor-

responding to the phase diagram at the temperdturéiere R.~R (1_ i) s (19
we speak of the effective diffusion coefficient since it is Torim Xo/

known beforehand that the diffusion coefficient under the , ) ,

given conditions is a function of concentration, and strictlyas well as the mean distance between inclusions:
speaking, we must solve a nonlinear diffusion equation. Vo |3

However(see, for example, Ref. 21the new phase growth Ry~ le(XO—V ) (14)

rate in the case of concentration dependende isfthe same
as that determined for a constant diffusion coefficient by avwherex, andV, are the concentration and molar volume of

eraging according to the law the initial mixture, and/~ V3 is the molar volume of the bcc
§ phase being formed. In the present case, it follows fta)
D= f fD(x)dx, (9 thatRy~7.8um. The values 0D obtained from(12) for
Xe =X Jx two values of molar volume used by us are shown in Fig. 12
and the solution of Eq6) with the conditiong7) and(8) has Wh'Ch also contamg information on quantum d'ﬁus'?’” in
the forn? mixtures of appropriate concentratidhsalculated by using
the following relation describing diffusion of impuritofs:
X —X(r,t) .y 2R; exp( — Dgih2t) 22355 A
Xi_Xf n=0 )\n[stinz)\n(Rz_Rl)_Rl] DS=QW§ 1_X_> y (15)
0 c

SiMAq(r—Ry)]
X—

(10 Wherea andn are constantéthe remaining parameters are
r

functions of density a is the separation between nearest
where\ , are the roots of the transcendental equation neighbors,Js, the exchange integral describing the exchange
of ®He and“He atoms in mixtureslJ, the amplitude of in-
tanky(Rz—Ry)=AiR;. (11 teraction of*He impurities, andx. the critical percolation
The serieg10) converges quite rapidly, and we can con- concentration corresponding to the formation of a macro-
fine our ana|ysis to the first term for not very smialBince SCOpiC inclusion of immobile impurities. We have used the
the measured values of pressure incremeRt are propor- values of parameters obtained from NMR eXperimentS and
tional to Ax [See(3)]’ a Comparison 0(4) and(lo) leads to described in Ref. 4. For each step, the vaIuengf\Nere
the following expression for the diffusion coefficient averaged in accordance witB).
D= (\27) L (12) A c.omparison oD andDg curves ;hows that thg con-
eff ' centration dependences almost coincide only at high tem-
Solution (10) was obtained under the conditioR; peratures(concentrations Choosing appropriate values of
=const. Lyubot® gives the solution of the diffusion prob- R; andR,, we can attain the coincidence of absolute values
lem obtained by taking into account the variation of the ra-also. However, this is not essential since it was ndisk
dius of inclusions during their growth, which shows that thelntroduction that the coefficient of mutual diffusion deter-
form of time dependence does not change for large values ahining the kinetics of phase separation of mixtures can differ
t, and the emerging corrections are insignificant under thérom the self-diffusion coefficient measured by the NMR
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TABLE |. Basic Parameters Characterizing the Growtiidé Inclusions
during Sample Cooling from Different Temperatures to 103 nfk,
=33.44 bar,V=20.44 cni/mole.

Ti y
mK

Xi, %

X¢, %

7, h

Ry
um

D, 10°,
cnls

D10,

cnéls

154
151
128
120
113
108
108

0.36
0.32
0.11
0.070
0.044
0.031
0.031

0.021
0.021
0.021
0.021
0.021
0.021
0.021

0.498
0.535
0.455
0.524
0.457
0.488
0.593

2.18
2.19
2.23
2.23
2.24
2.24
2.24

2.48
2.70
5.58
7.43
9.70
1.18
1.18

2.15
1.99
2.27
1.96
2.24
2.09
1.72

10

107" 1

) 1 X'%
120

140 160 180 T, mK

|

100

It follows from (16) that, in the case wheWix andVU

have opposite signs and the first and second terms in the
parentheses have comparable absolute values, the diffusion
flux can decrease significantly. SincéU in this case
N emerges as a result of a natural process occurring under the

\ action of concentration gradient, the opposite signs can be
due to the Le Chatelier principle. In order to estimate the
N value of VU quantitatively, we must solve the corresponding
problem in the theory of elasticity, taking into account the
anisotropy of the crystal since it is well known that the forces
acting between dilatation centeiia our case®He impurities
¢ to a high degree of accuraciyn an isotropic infinite medium
do not affect diffusive fluxeg¢see, for example, Ref. 26

Additional information in this field can be obtained from

experiments with different values d&fx. We studied the
growth kinetics of*He inclusions during cooling of a two-
FIG. 12. Concentratio_(temperatur)edependence c_)f the effective diffu_sion phase mixture from different initial temperatur@s to the
coefficient corresponding to mea;uregl va!ues of tlr_m_a const@rdshed line same final temperatufér~ 100 mK. Under these conditions,
corresponds to mean value of spin diffusion coefficient under relevant con- . .
ditions. V'=20.54 crifmole (a) and 20.27 ciiimole (b). the second term ifiL6) could vary in view of the dependence
of VU on the size of inclusions, which remained practically
unchanged in the low-temperature regi@ee Table )l The
pressure in the sample before phase separation was 33.44 bar

method due to the fact that the probability of U-processes iynd the molar volume was 20.44 ¥mole. The data ob-
collisions of*He impuritons can differ from unity. At lower

temperatures(concentrations the value ofD.; becomes

\ b

—y
(=]

0 1 |1x,%
L i 1 [

100 120160 T, mK

1073

11‘ 072
80

60

much smaller tharDg, and theD4(x) and D(x) depen- 1.0
dences are found to differ qualitatively: as the concentration
(temperaturedecreased) o attains its maximum value and
starts decreasing, while the value@f increases monotoni- 081
cally according to the lavD<x 1. o
The most probable reason behind the observed differ- 06to
ence in the behavior dD .+ andDg is apparently the varia- < o °, 8
tion of the diffusion process by elastic fields induced in the ¢ °s o
crystal during the formation and growth of bcc inclusions 0.4}
with a molar volume noticeably larger than that of the initial
mixture.
It is well known that the diffusive flux can be written in 0.2
the form(see, for example, Ref. 20
Dx [ Vx VU) 0 20 40 60 80 100 120140
j=—— | —+—=1, (16
v | X kT
AT, mK

in the presence of a gradieMU of the elastic potential,
wherev is the atomic volume an¥ x the concentration gra-
dient.

FIG. 13. Characteristic time constants of inclusion growth for different val-
ues of supersaturation during cooling from different initial temperatures to
103 mK.V=20.44 cn¥/mole.



600 Low Temp. Phys. 25 (8-9), August—September 1999 Gan’shin et al.

0.10 crystal at least even at macroscopic distances from the inclu-
. sions, which is reflected in the absence of hysteresis effects
| in these experiment&he opposite situation will be consid-
0.08 .
o ered in Sec. X
o 0.06}
< 6. PECULIARITIES OF DISSOLUTION KINETICS OF 3He
© INCLUSIONS
0O 0.04} o
Many authors investigating the kinetics of phase separa-
o o tion of *He—*He solid mixtures noted the nonequivalence of
0‘02'3 growth and dissolution of bcc phase inclusions. In most
cases, it was found that the dissolution of inclusions occurs
0 " . . . . . at a higher rate than the growth,. However, no attempts have
300 500 700 900 11001300 15001700 been made until recently to explain this phenomenon or even
Vx/X,em™ to study it systematically. In this section, we describe the
_ results of such investigations.
FIG. 14. Dependence dD./Dg on the averaged concentration gradient. The results obtained for a rapid heating of the mixture

V=20.44 cni/mole. after phase separation from the same initial temperature

=103 mK to different final temperatureés =108—690 mK
according to the diagram presented in Fig. 4b. The experi-
ments were made on the sample whose average molar vol-
tume was 20.44 cifmole. Some of theP(t) dependences
Sbtained in this case are presented in Fig. 15. It was found

Using the procedure described above, the correspondinfé‘a?aéhoi.:orm of the dependences was determined by the
f .

values of Dy and D¢ were determined from the obtained For a small increase in temperature, tRét) depen-

values ofr. Figure 14 shows the dependencelnf;/Ds on  dence can be described by a universal exponefsis Figs.
the quantityVx/x averaged over time and distance. The ob-5 and 15aas in most of our experiments and is characterized
served monotonic decrease in the valu®gf/Dg with Vx/x by a time constant~10°s. For intermediate values dr

can be attributed, in accordance witt6) to the increasing (127-230 mK, the P(t) curve(see Fig. 15phas two differ-
role of elastic forces for small concentration gradients. It wasent segments: the nearly vertical segmge corresponding
mentioned above that a considerable decrease in the diffyime interval did not exceed the time of stabilization of ther-
sion coefficient must take place under the conditions whemnal equilibrium) and a nearly exponential segment charac-
the terms in(16) having opposite signs become comparableterized by the time constant that is almost the same as
in absolute value. Figure 14 shows that a sharp decrease {Aat observed for lowell;. The value ofr; indicated in
D«/Ds is observed folV x/x~10° cm™! Assuming that the Fig. 15b is an effective quantity obtained when the smooth
second term in the parentheseq D) has the same order of segment of theP(t) curve is described by the single expo-
magnitude, we can estimate the difference in elastic energiagential, while in fact this segment of the curve can be de-
AU for impurity atoms which are nearest neighbors in thescribed only by two exponential to within the experimental
hcp lattice as~4-10 ®K. The presence of such potential error. During sample heatingbove the phase-separation re-
gradients under the given conditions is quite feasible and ajion), complete relaxation of pressure occurs very rapidly
the same time sufficient for explaining the experimentally(see Fig. 15¢

tained forr at various values oAT are presented in Fig. 13.
The observed independence 0bn AT is quite unexpected
and requires the theoretical analysis mentioned above for i
interpretation.

observed difference betwe&h.; andDg. Figure 16 shows the relative pressure jump observed for
It should be noted that the estimated valueAdd is  intermediate value oAT as a function of the differencé;
much smaller that the energy band width~10 4K for —T,. It can be seen that this dependence is of the threshold

impuritons in a hcp mixture and hence cannot lead to a notype: a finite pressure jump occurs at a certain critical value
ticeable mismatching of the energy levels for impuritons andAT,.. It order to verify whether the obtained value AT

a suppression of diffusion. Consequently, a noticeable influ~25 mK is dominant, we made two experiments on the same
ence of elastic potential gradients on the motion of impuritiessample with heating from 150 and 230 mK. The results of
due to direct action of forces must be manifested earlier thanne of these experiments are presented in Fig. 17. These
the effect of a change in the tunneling frequency under thexperiments did not reveal a jump-wise change in pressure,
action of this potential. On the other hand, our estimates givand theP(t) dependence can be described by two exponen-
only the average value of the potential which is a powertials with the corresponding values af,~85s and 7,
function of the distance, and the value dU in the imme-  ~390s. Apparently, we cannot speak of the critical value of
diate vicinity of a bce inclusion ofHe can become as large the chemical potential differencu in the initial and final
as~Aj;. In this case, the tunneling frequency and the quanstates as the reason behind the emergence of the pressure
tum diffusion coefficient determined by this quantity can de-jump AP either since the value afu obtained in the latest
crease considerably. It should also be noted that potenti@xperiments(Fig. 17) is considerably higher than that ob-
gradients obviously do not exceed the elastic limit of thetained previouslysee Fig. 15for AT=25mK.
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0.06 | Teff ~850 s tween the final and initial temperaturdS =T;—T; .
& o]
= A This can be done at the first stage of the dissolution
2 004 \ procesgFig. 18a)], when®He inclusions are saturated with
% “He atoms following the increase in temperature and the
equilibrium concentration ofHe. Diffusive penetration of
“He inside a®He inclusion treated as a sphere of radRis
0.02 ¢t occurs during the characteristic time
R2
TaT _2n (17
0 » ’ ! ’ where the corresponding diffusion coefficiebt describes
ooocoorrococdoo . .
{ Toff = 150 s the transport ofHe atoms in soliHe through random tun-
i © nel jump. According to Andreev and Lifshitzthe diffusion
0.12 t ‘ coefficientD can be written in the form
] DocJ 382, (18
[0 . . .
2 008t | wherea is the separation between nearest neighborsJagnd
% ' lo the exchange integral characterizing the tunneling frequency
\ for “He atoms in the’He matrix. We can expect that the
! ; ; 3
. value ofJ,3is close to the frequencys, of tunneling of*He
0.04 + “", in the *He crystal, which was reliably established in experi-
¢ \5%..
. . L 1 33.51 T
0 0.2 0.4 0.6 0.8 1.0 ,oooema‘
t,h 33.50t ‘\>
FIG. 15. Variation of pressure with time during dissolution®sfe inclu- 33 49 \\
sions for different final temperaturds ,mK: 110(a), 150(b), and 570(c). 5 T \
Dashed curves correspond to approximation by form@awith corre- ° \
sponding time constants indicated on the figure. 0 3348} *
\
}
33.47¢ 1Y
The observed effects can be explained qualitatively on \\\
the basis of a model in which the process of dissolution of 33.46F} o00o
He inclusions upon heating consists of several stages. The ©00600006000600000¢
possibility of considerable suppression of quantum diffusion 33.45

near the boundaries of inclusions under the action of elastic
fields emerging due to the difference in the molar volumes of
®He inclusions and the matrix noted in the previous section is

248 24..9 25.0 25.1 252 253 264255

t,h

. .. . FIG. 17. Time dependence of the pressure variation during dissolution of
also essential. Under such conditions, a rapid mass transpayf P P g

. . . . . . e inclusions during heating fror; =150 mK to T;=230 mK. Dashed
is possible only if, a crystal layer near the inclusion with thecyrve corresponds to approximation by the formul(t)/(P;—P;)

maximum gradient of potential is eliminated. =0.0472¢ Y71+ 0.2619e V"2 with 7,~85 s andr,~390s.
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and the role oN is played by the densiti; of *He atoms in
the mixture, which is proportional to the concentration

N3:me, (20)

whereN,, is the density of atoms in the mixture.
b In this case, neglecting the difference in the molar vol-
\ umes of the inclusion and the mixture, we can find the time
of evaporation of an inclusion of radil&

R
T~ 3h5ax’

SubstitutingR~10"%cm,A;~10"s™ %, andx=10 2% into
c \ e T (21), we obtainT~1 s, i.e., this stage is also quite rapid.
.
\
\
T
I

(21)

o This dissolution stage is followed by the formation of a
] spherical layer enriched ifHe around the inclusion, the
(@) === thickness of this layer attaining several mean free paghsf
! > He impuritons in the solution. The value &f amounts to
e 15 ~1C0Pa for x;~10 2%,%® and hence the thickness of such
‘--~-ﬁ,-#/—“ layers is~10°cm, and their formation can ensure the ex-
perimentally observed value &fP.. . In view of a high prob-
FIG. 18. Schematic diagram of the multistage model of dissolutiotHef ~ ability of U-processes during collisions between impuritons,
inclusions during heating: dissolution #fle from the stressed layer in the the propagation ofHe over large distances must be of dif-
incIu;ion(a)_, “eva_lporation” of ®He from inclusions(b), and diffusive dis- fusion type[Fig. 1510)], and the characteristic times of this
solution of inclusiongc). . . . .
third dissolution stage are of the same order of magnitude as
those observed during phase-separatiorrkdé—*He solid
mixtures in other situations.
ments on quantum diffusion. Extrapolating the known  The threshold effect in the proposed model always takes
value$ of Jz, to the molar volume typical of the inclusion place when the stressed layer surroundingHa inclusion
with V~24 cn/mole, we find thatdgs~J,;z~2x10"s™?, and preventing quantum diffusion is eliminated completely
which givesD~ 108 cn/s. Substituting the obtained value after the first stage of dissolution #fle. Since the amount of
of D into (17) and considering tha®~2 um, we obtainr,  “He dissolved in this case is in one-to-one correspondence
~0.1s. with the difference in equilibrium concentrations at the final
Thus, the first stage of dissolution is quite rapid, but theand initial temperatures, critical conditions correspond to a
change in pressurdP at this stage is very small. The temperature differencAT, for which the difference\x en-
change in the volume of inclusions will be determined by thesures complete elimination of the stressed layer.
changeAx, in the “He concentration in it, which is always The difference in equilibrium concentrations e in
smaller thanx, if the system is within the phase-separationan inclusion at the final temperaturg~130mK corre-
region. The fraction of volume occupied by all inclusions sponding to the critical pressure jump and at the initial tem-
corresponds to the concentratiog, and hence the total peratureT;=103 mK amounts approximately to 0.2%. To
change in the sample volume due to dissolutiorfléé is  ensure such a change in concentration, we must dissolve a
proportional to the product of two small quantitidx,Xxg, spherical layer of thickness R~0.7xX10 *R~1.4
and the value ofAP determined according t8) is smaller X 10~’cm in the inclusion. In other words, the critical value
than 2% of the change in pressure during phase separatidaT,. corresponds to dissolution of 3—4 atomic layers, which
(to the extent to which\x, is smaller tharx,). is quite a reasonable value for the thickness of a layer in
Nevertheless, this stage can affect the dissolution of inwhich quantum diffusion of impuritons can be hampered.
clusions significantly sincéHe atoms leaving the stressed Moreover, the process of dissolution #fle is associated
boundary region around inclusions actually destroy it andvith a decrease in density, ensuring an additional removal of
permit the free motion of impuritons, determining the secondstresses.
stage of the procegsee Fig. 1&)]. The characteristic time The other necessary condition for observing a pressure
of this stage is determined by the rate of emergenc#Hef jump is a sufficiently long mean free path of impuritons in
atoms from an inclusion, which can be estimated in analogyhe mixture for the initial concentratiofiemperaturg This
with the process of evaporation of liquid, for which the num-follows from the result of the above-mentioned experiment
ber of atoms evaporating from unit surface per unit time carwith a sample heated from 150 mK. At this temperature, the
be written in the form(see, for example, Ref. 27 equilibrium concentration ofHe is more than an order of
magnitude higher than at 100 mK. Accordingly, the mean
a~ 6N, (19 ; : :
free path for impuritons is smaller by the same factor, and
where @ is the average velocity of atoms in the vapor &hd “evaporation” of inclusions cannot be responsible for a no-
their density. As applied to our caséxaA;,2 (A; is the ticeable pressure jump. Nevertheless, this process apparently
energy band width foPHe impuritons in the hcp mixtuje  accelerates the dissolution of the inclusion significantly, thus
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ensuring the effect comparable with the subsequent diffu- 250
sion. As a result, thé\P(t) dependence is the sum of two E 200} _,—’—‘—_‘
exponentials. Thus, the process of dissolution of inclusions = 150}
heated from the temperaturg~100mK to 125 mkTs 100k Ar_,j
<230 mK can be regarded as a combination of three stages: 50 J—’i
(1)Dissolution of*He in bcc®He leading to dissolution of the
stressed layer around the inclusid@) the formation of a 36.06}
layer enriched byHe around the inclusion, ar(@) diffusive 36.051
dissolution of this layer. The first two stages take a time of )
the order of a few seconds, while the last stage occurs during 36.04+ )
a time ~10° s typical of diffusive mass transport. = 36.03- k

For higher temperature increments corresponding to the < )
exit beyond the phase-separation curve, the first stage of the o’ 36.02r i
process has no above-mentioned limitation on concentration 36.01} |
and can ensure a noticeable change in pressure, which is 36.001 \
reflected in experiments. In this case, the characteristic time
7 is close to the time of stabilization of thermal equilibrium 35.99F L
[see Fig. 1&0)]. 35.98 ; L L : L

In the model under consideration, the nonequivalence of 18 24 30 36 42 48 54
growth and dissolution of inclusions noted in Ref. 9 appears t,h

as quite natural Sm.ce the former procgss .InCI.UdeS .Only thEIG. 19. Thermogram and time variation of pressure during step-wise heat-
slowest stage. In this case, quantum diffusion is limited dug.y of a two- phase crystal/=20.27 criimole.

to the formation of a stressed layer at the inclusion boundary
(see above It is appropriate to note in this connection that
the absence of a sharp jump in pressure in the experimen
on dissolution of inclusions illustrated by Fig. 6 in Ref. 9 is
associated with a much lower rate of sample heatag
compared to that used by us here

Eﬁssolution of inclusions. However, the above-mentioned
processes at each stage are not very clearly manifested and
occur simultaneously, so that these processes can be de-
scribed by a unified “effective” diffusion coefficient which

The multistage nature of dissolution &fe inclusions ticeably | th tor oh tion. A q
described above is manifested fully only for quite strongIS noticeably farger thabd ¢ Jor phase separation. As regards
e effect of dissolution ofHe in inclusions, this process

supersaturation and at lower initial temperatures. For small. L Lo . .
ives a negligible contribution to the change in pressure in

temperature increments, dissolution must occur in the Con!J\iiew of the small difference in concentrations at each ste
ventional way, which is in fact observed in experiments car- P,

ried out in accordance with the schematic diagram shown irtnhe st(essed layer near the boundary is gradually elimjnatgd
[Fig. 4a], in which the kinetics of dissolution GHe inclu- and disappears completely only when the concentration in

sions was studied upon a step-wise increase in temperatw%e th m|.xture becomes high enough for the d.ISSO|utIOI’l of
All the P(t) dependences determined in this case are cor-, € inclusions to occur only through the diffusion mecha-
rectly described by exponentialBig. 19 with characteristic nism.
times 7* shown in Fig. 20, where the(x) dependence ob-

tained in experiments on the growth of inclusions in the

sample with the same density is also plotted for comparison. 4
It can be seen that the behavior of characteristic times of
dissolution is qualitatively the same as for the growth of

inclusions: a minimum also exist@lthough it is slightly 3t

displaced towards higher concentratidgtemperatures The

values ofr™ are smaller tharr over the entire region. The <

relation between these quantities can be compared quantita- = o | 1

tively only on the basis of a theoretical analysis of both .
processes.

Specific features of experiments on dissolution are due
to the fact that diffusion occurs from the very outset in an
elastic field which is formed during the growth of inclusions
and which can facilitate the removal @fle impurities from
the inclusion, i.e., accelerate diffusion during dissolution. 3 P - o
However, such an acceleration is observed only if the gradi- 10 10 10 10
entVU created during the growth is insufficient for a notice- x,% 3He
_able Qecrease in quantum_ diffusion due to mismatching OIf:IG. 20. Dependence of characteristic time constardad 7* for growth
impuriton energy levels. Since the latter effect does not degcurve1) and dissolutiorcurve2) of *He inclusions on average concentra-
pend on the sign oV U, it decelerates the growth as well as tionx. Solid curves connect experimental points.
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t.h FIG. 22. Temperature dependence of pressure during melting and subse-

Sguent crystallization ofHe inclusions: coolingcurve1) and heatindcurve

FIG. 21. Thermogram of crystal cooling and corresponding change in pre 2). V= 20.54 crijmole.

sure for the sample with/=20.54 cni/mole, illustrating phase separation at
100 mK and melting of formedHe inclusions during subsequent cooling.

It is interesting to compare the amplitudes of pressure

The experiments described in the present section proveéf,ar'at'on APy during phase separation ar_1d melting. In
on the one hand, that the type of dissolution and growth opOth cases, th.e values &Py are proportional to the
inclusions for small step-wise variations of temperature an¢@ng€AVs(m) in the molar volume. In the case of phase
concentration is approximately the same, although dissoluS€Paration to quite low temperaturesy s~ 0.4xo cnr/mole
tion always occurs at a higher rate. On the other hand, thi accordance witltl) for x;<xo, while in the case of melt-
dissolution time decreases abruptly for considerable changddd A Vm™=Xo(Vi—Vy) cm*/mole, wherev, andV are molar
in temperature, the dissolution apparently becomes a multi/0lumes of the liquid and the crystal on the melting curve.
stage process. The available experimental data do not cofrOnsidering thav, —V~1.27 ci/mole at low temperatures

tradict the proposed pattern of multistage process, althougiP€®: for example, Ref. 29we obtainAVy,~3AV. The
its correctness requires additional verification. corresponding values afP must obey a similar regularity,

which is in good agreement with experimental results. In our
opinion, this is an indication of the fact that the sample qual-
ity remains quite good at the first stage of the experiment.
In this connection, a comparison with the results of simi-
The peculiarity of the phase diagram fibte allows us to  lar experiment® made on a sample in silver powder is rep-
melt ®He inclusions formed during phase separation of theesentative. It was observ&dhat the measured variation of
mixture by further cooling and to crystallize them in the pressure amounts to only 8% of the calculated value. In our
course of subsequent heating. It was interesting to trace thepinion, this is an indication of a considerable inhomogene-
effect of these processes on the phase-separation kinetids/ of the sample, which is inevitable during its crystalliza-
Such experiments were made on a sample with a molar vokion in virtually closed pores. It should also be noted that the
ume of 20.54crfimole(P,=31.7 bar). We measured the values ofAP,, obtained in Ref. 7 under similar conditions
time dependence of pressure during cooling at arateldi  for samples grown in free volume are higher, but still notice-
mK/h followed by heating. The general dependeriRg) ably lower than the theoretical valueAP,,/APs~1).
shown in(Fig. 21) has two clearly manifested segments on A number of peculiarities emerging at the next stages of
which the pressure increases, the first segment being assotlie experiments under consideration are worth noting. Figure
ated with the phase separation of the mixture and the secor®? presenting the temperature dependence of pressure in the
with melting of *He inclusions formed. The obtained depen-sample shows that the crystallization of molten inclusions
dence is similar qualitatively to that obtained by Shrenkdisplays hysteresis effects, although the actual difference be-
et al.” for a mixture with 0.9%He atP=232bar. As in most tween the curves recorded during cooling and heating is ap-
of similar experiments, phase separation of the mixture caparently smaller that in Fig. 22 since the temperature laid on
be described by an exponential of the typ® with r the ordinate axis is that of the thermometer, while the actual
~1200 s. Melting is extended in time and occurs not verytemperature of inclusions must be higher during cooling and
smoothly apparently due to a noticeable liberation of heatower during heating of the sample in view of the heat of
during melting (it should be recalled thatiP,,/dT<0 for transition. Crystallization of an inclusion occurs at a constant
3He under these conditionsAfter cooling toT~40mK, the  volume and is accompanied by a pressure drop in the inclu-
sample was heated, which led to crystallizatioritéé inclu-  sion in view of the difference in the densities of the crystal
sions and corresponding decrease in pressure. The tempeexmd the liquid. As a result, its density and pressure in the
ture dependence of pressure for melting and crystallization ofrystallized layer are nonuniform.
the sample is shown ifFig. 22. A comparison of thé?(T) curves recorded during cool-

7. MELTING AND CRYSTALLIZATION OF ®He INCLUSIONS
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ing and heatingsee Fig. 22 shows that the final pressure in 32.05 < 110
the sample after its crystallization is noticeably higher than .

the initial pressure. A similar effect was observed by Haley 32 00t ., f 160
and Adams? The most natural explanation of this fact is ’ 2 190
based on the assumption that a part of inclusion remains . &;

liquid. This is possible if the decrease in pressure of the 31.95¢ . . 180 w
inclusion during its crystallization is sufficient for the final < . ‘. /o g
pressure in it to become lower than the presdeyg, corre- Q- 3100} s(,,/‘ 170 +
sponding to the minimum on the melting curve. Apparently, N

a difference in pressures of the sample and in the inclusion S \. et 160
also appears during melting which probably also occurs at a 31.85] | 4ooocs0ed \.\ 50
constant volume. This assumption is supported by the fact ,',,“.'

that the pressure in the sample at the end of melting at 31.80 n . . 40

T~50mK is approximately lower by 0.5 atm than the value 11 13 15 17 19 21
of P, for pure®He at such a temperature, while the begin-
ning of melting matches .tO the meltmg quve frte. Natu- FIG. 23. Kinetics of cooling and corresponding change in pressure during
rally, the pressure gradient during melting must be lowerepeated meltingy=20.54 cniimole.

since it can emerge only in the adjacent layer of the matrix in
view of the uniformity of pressure in the liquid. The experi-
mentally observed difference between the initial and final
pressure in the sample is due to the fact that approximatel
20% of3He remain in the liquid state. It should be noted that
the pressure in the sample had increased additionally by a
proximately 0.015 atm after the next crystallization.

The presence of high potential gradients that can sup- The experiments described in this section confirm once
press diffusion completely is an inevitable consequence o gain the assumption concerning a strong effect of sample

nonuniformity of density and pressure in the crystallized in_mhomogenelty on mass transport. The obtained results are in

clusion. The absence of a noticeable change in sample prezgl-ﬂ"“t""t've agreement with the model proposed by us here.

sure after crystallization upon further heating is the most
graphic indication of this effectsee Fig. 22 High-quality
samples heated t6~ 150 mK display a very rapid drop of 8. CONCLUSIONS
pressure associated with dissolution of clusteee the pre-
vious sectioin Distortions caused by crystallization proved
to be so significant that they could not be eliminated by(1) A new method of obtaining high-quality homogeneous
homogenization of the sample d@~300mK for several samples of solid mixtures of helium isotopes is proposed
hours carried out before the next cooling. This is not surpris-  and implemented. Its essential element is several cycles
ing since a pressure drop of several atmospheres between the of growth and dissolution of bce inclusiofble carried
inclusion and adjacent layers of the matrix having a thick-  out in phase-separation region. Indications of the high
ness of a few micrometers, which should be observed in the quality of the samples obtained in this case are
proposed model, must naturally be accompanied by plastic < a further decrease in the sample pressure as a result of
deformation whose consequences are difficult to eliminate. the cycling as compared to the traditional annealing;
Unfortunately, no attempts were made to reduce the < obtaining of short and reproducible characteristic time
emerging distortions by cyclic phase- separation processes  of growth and dissolution ofHe inclusions, which is
(see Sec. R For this reason, the pressure in the sample be- much shorter than in most other experiments;
fore the second phase separation was noticeably higher, < good coincidence of the values of phase-separation
while the pressure measured after the second melting of in- temperature in the initial sample for cooling and heat-

elting as a result of repeated cooling are also manifesta-
lons of a strong distortion of the lattice near the inclusion
oundary. Subsequent crystallization leads to an increase in
the fraction of uncrystallized liquid.

Let us summarize the main results of this research.

clusions(which was probably also incomplete as in Refs. 7
and 30, was 0.1 atm lower than after the first meltitfgg.
23).

Thus, it was found from experiments with melting of

3He inclusions that their melting is almost complete after the

first cooling to a temperature beloW,, but the pressure in
the cluster at the end of melting is apparently higheb.5

atm) than the pressure recorded by the external gauge. Cry$2)

tallization of molten inclusion is accompanied by strong dis-
tortions of the crystal, as a result of which a fraction of liquid

®He (~20% is preserved even at the temperature much

higher thanT,,. The deceleration of dissolution of the inclu-

sion during its subsequent heating as well as incomplete

ing (the value ofAT does not exceed 10
* the closeness of the observed values of pressure varia-
tion during phase separation and first melting to the
theoretical values;
 proportionality of pressure variation and the concen-
tration of the hcp mixture on the phase-separation
curve.
It is shown that the characteristic time of the growth of
®He inclusions has a nonmonotonic temperature depen-
dence and increases at low temperatures. Such a behav-
ior apparently indicates a noticeable limitation of quan-
tum diffusion due to fields of stresses emerging in the
crystal during phase separation.
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The spatially homogeneous spin dynamics of the superfld@B with dissipation is considered
for the general spin-orbital configurations. It is demonstrated that the possibility of new
coherent spin-precessing modes appears explicitly in the equations of motion describing the
relaxation of the spin variables towards various attracfmsonance state$ound previously as
the stationary solutions and observed experimentally.1999 American Institute of
Physics[S1063-777X99)00408-9

1. The order parameter rigidity of the superfluid phases . 1
of liquid *He gives life to a number of the long-lived excita- ~ TrR=S,+ 5 (1+s;)(1+I)coda+y)
tions at the background of the Cooper pair condensate.
Among them, a great importance, since the discovery of

ultralow-temperature ordered states®fe, has been attrib- +5(1=s)(1-l)coda—y)
uted to the investigation of the coherent spin dynamics. A
crucial role here is played by a weak spin-orbital coupling +V(1-s;)(1~17)(cosa+cosy), 3

stemming from the dipole-dipole interaction between nuclear
magnetic moments dHe atoms. In the ordere@uperfluid
states the dipole-dipole potentidl, lifts the spin-orbital de-
generacy and stabilizes the appropriate equilibrium or dy-
namical spin-orbital configurations éfe-A and®He-B.

The spin dynamics of the superfluid phasestaé is a
coupled motion of the nuclear magnetizatidn=gS and the

wheres,=cospfs, |,=C0SB, , a=as—a and y=ys— vy, .

In the strong magnetic field case{>g) the spin dy-
namics is governed by a set of the Hamiltonian equations for
two pairs of the conjugate variableS,(«) and (S, y) with S
being the magnitude o8. According to Eq.(1) this set of
equations reads as

spin part of the order parameter. In the dissipationless ap- . lp . Up
proach a starting point is the Leggett Hamiltoniam what S;=— 7 a=—wot 7S, (4)
follows we consider a spatially homogeneous spin dynamics
: Up . Up
S==— 7=(ES)wet —; (5)
1 gz Y
= M2_M. _° . L .
HL_ZXM M-Ho+Up ZXS @oS,+Up, @) whereSy= ywo/g? (the magnitude of equilibrium magneti-

zationMy=0S).

The anglea is a fast variable in the sense thiat|
wherey is the magnetic susceptibility, the external magnetic>{ g and the same is true foy (except the case witls
field Hy= —Hyz and the Larmore frequenay,=gH,. The = <S; which we do not consider hereOn the other hand, the
order parameter here enters through the dipole-dipole poterwombinationd =« + (S,/S) y is a slow variable. The signifi-
tial Up and introduces the characteristic features of supereance of this resonance becomes clear when considering the
fluid phases. Below we concentrate on the properties of thetructure of the dipole-dipole potentidly . Inserting Eq(3)
spin-precessing modes tfle-B. For theB phase into Eq. (2) we conclude that

2 Qg\? o 1\2 Up/Sywg=¢ef(s,,l,,a,y)= 82 foi(s,,l,)dkat1y),
UD:J__SXB(E) (TrR— E) , ) o
whereg = (Qg/wg)?.

Assuming thate =1/10(Qg/w)?, it follows from Egs.
whereQg is the frequency of the longitudinal NMR and the (2) and (3) that f,=f,,=f_,_, for the B phase and the

orthogonal matrixR is the B- phase order parameter describ- non-zero coefficients are given as:
ing 3D relative rotations of the spin and orbital degrees of

freedom. Introducing the triples of Euler angless(Bs, vs) foo=1+28215+(1-s3)(1-19),
and (o ,B.,v.) describing ® rotations in the spin and
orbital spaces, respectively, it can be shown that f10=25,,J1-s5y1~1,

1063-777X/99/25(8—9)/4/$15.00 607 © 1999 American Institute of Physics
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1 5 5 where « will be considered as a phenomenological
fa0=5(1=s7)(1~13), coefficient!
During the time intervaldt the energy of a dissipative

1 system changes by
f1o1=5(12s)(1£1)(1+2s,)(1+21,), (7

° SE=—2F,5t= $ (M SzaUD)as

1 STl 22l 5, TS
froo==(1%s,)(1+1,)\1-s2J1-12,

3 . 2 [dUp S, dUp 5

1 SZ—S§ da S Jdvy Sz
frro=22(1%8)%(1+£1,)2
2+2 12( Z) ( Z) , R 1 aUD 2

+(SP-S)—| —=| ba|. (9)

It is easily verified that at,= 1, which corresponds to an wo \ IS,

equilibrium orbital states ofHe-B (the so called Leggett pig |ast relation allows to pass from the Hamiltonian Egs.

configuration, fy, are nonzero only fork=1=0,£122. 4 24 (5) to a set of equations for the spin dynamics with
This means that for an orbital state with=1 the dipole-  isgination(from now on the time is measured in units of
dipole potential depends only on the combinati®r= « 1wy and S,,S) in units of Sy):

+ 7y and, as we have seen, it is a slow variabl&atS,. This

well known resonance is operative everl at 1 because all S,=eX,, a=-—1+¢eY,, (10)
other linear combinations af and y are fast variables & .
=5, for the strong-field cases(<1) and they disappear on S=eXg, Yy=S+eY,, (11

the average. The conventional spin dynamicSatS, has
been explored thoroughly in the past.

On the other hand, &+ 1 (non-Leggett orbital configu- of 2
ration) an unconventional spin dynamics is also possible Xz(5z15,0£,7|8):—£+8K(52_5§)(£Z> , (12
since a new resonance regime can develop. Indeed, an in-
spection of the coefficients, shows that a new combination

where

&= a+2v appears in the expression fdi, which turns out Xs(S;, S a,y)=- v’ (13
to be a slow variable at a special value®# Sy/2 (another
resonance a&=2S; is also possible This has been noticed of kS [of S, of
in Ref. 3(for more details see Ref)4nd the corresponding Ya(S;,S )= JS, F-S ( Ja S @) (14)
experimental investigations were undertaken recerftly.

The stationary solutions fas,,l, and ® corresponding of  kS? [of S, of
to the particular coherent spin-precessing modes at the fixed Y(S,. S, y)= 9S FSE (ﬂ_ s %)' (15)

resonance values db are found by minimizing the time-
averaged dipole-dipole potentibl, (the Van der Pol pic- : ,
ture). On the other hand, in order to explore the time evolu-SIoW (5;,S) and the fasta, ) motions can be.apphédo

tion of Sstarting from some initial value, and to find out the solve Egs.(10) and (11). Although the main points are de-

routes leading to the mentioned resonance regimes, a fLﬁICrlbed in Ref. 7, here we show the principle steps for com-
description of the spin dynamics, including the dissipationpleteness' -

effects, is necessary. In what follows a theoretical back- ~Passing to the new variabl€s, S, a andy according to
ground for the analysis of the relaxation processes in the spiffi€ pPrescription

dynamics of’He-B will be presented. It is a direct generali-
zation of the approach adopted in Ref. 7 and allows us to
consider the case of the non-Leggett orbital configurations. It
should be noted that using the computer simulation programs
(like a package elaborated by A. A. Lemdhe spin dynam- a=a+eU,+e’v,+...,
ics including the Leggett—Takagi dissipation mechanism can o

be explored quite efficiently. At the same time, an analytical ~Y=7v+teU,+ eV, .,

approach has the merits of its own and gives, as we shall Se\%/hereui _ ui(gz ,g,a;) andv, :Vi(gz 55,7). and assum-

a transparent insight into the essence of the problem. . . . .
; . . _ing that the new variables are subject to a set of equations
2. A standard procedure of incorporating the relaxation

processes into the homogeneous spin dynamics is based on §Z=8A 2Bt
the introduction of a dissipative function z Zon

Sincee <1 a well-known procedure of separating of the

SZ=§Z+suZ+82vZ+...,

S=S+euUgtePvgt...,
(16)

2

S §:8As+8285+...,
-

Q2 Q2
S+ < L X (17)
=—1+eA,teB,*...,

1 . ’ 1
deEK(S—gSX HO) :EK

S,

_ngsz +(52_S§)(d+wo)2 ) (8) .7:§+£Ay+828,y+...,
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with A, =A(S,,S) andB;=B;(S,,S), we arrive at the equa-
tions for yet unknown functions;, andv;:

_ % gﬂ_ A (18)
da  ~dy 9= A

I A JN (19)
da “ay ' !

In Eq. (18), in describing the first order effects i the
functionsg; are given as follows:

X,(S,,S,@,710),
9s=Xs(S;.S,@,7),
9e=Yu(S;.S@,7),

X,(S,.S.a,7)+us(S,.Say).

The second order effects mare governed by Eq19)
and the functions); contain derivatives oK; andY;, with

respect t&S,,S, @,y ande (calculated at =0). In particular

(20

X,
hzzt UZ+

IS,

X, X, X,
—Ust—u,t—u,+
JS da dy

axX,
—Uu
de

au,
A— +Ag

IS,

Ju
—~+A,
JS

ou Ju
— +A, —
da ady

(21)

The otherh; have the similar structure. According to Egs.

(12—(15) and(6) the functionsg; are periodic ine and :

9i=2 Oi(S;. Sk, 22)
K
and the bounded solutions of E{.8) are given as
< O
= T dikatly)
) '% k—sl
(23)

=950(S:.9),

where a prime in the summation ovkrand| excludes the
contribution ofk=1=0. In a similar way can be found the
solutions of Eq.(19).

Performing the above-mentioned procedure it can be es-

tablished that

of of
A,=Ag=0, A,=—2 —
s, S
(24)
B, Bamh.
After having calculatedh() it can be shown that
. 82
S=e?Bg= 2—(k2+|2 2s,kD)f2, (29
1-s% k-9

where only the dissipative contribution By, is retained. In a
similar way it is concluded that
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2

_ K
S=62B,=—— > " (K2+12-2skI)f2,
1-s;% k-
0 2
+e2k(1—s )E "') (26)
Js,

In Ref. 7 the set of Eqg25) and(26) has been used to
explore the dissipative processes in the superfhuiand B
phases for the special orbital states, the Leggett configura-
tions. For®He-B, which we consider here, this corresponds
tol,=1. Atl,=1 only the components with=k=*+1,+2
contribute to the r.h.s. of Eq$25) and (26) and, as men-
tioned in Ref. 7, irrespective of the initial conditionS,is
attracted to the resonance valBe 1.

For a non-Leggett orbital configuratigwith |,# 1) the
new possibilities appear. For the general spin-orbital con-
figurations Eq.(25) can be put in the following form:

. 2g?
= [(f 2 HAf2)+2— 2 +4f2)
5—-4s, 5—-4s
— Z)f2+ —(f3_,+4f3_,)
S— 1/2 S-2 S+1
5+4s 5+4s
+| =+ =2, . (27)
S+1/2 S+2

Here (and below s,=S,/S. By using Eq.(26) it can be

shown that

sz=32K{ ! [2(1‘ +4f2) - _Sz(f +4f2)
10 20 11 22
1- Sz -1

5—-4s 5—-4s 1+s
—| a4 2 (f2 +4f2 )

S—1/2 S-2 1

2
5+4s, 5+4s
a2 |+ (1-$2) > ) .
S+1/2 S+2 kI ds,

(28

From the set of Eq927) and(28) it is seen that, along
with a conventional resonance&t 1, the new resonances at
S=(1/2,2) intervene for the case with,# 0. It should be
kept in mind that, according to their derivation procedure,
Egs.(27) and(28) are applicable not too close to the men-
tioned resonance values 8f but the general tendencies of
the various relaxation scenarios, leading to the attractors at
S=(1, 1/2,2), can still be established.

As an illustration of the content of Eq27) we shall
consider a non-Leggett orbital state witl=0. One can fix
this orbital configuration by applying sufficiently strong su-
perfluid counterflow in the transverse direction with respect
to the magnetic field. Such a possibility is realized, in par-
ticular, in the rotating cryostat in the vortex-free regfon.
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The problem of the robust de Haas—van Alphen oscillations seen experimentally in mixed
superconducting state is discussed. The new threshold mechanism is suggested to explain
persistence of the quantum oscillations deep in the superconducting stati99®

American Institute of Physic§S1063-777X99)00508-3

| am very glad to be able to provide a paper for the issueVKB phenomena. An electron possessing large momentum,
dedicated to the memory of Professor B. I. Verkin. His ownpe~a™?, its levels in magnetic field are equidistant near the
contributions and his efforts to promote condensed mattechemical potentialy (w=Eg, the Fermi energy
research in Kharkov to new highs were, indeed, impressive 1
and successful. Currently, the Institute for Physics and Tech- g = wc( N+ —
nology at Low Temperature@TINT) which he had helped 2
to organize from scratch enjoys a reputation of one of thevherew,, the cyclotron frequency, is the characteristic of an
main scientific centers in the field. effective electron mass in case of some arbitrary FS. A minor
The Kharkov School is famous for its pioneering studiesvariation in the field,B, such thatAB/B~ w./Er<1, may
of normal metals’ properties by various means and toolspush a level across the chemical potential causing abrupt
Thus, among others, observations of quantum oscillations arehange in levels’ occupation numbers and, hence, the step-
the most direct assessment of electronic spectra in metals vikke change in magnetizatiotiFor simplicity we consider a
the famous Lifshitz-Kosevich formula for the de Haas—vanwo-dimensional2D) case where this mechanism becomes
Alphen (dHvA) effect. Fermi surface@9) of countless met- most transparept In the quasiclassical approximation an
als and intermetallic compounds have been determined arelectron performs a closed-orbit moti¢eircular orbits, in an
classified with the use of this method during the last flewisotropic model, which may be equally well described as the
decades. Larmor motion in real space, or as the electron motion in the
It is worthwhile to emphasize that the very concept of FSmomentum representation along a closed orbit encircling a
is at the core of the Landau Fermi-liquiEL) theory. With  FS. Equatior(1) is then nothing but the result of quantization
the remarkable recent progress in synthesis of new materiali) accordance with the Bohr correspondence principle.
many of which reveal unexpected peculiarities in their physi- ~ The dHVA effect in superconducting state is observed in
cal properties, the question arose whether the Landau Fthe second-type superconductors when the magnetic field is
theory remains applicable in spite of the observed complicagradually decreased below the upper critical figdd,. At
tions, or electron-electron interactions, being strong enougl3<Hc,, the mixed state superconductivitgets in. The
may breach the FL-theory. Studies of the dHVA effect wouldmagnetic field in the sample remains practically homoge-
provide the most direct test of the FL-assertions. neousB=B, while the superconducting order parameter pe-
Below we address the issue of existence of the dHvAriodically varies in space. AB<H,, the gap structure cor-
oscillations in the superconducting state. Whatever is theesponds to a lattice of vortice8ntervortex distanced,
mechanism of interactions causing superconductivity, the latoeing larger tharg,, the coherence length which defines the
ter may usually be well understood in terms of the BCSvortex core sizeseparated by the “bulk” where the ampli-
microscopic theory. The truth is that it is far from being cleartude of the gap is saturated to a constay;
whether the BCS scheme remains applicable, say, in cu- » .
prates, heavy fermionéHF), or borocargzes, to men%ion a A(r,p)—AB(p)e_xp[lgo(r)} @
few. However, the BCS theory is based upon the FL concepf.Ag(p) depends orB, although in order of magnitude it is
If the dHvA-effect in superconducting state in these materi-close to the value of the gap in the absence of field
als(see belowcould be described in frameworks of the BCS A challenge, and a theoretical puzzle, is that the dHVA
scheme, it would become an indirect proof of FL for theseeffect is observed in the well-developed superconducting
substances. state, down tdB~0.2H.,. This fact apparently contradicts
The dHvVA effect in normal metals is nothing but the our intuitive notion of the dHvA effect resulting from the

@
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mechanism of crossing the chemical potential by an energgnergy spectrum that are responsible for its origin: an anisot-
level. Indeed, although vortex cores produce some low enropy of the superconducting order parametefp), and the
ergy excitation, these are known to be localized inside théoppler shift of the excitation energy by supercurrents flow-
core. The “bulk” of the superconductor, at distanaesd  ing in the periodic vortex latticeys(r). Consider them first
> £, from the core is fully “gapped,” according to Eq2).  in the absence of quantizing effects of the magnetic field.
The chemical potential being positioned in the middle of the  If the gap,A(p), depends on the position pfalong the
gap, levels on the two branches of superconducting excita=ermi surface, so thad ., and A, are its minimal and
tions (even in the presence of the fie®) would never cross maximum values, correspondingly, there are no excitations
the chemical potential, in particular, because with the energy less thaay,. Excitations with an energy
e(p)>Aax Mmay propagate freely to infinity in the real
we<A, Te. 3) space. However, excitations with an energy such that,
Equation(3) is a strong inequality, as follows from the mi- <e(p) <Amax Can perform an infinite motion only if the mo-
croscopic theory, and may be rewritten in the form mentum lies in the proper restricted angular cone.
Recall that excitations have no definite charges in the

L<1_ (4)  BCS-theory. Instead, there are two branches, one “electron-
Hca(Préo) like” and one “hole-like.” The meaning of these definitions
Therefore it is commonly accepted that well belély, an IS that the full electron charge is restored only far enough
effective “Dingle” temperature from the Fermi surface, while, say, the “electron-like” char-
acter of an excitation gradually diminishes by degrees as its
T ~A ©) energy tends ta ., .
would result in the fast decay of the dHVA signal. An electron in the normal state placed in the magnetic

Experiment§_4 Strong|y contradict the above arguments_ f|e|d pel’fOI‘mS the mOIiOI’I along a Closed Orbit under the Lor-
The field rangeB~0.2H, which has been reached ex- entz force:

perimentally in Refs. 3 and 4 presents considerable difficul-

ties for a thgorencal analysis becau_se_ the vortex lines are not b= —[Ve(p)XB]. @

yet well defined = &,). However, it is natural to wonder c

about whether a specific and new mechanism lies behind the _ _ o )

observed phenomenon of slow decay of the dHvA effect be-  Although Eq.(7) is not applicable for excitations in a

low H.,, and whether such a mechanism may be consisterguperconductor since the excitation’s charge is not fixed, as

with the microscopic theory. In Refs. 5 and 7 we have cho£Xplained above, it helps to explain the origin of the “thresh-
sen to address the issue in the limit of: old” mechanism in a qualitative way. In the absence of the

magnetic field excitationsthe wave packejsmove along

B<Hc; 6.>d>& (6) straight lines, the momentum being preserved. The magnetic
to search for a new mechanism which may provide not sdield bends the trajectories. While at an energys, the ex-
severe limitations on the dHVA amplitude, as is given by Eqcitation still can perform a closed motid@long the large
(5). Such mechanism does exist, indeed, and is explainedarmor-like orbit,R ~Vve/w., in the real space, or along a
below in some simple physical terms. A rigorous proof andtrajectory encircling the Fermi surface, in the momentum
the mathematical details can be found in Refs. 5 and 7. spacg, this is not true for excitations with an energy less

At first, it is worth our while to discuss briefly a tempt- thanA ... Changing the direction of momentum in the mag-
ing guess that the persistence of the dHVA effect betthw ~ Netic field brings it to the boundary of the angular cone be-
may be caused by an unconventional symmetry of the supeyond which extended motion of the wave packet is impos-
Conducting order parameter. Once we consider a 2D @ase sible. The “electron-like” character gets lost, and the
cylindrical FS, a natural suggestion is ad‘wave” pairing ~ €Xxcitation being rejected badn the direction along FS
often assumed to be the ground state in higtcuprates. In ~ starts its motion as a “hole-like” particle. This process re-
this model the gap disappears at the four points on the Fernfieats on the other side of the allowed directions. Excitations
surface where the electron-like and the hole-like branches fowith energies betweef ,;; and Ay, Will form “localized”
excitations merge. It turned otithowever, that although a states. Thus, there exists the energy threshejgs Ay,
level always exists in the presence of the magnetic field inwhich separates the localized states and the “extended”
the very vicinity of the chemical potential, its position is States. For the latter an excitation behaves basically in the
fixed It is not changed by variations of the magnetic field. InSame way as ordinary electro(except, of course, that their
other words, although the gaplessl-vave” superconduc- €ffective charge at=ey, is reduced from the bare electron
tivity significantly changes the structure of levels, whencharge and depends on energgt the field variation the
compared to the &wave” pairing, the mechanism of cross- “extended” energy levels cross the threshold, becoming the
ing the chemical potential by a level at a variation of the “localized” ones.
magnetic field is again excluded. The “threshold” effect caused by the anisotropy of the

The true mechanism which causes the dHvA oscillationg®rder parameter only, would lead to a significant dHVA ef-
in the superconducting state, at least in the liBi€H,,, fect even in the extreme case of &6):°
Eq. (6), may be called the “threshold” mechanidisee Refs.
6 and 7. There are two features in the superconducting Mésc~ (wc/A)"°Mgg.. ®
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However, so far we have been neglecting the contribution  Thus, it is shown that, at least in the regime of Eg),
from the Doppler effect. The Doppler shift in energy of ex- there exists a specific new mechanism of the dHvA oscilla-
citations tions in the developed superconducting mixed state that con-
sists of crossing the threshold energy by levels of excitations

#(P)—~E(p)=2(p)+p-Vvs(r) © in the magnetigfield, while in the ngo{mzll phase the oscilla-
is due to the presence of the periodic supercurrents whictions originate from crossing the chemical potential. The re-
flow even in the “bulk,” i.e., away from the vortex cores. gime of the magnetic field whe<H_, is more difficult
The second term if9) is smaller than the scale of the gap, for theoretical analysis. However, we expect that similar
Ain~Amax- Its role is two-fold. On the one side, the mecha-threshold phenomena should take place evah-af, to ex-
nism (9) may itself be the source of a threshold betweenplain the robustness of the dHVA effect in the superconduct-
“localized” and “extended” states. Indeed, consider a Lar- ing state.
mor trajectory. Its radiu®R, ~vg/w¢, is much larger thad, The work was supported by the NHMFL through NSF
the vortex lattice periodicity. Therefore, the quasiclassicacooperative agreement No. DMR-9016241 and the State of
packet may be thought in the first approximation as moving-lorida.
locally along a straight line, with somg. Along that line
vg(r) varies but is limited in its value. Therefore, at
E<Apmact|p- Vs(r) | max, @n excitation is bound again. Such a
threshold effect exists even if the isotropic gap were chdsen. E-mail: gorkov@magnet.fsu.edu
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Equilibrium vortex configuration in conventional type Il superconductors containing short-range
columnar defects is investigated theoretically. In the bulk superconductor near the upper

critical field H., a single defect causes a strong local deformation of the vortex lattice which has
C5 or Cg point symmetry. The vortices can collapse onto attractive defects, while in the

case of repulsion the regions free of vortices appear near a defect. Increasing the applied magnetic
field results in an abrupt change of the configuration of vortices related to the formation of
multiquantum vortices and giving rise to reentering transitions between configuration€ yvith

Ce symmetry. In the case of a small concentration of defects these transitions manifest
themselves as jumps of magnetization and discontinuities of the magnetic susceptibility. Columnar
defects also influence significantly the magnetic properties of a mesoscopic superconducting
disc. They help the penetration of vortices into the sample, thereby decreasing the sample
magnetization and reducing its upper critical field. Even the presence of weak defects splits

a giant vortex statéusually appearing in a clean disc in the vicinity of the transition to a normal
statg into a number of vortices with smaller topological charges. In a disc with a sufficient
number of strong sufficently defects vortices are always placed onto defects. The presence of
defects lead to the appearance of additional magnetization jumps related to the redistribution

of vortices that are already present on the defects and not to the penetration of new vortices.
© 1999 American Institute of Physid$S1063-777X99)00608-§

1. INTRODUCTION point defects, twinning boundaries or regions with different
superconducting properties can pin the vortices, deforming
The magnetic properties of type Il superconductors inthe vortex lattice and increasing the critical current. The
mixed state or Shubnikov phdsare mostly determined by most effective in this sense are the columnar defects appear-
Abrikosov vortices penetrating into the samplé single ing after the heavy ion irradiation of superconducting
vortex in a macroscopic superconductor with size much bigsample'® These defects serve as strong pinning centers, each
ger than the penetration lengh(T) carries the supercon- of which is able to pin a single vortex as a whole. The radius
ducting flux quantump,= mfic/e. Repulsive interaction be- of the columnar defect could be much more or less than the
tween vortices leads to formation of a triangular vortexcoherence lengtflong-range or short-range defects, respec-
lattice in a uniform sample. The lattice constant decreasesvely). Strong long-range columnar defects may lead to the
with the increasing of a magnetic field and near the uppeformation of multiquantum vortices in high temperature
critical field H,; for an infinite sample it is of orde(T)  superconductors:'? Such vortices were observed experi-
(the coherence length at temperatiide The magnetization mentally on submicron artificial holes in mutlilayers
density also decreases, andHaf, it vanishes, that is, the Pb/Ge'® Columnar defects, essentially influence magnetic
superconductor becomes a normal state. properties of the sample. In bulk high temperature supercon-
In a mesoscopic superconductor, with size much smalleductors they lead to important changes of the reversible mag-
than the penetration length, each vortex carries flux that isetization curvé?
less than the flux quantum. In a uniform disc with size of  In this paper we show that short-range columnar defects
order of a few coherence lengths in a strong fielg,<H strongly affect the properties of conventional type Il super-
<Hcs3, all the penetrated vortices are located at the disconductors. In a bulk superconductor near the upper critical
centef~° forming so-called giant vortex. Penetration of the field H., these defects cause a strong local deformation of
new vortices into the sampl@s the applied magnetic field the vortex lattice. This deformation h&s or Cg point sym-
increaseps manifests itself as a sequence of jumps on themetry. If the vortex-defect interaction is attractive, the vorti-
magnetization curve. These jumps were observeaes can collapse onto defect, promoting the formation of a
experimentally and have been discussed in a series of theomultiquantum vortex. Increasing the applied magnetic field
retical works?>"~° results in reentering transitions between configurations with
Various kinds of defects, such as dislocations, groups o€; or Cq symmetry. In the case of a small concentration

1063-777X/99/25(8-9)/11/$15.00 614 © 1999 American Institute of Physics
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of defects these transitions manifest themselves as jumpghereT, is the critical temperature of a clean sample. Gen-
of magnetization and discontinuties of the magnetic susceperally speaking, the third Ginzburg—Landau coefficient
tibility. v(vo=1/2m) should also be modified as

On the other hand, in a mesoscopic superconducting disc _
near the upper critical fielth .3 even weak defects can de- V()= 1+5¥(r)].
stroy a giant vortex state splitting it into a number of vorticesThis modification term is described by analogous equations
with smaller topological charges. Columnar defects shouldvhere o should be replaced by. For a fixed temperature
also change significantly the magnetic properties of mesoslose to the critical temperatufg,, the Ginzburg—Landau
copic superconductors. When the number of defects is of thdensityg of the Gibbs potentiaf of such a superconductor is
order of the number of vortices one can expect that they willwritten as
essentially suppress the magnetic response of the sample and

reduce the critical fieldH.;. If the number of defects is g=—|¥|2+ E|«p|4+ Sy(r)|D_W|%+ Sa(r)|W|?
larger than the number of vortices and the defects are strong 2
enough it seems plausible that all vortices could be pinned +k?[b(r)—h]2.

by defects. As the applied field changes the vortices can
change their position on the defects. These rearrangement§€ gauge invariant gradiedt_ is given by
should lead to increasing of the number of mesoscopic jumps
of the magnetization curve as compared with that of a clean D_=-i—+a,
sample. In the present paper we show that all these a sce- or
narios really take place in small enough superconductingvhere a is the vector potential of the magnetic induction
discs. b(r).
The paper is organized as follows. The rest of this sec-
tion contains basic notations and description of the model. In
section 2 we consider bulk superconductor with small con-
centration of columnar defects. The third section is devoted: BV SUPERCONDUCTOR

to the properties of mesoscopic superconducting disc con-  consider a superconductor containing columnar defects.
taining a number of defects. In the last section the mainy the linear approximation with respect to small concentra-
results are summarized. tion of defects the problem is effectively reduced to a single
Consider a type Il superconductor containing columnargefect problent® Near the upper critical fielti=1 of a uni-
defects. The sample is subject to an applied magnetic fieldorm bulk superconductor, the behavior of a superconductor
which is parallel to the defects. Therefore the problem betan pe derived within the lowest Landau levellLL)

comes essentially a 2D one. Throughout the paper we Usgyproximatioh”® by minimization of the density of the
dimensionless variables, measuring magnetic field and vectetijpps potential

potential in units oH .,= ® /27 &(T) and @ /27&(T), re-

spectively. Any length appearing is measured in units of the ) —(1_ 2 1 _ i 4
temperature dependent coherence le@ggih). In these units 9u(r (W] =(1-h)¥[*+ 2 1 2k? V]
the penetration length coincides with the Ginzburg—Landau 2 0 w2

+ 8ay ()| W[+ 8y, (r)| D2 W7, )

parameter. Then the density of the thermodynamic poten-
tial and the order parameter are measured in urit® and  which depends only on the order parameter. Hestands
V—agl/B, where ay<0 and B>0 are the standard for a dimensionless external magnetic field @0y is the
Ginzburg—Landau coefficients of the clean sample. In thgyauge invariant gradient of the vector potential of the exter-
presence of defects located at the pointdr being a 2D nal fieldH. In what follows we shall use the vector potential

vectop the coefficienta should be modified: in the symmetric gauge.
a(f)=ag[1- da(r)] To find the order_parameter which realize§ this minimum
one can expan® (r) in terms of Landau functionis,(r) of
and depends on position as the lowest Landau levém is the orbital momentuinsubsti-
tute this expansion into E@3) and find the expansion coef-
5a(r)=2 day(r—rj). ficients from the minimum conditiof? Such an expansion
! serves as a good approximation and one can neglect the con-
In what follows we use the simplest model tribution of the highest Landau levels even at a field much
2 less than upper critical fieltf:?!In the case of isotropic func-
Say(r)=ay exp( __), (1)  tions ay(r) and y,(r) the symmetry of the unperturbed
215 Abrikosov lattice enables us to consider only two cases cor-

wherel, is the dimensionless size of the defect. The modi-esPonding either t€g symmetry or toCy symmetry. The
fication term is simply related to the critical temperature€xagonal symmetry corresponds to the distorted vortex lat-
changesT.(r) caused by defects: tice with one vortex placed on the defect. The trigonal one

corresponds to the lattice with the defect located in the center
oT(r) of the vortex triangle. In the hexagonal case the trial order

da(r)= T.—T’ @ parameter can be written as
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\If6<r>=imE:0 [7~ *Mg(m)+D(m)ILy(r). (4)
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Y2M (m)M (k—m)
2k+1’77 .

-3 |

K!
m! (k—m)! )

Here D(m) are the variational parameters which are to beEquations(6) were obtained by Ovchinnikd¥ who used

found. The case when dll ,, are equal to zero and only the
coefficientsM g(m) remain, corresponds to the order param
eter\Ifé(r) which describes the Abrikosov lattice with one of

their linearized version for studying possible structural tran-

-sitions. They are valid for both two symmetri€g andCs;.

In each of these cases one should take into account the se-

the vortices located at the origin and one of the symmetryection rules

axes parallel to the axis. The coefficientdlg(m) are real
and obey the selection rdfem=6M+1, M=0,1,2,.... In
the trigonal case the trial order parameter is written as

©

\P3<r)=mE:0 i M 7 *Mg(m)+D(m)ILpn(r). (5)

M3(m) = 6y, 3uM3(3M),

Mg(M) = Smem+ 1Me(BM+1), M=0,1,2,..., (9)

and use forM; ((m) their correspondingrea) values?? A
quite natural assumptiofwhich is verified belowis that the
perturbed lattice conserves its initial symmetry. This means

The case when a[D(m) are equal to zero, corresponds to thethat the coefficient§D(m)} obey the same selection rules

order parametelf3(r) which describes the Abrikosov lattice

that the initial coefficient®1(m) do. We use this assumption

whose origin coincides with the center of the vortex trianglein our analysis below.

and one of the symmetry axes is parallel to thexis.
The real coefficientsM3(m) obey the selection rulen
=3M, M=0,1,2,....

The qualitative information concerning the behavior of
the coefficientsD(m) in a magnetic field can be obtained
directly from Eqgs.(6). Consider, for example, an attractive

To obtain the lattice deformation caused by a single dedefect withe;>0 andy,;=0. In this case, if one is not too
fect we have to find separately the extremal set of the variaciose to the critical fieldh=1, the hexagonal symmetry

tional parameter®(m) within each of the two symmetry

should be realized and one starts from an analysis oCthe

classes separately, and to choose the most preferable ogglutions. Due to selection rules, the first nonvanishing equa-
from the two of them. Direct substitution of the test function tion of the systen(6) corresponds to the valum=1. This

W (r) expressed in the formd) or (5) into the expression for
the Gibbs potential densit{d) and minimization with respect
to the variational parameteB(m) yields

[E (1+m)!

fm 27 mE L ki ' m! (1 +m—k)!

2
31/4:8A

X[#D(1)D(m)D* (I +m—k)
+M(I+m—K)D(HD(m)]

(k+m)!'M(k—=1+m)
fm 2K m ki m! (k—1+m)!

2 {Zl(k,I)D(I)Jr \/(kkTIII) J(k+I)D*(I)H

k

—D(k)+[7r—1|\/|(|<)+D(k)]mk

D(1)D*(m)

X{ap+ yX[p2+k(1+2¢2)]}=0. (6)
Here
¢=hl3, (7)

B.=1.1596,« and B are properly scaled strengths of the
defect:

@

8

and

I(k,1)= 2

(I+m)!
VK mt (1 +m—k)!

M(M)M (I +m—k)

2|+m+l7T '

equation depends strongly on tfexaled defect parameters

a, yande. But right in the next equatiofwhich corresponds

to the valuem=7) this term is proportional tg-’ and due to

the short range nature of the defegi<t1) it is very small.
Therefore all the higher order equation$) with m
=13,19,... are practically homogeneous. As a result, the so-
lution of (6) will give nonzero coefficient® (m) only for
some small values afn. Thus the deformation of a vortex
lattice happens mainly near the defect at the distance of
order of the Larmor radiu®,, ocm correspondlng to the
largest value ofn such thaD(mmaX)qﬁO while the rest of the
lattice remains undistorted.

With raising of the applied magnetic field the effective
coupling constants and y increase drasticalljsee Eq(8)],
while the parameterp (7) does not undergo any visible
change. This leads to increasing values of the higher coeffi-
cientsD(m) in the expansioni4) of the order parameter and
as a result, to spreading of the deformation far from the
defect. The further the growth of the magnetic field, the
larger the effective coupling constants. This implies that the
last term in Eq.(6) for m=1 becomes much larger than all
preceding terms. In this case the solution Dg(1)=
— 7 Mg(1), i.e., the first expansion coefficient practically
reaches its limiting value. This value completely compen-
sates the contribution of the unperturbed Abrikosov lattice to
the m=1 expansion coefficient in Eq4). In this region of
fields the expansiot¥) begins fromm= 7. The order param-
eter in the nearest vicinity of the defect becomes

\Ifocr767i 19'

This means that the six nearest vortices héalenosi col-
lapsed on the defect which pins the vortex containing seven
flux quanta. One can see this effect in Figa)l
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FIG. 1. The square modulus of the order parameteiafer0.5,5=0, ¢/h
=0.5 in the hexagonal case for the applied fiakt0.93. Seven vortices
collapse on the defe¢a) and for the applied fielti=0.85. Attractive defect
causes a comparatively weak vortex lattice deformatimrthe same in the
trigonal case for the applied fielt=0.85 and three vortices collapse on the

defect(c).
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compensation values 7~ M4(7), — 7 Mg(13),..., and
one could principally get a vortex containing thirteen, nine-
teen, etc., flux quanta. However, numerical calculations
show that for a realistic field rang@ot extremely close to
the upper critical fielflonly the first collapse can be realized.

A similar behavior of the expansion coefficiedf3(m)}
takes place in the trigonal ca&®;. Here in the case of at-
traction the coefficienD;(0) is the first one that reaches its
compensation value- 7~ *M3(0), which corresponds to the
three vortices collapse on the defect. Such a configuration is
displayed in Fig. tb). With increasing magnetic field one
expects the appearance of six-, etc., multiquanta vortices. As
in the previous case, numerical analysis shows that only the
first collapse occurs in a realistic range of field.

Note that for the same set of parameters the first collapse
within the trigonal symmetry occurs at a weaker field (
~0.85) than in the hexagonal symmetty~0.93). The rea-
son is that in th&C; symmetry seven vortices must overcome
their mutual repulsion in order to fall on the defect, while in
the C; system only three vortices collapse. For the fibld
~0.85, at which, in the symmetr€,, three vortices are
already collapsed on the defd€ig. 10 in the Cg symmetry,
the lattice is distorted but still without any vortex collapse
(Fig 10.

Up to now we analyzed the solutions of E¢6) within
two symmetriesCg and C5 separately. Now we can choose
the most preferable one from them and describe the typical
vortex lattice behavior in some interval of the magnetic fields
close to the upper critical field. We start from the same case
of attractive defects;>0 (y,=0) of a small concentration
of defects. If the applied field is not too close to the upper
critical field, then a deformation of the lattice near a single
defect is small and the preferable local symmetry near each
defect isCg. The defects are occupied by vortices and the
rest of the lattice is slightly deformed. With increasing of the
magnetic field the deformation near defects becomes stron-
ger(as shown in Fig. (c) and at some critical field, theC5
solution of Eqs(6) corresponding to collapse of three vorti-
ces on the defect becomes preferatdee Fig. 1b As a
result, a local structural transitiddg— C5 occurs. With fur-
ther increasing of the field, one deals wi@y symmetry,
three vortices occupying the defect and the deformation of
the nearest part of the vortex lattié@ith respect to the de-
fect) is observed. But at some critical fihd the Cg solution
of Egs.(6) corresponding to collapse of seven vortices on the
defect(see Fig. 1abecomes preferable and a local structural
transition C;— Cg occurs and so on. Thus, one has a se-
quence of reentering first order phase transiti@is—C,
—Cg—....

This qualitative analysis is supported by numerical solu-
tion of the infinite nonlinear system of Ovchinnikov equa-
tions without any simplification in the general case where
a+#0 andy+#0. The results obtained confirm our symmetry
assumption formulated above and enable us to construct a
phase diagram in thigy, y) plane for a fixed scaled siz&(7)
of a defect. Part of such diagram is given in Fig. 2. Here the
two solid curves separate the regions where the local sym-

With further increasing of the applied field the next co- metry is hexagonal Gg) or trigonal (C3). Near the upper
efficientsDg(7), Dg(13), and so on will reach their limiting critical field <p0<|c2) and the diagram becomes universal. For
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symmetryC, at a fieldh~0.94 happens when the coefficient
D3(0) in the symmetryC; almost reaches its compensating
valueD;(0)=— 7~ *M3(0) and therefore this transition cor-
responds to the collapse of the three vortices at the defect
(Fig. 1b. Similarly the third transition to the symmet@ at

a fieldh=~0.99 corresponds to the collapse of the seven vor-
tices at the defedtFig. 13.

Note that the Figs. 1b and 1c already referred to above,
present the contour plots of the square modulus of the order
parameter near defect in the vicinity of tiy— C5 transi-
tion due to collapse of the three nearest vortices on the de-
fect. These plots correspond to the paist4.0) on the ray
coinciding with the positivea-semiaxis on the phase dia-
gram. At this point the order parameter exhibits a small de-
formation in the symmetrZg as it is displayed in Fig. (),
while in the symmetryC; it is strongly deformed due to the
collapse(see Fig. 1

Until now we have dealt with a single defect problem
that corresponds to a linear approximation within the Gibbs
FIG. 2. Phase diagram in the, 7) plane of a superconductor witi  Potential concentration expansion. To be sure that our results
=0.1. The initial magnetic field ia;=0.9. Solid ray’y=0.01. Dashed ray: ~ are related to a macroscopic system with a small but finite
77=0.03. Dotted ray?%=0.06. Dashed-dotted raj.= —0.01. concentrationdimensionless densihof defects we have to

be sure that the nexsecond ordgrconcentration correction

to the Gibbs potential is small. To estimate this correction
each fixed defect parameters and for each value of the magne has to solve the two defects problem exaCthyhich is
netic field the diagram enable us to determine the preferablgyuch more complicated. Therefore, we choose another way.
local symmetry of the system. Consider for simplicity an attractive case and magnetic field

To explain how to extract this information from the that is not too close tbi.,. Put the undistorted vortex lattice
phase diagram consider a sample with some fixed parametess the plane wherépoint) defects are distributed and shift
@1, v1, andlg, and start from an initial applied field,.  one of the vortices nearest to each inhomogeneity to the po-
This corresponds to a starting point€ a®,y=9°) in the  sition of that inhomogeneity. There are many similar ways to
diagram of Fig. 2, where and y° are determined by Egs. arrange the vortex lattice, but one has to choose such a way
(8) with h=h,. Further evolution of the parametetsandy  which leads to alternation of the regions where the lattice is
with growth of the magnetic field is described by the equacompressed with ones where its rarefied. Finally, let us dis-
tion tort the regions of the lattice close to inhomogeneities ac-

1 cording to the results obtained within single defect approxi-

y="—=(a—a®++° mation. This latter distortion is already taken into account

@1 exactly. So one has only to estimate the additional contribu-
and corresponds to some ray in the phase diagram, starting tadn to the thermodynamic potential from the intermediate
the initial point (@°,7°) and directed out of the origin. Four regions (between inhomogeneitiesvhose deformation is
such rays are displayed in Fig. 2. For all rays the startingvell described by elastic theory.
field ishy=0.9 anda;=0.1. Increasing of the magnetic field The number of extra vortices per region is of the order of
leads to alternation of the effective coupling constai®s  unity. Therefore, the deformation tensor up to a numerical
i.e., to the motion of a starting point along the ray. Thisfactor of order unity equals the concentratiorof defects.
movement in its turn results in a sequence of reentering tranfhe correction to the thermodynamic potential will be of
sitions from one local symmetry to another. order Cc?, whereC is the elastic modulus. But the elastic

The most interesting case is represented by a dashed rawart of the deformation has an alternating behavior with a
and corresponds to the valug =0.03. Here even in the characteristic wavelength of the order of the average distance
comparatively low fieldh~0.775<h, (the corresponding between inhomogeneities. As it was shown by Brantl
point of the ray is not displayed in Fig) ?he Cs— C5 sym-  the elastic moduli are proportional to €1n?) if this distance
metry transition occurs. In both the two lattice configurationsis much less than the penetration length divided by (1
below and above the transition the lattice deformation is—h)¥2. The latter inequality can be rewritten as<26>1
small. The dashed ray on the diagram starts from the field-h. In the region of parameters which we are mostly inter-
hy=0.9 and for the first time crosses the lower solid curve aested inc=0.03, 1-h=0.06 and the inequalitg>1 is evi-

a field h~0.906, at which the lattice undergoes the n€xt  dently valid. This means that corresponding contribution to
— Cg transition. No vortex collapse still happens at this fieldthe thermodynamic potential is of the order of{h)?c?.
(see Fig. 1t because the value ddg(1) is still far from  This is exactly the second order concentration correction
its compensating value. However two next transitions takevhich in the case<1 is smaller than the contribution ac-
place because of vortex collapse. The second transition to treunted for within the linear concentration expansion.
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Thus in the case of small concentration one can use the +k2((b)—h)2. (10)

results obtained in the two previous sections and describe the
thermodynamics of the system near the upper critical fieldHere the vector potential entering to the expression of the
All the local symmetry transitions described above manifesgauge invariant gradier _ is given bya=(b)r 6/2.

themselves as jumps of the magnetizathdnor its dimen- According to the general approach of the Ginzburg-
sionless version Landau theory one has to minimize the Gibbs potential den-
M sity (10) with respect to the order paramet&rwith an av-
mE_4Tr(2K2_1)5AH_ erage inductiorb) fixed and then to minimize the result
c2

once more with respect t¢h). The first step results in a
(see Fig. 3 and as discontinuities of the magnetic suscepti-nonlinear differential equation with a boundary condition
bility
D—“P|r:r0=01 (13)
B am
X~ 9h the solution of which is rather difficult even in the absence of

(Fig. 4. The most pronounced jumps occur at the two tran-.defeCtS' Therefore, we use the variational procedure choos-

. . .~ ing the trial function as a linear combination of the eigen-
sitions accompanied by vortex collapse, namely at the fleld§urlCtionS of the operatorT_)2 with the boundary condition
h~0.94 andh~0.99. -

(11). The corresponding eigenfunctions, ,,, and eigenval-
ues oy, depend on the disc radiug. As in the previous
sectionmis an orbital number and stands for the number of
Consider now a type Il superconducting disc with di- the Landau level which this eigenvalue belongs to when the
mensionless thicknes$ and radiusry containing columnar disc radiusr, tends to infinity. In strong enough magnetic
defects of sizd, and subject to an applied magnetic field, field one can take into account omy=0 states and therefore
which is parallel both to the defects and to the disc axis. Inthe quantum number will be omitted in what follows. Such
this section we assume that defects change only than approximation is adequate when the strength of defects
Ginzburg—Landau coefficient. We assume that the disc is da(r) is much smaller than the distance between k€0
thin and smalld<r,<« (in all numeric calculations we use and 1 eigenvalues. Then, to describe states with a fixed num-
the valuer,=2.6). All the dimensions of such a disc are berN, of vortices the maximal orbital number or topological
smaller than the penetration depih Therefore as in the charge which enters the trial function should be equd fo
previous case the problem becomes essentidllyoe, and, Finally, our trial function can be written as
moreover, it is possible to neglect the spatial variation of the
magnetic inductiorb inside the disc and replace it by its
average valugb)® (here and below the brackets) mean
averaging over the sample ajeds a result one gets the
following expression for the Gibbs potential per unit area: whereA,, is given by

3. MESOSCOPIC DISC

V= 2—50 Chnexp—ima)A,,, (12
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<b>_0m

W' m+1,%(b) .

(13

Am=J<Fexp( —r2—2<b))d>(

In Eq. (12) the expansion coefficients,, serve as varia-
tion parameters and(a,c,x) in Eq. (13) is the confluent
hypergeometric functiofi*

To proceed further one should substitute the trial func-

tion (12) into the expressior{10) for the thermodynamic

potential density and first minimize it with a respect to the

expansion coefficient€,, at fixed average inductiofb). As

a result one obtains a system of a finite number of nonlinear

equations for the coefficient€,,. This system is a finite
version of the OvchinnikoV Egs.(6). However in the pres-
ence of disordered set of defects the solution of these equ

tions is very complicated. The point is that now no selection

rule (successfully used in the homogeneous t&&&can be
applied. Thus the problem needs another approach.

In what follows we consider a disc that contaihg
short-range defects of range<l placed at the points
F1F2,f Ny The number of defectbly is assumed to be
larger than the maximal possible number of vortibgs As
we could see below a small enough clean disc can accum
late vortices only in its center. The defects attract the vortice
and due to their short range can pin the latters exactly o
their positions. Therefore, we consider only some speci

configurations of vortices such that they occupy only the
positions of defects and the disc center. This choice of tria

function implies the following procedure. Let us fix a defect
configuration{r;}, j=0,1,...Ng, ro=0, a set of correspond-
ing topological charge$p(j)}, an external magnetic field
and an average inductidfv). Each topological chargp(j)

is a non negative integer and the dei(j)} satisfies the
condition

Ng
2 P()=Ny. (14

Thus our procedure accounts for the existence of mul

tiple vortices located on the disc center or on any defecf

position as well. The trial functioril2) has zeros only at
points {r;} with multiplicities p(j). The latter condition
completely defines all coefficient$C,,} (m=0,1,..., N;

—1) up to a common multiplie€y , which we term as the

order parameter amplitude. Further, we need to minimize th

the average induction. The result has to be compared wi
those obtained for different total numbers of vortices an
different sets of “occupation numbers{p(j)}. Comparing

thermodynamic potential with respect to this amplitude an:E
t

the obtained value of the thermodynamic potential with thateter
corresponding to a normal state one finally finds the prefer

af
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FIG. 5. Eigenvaluesr, , for the disc of radius,=2.6 as a function of the
applied fieldh.

problem was solved many times but we need the solution for
various disc radii and various average induction values.
Therefore we tabulated some needed eigenvalyggs and

Yhe corresponding eigenfunctions,, for various quantum

ﬁnumbersn=0,l, m=1,2,3,4,5 and disc radiugp=2.6. The
igenvalues as functions of an average induction are shown
in the Fig. 5. These results are completely consistent with,

.g., those obtained earlier in Ref. 25. One can observe that
he distance between the zeroth and the first Landau levels is
of the order of unity. So we can indeed neglect in expansion
(12) the contributions of higher “Landau levels” as long as
defects are not extremely strongg/(r)<1.

The results shown in Fig. 5 help us estimate how many
vortices can enter the sample. Indeed, #or 1 the eigen-
value equation for operatoD(_)? coincides with the linear-
ized Ginzburg—Landau equation. Therefore the maximal av-
erage inductio{b),, corresponding ter,,=1 can be treated
as the upper critical field for a given orbital numbrar The
highest of these fields is the genuine upper critical flelgl
nd the corresponding value a@h gives the topological
charge of the giant vortex usually appearing in the vicinity of
the clean disc phase transition poifitin the caser,=2.6
considered here the highest possible field at which supercon-
ductivity still exists ish.3=1.98. This corresponds to the
intersection point of the curver, and the dashed liner
€ 1. Thus a clean superconducting disc of this radius at the
hase transition point can accumulate only four vortices
ince the curve fom=0, m=5 never reaches the line
Substituting the test functiofiL2) for the order param-
into the expression for the averaged Gibbs pote(itl
one obtains

able state of the disc for a fixed value of external magnetic

field. Repeating this procedure for various values of the mag-
netic field one could describe magnetic properties of the

NV
G=- 2 |Cm|2(1_0'm)|m
m=0

sample in a wide range of the fields up to the upper critical

field Heg.

To construct the trial functioi12) one should first ob-
tain the eigenvalues, ,, and eigenfunctiond , of the op-
erator (0_)? with boundary condition11). This textbook

N

by

+t > CHCECChmin—idmnkt(a|W|?)
k,m,n=0

+ k?[(b)—h]?, (15
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where the brackets..) mean averaging over the sample area;

ImE<Aﬁ1>1 Innk=(AmAnAA - and op=0on. For .

the state characterized by a topological chaxgethe coef-

ficientCNV necessarily differs from zero. We choose it as an p 5 p p -

amplitude of the order parameter and introduce new expan-

sion coefficientd,,, and new order parameter ’
Cm: CNVDm y
Dy =1, - -
Ny f g h i J

(16)
\P:CNvlﬁ.
N ) ) ] FIG. 6. Possible configurations of vortices inside clean disc of radius
Rewriting the thermodynamic potentid5) in terms of these r,=2.6.

new variables and varying it with respect to the amplitude
Cy, we obtain the following expression for its extremal

value ¢ must repeat this procedure for different configurations and
, z:vzo(l_gm)|m_<5a|,r/,|2> different values of the applied _field. As a result, we obt_ain a
lp|“= (17 number of data sets for the Gibbs potential as a function of

N .
<b>2k,¥n,n:oD§D: DiDm+n-dmnk the applied field for different configurations of vortices. Then

The expansion coefficients of the order paramétgy, ~ for €ach value of an applied field we should choose the pref-
(16) are completely defined by the position of vortices on theerab!e vortex conflguranon which minimizes the. thermody-_
defects. Let us choose some configuration of vortfegls In ~ amic potential. Thls enables us to obtaln'the. disc magneti-
this set there are points occupied by a single vorteg) ~ Zationasa function of the applied magnetic _fleld. _ _
=1) and points corresponding to multiple vortices with to- L€t us start from the case of a clean disc with radius
pological chargep(j)>1. Then the set of coefficien{®,} "0~ 2.6 andx=3. Although this value ok limits the condi-

—{¢1C,} can be calculated from the following system of tion k>r , the chosen region of applied fields enables us to
N, linear equations: neglect the spatial variation of the magnetic inducfioks

we already showed the maximal number of vortices in such a
disc equals four. Due to the sample geometry and small
maximal number of vortices they can form only a number of
) symmetric configurations when some vortices occupy the
=exp(— iNvﬁj)Akpv(')](fj), (18 disc center and the others are placed away from the center in
such a way that they form a regular polygon. All these con-
figurations are presented in Fig. 6. In cabeg; d, andg the
nf'opological charge of the multiple vortex at the origin is
equal to 2, 3, and 4, respectively. In casee, f, h, i, jthe
shifted vortices are place at a distanc&om the origin.

For a given vortex configuration the expansion coeffi-

Ny—1
> Dpexp—imgp)APDir))
m=0

where the notatiori("(x) is used for thenth derivative.

As in the previous section we choose the Gaussian for
(1) for the “defect term” proportional taS«(r) in Eq. (10).
In this case the “defect term” ii15) in the leading approxi-
mation with respect to our small paramelgican be rewrit-

ten as cients{D,,} can be calculated from the system of linear
(2) Ng equations(18). For each possible vortex configuration we
(Sal®y=2a, - E lp(r))]2. (199 substitute these coefficients into the expression for the ther-
o=t modynamic potential of the clean disc
Substituting equationél6), (17) and (19) into Eq. (15) we SNy D, [2[(1- | 2
obtain the final expression for the averaged Gibbs potential G=— (ZnZolPml (1= om)lm]
of the disc with defects: 2<b>2|’:¥n‘n=oD§1D’,§ DD m+n—kJImin.k
2 2
N, 0N + k({by—h)?
(2m=0 Din| L1 o) ] ~ 22 51, [ 1)) 2) <{0)=h)
G=— o — 0 and minimize it with respect to the average inductibn We
2(b)=, 1 1= oDmDA DDt n—kdm,n k repeat this procedure for all configurations and for various
T k((b)—h)2. (20) distances of vortices from the disc center inside each con-

figuration. Thus the problem has three variational param-
We solve the systenil8) for each combination of vor- eters: the type of vortex configuratidRig. 6), the distance
tices on the defects in order to find the set of expansiorof vortices from the disc center and the average induction
coefficients{D,,} as a function of the average inductid).  (b). We changed the distangeby step ofép=0.1ry. Nu-
The set of coefficients is then plugged into expresg@®  merical calculation showed that because of the disc’s small
for the Gibbs potentiaG at a fixed applied fieldh. Now we  size only configurations in which=0 (Fig. 6a, 6b, 6d, and
can find the average magnetic inductidm at which the 6g) gain the energy. So within the calculation accuragy
thermodynamic potentigl20) has a minimal value at fixed =0.26 we have only a multiple vortex at the disc center with
applied field and configuration of vortices. After that we a possible topological chargg0)=1,2,3,4.
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FIG. 7. Magnetization curve of a clean superconducting disc of radiussig, 9. Magnetization curve of the superconducting disc of racus2.6
ry=2.6. and k=3 in the presence of defects with an effective coupling constant
@=0.3.

The dimensionless magnetizatiom=h—(b) of the

clean disc is presented in Fig. 7. Penetration of an additional

S . . .__.._sample temperatufsee Eq(2)]. To present the results more
vortex inside the sample is manifested by magnetization . . : . .
. clearly we collect all configurations of vortices which will be
jump. Each branch of the curve corresponds to the one-

. L realized for values considered for the defect strergtn
two-, three- and four-vortex states. This result is similar tOTabIe | The left column of the Table contains the values of
that obtained by Palacidsand Deoet al.” for discs with :

larger radii and it will be used further, the coupling constants. The upper line enumerates the vortex

. ; . configurations ordered with accordance to their appearance
In the case of disc with defects, one should take into o

) X L . with the growth of a magnetic field. The same numbers enu-
account the defects configuration and minimize the Gibbs

. . merate different regions of the magnetization curves in Fig.
potential(20). We present below the results for a single con-g Note that the last configuration in each line appears just
figuration of the defects obtained with the help of a randor%éfore the phase transition to the normal state at the upper
number generator. We hope that it is rather typisele Fig. b P

8). In any case the results obtained, below for this Configu_(:r|t|c:al fieldh.s. Then, each configuration is described by an

. ordered sequence of six numbers. Thenumber is equal to
ration enable us to demonstrate all the new features charag- q 7 q

. . ) : e topological charge located at the pomt . In other
terizing the magnetic properties of a sample with defects ar]gvjords, the first number is the topological charge at the disc

to confirm all the expectations formulated above in the In- ; :
P center, the second number is the topological charge at the

troduction. . . . first defect and so on. For example configurat{@i1000Q
We analyze the thermodynamic properties of the disc for :
. — 2 . corresponds to a double vortex at the disc center and two
various values of the scaled defect strength a;15. This

constant can be easily varied exoerimentally by chanain thgingle vortices placed at the first and the second defects.
y P yoy ging One can get fom the Table | that alreadyaat 0.08 near

the phase transition point the four-multiple vortex at the disc

26 center is split: three-multiple vortex remains at the center and
one more vortex occupies the first defeconfiguration
1.9+ {310000Q). More complicated splitting is observed in the case
a=0.12 where two vortices remain at the disc center, one
1.3F ; occupies the first defect and another one occupies the second
0.6 : s defect (configuration{211000). Further increasing of the
coupling constant leads to the appearance of additional me-
wp soscopic jumps related to the rearrangement of the vortices
~ 0F . S
> on the defects as the applied magnetic field changes. Con-

sider the cas&=0.16. At small values of the applied field
one gets one- and two-vortex states at the disc center. How-
ever, when the third vortex is allowed to penetrate the mul-
tiple vortex is destroyed and the vortices occupy the disc
center, the second defect and the third defeonfiguration

26 {101100). With further increase in the applied field the sys-
T e L L L . 1 tem turns again into the three-multiple vortex state at the disc
~26-20-13-06 x?g 06 13 19 26 center. So in the same sample two different vortex configu-

rations with the same total topological charge are possible.

FIG. 8. Defects positions in the disc. When the fourth vortex penetrates the disc the three-multiple

-0.6

-13

~ "

-20
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TABLE |. Configurations of vortices.

@ 1 2 3 4 5 6

0.04 100000 200000 300000 40000 - -
0.08 100000 200000 300000 310000 - -
0.12 100000 200000 300000 211000 - -
0.16 100000 200000 101100 300000 101200 211000
0.30 000101 000110 000111 001110 000130 001210

vortex state splits again into double vortex at the third defect,
one vortex at the disc center and another one at the secomigfects reduces the upper critical fiélg; at which the Gibbs
defect(configuration{10120Q). The appearance of the sec- potential of the superconduct620) becomes equal to zero
ond vortex on the third defect is a result of a very restrictedthe Gibbs potential of the normal metaFigure 9 shows

space of the trial functions. Indeed, according to ) any

We have already noticed that the presence of attractive

that the larger the defect strengthis, the lower is the tran-

defect that is already occupied by a vortex is put out of thesition field. The dependence of the upper critical field on the
game and one cannot gain energy adding one more vortex tbefect strengtfw is shown in Fig. 11.
the same defect. This means that in a wider variational space
the configuratio{10120Q would be replaced by another one
which would be preferable. At the same time it will neces-
sary lead to the corresponding magnetization jump. With in-

vortices into the configuratiof21100Q identical to that of
the four vortex state in the ca%e=0.12.

Thus one can see that the stronger defects are the greater

is the tendency of vortices to occupy defects. The destruction
of the giant vortex at the disc center begins near the upper
critical field. Increasing the defect strength destroys the cen-
tered multiple vortices with lower multiplicity. The prefer-

able arrangement of the vortices corresponds to the maximal

reduction of the square order parameter modulus.
At strong coupling constant one expects to get states

where all vortices are placed onto defects for all values of the
applied field. Consider the results of studying the case
=0.3. The magnetization curve of such disc is shown in Fig.
9. Penetration of vortices inside the disc with such strong
defects occurs at values of the applied field smaller than that
of the previously considered discs with relatively weak de-
fects. Because of that, already at a fialet 0.6 the disc ac-
cumulates two vortices. Their configuration{@010% (see

Fig. 109. As the applied field increases this configuration is
changed by another o{€0011Q with the same total topo-
logical charge. Three vortices appearing at higher fields al-
ways occupy three different defects. The corresponding con-
figurations are{00011% and {00111Q. Two configurations
with total topological charge four are realized. Both contain
a multiple vortex on one of the defects. The first configura-
tion appearing in relatively low field i§00013Q. Here one
has three-multiple vortex on the fourth defect. The second 0.02
configuration{00121Q preceding the transition to the normal
state a5 contains a double vortex at the third defect. Plots

of the square modulus of the order parameter for these cases

are shown in Figs. 10b and 10c. Thus in the case of a strong
defecta= 0.3 considered here, the number of magnetization
jumps within the same field region is twice the number of

05
crease in the applied field we have a new jump of the mag- 0.4

netization curve, which is caused by rearrangement of the 0.3
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- : FIG. 10. Square modulus of the order parameterder0.3 at an applied
possible values of the total topological charge. We do beg, i =171 e vortex configuration €0010% (@), ath—1.31, the vor-

lieve that this number will increase in a disc of the samey configuration 000139 (b), and ath= 1.55, the vortex configuration is
{001210 (o).

radius containing more defects.
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2'06 always pin all vortices, splitting multiple vortex states at the
L disc center in all field region. This leads to the appearance of
i additional mesoscopic jumps in the magnetization curve re-
1.9 o lated not to the penetration of new vortices into the sample
i but to redistribution of vortices within the set of defects. The
1.8+ o number of these jumps increases with the number of defects.
™
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A generic Hamiltonian, which incorporates the effect of the orbital contraction on the hopping
amplitude between nearest sites, is studied both analytically at the weak coupling limit

and numerically at the intermediate and strong coupling regimes for a finite atomic cluster. The
effect of the orbital contraction due to hole localization at atomic sites is specified with

two coupling parameterg andW (multiplicative and additive contraction terin§ he singularity

of the vertex part of the two-particle Green’s function determines the critical tempefature

and the relaxation ratE(T) of the order parameter at temperature abdye Unlike the case in
conventional BCS superconductofshas a non-zero imaginary part which may influence

the fluctuation conductivity of the superconductor ab@ye We compute the ground state energy
as a function of the particle number and magnetic flux through the cluster, and show the
existence of the parity gafy appearing at the range of system parameters consistent with the
appearance of the Cooper instability. Numeric calculation of the Hubbard okl

U>0) at arbitrary occupation does not show any sign of superconductivity in a small cluster.
© 1999 American Institute of Physid$s1063-777X99)00708-2

1. FORMULATION OF THE MODEL electron to the atom induces a substantial change in the Cou-
High temperature superconductivity in lanthanbim, lomb field near the remaining ion and therefore results in a

yttrium? and related copper-oxide compounds remains th&hange of the effective radius of atomic orbitals near the ion.

subject of intensive investigation and controversy. It was' S Will strongly influence the hopping amplitude between

suggested that the electron-phonon interaction mechanisri{!iS atom and the atoms in its neighborhood. Such an “or-
which is very successful in understanding conventionaP!t@l contraction” effect represents a source of strong inter-
(“low temperature”) superconductors within the Bardeen— action which does not simply reduce to the Couloiob
Cooper—Schrieffer schemienay not be adequate for high- phonon repulsion(or attrf";lctlor) between the charge carriers.
T, cuprates, and even the conventional Fermi liquid modelt Was suggested by Hirsch and cc_)auth%ﬂé’, and by the

of the metallic state may require reconsideration. This openBrésent authots™**that the occupation dependent hopping
an area for investigation of mechanisms of electron-electrof@n have relevance to the appearance of superconductivity in
interaction which can be relevant in understanding the pectigh-temperature oxide compounds. In the present paper, we
liarities of superconducting, as well as normal state, properinvestigate the generic occupation-dependent hopping
ties of cuprates. Specific to all of them is the existence ofiamiltonians with respect to peculiarities of the normal
oxide orbitals. Band calculatioh® suggest that hopping be- state, and to the range of existence of the superconducting
tween the oxygerp,, p, orbitals and between the copper state. Theoretical investigation of the Cooper instability is
dy2_,2 orbitals may be of comparable magnitude. On thesupplemented by numeric study of pairing and diamagnetic
experimental side, spectroscopic stuflfeslearly show that ~currents in finite atomic clusters. We study the effect of Coo-
the oxygen band appears in the same region of oxygen cofer pairing between the carriers and show that at certain
centration in which superconductivity in cuprates is thevalues and magnitudes of the appropriate coupling param-
strongest. Therefore there exists the possibility that specifieters, the system is actually superconducting. The properties
features of oxide compounds may be related to oxygenef such superconducting state are in fact only slightly differ-
oxygen hopping, or to the interaction between the copper andnt from the properties of conventiondgbw-T,) supercon-

the rotationalp,—p,, collective modes. If the oxygen hop- ductors. Among those we so far can only mention the change
ping is significant, then it immediately follows that the in- in the fluctuation conductivity above or near the critical tem-
trinsic oxygen carriergp,,p, oxygen holesshould be dif-  peratureT.. Relaxation of the pairing parameter to equilib-
ferent from the more familiar generis-orbital derived rium acquires a small real part due to the asymmetry of
itinerant carriers. The difference is related to low atomiccontraction-derived interaction between the quasi-particles
number of oxygen such that removing or adding of oneabove and below the Fermi energy.

1063-777X/99/25(8—9)/10/$15.00 625 © 1999 American Institute of Physics
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FIG. 1. Site configuration in the Cy@®lane of cuprates. Dotted line repre-

sents the effect of orbital contraction/expansion due to the localization/
delocalization of an extra hole at a specific site. The enlarged orbital attains

the larger value of the hopping amplitude to the nearest sites.

H. Boyaci and I. O. Kulik

O corresponds to the neutral oxygen ion whereast®the
single charged and“ to the double charged negative ions.
Since oxygen atom hassi2p*2s? configuration in its
ground state, filling of they shell to the full occupied con-
figuration 20° is the most favorable. Amplitude¢ and W
relate to the parametey, 71, 7, according to

V= To— W= T1— (5)

Assumingt,=t,=t and replacinga; ,b; with a; with the
pseudo-spin indices=|,T we write the Hamiltonian Eqg.
(1) in the form

271+T2, Tp.

Oxygen atoms in the copper-oxygen layers of the

cuprateqFig. 1) have a simple quadratic lattice. We assume

thatp, orbitals of oxygenzis the direction perpendicular to

the cuprate planeare bound to the near cuprate layers
whereas carriers at thg, p, orbitals may hop between the

oxygen ions in the plane.

Let t; be the hopping amplitude gf.(p,) andt, the
hopping amplitude ofp,(p,) oxygen orbitals between the
nearest lattice sites in thgy) direction in a square lattice
with a lattice parametea. Then the non-interacting Hamil-
tonian is

——t12 afaj—t, > a'a

(ii)x (ij)y

—t, 2, b tzEb b;

{ny {iDx

D

wherea;" (a;) is the creation(annihilation operator forp,
and correspondinglp;” (b;) for py orbitals. The interaction
Hamiltonian includes the terms

Hi=2 aa[Vmm+W(m+m)]
(i)
+2 brbj[Vninj+W(ni+nj)] (2)
(i)

wheren,=a"a;; m;=

b;"b; . This corresponds to the depen-

H=—t> ata,+Hy+Hy+Hy (6)
(ij)o
where
HU=UZ i 7
Hy=V X alaj,nizn; o ®
ijyo
Hw=W2, a’a,(n+n;3) 9)

(ij)o

where we also included the in-site Coulomb interaction
between the dissimilar orbitals at the same sitean also be
considered as a real spin projection of electrons at the site. In
that case, the pairing will originate between the spin-up and
spin-down orbitals, rather than betwepg and p,, orbitals.
More complex mixed spin- and orbital-pairing configurations
can also be possible within the same idea of orbital contrac-
tion (or expansiopat hole localization but are not considered
in this paper. The following discussion does not distinguish
between the real spin and the pseudo-spin pairing. The
Hamiltonian, Eq.(6), is a model one which cannot refer to
the reliable values of the parameters appropriate to the oxide
materials. The purpose of our study is rather to investigate
the properties of superconducting transition specific to the
model chosen and to find the range of eV, W values
which may correspond to superconductivity. This will be
done along the lines of the standard BCS mbtel the
weak coupling limit,U, V, W—0, and by an exact diagonal-
ization of the Hamiltonian for a finite atomic cluster at large
and intermediate coupling.

In the momentum representation, the Hamiltonian be-

dence of the hopping amplitude on the occupation numbersomesH =H,+H,+H, with

n;, m; of the form

(tlj)aﬂa To(1—m;)(1— mj)+Tl[(1 m)mJ

+mi(1_mj)]+ szimj

)

and correspondinglyf(j)bﬁbj of the same form withm;
replaced withn;. The amplitudesry, 7, 7> correspond to

the transitions between the ionic configurations of oxygen:

70:0 +O7 " =07 +0;

7:0,+0f " —0Of " +0y, (4)

Ho=2) £5,ap, (10
1
Hi=— > a’ .a
14 P1P2P3P4 . aByS P1a=P2P
XT04,5(P1.P2,P3.Pa)ap, 3p, (11)
where
ép=—top,—u, op=2(cosp,a+cosp,a), (12

and u is the chemical potenual“ows is the zero order ver-
tex part, defined as
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1
U+(W+ —VV)(O'p1+ Op,

Fgﬁyﬁ(plrp21p3!p4): >

Top,t o'p4) 7);,87);6( SuyOps

_50155B7)5p1+p2~p3+p4 (13)

where ) ; is the Pauli matrix

0 1

1 0/
For reasons which will be clear later, we separdtgdand
put some part of it into thél; term, while the remaining part
is included in theH, term, thus giving

Ha=V X ala(abas—vi2)(azaz—vi2) (14
(ij)o

with v=(n;) being the average occupation of the site.

2. THE COOPER INSTABILITY IN THE
OCCUPATION-DEPENDENT HOPPING HAMILTONIANS

H. Boyaci and I. O. Kulik 627

FIG. 2. Feynmann diagrams for 4-vertex interactiddsand W.

corresponding to summation of the Feynmann graphs shown
in Fig. 2. In the above formulasy=(2n+1)7T and Q)
=2m7mT (n, minteger$ are the discrete odd and even fre-
quencies of the thermodynamic perturbation th&dry
G(k,w) is a one-particle Green'’s function in the Fourier rep-
resentation

1
&—io’
Diagrams of Fig. 2 are singular since equal momenta of two
parallel running lines bring together singularities of both
Green’s functionss(k,w) and G(—K,w).

The 6-vertex interaction, E@8), is not generally consid-

ered in the theories of strongly-correlated fermionic systems.
Such interaction also results in singular diagrams ges

—p scattering shown in Fig. 3. Since a closed loop in this
figure does not carry any momentum to the vertex, it reduces

G(k,w)= (17)

The Cooper instability is realized at certain temperatureto the average value @& which in turn is the average of the
T=T, as a singularity in a two-particle scattering amplitudenumber operato,a®a). Taking such diagrams into consid-

at zero total momentum. We introduce a function

L(py.Pa. =7 ) =(T a1 (1)a_p (A, (7 )ap, (7))
(15

where ap,(7)=expHna,, exp(~H7), ay,=expHn)ay,
X exp(—H7) are the imaginary timér) creation and annihi-
lation operators. Atp;=—p,, pPs=—pP4, the kernel of

eration is equivalent to replacing one of thés in Eq. (8) to
its thermodynamical average=(a;" a;,). Then theV term
can be added to the renormalized valuemf

1
W—W+ EVV'

We shall check to what extent such an approximation may be

[ .pys 1S proportional toGy; G, (G is the one-electron jysiified by numeric analysis in Sec. 3.

Green's function We keep the notatioh'(p,p’) for such a
reduced Green’s function specifying only momempta p;
=—p, andp’ =pz=—p,. By assuming temporarily/=0,

this Hamiltonian results in an equation for the Fourier trans-

form I'(p,p’,Q)
L(p.p' . 0)=T%p,p")-T

x% ; TO(p,k)G,(K)G s a(—k)

Solution of Eq.(16) can be obtained by putting
L(p,p",Q)=A(Q)+B1(Q)op+By(Q) oy

+C(Q) ooy (18
Substituting this expression into E@.6) and introducing the
quantities

Snm):T; ; ThG,(K)G_ 1 a(—k) (19

xT'(k,p",Q) (16)  we obtain a system of coupled equations A91B;, B,, C
|

1+USy+WS, US;+WS, 0 0 A U
WS, 1+W, 0 0 B, v 0

0 0 1+USy+ WS, US,+Ws, || B2 | W

~ - C
0 0 WS, 1+Ws; 0
|
whereW=W-+ (1/2vV, which are solved to give W(1+WS;) W2s,

Bi=B,=— 5., C=——5 (21

~U-W?s,
-—

whereD is a determinant
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To receive a real-time relaxation frequency, Eg5)
needs to be analytically continued to a real frequency domain

from the discrete imaginary frequencies
iw,=(2n+1)miT.%® Using the identity
1
T - - .
; (0+i&)(w+i&).. (0+i&)
FIG. 3. Feynmann diagram for 6-vertex interactidh, n (&)
. n i
=-"Y Il z—% (26)
i=11i#]j §| EJ
1+USy+Ws, Us,+Ws, wheren(¢) is a Fermi functiom(&)=[exp(39+1] * gives
~lws, 1+WS, (22 T iQ [E tank&2T)
INn—=— f — (27
Te 2 J-g &26+1Q)

The determinant becomes zero at some temperature
which means an instability in the two-particle scattering am-where
plitude (I'—«). This temperature is the superconducting

transition temperaturjEC. At T, Eq.(16) i; singular, Which_ . Tczﬁ ELE, exp( 3 1 ) Iny=C=0577,
means that two-particle scattering amplitude becomes infi- ™ N(eg)|U|
nite. BelowT,, the finite value of is established by includ- (28)

ing+ tﬁe non-zero thermal averagése order parametelis  C s the Euler constant. Analytic continuation is now simple:
(apa’y), (apa_p). We first analyze the case of non- we changeq, to i(w—iéd), 6=+0, to receive a function
retarded, non-contraction interactidy and after that will  \ynich will be analytic in the upper half plane of complex

consider the effect of the occupation-dependent hoppingm ,>0. The order parameter relaxation equation becomes
terms,V andW.

| T o sz tanh &/2T) el A—0 29
T2 ), W wizris) 9|40 @
2.1. Direct non-retarded interaction At w<T; and T—T.<T,, the real and imaginary parts of

Neglecting contraction parametevs W, the solution of ~ EQ- (29) are easily evaluated to give

Eqg. (16) reduces to T E,—E,
1 1 (T—Tc—8—_|_c+a) 4E1E2)A=0. (30)
5T 2 2z (23 _ .
o k &to Thus, the order parameter relaxation equatiol afT. be-
which, after the summation over the discrete frequencies(,:Omes
reduces to the conventional BCS equatiah negativel) IA
(1+iN)—+TA=0 (3
1 o 1-2n, ot Jt
Ul < 25 4 where
with n,=[exp(B&)+1]"%. At finite frequencyQ, Eq. (23 8 _2(E;—-Ep)
reduces to [=—(T-To), A= TEE T.. (32)
| T 3 Ez q —-iQ 5 In comparison to the BCS theory in whigh =E,= wp (wp
nT—C—T il §(§2+w2)(§+iw+iﬂ) (25) is the Debye frequengyand thereforex =0, we obtain a

relaxation which has a non-zero “inductive” component,
where, for simplicity, we replaced an integration over the—j)\T. Typically, E;~E,~¢&r and thereforg\| is a small
Brillouin zone [d°k by the integration over the energy as- quantity. It increases however near the low<(1) or near
suming that the density of states near the Fermi engrégg/  the maximal ¢=2) occupation wher&E; or E, become
flat. —E; andE; are the lower and upper limits of integra- small. Such mode of relaxation is specific to a non-retarded
tion equal to—4t—u and 4— u, respectively. Such an ap- (non-phonoh interaction which is not symmetric neat-
proximation is not very bad since most singular contributionsand spans over the large volume of thepace rather than is

to integral comes from the poirf,=0 where the integrand restricted to a narrow energy,<cr near the Fermi energy.
is the largest.

AboveT., Eg. (25 determines the frequency of the or-
der parameter relaxatidfi-*® There is a small change in this
frequency compared to the BCS model in which limits of the
integration (—E;,E,) are symmetric with respect to the
Fermi energy, and small in comparisondp; therefore we Neglecting direct interaction, we pld=0 in Eq. (22)
shall briefly discuss it now. and obtain

2.2. Occupation-dependent hopping instability and
relaxation
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1 z z
_v—vzsl(w)i VS(@)Sy(w) (33 ! ® ® y
where at finite frequency : (L
Y
E + t 12T ,
S(@)=N(zp) TS fﬁ; (g_ - 22”_”5 )df (34) :

Puttingw =0 we obtain a transition temperaturg from Eq. X

(33). The equation has a solution W<0, u<0, or atW g5 4 Sample configuration. The fluk through the cube is produced by
>0, u>0 (we assume that>0). The plus or minus sign is  a solenoid.

chosen to obtain the maximal value Bf (the second solu-

tion corresponding to smallér, then, has to be disregarded

since the order parameter will be finite B& T, and there- )

fore Egs.(20)—(22) do not apply. This gives us an expres- Ap=Cy[expli 6/2) VS,(0)

sion for T, +exp(—i6/2)\Sy(0) Jexpi ¢) (41)

2y Ei—E> EZ-E} where
Tc:? ElEZeXF{ 2|t (t=|uh+ 82
cosf=—S;(0)/Sp(0)S,(0) (42
_ t (35) and ¢ is an overall phase which is irrelevant for a single
2|\7V|N(s,:) superconductor but is important for calculating currents in

multiple or weakly coupled superconductors. Therefore, the
where <0, W<0 (second exponent is dominating the first system undergoes a pairing transition at a temperature found
one in the weak coupling limi¥V— 0). Real and imaginary from Eqg.(35). Since the pairs are charged, the state béllgw

parts ofS,(w) are calculated ab<<T, cannot be non-superconducting.
N We have not calculated the Meissner response but in the
IS, (@)= — ﬂ( _ ﬁ) N(ep). (3¢)  following section we present a numerical calculation of flux
8Tc| quantization which supports the above statement.

ReS, ()= —N( )( “)
e w)=— ep)|l —+
4 t 3. EXACT DIAGONALIZATION OF THE OCCUPATION-

( E,—E, DEPENDENT HOPPING HAMILTONIANS IN A
n=0, FINITE CLUSTER
EiEp
E.—E. 2 yﬁ We calculate the ground state energy of a cubic system
X EE Ly Z 172 n=1, (37) as shown in Fig. 4. A magnetic flusb is produced by a
A solenoid passing through the cube. The corners of the cube
E,—E, E;—E, 2 «vyVE{E, _o are the lattice sites that can be occupied by electrons. With
| EiE, + 12 + ;'” T. n=e. the inclusion of the magnetic flux, model Hamiltonian, Eq. 6,
becomes
Equation for\ is received with a value larger than the pre-
vious one[Eq. (32)] =—t> aja,expia;)+h. c+UZ N n;
(. 2nEE 2u(E-E) EE e
A=—13In + .
p mTe EiE, 2u + 2 aia, Vngn s+ Winiz+nj5)]
(38) (i
The eigenvalue equation gives thedependence of the two X expiajj)+h.c. (43
H Ny — + 4+
particle correlatol”(p,p )—(ama,pla,p/lap,T) nearT, Where
[(p,p")=C[S,—S(0p+ 0p) +Sgo,0 1. (39 f
) . . . aIIZ(ZW/(I)O)f A-dl (44)
SinceC diverges afl ., this determines that the order param- I

eter becomes macroscopicTat T, . Then, the pair creation
operator,a;afp, will almost be a number, i.e., we may
decompose Eq39) into a product

and®,=hc/e is the magnetic flux quantum. Throughout the
calculations we také=1.
We start with constructing the model Hamiltonian. In the

AyA,=(aya’, M a_p ap ) (40)  Hilbert space of one electron

and, to be consistent with thg p’ dependences, by putting _ 01 v 0 0
i a= , = ) (45)

&= &y We obtain 0 0 1 0
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with a basis specified ag,=(0,1) for the ground staten( 0
=0) andy,=(1,0) for the excited staten&1). In case oN
states, the operator of annihilatiar takes the form i
a,=v" l@aguN" (46) z -20 &
whereu is the unit matrix ands is unitary matrix § -
4]
1 0 1 0 4 -40
““lo 1) VTlo -1 @ "
and ® stands for the Kronecker matrix multiplication. Ex- -80 |
plicitly, we have
a;=aueuau...®u i
_80 } | | - 1 H 1
a,=vRaruau...ou
80
ay=veVveV...evea 60 |
Thus, for example, for two states - B
c’ —
01 00 0 010 § 40
0000 000 - w i
a=19 0 0 1| ® |00 0 0o | ¥ 201
0 00O 0 00O . i
These matrices, which are annihilation operators, and the
corresponding Hermitian conjugate matrices, which are the
creation operators, satisfy the Fermi anti-commutation rela- -20 0 ' ‘i ' é : 1'2 :
tion. These operators are sparse matrices with bid/non- n

zero elements, which are equal tol. Next we solve the
Schr"cdinger equatiom¢: Ew_ We implemented a novel al- FIG. 5. Dependence of the ground state energy upon the number of particles
with U#0 andV=W=0. Energy, as well ab, is in units oft. (a) For U

orithm for solving such sparse systems, which will be de- .l . . o
9 . 9 P y <0, the pairing effect is clearly seeth) For U>0, there is no pairing.
scribed elsewhere.

The cubic cluster within the Hubbard Hamiltonian and
no external flux a%plied to the system was studied previously .o~ calculation is consistent with an exact solution avail-
by Callawayet al.™ Quantum Monte Carlo methods appli- gpje for a non-interacting system ofelectrons.
cable to large systems within the Hubbard mo@w®ith at- We then test our program for the case of negative-
tractive and repulsive but not the occupation-dependent fypphard Hamiltoniar(U<0, V=0, W=0) which is known
hopping Hamiltonians, are reviewed in a paper of Dagétto. {5 pe superconductinge.g., Refs. 22 and 23 Positivel
Hubbard model does not show any sign of superconductivity,
o ) ) ) in disagreement with some statements in the literatti@ur
Superconductivity reveals itself in thg lowering of the ,iculations cannot disprove thépossiblé non-pairing
ground state energy as electrons get paired. Therefore thga hanisms of superconductivity but these seem to be un-
energy needs to be minimal for an even number of electrongy oy models for the problem of superconductivity in oxides
nand will attain a larger value whemis odd. We consider a ,ich clearly shows pairing of electronéole in the
g 1 l
gap” parametef Josephson effect and in the Abrikosov vortices. The relation
2eV=tiw is justified in the first cagé and flux quantum of

3.1. The number parity effect

1
A|:Ez|+1—§(|52|+|52|+2) (49

as a possible “signature” of superconductivitwhere E,
corresponds to the ground state energyrfoiermions. For
all interaction parameters set to zerd £V=W=0), no

a vortex ishc/2e in the second® both with the value of the
charge equal to twice the electronic charge,

Figure 5 shows the dependence of the ground state en-
ergy upon the number of particles in case of negativend
positiveU Hubbard models assuming=0 andW=0. Such

sign of pairing is observed. To check our analytic results ofdependences are typical for any valugf There clearly is

Sec. 2.2 and the argument following E§4), we calculated

the pairing effect wheltd <0 and there is no sign of pairing

A above and below the half-fillingh=8 in the case of cubic atU>0.

cluste). Below the half-filling chemical potential is negative

(x<0) and above the half-filling it is positiveu(>0). We
first checked that thew—0*, W—0~ and V—0*, V

Tests for pairing in the contractiovi, W-models(V+0,
U=W=0 andW#0, U'=V=0, respectivelyare shown in
Figs. 6 and 7. The results are in agreement with our pertur-
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~ FIG. 7. Dependence of the ground state energy upon the number of particles
FIG. 6. Dependence of the ground state energy upon the number of particlggith w0 andU =V =0. Energy, as well ag/, is in units oft. (a), (b) Both
with V#0 andU=W=0. Energy, as \_Ngll ay, is in units oft. (a),_ (_b) Both for W>0 andW<0, there is a more pronounced pairing effect below the
for V>0 andV<0, around the half-filling, there is a small pairing effect. paffilling.

bative calculation of Sec. 2 and with its extension for the

intermediate and strong coupling limit/|=t, |W|=t.  dependence with the perioll;=hc/2e as compared to the
Since the chemical potential is negative below the half-filingPeriod®,=hc/e in the non-interacting systef*® Unfortu-
and positive above the half-filling, there is no pairing in thenately, the even harmonics &-periodic dependence of the

former case {V—0*) and there is a sign of pairing in the ground state energfand related to it, the harmonics of the
= , . . persistent current= — JE/ 9®2"?8 may simulate the pairing
latter case \V>0), in accord with the value of the effective :

in a non-superconductive system. A small-simesoscopic

coupling consta_m_W:WJr (_1/2)\’\_/' Slmllqr!y, for WHCY system can mask the superconducting beh&JiBtux quan-
below the half-filling there is a sign of pairing\0) while 7 ~ii0n in Hubbard Hamiltonians was studied formerly in
above the half-filling there is no pairing. These results Arafs. 29-31
summarized in Table I. ' '
For larger values of the interaction parameters, the per-
turbative results do not remain applicable anymore. FigureTABLEI bairing effect for arbitrai [ values of andW o
. . Pairing eriect ror arpitrarily small values an , compute
8b shoyvs the (_jependence. of the_ p_anty gaxpn the strength by exact diagonalization of the Hamiltonian. The results presented here are
of the interaction. From Fig. 8, it is understood that tNe iy complete agreement with the perturbative calculations.

interaction introduces a “signature” of pairing in a similar

way as the negative interaction does. The possibility of U=w=0 u=v=0
“contraction” pairing has been investigated previously in Vot V0~ W_0" W—0"
the papers®®?
below A=0 A#0 A=0 A#0
half-filling = . o .
3.2. Flux quantization (1<0) (no pairing (pairing (no pairing (pairing)
Flux quantization is another signature of superconductivﬁgﬁfﬁnng A#0 A=0 A#0 A=0
ity which is a consequence of the Meissner effect. We,~q) (pairing  (no pairing  (pairing  (no pairing

also tested for the periodicity of the energy versus flux
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FIG. 9. Dependence of the ground state enéngynits oft) upon magnetic
flux. All three interaction parameters are zero, il W=V=0.

FIG. 8. Dependence of the parameteuponU for various values ofV and
V below the half-filling.(A, U, V andW is in units oft).

We first demonstrate the behavior of the ground staten=8, no such behavior is seen. As mentioned above, how-
energy with respect to flux, Fig. 9. A characteristic feature ofever, the®,-periodic component of th&(®) dependence
a mesoscopic system suggests that addition of one extra pdregins to appear at the higher valuenofFig. 99. For both
ticle to the system changes the sign of the derivative of theontraction parameters equal to zero, W= V=0, we ob-
ground state energy with respect to magnetic flubat0.  serve the appearance of the/2e-periodic component for
That is, depending on the parity of the number of particlessome values olJ (Fig. 10. Even for positive(repulsive
and on the number of sites, system can change from paraalues ofU, it is possible to see a local minimum appearing
magnetic to diamagnetic state or vice versa. But this behawat ® =hc/2e (Fig. 10b. This is in agreement with the au-
ior is not always observed for the cubic geometry studiedthors’ previous work$>?° But this minimum, which does
Except the sign change from=2 ton=3 and fromn=7 to  not lead to an exact periodicity of the ground state energy
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FIG. 10. Dependence of the ground state energy upon magnetic flux. Cork|G. 11. Dependence of the ground state energy upon magnetic flux. Com-

traction parameters are both zero, W= V=0, only the on-site interaction  paring(a) with Figure 9b clearly shows that the change in the parity of the

parameteit) is nonzero. Energy, as well &5 is in units oft. number of particles for the case of negatidevalues introduces a sign
change in the slope @&(®) at®=0. Energy, as well ab, is in units oft.

with a period®,/2, should not be attributed to superconduc-
tivity, this is rather a characteristic behavior in mesoscopic

systems. ) .
For U<0 (while W=V=0), the expected mesoscopic shells with a small number of electronsld) in an atom.
puch materials may include oxygehd=8) in the oxides,

behavior, that is, the change of the sign of the slope o _ _ X
ground state energy dt=0, starts to reveal itselfFig. 11.  ¢&rbon N.=6) in borocarbidege.g., LUN}B,C), hydrogen

But this happens at sufficiently large absolute values ofNe=1) in some metalge.g., Pd—H. Some materials of this
(negative U. For other values ofJ, however, there is no Kind are superconductors. It was argued that the Coulomb

such change. effects within the atoms strongly influence the inter-atom
More pronouncechc/2e-periodic components are ob- Wave function overlap between the atomic sites and therefore
served with the introduction of non-zero interaction param-the electron hopping amplitude between the sites. The phe-
eters. The role ofV in the ground state energy, when bath nomenology of such conduction mechanism results in a
andV are zero, is shown in Fig. 12. Meanwhile setting bothnovel addition, to the conventional solid state theory, i.e.,
U andW to zero and observing the effect of the non-zgro Hamiltonians called the occupation-dependent-hopping
shows thatV does not play a role as significant as the othercontraction Hamiltonians, specified with the two coupling
two interaction parameters do. There is not much differenc@arameters/, W. We then attempted a study of supercon-
in the behavior of the ground state energy upon magnetiguctivity in such systems within the BCS-type approach as-

flux between the zero and non-ze&vo(for exampleV=—1) suming Cooper pairing of electrons. The weak-coupling limit
cases. allows the determination of the range of paramet¢rsv

values and also of the in-site Coulomb interactldrvalue
CONCLUSIONS which show the Cooper mstapmty. The s_trong—cqu_plmg limit
was addressed by a numeric calculation on finite clusters
We studied the peculiarity of electron conduction in sys-using a novel algorithnfof non-Lanczos typefor eigenval-
tems in which conduction band is derived from the atomicues of large sparse matrices. One of the results of this
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We report the results of the superconducting and kinetic parameter measurémagsision
temperaturel ., parallel and perpendicular critical fieldt.,, resistivity in the normal stateon a

set of Mo/Si superconducting superlattices with a constant metal layer thickpggs<22 A

and variable semiconducting omig(14—44 A). Our data show a monotonic dependence of all
measured parameters dg;. It is found that the Josephson interlayer coupling energy

depends exponentially on the spacer thickness. The data obtained allowed us to determine the
characteristic electron tunneling length for amorphous silicon with high precision. It is

equal to 3.9 A. Enhancement of interlayer coupling leads to the Mo. Si multilayer transition
temperature increasing, in agreement with Horovitz theory and with the experimental data on high-
T. materials. ©1999 American Institute of Physids$1063-777X99)00808-7

INTRODUCTION a dependence, consistent with the picture of quantum-
mechanical tunneling of the charge carriers through a barrier,
Artificial superconducting superlattices have been of enfollows from obvious physical considerations. In Ref. 1 the
during interest for a long time as a perfect model system foexperimental data on the coupling parameter obtained on
the study of layered superconductor physics. Their tunabilityNb/Ge superlattices were interpreted in such a way, al-
i.e., the possibility of changing independently and in an arthough, unfortunately, the spread of the experimental data
bitrary way the thicknesses of the superconducting layerpoints was very large.
and nonsuperconducting interlayéspacersand of using a However, it has been found out recently that such a
wide spectrum of constituting materials, makes artificialsimple description of the interlayer coupling based on an
multilayers very attractive objects for the investigation ofusual tunneling mechanism is not applicable for all represen-
many fundamental properties. The dimensionality effectstatives of theS/I multilayer clasgSis a superconductot,is
the role of the intrinsic anisotropy and its influence B, a semiconductgr The anomalous oscillatory behavior of the
the thermal and quantum fluctuation effects, etc., belong tguperconducting and kinetic characteristics has been discov-
such properties. It is especially important that for these sysered on Mo/Si multilayers with a constant Si layer thickness
tems the fine control over the interlayer Josephson couplingdg;=25A) and variable Mo layer thickness dy,
strength, which has a most profound influence on the behav=8-200A)3* The periodicity of all the oscillations was
ior of layered superconductors, may be achiel/&th spite Ady,=35A. The most nontrivial effect among all observed
of an obvious importance of direct investigations of Josephphenomena is the oscillating behavior of the interlayer cou-
son coupling, such studies are very scarce because of thing strength at the constant thickness of the Si laydiise
necessity of preparing a large set of the variable layer thickbackground normal conductivity and superconducting transi-
ness superlattices with a big number of bilayrs/ery high  tion temperaturel . dependencies ody, for these samples
regularity of the layering and with extremely small “steps” are reasonably explained in terms of quantum interference
in the spacer thickness between neighboring samples in theffects in quasi-independent disordered fifins.
set. The latter circumstance is associated with the expected In spite of obviously similar features in the oscillatory
exponential dependence of the interlayer coupling parametdrehavior on Mo/Si superlattices and on simple films of Sn
on the insulating or semiconducting spacer thickrieS8ach  and semimetal§:® the explanation of the oscillations found

1063-777X/99/25(8-9)/6/$15.00 635 © 1999 American Institute of Physics
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on superlattices in terms of the usual quantum size etféét  tonically onds in a set of superlattices with a variable value
appeared to be rather doubtful because of the quite smatif d; and a fixed value ol .
longitudinal transport mean free path of the electr@isout Here we report the results of the measurements of ki-
several interatomic distangeis the system under studyit netic and superconducting parameters on such a set of Mo/Si
means that in the case of the usual quantum size effect thuperlattices.
smearing of the quantum levels connected with the charge
carrier scat_tenng on the crystal lattice imperfections may €Xe s MPLE PREPARATION AND EXPERIMENTAL METHODS
ceed the distance between the energy levels, and the oscilla-
tions have to become practically indiscernible. The results of  The superlattices were prepared by dc-magnetron sput-
the investigations of thd. dependence oud),, for single tering onto optical quality glass substrates kept at 100 °C.
molybdenum film series with silicon underlayers and over-The number of bilayers in all the set of superlattices was 50.
layers did confirm these expectations: in contrast to multilay-The initial pressure in the deposition chamber was no worse
ered samples, the molybdenum films have revealed a monthan 10 ® Torr. Argon with the pressure>&L0 3 Torr was
tonic T, increase withd,,, (Ref. 12.Y Thus, the oscillatory used as a sputtering gas. A time of exposition of the sample
behavior found is the property inherent only in the layeredholder in the zone of every source and its displacement in
system. another zone was regulated with a precise time controller.
Recently, a new type of quantum size effect in metal-The thicknesses of the two layers in the bilayer were deter-
semiconductor superlattices has been preditidgiant os- mined by the deposition rates of both Mo and Si and by the
cillations of the tunnel current and the superlattice transverséme of exposition. In order to ensure the constant deposition
conductivity should appear if size quantization of the elecsates, the stabilized power supplies for molybdenum and sili-
tron spectrum in the metal layers occurs. This effect resultséon sources and a precise gas admission system were used
from a sharp dependence of the probability of electron tun{with an accuracy to within 0.1% for both the gas pressure
neling through a semiconducting interlayer on the incidenceéind the applied powerThe deposition rates were 2—3 A/s.
angle of the electrons moving to the interface. Due to this  X-ray diffractometry was used for structural character-
fact, it is expected that the effect of the size-quantizationization of the superlattices. The low-angle diffractometry al-
controlled oscillations of the transverse conductivity may redowed us to determine the multilayer periods with the accu-
sult. Spikes of transverse conductivity are bound to appeaiacy of 0.1 A. For Mo/Si superlattices with the wavelengths
when the quantized electron levels pass through the Ferngixceeding 100 A, which have been prepared under the same
level at the thickness of metal laydy, variation. One of the conditions, the number of satellites on the diffractograms
most interesting features of the theory considered is the prevas about 10. For the short-period superlattices investigated
diction as to the possibility of observing quantum oscilla-here, this number was 4-5. These data as well as the small
tions of the transverse conductivity even in the case of rathewidth of satellite lines testify to the high regularity of the
disordered systems, provided that the electrons in the metédyering. The separation between satellites and their position
layers undergo softlow-angle scattering on the imperfec- confirm the layer spacing expected from fabrication process.
tions. It was showr® that a lifetimer; for the size-quantized The relative difference of the Mo layer thickness for all the
states giving the main contribution to the tunnel current issamples did not exceed 0.3 A.
d,,/a times greater than a typical value determining the The recorded— 260 diffraction patterns for superlattices
in-plane transporta is the interatomic distangeThis factis  revealed that molybdenum layers consist of small crystallites
due to the structure of the size-quantized spectrum in afwith the size of 25-30 A while silicon ones are amor-
individual metal film. While the typical distance between phous.
quantized electron terms at a given energy is of the order of The low temperature measurements were carried out in a
#/d.,, the distance between the neighboring terms determinHe cryostat equipped wita 5 T superconducting coil. The
ing the tunnel probability is of the order pf(a/d,,)*? i.e., temperature was measured with a carbon-glass thermometer,
noticeably larger. Under low-angle scattering conditionscalibrated against a Ge thermometer in a zero field. Tempera-
when the changes in the electron longitudinal momentum artire was controlled within 1.4-10 K with the accuracy of
rather small, the electron transitions between these lattek mK. Due to a small magnetoresistance a maximum devia-
states are hampered, and, therefore, the lifetime is signiftion of temperature was about 10 mK in a magnetic field of
cantly enhanced. 5 T as compared to the temperature at zero magnetic field.
It is clear that the predicted oscillations of the tunnel The resistivity measurements were performed with an ac
probability may at least lead to interlayer Josephson couplingridge using the conventional four-probe method. Both the
strength oscillations. The conspicuous correlations betweeh., and theH., were defined as the midpoints of thR§T)
the oscillations of different physical characteristics are founcandR(H) transitions.
on Mo/Si superlattice$® and it allows one to believe that
ex.pgrlmentally observed osmllgﬂon effects are close in 'tSEXPEFuMENTAL RESULTS AND DISCUSSION
origin to the phenomenon considered theoretically.
It follows from the theory*® that the oscillations arise at The typical dependencies of the resistaRoen the tem-
d., variation, while the thickness of the semiconductor layerperature in a range 4-100 K for Mo/Si multilayers are pre-
ds influences only the oscillation amplitude. Thus, one carsented in Fig. 1. A negative temperature coefficient of resis-
expect that all multilayer parameters should depend mondivity was observed for all samples investigated between
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FIG. 1. The resistance ratio as a function of temperature for some of Mo/Si -
samples1—dg=39 A; 2—ds=43 A; 3—dg=34 A). 40F L
e © ®
300 K and a temperature where the resistance starts to de- 3.6 . ) , .
crease due to the approach to the superconducting transition. 0 10 20 30 40 50
A similar R(T) behavior was previously observed on Mo/Si d I
multilayer series withdg;=const=25A and a variabledy, Si’
in the d, range 13—90 A# Analysis of these dependencies
as well as of the data on the magnetoresistance in magnetic x ¢
fields perpendicular to the layers has revealed that layers — 257
guantum corrections to the conductivity are essential in the — e o
Mo/si system with disordered metal layéfsAs the data z .« ® o,
obtained show, the same is true for the set of superlattices 4 20l
investigated here. 5
~ The dependence of the resistance rdigo/Ry, on the 0 10 20 30 40 50
thickness of silicon layedsg; is shown in Fig. 2&R,, is the g A
maximum resistance before the superconducting trangition Si’

There ‘is an obvious tendency towards dImInIShIng OfFIG. 2. The dependencies of multilayer parameters on silicon spacer thick-

R3g0/ Ry With dg; .increase which suggests that the ma.g'j‘itUd%essti: resistance ratidRzoo/Ry, (See text (a); transition temperatur@,
of the quantum interference corrections to the resistivity for(); derivative of the perpendicular critical magnetic fiettH_, 1dT)+(c).

the multilayers with the better separated metal layers are en-
hanced.

Figures 2b and 2c demonstrate the transition temperature
T, and the derivative of the perpendicular critical magneticdmounts to the value of 23 als;=43A. The anisotropy
field dH,, /dT|r_as a function ofis;. While dH, /dT does ~ Parametery as a function ofls; is presented in Fig. 4.
not in practice depend ot T, noticeably diminishes with Thg theory of the critical magnetic fields for layered sys-
dg increase. Tha, vs dg dependence shows a tendency tot€MS With the Josephson coupllnsqgetwgen the superconduct-
saturation at largelg; values. Only the derivative of the par- layers is highly developetf:®~** Using the effective-

ing
allel critical magnetic field and, correspondingly, the anisot-"3SS model of Lawrence and Doniahwhich is a good
ropy parameter y=(M/m)*?=(dH, /dT)/(dH,, /dT)|+

approximation for the weak field range, one can estimate the
exhibits a very pronounced dependence on the spacer thicgpsephson coupling energy by the formila
ness(M/m is an effective mass ratio

In Fig. 3 the magnetic critical field dependencies on tem-
perature are shown for the samples with differdgt. For
the case of a field orthogonal to the layer planes the depen-
denciesH, (T) are linear. Parallel critical fieldd ., for the  Here,s=d,,+dg is a superlattice period.
multilayers with the smallest values df; are also linear Using the experimenta} values(Fig. 4) one can deter-
with temperature in all accessible range of magnetic fieldsmine the Josephson coupling parameigr. The coupling
For samples withdsz=34 A the change in the temperature parameter as a function dk; is shown in Fig. 5. As follows
dependence oH, is observed at low temperatures which from the experimental data, the; decreases exponentially
points to the dimensional3-2D crossover. The anisotropy with an increase in the silicon layer thickness according to
becomes larger with increase in the spacerthickness,yandthe relation:

h2

m:m- (1)
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perature t=T/T. for two Mo/Si samples dg=34A: @—H(1); ) ) )
Y—H. (1), dg=18A; M—H(); A—H. (). Inset: dg FIG. 5. Josephson coupling energy as a function ofdg; for the Mo/Si

=18 A H (). sample series investigated.

observed on Mo/Si superlattices, cannot be exclude&®for
73= 30X —dsgi/dg). 2) multilayers having different constituent materials. It may be
the reason for large spread of the points.
As it was mentioned in the Introduction, Ruggiero, Al the above results provide a clear answer to the im-

Barbee and Beasléyhave found the same type of relation- Portant issue arising in the context of the observation of the
ship between the interlayer coupling energy and the SpaC&SC_I”atIOI’] effects_found_ on a series of Mo/_S| samples_ with
thickness on Nb/Ge superlattices. From the observed expd@rabledy. The issue is whether the semiconductor inter-
nential relationship between, andds; (Fig. 5 we obtain the layer thickness variation leads to the appearance of the os-
d, value of 3.9 A which may be considered as a charactercillation effects, just as it occurs wheth, varies at constant
istic tunnel length for amorphous silicon. For amorphous Géls - All dependencies of kinetic and superconducting param-
the valued,=8 A was derived. In the latter case, the accu- €t€rs onds, if any, appeared to be monotonic. Simulta-
racy of d, evaluation was not very high because, of |argen§ously fair evidence for the gxponent!al dependence of cou-
spread of the data points. This spread in the experiment@“ng energy on the spacer thickness is obtained for the first
mentioned was, probably, inevitable becausedgsvaried, UMe. _ _

the thickness of Nb layers did not remain constant as in our !t should be mentioned that there are experiments on

20,21 H H
experimentgdy, was varied in a range 30-65Alt is pos-  V/C layered system where the oscillations of
sible that the variation of with d, at a constant value, T.,dH., /dT and normal resistivity were observed with the

variation of the carbon spacer thickness. These oscillation

effects were explained by Kagan and Dubovékiyho as-
sumed that the oscillations in the metal-semiconductor sys-
Y 25 tem are mainly associated not with the quantization of trans-
® verse motion of electrons in metal films, but with a change in
the boundary conditions at the interface between a metal and
20 F semiconductor layers. These conditions depend on a spacer
) thickness. Such an effect should be expected in the case of
15k the crystalline semiconductor interlayer. Our experimental
results indicate that such effects are absent in a case of Mo/Si
e layered system with amorphous silicon spacers.
101 Another interesting question that is widely dis-
cusse®?8concerns the nature of the superconducting phase
5t ® transition in the layered superconductors with the Josephson-
L type coupling and the influence of the interlayer coupling on
) o O . the transition temperatur€.. According to the mean field
0 10 20 30 20 50 theory?® the T, of S/I multilayers should coincide with that
d A of the separate superconducting layers. When the fluctua-
Si’ tions are taken into account the situation changes essentially.
FIG. 4. The anisotropy parameter=(M/m)¥2 as a function ofdg for  1N€ Most extensive study of this issue was performed in the
multilayers investigated. works of Horovitz?#~2%It was shown that at a finite coupling
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the layered system should exhibit at the critical temperatur€ ONCLUSIONS

the three-dimensional phaltse'tr'ansitiqn. Thevalue differs 1. The exponential dependence of the Josephson cou-
from that for noncoupled individual films. In the system of pling energy on the silicon spacer thickness is found on

coupled layers thd_ is determined by the competing influ- \;0/sj syperlattices with the constant thickness of molybde-
ence of two types of the topological excitatioftse ther- 1\, |ayers and variablés,. The characteristic electron tun-
mally excited vortices and antivortices piercing the SUPereling length for amorphous silicon determined from the ex-
conducting layers which should appear in a two-dimensionaherimental data is equal to 3.9 A.

superconductor in the vicinity of the Berezinsky—Kosterlitz— 2 |l the dependencies of superconducting and kinetic
Thouless transitiot~*? and the vortex loops proliferating parameters on the Si interlayer thicknégsany) are mono-
between superconducting layet$. It is predicted that in-  tonic according to the expectations based on the thEory.
creased coupling should lead to the enhancemeiit, ofAs 3. The diminishing of the Josephson coupling parameter
the data of Figs. 2 and 5 show, namely, such a type of deteads to a decrease in the superconducting transition tem-
pendence of; on the interlayer coupling is observed in our perature, in agreement with the theory of Horovtz?® and
experiments. The data on Mo/Si sample series with the variwith the experimental data on high temperature materials.
abled,, andds;= const confirm such an observation as well.

The minima on the oscillating . vs d,, dependence corre- ACKNOWLEDGEMENTS

spond to thel,,, values where the anisotropy parameter is the
largest(i.e., the coupling parameter has its minimums
with the multilayer set investigated here, relatively sniall
variation is observed whereas thg changes almost by an
order of magnitude.

The data, which are qualitatively similar to those re-
ported in this work, were obtained on Nb/Ge multilaykrs.
There is the same trend t®, enhancement when the Ge
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Low-temperature magnetic properties and stress effects in glassy Fe-B alloys:
the eutectic region

A. B. Beznosov, E. L. Fertman, V. V. Eremenko, V. A. Desnenko, and V. Z. Bengus

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences of Ukraine,
47, Lenin Ave., 310164, Kharkov, Ukrafne

(Submitted May 26, 1999

Fiz. Nizk. Temp.25, 857—-860(August—September 1999

The magnetic properties of glassy e By (x=14,16,17,20) alloys under a low mechanical
stress(up to 68 MPa at temperatures 10—300 K, in magnetic fields up to 40 Oe, have

been studied. Low temperature anomalies of magnetic susceptibility, as well as substantial
differences in the effects of stresses on the low field magnetic characteristics of alloys with various
boron contents, have been revealed. The eutectic allgyBewas found to be the least

sensitive to applied stresses, magnetic fields, and temperature changes: it possesses the lowest
magnetic induction in the reversibility fields region and the highest local anisotropy

fluctuations. The hypoeutectic §£B,5 alloy is the most sensitive to applied stresses at room
temperature, but its sensitivity substantially reduces with increasing load, as well as with
decreasing temperature. The results obtained reflect the special character of the alloys
electronic structure at the eutectic point. 1®99 American Institute of Physics.
[S1063-777X99)00908-1

The amorphous alloys kg_.By are soft magnetic ma- with the opinion that fluctuations of the local anisotropy field
terials with a wide field of application’s In particular, in this alloy are the highest in the considered sysfeffihe
much attention has focused on the alloys in the regior of B(H) curves(Fig. 1) suggest that the kgB,; alloy has the
=17 (the eutectic compositiondue to the possibility of spe- smallest saturation induction. This result corresponds to the
cial interatomic interactions in these allo¥s We have used saturation magnetization measurements of Beregus*
the effect of stress on the magnetic properties to study the At 300 K the hypoeutectic alloy gB,5 possesses the

nature of differences of the alloys properties. highest magnetic permeabilify, and the lowest coercivity
H. and magnetic remanen& (Table ). At 77 K the dif-
EXPERIMENTAL PROCEDURE ference between the of Fe; B, and other alloys decreases.

Transverse fieldThe effective magnetic susceptibility of
: X = the sampley« measured in the 2nd experiment slowly de-
prepared from 3Qum thick and 6 mm wide amorphous rib- ¢ easeqd with decreasing temperature over almost the whole
bons, obtained by the planar flow casting technique. temperature range. There was a steep slope at about 20 K,
) The effect of tension as well as press_,ure op the mag,ne“ﬁ/hich was evidently connected with a magnetic phase tran-
induction B, was megsured. The pu_lse—_lnductlon techniqueision to the disordered asperomagnetic pHadde ye
was used, with longitudinal magnetic fields<B1<400e, e of the eutectic alloy RgB;, was substantially lower
temperatures 300 and 77 K, and tension stresseear 22 o that of the other alloys. This may be considered as an

and 63 MPa in the 1st kind experiments, as well as thgigence of the highest local magnetic anisotropy in the al-
SQUID magnetometer, normal to the ribbon’s surface extery,

nal magnetic field 20 O¢he effective field in the samples

was substantially reduced by the demagnetization faldtor of magnetizatiorM = (B— H)/4 in the region approaching

~10), temperatures 10KT<230K, and the normal to the = <.t ration is carried out in the framework of the local anisot-
ribbons surface uniaxial pressure of about 20 MPa in the anopy model. The parametefs of the equation

kind experiments.

The studied samples kg B, (x=14,16,17,20) were

Local anisotropy.The analysis of the field dependence

6
RESULTS AND DISCUSSION M = 2 AH —-0.5 (1)
=0

Magnetic characteristics

Longitudinal field It was revealed that the eutectic alloy in the region of longitudinal magnetic fields 16©¢&l
Fes33B17 possesses the lowest valueBoin fields above 5 Oe  <400e were evaluated by the least squares method. The
at all studied temperatures and stresses. This is in agreemerglidity was analyzed of the sufi) as a whole, as well as of

1063-777X/99/25(8—9)/4/$15.00 641 © 1999 American Institute of Physics
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FIG. 2. The parameteb(O) from Eq. (2), reflecting the local magnetic
FIG. 1. The magnetic induction field dependences offgB, (X anisotropy fluctuations in the amorphous alloysg€B, under zero load at
=14,16,17,20) amorphous alloys under zero load at 77 K. 77 K, and saturation magnetizatio®) 4 at 4.2 K versus.

under load is very sharp and range up to 1.5-3 times at about

its separate components. It was found that the best approxss \vipa. This can be seen at Fig. 3, where the load effect is
mation of experimental data corresponds to the equation  ghoyn for the alloy FoBie

M=M_.[1—(DM.,/H)%9, 2 At 300 K the smallest value ok u /Ao is exhibited
by the eutectic alloy kgB,7. When the temperature is low-

describing the zero-dimensional violations of the translatiorlared to 77 K,ume decreases about 2 times. The smallest
s max "

symmetry® of the system. The paramet®rin Eq. (2) char- value of A /A at 77 K is for the FgBys alloy.
acterizes the local magnetic anisotropy fluctuations value. Magnetin(;a;(emanencé'he applied loads lead to 1.6-3.6

f AS onet clgn iee n F|g_. 2, Ith?t cortlct(:]ntratltont(_jependtenc[ﬁnes growth in remanence; the change in remanence per
of parametell) Snows a singulanty at the eutectic pomt ;¢ stressAB, /A, is nearly equal for all studied alloys and
=17, which correlates.welllwnh the anglogous Slngzjlarlty Oftemperatures, except for the hypoeutectic alloy,Bg;. This
the ll?r\:v temp?tratursthlghdfleld magn%[]lzaumkg fgomi Khak alloy exhibits the smallest remanence without load at both

Ge results obtained agree With Work Dy ISKNakov g, ie temperatures, the largest valud&; /Ao at 300 K
et al,” who reported that the eutectic alloy had the maximum, - 4 ihe smallest at 77 KEig. 4)
value of mean square fluctuations of local magnetic anisot- Coercivity. The coercivityH,, of all the alloys decreased
ropy. with increasing applied load, except for 86 Which in-
creased. But its coercivity remains the smallest at all

Tension effects

Applied tensile stress leads to a growth in magnetic in-
duction B, magnetic permeability. and remanencB, , and 8
to a decrease il (but noH. decrease for RgB;g).

Permeability The increase of magnetic induction is
mainly seen in fields up to about 30 Oe. At both room and 6
liquid nitrogen temperatures, the growth of the maximum
value of magnetic permeability ., Of all the studied alloys

FegsBis

0 MPa
22 MPa
61 MPa

77K

> <

TABLE I. The maximum magnetic permeabilify.x, coercivityH., and
magnetic remanend8, of glassy Fe-B alloys at nitroge{T7 K) and room
(300 K) temperatures. 2

]lllllll‘llllllIl

Mmax B, Gs Hc, Oe

Alloy 77K 300 K 77K 300 K 77K 300 K

0 5 10 15
FeyeB14 2957 7228 980 1358 0495  0.231 H, Oe

FeyB1s 4600 12651 303 756 0.165 0.132

FesaB17 3235 7478 419 1496 0.341 0.264  FIG. 3. Magnetic permeabilitye of amorphous RgB;; alloy at liquid ni-
FesoBao 3802 8357 1566 1804 0.418 0.308 trogen temperature under the various tensile ld2@sand 61 MPaversus
magnetic fieldH.
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FIG. 4. The average derivativeB, /Ao of amorphous Fe-B alloys at tem- FIG. 5. The temperature dependence of the valuéd In x/dP for amor-
peratures 77 and 300 K under tension stresses of 10 and 40 MPa. phous Fe-B alloys under the normal to the ribbons surface uniaxial pressure
of 20 MPa.

the st_u_died temperatu_res and Ioadg. At the_ same time the The smallest value of
coercivity of the eutectic alloy kgB;- is nearly independent
of the applied load, itaAH./A ¢ value is rather small.

The obtained data show that the eutectic alloy;Beg; is
the least sensitive to changes in temperature and appli
load: the changes per unit stress of its coercivity./Ac,
remanence\B, /Ao and permeabilityA u . /Ao are com-
paratively small at both studied temperatures. The threshol@gONCLUSION

(i.e. separating the unchanged and changed electronic struc- The results obtained confirm that the eutectic alloy

tures FeyBqg alloy is th_e most se_nsitive to applied Ioa_d_ at Fe;3B17 possesses a special and most stable atomic and elec-
room temperature, and its properties are the most sensitive {g)nic structure with the highest local anisotropy. It has the
tgr_nperature as well. When the temperature decreases its s§g; ast magnetic induction and permeability, and it is the
sitiveness to the load drops sharply. least sensitive to applied load and decreasing temperature.
The results are in good agreement with the idea of an ex-
tremely disordered structure of intercluster boundaries of eu-
tectic alloy F@sB;7 in which the clusters are supposed to
The data obtained in the uniaxial pressure and the tensileave a quasicrystal structute.
experiments are in a good agreement. The magnetic suscep- The hypoeutectic FgB,s alloy exhibits the highest
tibility drops under pressure at all the temperatures studiedjalue of magnetic permeability and the lowest remanence
but the temperature dependence is not monotonic. and coercivity. It is the most sensitive to the applied loads at
When lowering the temperature all the alloys showed arroom temperature, and its properties are also the most sensi-
increasing value ofy~*dIn x/dP in the range 230-150 K tive to changes in temperature. Therefore, it possesses the
(for alloy Fey,B;s the increase was only smala maximum  smallest local magnetic anisotropy and the least stable elec-
at 110-140 K, a decrease at 110-30 K, and an abrupt growtfonic structure.
at temperatures lower than 30 (Rig. 5. The y *dIn y/dP
value was chosen for the analysis, because it is independen
of the demagnetization factory dIn X/dP=Xgﬁ1dIn Xefi! A&KNOWLEDGMENT
dP. The main features of the temperature behavior of this The amorphous ribbons were lent for the research by
value are determined by the behaviordy.«/dP, because P. Duhaj(Institute of Physics of Slovak Academy of Sci-
Xeff depends comparatively slightly on the temperature. ences, Bratislaya Authors are thankful to P. Duhaj, E. D.
Since the interatomic distances weakly change with temTabachnikova and A. S. Panfilov for collaboration.
perature(the studied alloys possess invar-type propetijes
the presence of~'dIn y/dP maxima means a change in
electronic structure. The growth gf 1d In y/dP at tempera-
tures lower than 30 K is evidently connected with the forma-  Authors dedicate this paper to the memory of Boris
tion of an asperomagnetic structure in this temperaturderemievich Verkin, Scientist and Organizer of Science, who
region’ has founded and for thirty years directed the Institute for

1d In y/dP corresponds to the

eutectic compositionX=17). This is in a good agreement

with the concentration dependence of the failure stress of the

studied alloy$, as well as with our data on tension stress
fects.

Uniaxial pressure effects
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Spectral parameters of the Raman scattering band corresponding to intrinsic vilrdidgh of

the PQ tetrahedron in mixed crystals of;K,A,DP with various ammonium concentrations

are studied in the temperature range 4.2—300 K. Abrupt changes in frequency and half-width of the
band are observed during transitions to ordered ferroeleotrsd(00, 0.02, 0.04, 0.08) or
antiferroelectric x=0.74,0.82) phases. The decrease in the band half-width during ordering
indicates the participation of excitations responsible for the corresponding states in

relaxation processes. The transition to the structural glass pkase.Z2,0.32,0.53) is not
accompanied with sharp changes in the band parameters, but the band half-width at low
temperatures is smaller than the expected value for totally disordered paraelectric phase.

© 1999 American Institute of Physid$1063-777X99)01008-7

INTRODUCTION state exists. For this reason, any new result obtained for the
glass phase is of considerable interest.
Crystals belonging to the KDP family are classical ob- In the case of mixed crystals belonging to the KDP fam-

jects for investigating phase transitions to the ferroelectridly, the glass state was observed for several systérfike
(FE) or antiferroelectri AFE) state! In actual practice, this system K_,(NH,4)H,PO, (KADP) has been studied most
large class includes crystals with the general formulantensely in recent yearS§?The phase diagram of this sys-
AH,BO, (and their deuterized analogsvhere A=K, Rb, tem includes the ferroelectric phase existing in the ammo-
Cs, Tl, or NH, and B=P or As. Antiferroelectric properties nium concentration range=0-0.2 as well as the antiferro-
are observed only for ammonium-based crystals, while thelectric phaseX=0.72—1.00 and the glass phase formed in
remaining compounds experience transition to the FE statthe intermediate concentration range. Raman scattering spec-
upon cooling. tra proved that a transition to the glass state occurs in two
Most compounds at room temperature possess the sangeages: at first the position of ammonium ions is fixed at
tetragonal symmetr{35 with two structural units in a unit T,,~120 K, and the formation of the phase is completed
cell, and lattice parameters for different compounds havevith ordering of protons al,~70 K 12715
close values. For this reason, we can obtain mixecluding Here we report on new data for thg K. (NH,),H,PO,,
FE—AFE crystals in the entire concentration range. Differ- which convincingly illustrate the presence of transitions to
ent types of ordering in initial pure compounds leads to frusthe FE and AFE phases and the structural g{&3 phase.
tration for mixed crystals at low temperatures. Thus, all pre-
mises for the formation of a new “phase” referred to as piSCUSSION OF EXPERIMENTAL RESULTS
dipole, or structural, or protofdeuteron glass are created.
We write the word “phase” in inverted comas since the
corresponding state is nonergodic and does not obey the laws Experiments were made by using the Raman scattering
of equilibrium thermodynamics. technique, involving the excitation by 4880 A line emitted
However, we can introduce the order parameter for théoy a 100-mW argon laser in the 90° scattering geometry. We
glass state also, for example, the Edvards—Anderson pararased a refined spectrometer DFS-24, photon counting tech-
eterqEAz((Siﬁ)C,2 where the first averaging is of the ther- nique, and automated system of control, data recording and
modynamic type, while the second is the configuration averprocessing. Details of sample preparation and classification
aging, and the role of spilg at a lattice site of mixed and the features of the experimental setup were reported
crystals belonging to the KDP family can be played by theearlier’?> Measurements were made in the temperature range
“up” or “down” displacement of protons from the central 4.2-300 K.
position. The glass state is studied best of all for magnetic  In our experiments, we studied in detail the behavior of
systems(see, for example, the review by Korenblit and the v,(A;) vibrational mode of the POgroup (according to
Shendet and the literature cited thergjrbut it remains un- the Shur classificatiort® belonging to the frequency range
clear even for spin glasses whether the state is a phase in tbé the order of 350 cm®. The corresponding line is quite
conventional sense and whether a phase transition to thiatense and is observed, in accordance with the selection

Experimental Technique

1063-777X/99/25(8—9)/5/$15.00 645 © 1999 American Institute of Physics
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FIG. 1. Raman spectra for a pure KDP crystal ir_1 mgx)z polarization at FIG. 2. Temperature dependence of frequefpmsition of the peakfor the
several temperature$ =122 K. Spectral resolution is 2.5 crh v,(A;) Raman band for samples undergoing a phase transition to the ferro-
electric state. Arrows indicate the corresponding Curie temperatures.

rules, in the polarizationgx,yy, andzz We shall describe

; . low-frequency bands in the Raman spectrum of the ammo-
here only the results obtained in thiéxx)z geometry. g y P

nium fluoroberyllate crystal (Nkj,BeF, also has a mini-
mum at the ferroelectric phase transititn.

The “softening” of the v,(A;) mode observed by us
during the FE transition cannot be attributed to electrostric-
After the transition to the ferroelectric phase, the crystaltion since other modeke.g., »1(A;)] should also exhibit a
symmetry is lowered from the tetragonal symmeﬂ}% to  similar dependence, but the change in its frequency upon the

the orthorhombic symmetr(/tﬁfj, and thex- andy-axes are transition is step-wisésee Fig. 4 in Ref. 12
rotated approximately through 45°. In our experiments, we  Hattori et al,® who also investigated the,(A,) line in
studied samples with four concentrationsx=0.00, thex(z2y polarization in the RADP systertwhich is very
0.02,0.04, and 0.08in which a transition to the FE state close to KADP in its propertigsobserved a complex varia-
takes place. The results are perfectly identical for all thetion of the shape of the line in the phase-transition region.
samples, the only difference being that the temperalyref  They explained some of the obtained results by the coexist-
the transition to the FE phase decreases with increasing arence of FE, AFE, and paraelectric modes with different spec-
monium concentration, and the temperature range in whickral positions and different temperature dependences. Using
strong changes in spectral parameters occur becomes maeach a decomposition of the(A;) line, we can explain the
extended. formation of a doublet during the AFE phase transition,
Figure 1 shows the Raman spectra for a pure KDP cryswhich was observed by usee below. However, we did not
tal in the range of low- frequency vibrational modes of theobserve any change in the shape of the line for crystals un-
PO, group at several temperatures. The temperafyréor ~ dergoing a transition to the FE phase. While analyzing the
KDP is 122 K. Bands with frequencies near 350, 385, andspectra, we assumed that the line has a symmetric Lorentzian
480 cmi!  correspond to the vibrational modes shape(see Fig. 1
vo(A1),v2(B5), andv,(B,) of the PQ tetrahedrort®!’ The The temperature dependence of the half-width of the line
emergence of the mode,(B,) (which must be observed in under investigation for a pure KDP crystal is shown in Fig.
the spectra with thexy polarization upon cooling and its 3. Similar temperature dependences were also observed for
enhancement below, is associated with the rotation of the samples with ammonium concentratior=0.02,0.04, and
x- andy- axes(see above 0.08: the half-width of the line decreases abruptly during a
The temperature dependence of the spectral position dfansition to the ferroelectric phase. This points to a contri-
the v,(A;) band, which is presented in Fig. 2 for samplesbution to the linewidth from excitations responsible for the
with two concentrations, is quite interesting and peculiar. Aordered FE state. In our case, these are soft phonon modes. It
similar A-shaped dependence was also obtained for sampleshould be noted that a similar strong increase in the line
with other concentrations, the temperattiiecorresponding half-width was observed, for example, in optical absorption
to the minimum on these curves in all cases. To our knowlspectra of antiferromagnetic compounds during orde(seg
edge, no such dependences have been detected earlier for dfig. 3 in Ref. 20 and served as a proof of the participation of
band in the Raman spectra of crystals of the KDP familymagnons in the formation of the spectra. In magnetically
although a similar behavior was observed for other com-ordered crystals, the role of “soft” excitations condensed
pounds. For example, the spectral position of a number ofluring a transition is played just by magnons.

Transition to Ferroelectric Phase



Low Temp. Phys. 25 (8-9), August—September 1999

40

35

-
5_
g 2 [
- f ]
3 20}
i n
15k u

op mt” 4"

1 l 1 l 1

0 50 100 150 200 250 300

T.K

FIG. 3. Temperature dependence of half-widthdth at half-heighk of the

v,(A,) band for a pure KDP crystal.

Transition to Antiferroelectric Phase

A transition to the AFE state in pure NH,PO, (ADP)

Popkov et al. 647

30

0 355

251 % 0
- 1350

T_20F !
Ig | g
> [ ]
<45l 345

1050 Oat " — 1
? \ TINT. L ..1 L1, ]840

0 50 100 150 200 250 300

T,K

FIG. 5. Temperature dependence of freque(@y and half-width(O) of
the v,(A;) line for a Ky ,dAq 7DP crystal.

tetrahedron. It can be seen that th€A;) line has the dou-
blet structure in the immediate vicinity of the transition

crystals occurs aTy =148 K. This first-order phase transi- (Tn=68.5 K in this sample although it is correctly de-

tion is accompanied by strong electrostriction, and belgw

scribed by a solitary line of the Lorentzian shape away from

the monocrystalline samples disintegrate into a powderthe transition(on the high and low temperature siglel was
which makes it impossible to carry out high-quality po|ariza_rr_1ent|one_d above thz_it the doublet structure_|s probably asso-
tion studies of Raman spectra in the AFE phase. Addition ofiated with the coexistence of twiparaelectric and antifer-
15-25% of potassium preserves the AFE transition, whildoelectrig modes with several differing frequencies in a nar-

electrostriction is suppressed significantly, and the sampld@W temperature range(3—-4

K). The temperature

are not destroyed down to helium temperatures. In our exdépendence of frequency and half-width of this mode is
periments, we studied two such samples with the ammoniurihoWn in Fig. 5. It can be seen that the band parameters

concentration 0.74 and 0.82.

change jump-wise as a result of the transition. As in the case

Figure 4 shows Raman spectra of the crystal withof transition to the FE state, an abrupt change of the half-

x=0.74 in the region of the vibrational mode of the PQ

Intensity, arb. units

300 400

Frequency, cm

FIG. 4. Raman spectra for agkgA\ 74DP crystal in they(xx)z polarization
at several temperature§,=68.5 K. Spectral resolution is 2.5 crh

500
1

85K

70K

69K

68K

60K

width from 25 to 10 cm ! is observed in a narrow tempera-
ture interval during the transition to the AFE phase.

Transition to the Structural Glass Phase

In the intermediate concentration range 0x<0.72
for KADP) in which the structural glas$SG) phase is
formed, the lattice symmetry apparently remains tetragonal
(D%ﬁ) even at helium temperatures. Quite reliable x-ray dif-
fraction data for such crystals were obtained for the RADP
systemt? Sketchy information obtained for KADP only in-
dicate the anomalies in the behavior of the lattice
parameter$?

An analysis of Raman spect(fr samples of three con-
centrationsx=0.22,0.32 and 0.53 from the intermediate
range shows that the general form of the spectra does not
change in the temperature range 300-4.2 K. Three lines with
frequencies of the order of 350, 395, and 480 ¢iwhich
are preserved down to 4.2 K, can be observed in the fre-
quency range under investigation even at room temperature
(Fig. 6). The intensity ratio for these lines does not change
upon cooling. The emergence of tig(A,) band with fre-
quency 395 cm? is apparently associated with breaking of
translational invariance in impurity crystals.
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The temperature dependences of frequency and half- I :
width of the v,(A;) line for the Kyggho3DP crystal are i -
shown in Fig. 7. It can be seen that there are no features ofa  §
phase transition af,, or at Ty, although a considerable de- o 20 ' PR A -
crease in the half-width of the line is observed upon cooling. < : ! T=42K |
The existence of the glass phase is visually illustrated in o |
Fig. 8 showing the concentration dependences of frequency 105 --- -
and half-width of thev,(A;) band at room temperature and ]
at liquid helium temperature. The clearly manifested linear FE SG AFE
change in the spectral position of the band’at296 K can PR ST S TS U S S —
serve as a test for a control of the component concentrations 0 20 40 60 80 100
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in the crystal(a similar behavior was also observed for the
v1(A;) band with a frequency close to 920 th(see Fig. 3
in Ref. 12. The half-width of the band at room temperature
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FIG. 7. Temperature dependence of freque(lly and half-width(O) of
the v,(A;) band for a K ggAg 3 DP crystal.

FIG. 8. Concentration dependence of frequetayand half-width(b) of the
v,(A;) band for mixed K ggAo 3DP crystals at two temperatures.

is also almost independent of concentration and amounts ap-
proximately to 30—35 cm’.

A different situation takes place dt=4.2 K. It can be
seen that the frequencies of the bands and their half-widths
have “jumps” at the interfaces between ferroelectric and
structural glass and antiferroelectric—structural glass. The
fact that a phase other than the paraelectric phase is formed
in the intermediate range of concentrations follows from the
values of half-widths of the bands. Indeed, for a completely
disordered phase like the paraelectric phase, we could expect
the value obtained from the extrapolation of half-widths of
the bands from the high-temperature range for samples un-
dergoing FE and AFE phase transitions. It can be seen from
Figs. 3 and Ylight circle that such an extrapolation gives
Av~24+15cm ! (the same result was obtained for
samples with other ammonium concentratioxs:0.02,0.04,
and 0.08 for FE anc&=0.82 for AFB, while the value of
half-width for the samples with intermediate values of
x=0.22,0.32, and 0.53 does not exceed 20 tmat
T=4.2 K. This difference is much larger than the error in



Low Temp. Phys. 25 (8-9), August—September 1999 Popkov et al. 649

determining the half-widtlfgthis error is~1 cm ! at 4.2 K), clusters is not large, otherwise the half-width of the band
which points to the existence of ordering in the glass phasdinder investigation would be much larger that observed in
experiments even at low temperatufespecially in the in-
CONCLUSION termediate concentration rangdhe last statement is con-
firmed by the concentration dependences of the spectral po-
tions of the band.

This paper is dedicated to the blessed memory of B. I.
Verkin, who was a remarkable scientist and organizer. One
of the authors(Yu. A. Popkoy was among first post-
8raduate students of Boris leremievich at the Institute for
Low Temperature Physics and Engineering and was fortu-
nate to take first lessons of science from this outstanding

acher.

We studied the temperature dependence of the spectr.
position and half-width of the Raman scattering line corre-
sponding to thes,(A,) vibrational mode of PQtetrahedron
with a frequency near 350 cm in the y(xx)z scattering
geometry. Experiments were made of samples belonging t
the K;_,(NH,)H,PQ, system with ammonium concentra-
tions x=0.00, 0.02,0.04, and 0.08 in which the ferroelectric
phase is formed at low temperatures. Samples witlD.74
and 0.82 undergoing the antiferroelectric phase transition,
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Oscillations associated with the classical motion of a Bloch electron in a spatially periodic
structure whose period considerably exceeds the atomic spacing are discussed. Such phenomena
include the so-called Bloch oscillations, i.e., the vibrational motion of an electron in a

constant uniform magnetic field, and the oscillatory dependence of magnetoresistance on a constant
magnetic field, associated with the geometrical resonance at which the electron orbit

diameter in the magnetic field is commensurate with the superlattice period99® American

Institute of Physicq.S1063-777X99)01108-]

INTRODUCTION an electron gas on magnetic field, which come to mind at the

Experimental investigations of the de Haas—van Alpher{nention of magnetic oscillations. The phenomenon of Bloch
effect carried out by B. I. Verkin laid the foundation of the oscillations is associated with the dynamics of an individual

modern theory of quantum oscillations in metals. His Workselectron and is due entirely to the specific nature of the dis-
persion relation for an electron in a metal or semiconductor,

are widely cited in scientific publications and are highly ac-! = )
claimed in the monograph by Shoenbér@ne of the re- 1€ the periodic dependence of the energy and velocity of an

markable results of his investigations concerns the deperR!€ctron on its quasimomentum. If the electron momentum
dence of the quantum oscillations periods on the shape of t8creases monotonically with time under the action of an
Fermi surface. It is well known that the shape of the Fermi€xtérnal electric fieldthis may happen over an interval of
surface is determined by the dispersion relation of an elediMe much shorter than the relaxation time for an electron
tron in a metal and reflects the periodicity of the crystalMoving in the crystal its velocity changes sign periodically
lattice? On the other hand, since quantum magnetic oscilla@nd the “classical” motion of the electrofdlisregarding in-
tions in metals are usually described in the semiclassicderband transitionshbecomes oscillatory/in the absence of a
longwave approximation, the spatial periodicity of the crys-magnetic field, the vibrational frequency, which must be
tal lattice is not manifested strongly in the motion of elec-much larger than the reciprocal of the relaxation time, is
trons in the coordinate space. proportional to the electric field and spatial period of the

However, periodic semiconducting structures have beefonducting structure under consideration.
created recently with a period considerably exceeding the Although the frequency of Bloch oscillations depends on
crystal lattice periodatomic spacing Such conducting su- the spatial period, the periodicity of layered structures is
perlattices serve as a platform for studying the peculiaritie$aken into account only implicitly in calculations, i.e.,
of the classical motion of electrons in the coordinate space dhrough the formulation of the specific dispersion relation.
periodic structured Hence the problem of electron dynamics Since the nonmonotonicity of the electron energy depen-
acquires significance under conditions when the cyclotrorfience on momentum is the principal factor in the description
orbit diameter becomes commensurate with the superlatticef the effect under consideration, we would like to take it
period. This also imparted a new look to the seemingly abinto account not only in estimates, but also in actual compu-
stract and old academic problem of Bloch oscillations of artations and in the form of final formulas. In this connection,
electron in a constant uniform magnetic field. we shall confine ourselves to the simplest but frequently en-

We shall discuss these two different problems which arecountered form of the periodic dependence, viz., the sinu-
connected only through the common term “oscillations.” soidal dependence of energy on quasimomentum.

The paper begins with a discussion of the latter problem In crossed electric and magnetic fields, Bloch oscilla-
as the simplest one in formal notation of mathematical relations may compete with the cyclotron motion of an electron
tions illustrating the laws governing the Bloch oscillations ofin a uniform magnetic field. The “competition” between
an electron, as well as the less thoroughly studied oscillatorywo types of oscillatory motion is described by an equation
dependence of thermodynamic and kinetic characteristics afquivalent to the equation for the oscillations of a math-

1063-777X/99/25(8-9)/6/$15.00 650 © 1999 American Institute of Physics
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ematical pendulum which can be analyzed easily in the lim{p, and its energy(p) is a periodic function of the quasimo-
iting cases. In particular, it is found that in quite strong mag-mentum(for brevity, we shall use the term “momentum” in
netic fields and weak electric fields, the Bloch oscillations ofthe following). Such a dependence of the electron energy is
an electron are practically not observed against the baclessentially quantum-mechaniéalvithout going into details
ground of its cyclotron motion. concerning the justification of the procedure and confining
In the second part of this communication, we shall con-ourselves to the semiclassical approximation, we shall follow
sider only the cyclotron motion of electrons in a strong mag-the effective Hamiltonian technique and tregfp) as the
netic field under the assumption that the conducting mediunkinetic energy of a free particle to formulate the electron
has a layered periodic structure with a macroscopic periodnechanics in analogy with classical mechanics. According to
Under conditions corresponding to the experimental realizaelassical mechanics, the Hamiltonian of an electron in ap-
tion of such a situation, the periodic perturbation with a mac-plied electric and magnetic fields has the form
roscopic period is superimposed on the periodic crystal field e
with atomlc_penod. In this case, the unperturbed mptlon c_>f st(p— —A(r) | —ee(r), (1)
an electron is governed as a rule by some complex dispersion ¢

relation in the general case. In the dynamics of an e|eCtrOWherep is the canonical momentum of the electrqp
with an arbitrary dispersion relation, it is a complicated task— (e/c)A its kinematic momentumA and ¢ are the vector
to take perturbation into account, and we shall not tackle thignd scalar potentials of the applied fields. The equation for

problem here. We shall proceed from the fact that if thefree electron motion has the conventional form
macroscopic period is much larger than the atomic spacing, g
e

we can separately deal with the problems of determining the ap —eE+ - [VXH] )
role of the peculiarities of the “initial” arbitrary dispersion dt c ’

relation and the additional macroscopic spatial periodiCity,,nereE andH are the electric and magnetic field strengths.
Hence we assume that the unperturbed motion of an electron \ye shall confine ourselves to the most interesting case

obeys an isotropic quadratic dispersion relation, and pay Spes 4 jayered structure, assuming its superlattice properties to
cial attention to the effect of periodic potential with a mac- e one_dimensional. Let theaxis be directed at right angles
roscopic period on the properties of the electron gas. In ordeg) e layers. In the simplegstrong bondl approximation,

to obtain the results in an explicit form, we again confinedy,o gispersion relation for the electron in the absence of a
our analysis to the motion of an electron in a spatially Peri-magnetic field has the form

odic potential with a small amplitude, where the use of the )

perturbation theory leads to the derivation of simple formu- b , bxd
las. s(p)= 5 +A I o &)
We determined the energy spectrum of an electron with

2_ 2 2. H H H
a quadratic dispersion relation in the presence of a unifornf[f;’]merepi_IFity_jL pIZ' Mo |sﬂt1he eﬁecrvt? mass _mdther&]a;ﬂe of
magnetic field and a weak periodic potential with a one- e superlattice layers] the superlattice period, a €

dimensional periodicity in the direction perpendicular to theWidth of the energy band associated with the motion along

applied magnetic field. In other words, we have derived thel;he x-axis.
semiclassical dispersion relation for an electron in a periodic  ~ccording to Eq.(3), we have
structure with a one-dimensional periodicity in a uniform P, _ pyd 1A
magnetic field. Vi Vx=Asin——A=2 - d=const. (4)

In the concluding section of this paper, we calculate the
electric conductivity of an electron gas with the obtainedSuUppose that a constant electric fiélds applied along the
dispersion relation in the relaxation time approximation and<-axis and that no magnetic field is applied. In this case,
describe the classical oscillations of magnetoresistance in tgKing into account the dissipative procesgesused by the
varying magnetic field. As in Shubnikov—de Haas effect,collisions of the electron with other quasiparticles or impu-
these oscillations can be observed only at low temperature§ties in the metal the effective equation for the electron
However, the parameter defining the amplitude decreas@otion, which describes the situation qualitatively, can be
with temperature in the ratid/a in the obtained formulagl ~ Presented in the form

is the lattice period and is the atomic spacings smaller dp, 1 dp, Py
than in the Shubnikov—de Haas effect, and hence the phe- ——=——p,, WZGE_ —, (5)
nomenon described here can be observed at higher tempera- 7o T
tures. where 7 is the relaxation time. It follows from Ed5) that,

for the initial conditionp,=0(t=0), we havep, =0, while

px can be defined by the equation
1. BLOCH OSCILLATIONS OF AN ELECTRON IN A

SUPERLATTICE dpc  Px_
dt T

eE. (6)
The peculiarities of the dynamics of an electron in a

superlattice are associated with the specific energy features In conventional conductorsvithout a superstructure, for

during its motion in a periodic field. The state of an electrond~a), as well as in superlattices with smadll eEdr<7# in

in a periodic structure is determined by its quasimomentunelectric fields below the breakdown value, and hence(&q.
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2

has a steady-state solutign=py,=eEr for t>r corre-
+Q3(1—-cosz). (15

1
sponding to the motion of an electron at a constant velocity —J= >\ at
v, =A sin(eEdr?). . 2 5
For eEdr<#, such a solution defines the conventional The critical boundary value/=J,=2( divides the elec-

electron mobility in a semiconductor tron trajectories into two groups:
Vi er (1) For J<J,, the electron oscillates along thkeaxis with
E=eATd= g (7) a frequencyw =70, /[2.72(k) ], where. 7% (k) is the to-
tal elliptic integral of the first kind and the parameter
For eEdr>#, however, we obtain for small values eft k=VJ Jp. In the limit <7, the electron performs
p,=eEt, ®) cyclotron oscillations with a frequenay= Q.

(2) For 7>, the motion of the electron along theaxis
and the electron velocity is defined in the main approxima-  remains finite, but it oscillates with a frequenay

tion in the small parametei/(eErd) as follows: =700 /[k7Z(K)], where k=\T/J. In the limit
A o JI> Ty, the electron performs Bloch oscillations with a
V,=A sin wpt, (9)

frequencyw = wg=eEd%.
wherew,=eEd# is the Bloch frequencyalso known as the
Stark fregue_ncycharacterlzmg t.he.electron osmllgtlor?s N &, CLASSICAL MAGNETORESISTANCE OSCILLATIONS IN A
superlattice in a constant electric field. These oscillations a8 01 0DIC POTENTIAL
called the Bloch oscillations.

For an electron moving in crossed electric and magnetic  The new spurt of interest towards magnetic oscillations
fields, the Bloch oscillations compete with the cyclotron os-in metals can be attributed to the emergence of new objects
cillatory motion of the electron. Although this question hasin experimental physics, i.e., two-dimensional electron sys-
been discussed in the literatusee, for example, Ref)3we  tems. These systems display a new type of oscillatory effect
shall consider it here in the simplest form, assuming that thé¢hat is typical of a two-dimensional electron gas modulated
cyclotron and Bloch oscillations periods are much smalleperiodically in spacé® The observed phenomenon differs
than the relaxation timéi.e. formally put7=). Assuming from the Shubnikov—de Haas effect and has the form of a
that the magnetic fiel® is directed along the-axis, we can  geometric resonance, reflecting the commensurability of the

write Egs.(4)—(6) in the form diameter of the cyclotron orbit of an electron in a magnetic
field with the period of spatial modulation of the crystal field.

dpy_€eB R In this connection, it is expedient t k of th |
X 2TV 4eE v.=A sin—= , pedient to speak of the analogy
dt . h’ between the observed effect and the geometric resonance
dp eB D during absorption of ultrasound in metals in a magnetic field.
Y __ - Vy; Vy:_y_ (10) An acoustic wave in the sample creates spatial modulation
dt ¢ m whose period is commensurate with the electron orbit diam-
This system of equations can be reduced to a singléter, and this leads to resonance effegstse, for example,

second-order differential equation Ref. 6.
) We shall present below a theory for such an effect in a
%ersz sin%zo (12) three-dimensional electron gas modulated by a periodic po-
dt® ¢ fi tential that depends only on one coordinate at right angles to

the applied magnetic field. Such a modulation may be
} achieved by creating a superlattice with a submicrometer pe-
Px riod. This kind of magnetic oscillations in a superlattice were
Px=0, g =B+ MacVo, (12 apparently observed for the first time by Chaetaal. as per
observations made by Shekhtsral®

Let us consider an ideal electron gas in an external pe-
riodic potential field that depends on only one spatial coor-
dinate. For example, this may be a superlattice of the layered
structure type with a period much larger than the atomic
spacinga. If the external magnetic fiel® is parallel to the

with the initial condition(for t=0)

wherew.=eB/mc, andV, is the initial velocity of the elec-
tron along they-axis. The constand is associated with the
effective massn* of an electron moving with a small mo-
mentum along the-axis: m* =#/(Ad).

We introduce the dimensionless varialde p,d/#. In

this case, layers, the unperturbed electron motion occurs along a tra-
d?z 5 jectory whose projection on a plane perpendiculaBtbas
g2 T sinz=0, (13)  the form of a closed orbita circle in the simplest cakdt is
assumed that the diamet®r of the cyclotron orbit corre-
where sponding to the Fermi energy may be larger tdaSince the
, (mAd , m , 1 [eB 2 diamete_r o_f the electron orbit @s i_nve_rsely proportional to the
Q5= T T L o) (14 magnetic field D~ 1/B), a variation in the value of B/ by

an amount corresponding to the incremébt=d must lead
The solution of Eq.(13) for a mathematical pendulum to a resonant variation of the kinetic characteristics of the
has a form that depends on the magnitude of the first integradlectron gas. Naturally, oscillations with a variation oB1/
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will be observed under the condition that the electron meanvherev,= \2E,/m=const, X;=X,—Vytg=const. Assuming
free pathl exceeds the length of the cyclotron orbit ( the periodic potential to be small, we use the perturbation
>D). Moreover, the temperature must be quite low as intheory, defining the order of approximation by the power of
the Shubnikov—de Haas effect. It turns out, however, that théhe amplitude of potentiaV,. In this case, the total electron
temperature dependence is determined in this case by tlemergy in the first order of the perturbation theory can be
parameter /% w;) (A ped) which is smaller than the corre- written in the form

sponding parameter in the Shubnikov—de Haas effect by the 2
factoriped (here,w, is the cyclotron frequency angk the E= Px +Eg+(V(Xo+R sin ¢)), (22)
Fermi momentum of the electron gas 2m

Since the oscillations attenuate upon an increase in th@nere the phasep=w(t—ty), and the angle brackets
value of the above parameter, the effect is observed at com- .} indicate time averaging over the periogrZo, .

paratively_ higher temperatures. T_his is due t_o the fact thgt it Simple calculations described in detail in R lead to
is a classical effect and has nothing to do with the quantizag,g following final expression for the energy of an electron

tion of energy levels in a magnetic field. moving in thexy-plane:
2.1. Electron Energy Spectrum 2 R X
—F_ % - _ zo
In order to obtain explicit quantitative relations and ~ EL=E 2m_E0+V0~70(27T d cos( 2m d)’ (23

simple dependences, we consider the simplest form of the ) ] ) ]
periodic potential: where J,(x) is annth order Bessel function of the first kind,

and the expressiof21), viz., R=(2E,/mw?2)?, should be
used on the right-hand side.

Note that the notation of the last term {@3) differs
. . from the quantum expression of Gerharetsl? for the en-
and assume that the peridds much larger than the atomic ergy of two-dimensional motion of an electron in a magnetic

spatlz_|ntg£h|.e.d>ao.t_ field tor b llel to th | tfield and in one-dimensional periodic potential, although
. et the magnetic eld vector be parallel to the superiaty, expressions should describe the same electron energy
tice layers and directed along tzeaxis. We use an appro-

it libration for th ¢ tentia (0 Bx.0 d spectrum under the condition#R>d. The apparent dis-
priate cafibration for the vector-potent (O, X, ) an ._crepancy vanishes if we consider that the asymptotic forms
write the Hamiltonian function for an electron in magnetic

for | i
field B and in the field of the periodic potentié6): or large arguments can be written as

V(x)=V, cos( 2X g) (16

02 p2 La(X) =2 T(V2vx), x—0, (24)
g. X Z - . . .
A=t omt s Mg(X—Xo)?+V(X), (17 where%,(x) is a Laguerre polynomial of degree It is also

. obvious that semiclassical quantization of the energy of a
where w.=eB/mc is the cyclotron frequency, and,  harmonic oscillator leads to the expression
=—cpy/eB is the center of the electron orbit fop,

- i iti 1
= const. ObV|o_ust, thg electron moves _under the condition Eo=~ Mw?R2=nfw, n>1.
p,=const and is described by the equations 2

d?x ) 1dv 2wV, X Thus, the degeneracy in the position of the center of the orbit
a2 T wg(X—Xg) = — mdx_ md sin 2 g’ (18 is removed for an electron moving in a periodic field:
p2
dy _ 1z
a=wc(x—x0). (19 E 2m+EL(Eo,X0)- (25

The solution of these equations in the absence of a peri: Elt IS q:r::jexs'g?h'zcgggroa;*i'n”(’:::ee)s(:::ﬁa"l"'tzr‘;g;g Vi[[léi?
odic potential ¥/(x)=0) can be presented in the form 0Pz 0> p p

tial field has a velocity component

X:X0+R Sin wc(t_to), (20) JE 1 JE
Xo=Cconst, t,=const, Vy_a_py T Mo, dXg
whereR is the cyclotron radius of the electron orbit which is 27V, R\ Xo
connected with the enerds, of an electron moving in thry = ad Dol 2Ty sm( 2m |- (26)
C

plane through the relation
Since the periodic potentiaM(x) depends on the

x-coordinate, it generates a force acting on the electron along
the y-axis. Hence the velocity26) is an analog of the Hall
drift velocity in crossed electric and magnetic fields.

Let us calculate the density of states corresponding to
spectrunti22) and(23). The number of electron states per
unit volume corresponding to energies lower thais given
X=XotRg Sin wc(t—ty)— X1+ Vit, by

p2

== 2m

1 1
+5 mwg(x—xo)zzE mw?2R?. (21)

Expression(20) can be used to make the limiting transi-
tion to the electron dynamics in the absence of a magnetiﬁ']e
field (B—0), when
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2 whereNj is the total number of conduction electrons per unit
N(E)=W J dxdpdp,dp, volume.

/ Let us now take into consideration the weak periodic

2(2m)37? potential V(x). The existence of the steady-state velocity

(277-ﬁ)2ﬁd f VE—E dEdXo, (27 (26) leads to the following additional contribution to the

. , electric conductivity component fap 7> 1:
where integration with respect ¢ must be carried out over

the periodd of the external potential. Taking formul@3)
into consideration and separating the term lineavjrin the doyy=— 2ef v
integrand of(27), we obtain

, df dxd®p
Y dE d(27h)3

2 3/2
2(2m)*? ~ eX2m) , df dEdE,dx,
N(E)_(z 7)7hd H VE- EOdE0f dx @enhd ) aE jeg O

wheref(E) is the Fermi distribution function, and integra-
dEof cos(27rx0/d)dxo] . tion with respect tok, is carried out over a single periatl
0 It should be observed in the first place that since
(28)  df/dE<O, the correction to electric conductivity is always
OL?osmve
Assuming that the relaxation time depends on the total
electron energy{= 7(E)) and taking formulg26) into con-
Sideration, we can present E®O) in the form

L, fE Jo(27RId)
2 0 0 \/E_EO

It can be seen that the last term on the right-hand side
this expression vanishes on account of the cosine integral
over a complete period. Thus, the approximation used by us
does not contain any dependence of the number of states

N(E) on the periodic potential, and hence on the magnetic 7e2(2m)%?2 | 2mcV,
field: doy,=— 2nh)? ( odB ) f T(E)(b(E)
8m(2mE)3? (31)
N(E)=N0(E)=W. (29)
where

whereNg(E) is the number of electron states of a free elec-

tron gas _ _ R(E dE,
It follows hence that thermodynamic properties of an  ®(E)= f . (32
electron gas in the superlattice under investigation are also VE—Eg

independent of the magnetic field. It should be emphasized

that we have analyzed the classical motion of an electron in

a periodic potential in the presence of a magnetic field.

Hence the obtained results naturally in accord with the gen-

eral physical conclusion that the dependence of thermody- R(E) d

namic properties of matter on magnetic field is a purely f ( )

quantum effect. PE)=VE | |27 Ve Vi-¢ =
However, the magnetic field dependence emerges during

calculation of the kinetic characteristics of the electron gas, It can be seen that for2R<d,

which involves the probability of transition between various

electron stategin particular, between states with different

Xo)- P(E)= J_J 2E, E—O. (34)

Let us analyze properties of the functi@d2) separately
by taking formula(21) into consideration. A trivial change of
variables gives

However, the most interesting process for us is the op-
posite limiting case ZR>d for which the following rela-

. tions are automatically satisfied:
Let us now calculate the low-temperature electric con-

ductivity of an ideal gas of electrons with dispersion relation 2dJE |1
(25) which are scattered by impurities. Since our aim is to ~ ®(E)~ 2R(E) J > 0032(277 a4 X— 2
find qualitative features of the magnetic field dependence of 7 0 Vv1-x

electric conductivity, we confine ourselves to the relaxation d \/_ 1 D x

time approximationknown as ther-approximation. Disre- —— |1+ = Jd/D sin( 27 —— —” (35
garding the weak periodic potenti&x), we obtain in this ™ R(E) 2 d 4
approximation the following transverse components of th%hereD 2R(E).

electric conductivity tensor:

2.2. Transverse Magnetoresistance Oscillations of an
Electron Gas in a Superlattice

R(E) x)

Let us now turn to formulg31). At low temperatures,
ggx yy_ ool[1+ (w, 7)?], the derivative of the Fermi function does not differ much

0 _ 0 0 from the delta function. Hence in the main approximation,
Try= Oyy=TOO R, To=€>TNg/m, we can write for 2rR>d
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_e’n()r(Y) 1( d )1’2 = df (Tlhwe)(hdpe)~(Tlho)(ald), (39
2%y~ R(0d 12\ b)) Jo aE

wherepg is the Fermi momentum aralthe mean separation
D(E) x between electrons in the gas. Since the separatiosn a
2 a4 Z) } (36)  microscopic parameter and the parametes macroscopic
parameter, we should p@<d. In this case, the classical
where { is the Fermi energy that does not differ from the oscillations(38) attenuate to a smaller extent with increasing
chemical potential of the electron gas at low temperaturesemperature than the Shubnikov—de Haas oscillati@msl
and n({) is the density of electron states with the Fermican be treated as a relatively “high-temperature” effect

X sin

energy: However, the situation may alter in semiconductors or semi-
Aar(2m) 32 metals, wherea~d. The experiments described by Chang
=" 7 Ve et al” were carried out fofi/dpg=10"° cm.
7T

The amplitude of oscillations is small and is determined
Finally let us verify that forD({)>d, the last term in(36) by the smallness of the ratio/f /)
describes the oscillatory dependence agf, on magnetic

field. Indeed, Soyylog~(Vol )2,
= df D(E) = The value of the paramet€89) depends significantly on the
- ——sin| 27 ————|d samples used. For example, Chagigal.” used the value
o dE d 4
VO= Olg
~sin( 2 ig)_ Z) 2T %) (37) One of the authoréAMK ) would like to thank the man-
d 4 d¢ agement of the Grenoble High Magnetic Fields Laboratory

where T is the electron gas temperature, ani(z) for hospitality during his stay in Grenoble where the idea

=z/sinhz Thus, behind this work was born.
e’n($)7(¢) vz D({)
LT LR VYR T
2\D d
m wCR(g)d ({) Z *)E-mail: kosevich@ilt.kharkov.ua
. D(¢)
Xsin 2@ 3 | (39

SinceD({)=2cy2m¢/(eB), Eq. (38) describes the os- _ o _ o
cillatory dependence of electric conductivity on magnetic 1?;52"322%3%?33? Oscillations in MetajsCambridge University
field. Like Shubnikov—de Haas oscillations, these oscilla-z '\ i jfshits, M. Ya. Azbel, and M. I. KaganovElectron Theory of
tions have a constant period inBLtorresponding to a mag-  Metals Consultants Bureau, New York, 1973.
netic field variation for which the electron orbit diameter °F. G. Bass and A. A. BuldakoKinetic and Electrodynamic Phenomena
D(¢) changes by an amount equal to the period of the exter- g‘ug:gﬁi‘rcsa:ni”dNSxﬁ‘éflzgggm'co”d“Ctor Superlatiidésva Science
nal potentialV(x). Hence the oscillations under consider- s Weiss, K. v, Klitzing, K. Ploéd, and G. Weitmann, Europhys. L8t.
ation are not associated with the quantum motion of an elec- 179 (1989.
tron in a magnetic field and can be treated as the®R. R. Gerhardts, D. Weiss, and K. V. Klitzing, Phys. Rev. Leg, 1173
manifestation of the geometrical resonance of the same typ@,(ﬂ\l.gi?Abrikosov Introduction to the Theory of Normal Meta[& Rus-
that lead to Pippard’s effect during absorption of ultrasound gjar Nauka, Moscow(1972.
in a metal in the presence of a magnetic fiedée, for ex- L. L. Chang, H. Sakaki, C. A. Chang, and L. Esali, Phys. Rev. L38t.
ample, Ref. & The temperature dependence of the classical,1489(1977. o _
oscillations(38) is defined by the same functiohi(z) as in ;';dszgeﬂg’(fé;\g st’og\f‘ghh?ks’_ Pl gtéé‘g"gz'zfig;’;_rd' Telanin-
the Shubnikov—-de Haas effe(stee Ref. 1 However, while 9A. M. K(Ssevich, inProblems in Theoretical Phy‘/si@'m Russian Naukova
this dependence is determined in the Shubnikov—de HaasbDumka(1993).
effect by the dimensionless parameﬂé’r(ﬁwc) whose in- 101 D. Landau and E. M. LifshitzPhysical Kineticdin Russiar, Nauka,
crease leads to an attenuation of oscillations, this parameterMOSCOW(1979'

in formula (38) has the form Translated by R. S. Wadhwa
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The results of a detailed theoretical analysis of coupling of weakly damped electromagnetic and
acoustic waves in metals are presented. The main difference between the natures of

coupling of modes propagating in the sathelicon—phonon resonancer opposite(doppleron—

phonon resonangalirections is established. The dispersion curves are split in the former

case and bound in the latter case. As a result, a gap appears in the spectrum of coupled modes in
the collisionless limit, both modes being soundlike. It is shown that in the case of
doppleron—phonon resonance, inductive as well as deformative interaction of electrons with the
lattice must be taken into account. €99 American Institute of Physics.
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INTRODUCTION a result of coupling of electromagnetic and acoustic modes,
or of electromagnetic modes with one another.

The problem of propagation and coupling of collective For the range of frequencies and fields in which we are
excitations in condensed media, including metals, is one oditerested and which are confined by the inequalities
the most important and interesting problems in solid state
physics. Two typical cases can be singled out in an exhaus-
tive analysis of this problem. The first case involves the cou-
pling of collective modes, viz., excitations of various sub-

systems in the metal. It should be observed, however, thafyg types of weakly attenuating electromagnetic waves can
the system of coupled modes is common for all coupledyropagate in metals, viz, helicons which exist only in non-
subsystems in a metal. Hence the appurtenance of any mo@gmpensated metals® and dopplerons which have been de-
to a particular subsystem is, in general, arbitrary. The identected in many compensated and noncompensated rfietals.
tification of modes may become quite impOSSible in the Vi'|n (1), w IS the frequency of the wave, the electron relax-
cinity of the points of their degeneracy. By the term “mode” ation frequency, and.=eH/mc the cyclotron frequency.

we mean a certain excitation characterized by a wave vector Helicons and dopplerons are relatively “slow” waves,
k. The effects considered in this publications can serve as agnd their spectra may intersect the spectra of transverse
example of such a coupling. The specific aim of our investi-acoustic modes in fields and frequency intervals attainable in
gations is to study the nature of the interaction of ultrasonigeal experiments. The helicon—phonon resonaft¢BhR

and propagating electromagnetic modes in normal metalgredicted in Refs. 9 and 1@ee also Ref. J1and observed
subjected to an applied magnetic fi¢dd Although the term  experimentally in Ref. 12 was analyzed subsequently by
“mode interaction” is used frequently, it is obvious that it is various groupgsee, for example, Refs. 13 and)1ds well as

not the modes that interact, but rather the subsystems of the reviews by Kaner andSkobo#® and Mertschindf).
metal, like the ionic and electron subsystems in the presematurally, one and the same dispersion equation describes
case. This can be illustrated graphically by exciting oscilla-the spectrum and damping of coupled modes in the case of
tions in one of the subsystems of the metal. As a result oHPhR as well as doppleron—phonon resonafb®hR.
interaction, oscillations are generated inevitably in theHowever, this equation can be simplified considerably for
coupled subsystem also. In this work, we shall not discusghe case of HPhR. This is due to the fact that the helicon—
this aspect of the problem, but confine ourselves to an analyshonon interaction is described quite correctly in the local
sis of the dispersion relation for coupled ultrasonic and eleclimit. As a result, the nature of helicon—phonon coupling is
tromagnetic waves, without going into the aspects concernpractically independent of details of electron energy spec-
ing the excitation of these waves in the metal. The seconttum and is determined mainly by inductive interaction of
case concerns coupling of modes which are collective excielectrons with the lattic& In view of the simplicity of the
tations of the same subsystem in the metal. Naturally, it iHPhR theory, it is hard to obtain from the experiment any
meaningless to speak of any interaction in this case. Howbasically new information except that it confirms the validity
ever, irrespective of the type of coupled modes, both casesf the theory. Apparently, this is one of the reasons behind
are covered by the same laws governing the coupling probthe small number of publications devoted to the experimental
lem as a whole. This can be seen clearly from a comparativeavestigation of the effect. Apart from the work of Grimes
analysis carried out by us for the system of modes formed aand Buchsbaurt? we can mention the magnetoacoustic

osr<<wg, (1)

1063-777X/99/25(8—9)/10/$15.00 656 © 1999 American Institute of Physics
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studies of HPhR in potassidft®and indium!® The second DISPERSION EQUATION AND THE MODEL OF A METAL

reason is associated with the imposition of a lower limit on ) . .

resonance fields associated with Doppler-shifted cyclotron 1 The e_quatlons in the f[heory of_elast|c¢y and Max-
resonancdDSCR). As a result, this region is found to be well's equations, together with material relations, form a

unattainable in real experiments. This is especially true forcomplete system of equations describing elastic and electro-

metals with relatively large velocities of sound and differ- magnetic oscillations in metalsee, for example, Refs. 14,
) y 1arg X 26 as well as the review articles in Refs. 15, 16, and B@r
ence in electron and hole concentratiéhs.

monochromatic plane wavés, Exexp(k-r—iwt); u is the

The existence of dopplerons is asspciated with the Fem]bttice displacement vector are the electric field, these
degeneracy of conduction electrons in metals and DSCRequations have the form

which leads to a strong spatial dispersion of the metal con-

ductivity. Nonlocal effects cannot be disregarded any longer, o

and hence the deformation interaction of electrons with the [g‘,g Napys ekt~ po Ua=Ta, 2

lattice cannot be neglected either. All this complicates the

coupling analysis in the case of DPhR. —kx kX E= (47 0/c?)], )
Doppleron—phonon resonance, which was predicted and

detected for the first time in cadmiuthwas later observed

in other metals als¢see, for example, Ref 22 and the litera- Here k is the wave vectorp the density of the material,

ture cited therein However, the obtained experimental re- Xaﬁy& the elastic constant tensor, ahthe volume density of

sults were used mainly for constructing doppleron spectraghe force exerted by electrons on the latticehe total cur-

and for calculating nonlocal conductivity of metals. HOw- ot density@, L, & andg are material tensors, white3,y,

ever, the peculiarities of the interaction itself have not beemyng s correspond te, y, andz. Equations2)—(4) have been

studied extensively. Mer;gion can be made only of the publiyyritten without taking into consideration the Stewart—
cation by Medvedeet al=~ who attempted to analyze DPhR Tolman effect whose role in a strong magnetic fiéldis

in cadmium theoretically, and of our publicatﬁ.‘)rin which negligible.

we studied the amplitude—frequency dependence of DPhR in  We shall confine our analysis to coupling in the geom-

tungsten. However, the results obtained in these works aretry k||H|z, whereZ is the symmetry axis of at least third

not of general nature. For example, the authors of Ref. 2®rder. In this case, we can separate longitudinal and trans-

used a highly simplified model of the metal and confinedverse oscillations in Eq92)—(4). For circularly polarized

their analysis of the interaction to just a strong coupling oftransverse componentg,. = ¢+ i, (here, = is the polar-

dopplerons with sound. As a result of such a simplification,ization andy=u,E), and the dispersion relation for coupled

the calculated magnetic field dependence of the acoustic abltrasonic and electromagnetic waves has the form

sorption coefficient is not even in qualitative agreement with,, , » : 22 _ .

the results obtained in experimeRts? In Ref. 20, the dis- (Ke"—dmiwo.)(kKvs—w =L /p)=(4miw/p)g-GC. '(5)

persion equation was solved only for a weak coupling of

dopplerons with sound, although a justification was provided™0r =0, L, 9, G; @+ = oxxFi@yy; Vs=(Ayzzx/p) "< is the

for such an approach. velocity of the transverse acoustic wave. It can be seen from
According to their properties, dopplerons can be dividedEas. (2)—(5) that the nature of interaction of eIectAromagnetic

into two basically different groups. The first group containsand acoustic waves is determined by tengpes\dG. If the

dopp|erons whose phase VelOC‘-lM] and group Ve|ocitwgr Interaction .|§ eXClUde-d, l.e., fcgiGt—>O, we obtain from

are collinear. Dopplerons belonging to the second group® the familiar equations

f=GE+Lu, j=#E+gu. (4)

)1/2

have opposite directions of velocitieg,, and vy. We k2c2=4mi wo . (K) (6)
studied” the coupling of the second type of doppleron mode -
with a helicon and found that the spectrum of coupled modes k2v§= w’+L.(K)/p, 7

in such a case differs radically from the spectrum obtained, ibi h £ ol , 4 th
e.g., for HPhR. In the present work, we shall also considefjescrl ing the spectrum of electromagnetic waves and the

the coupling of a doppleron mode and an acoustic modgcoustic spectrum normalized by the electron—phonon inter-
action.

propagating towards each other. The main aim of our re- . . R i o

search is to establish the general laws governing this type of Material tensorgy, G andL are linear combinations of

coupling and to carry out a comparative qualitative andelc_etroacoushc coef_ﬂmr;zggs whose exa_ct expressions were ob-

guantitative analysis of the spectra of coupled modes foPa'ned by Kon_torowcﬁ.’ In the foIIowmg, we shall assume

DPhR and HPhR. We used a simple but realistic model of aII\hat Fhe FermlA sur_facéFM) of_the metal is axially symmetric

uncompensated metal. The dispersion equation for couplerglat've FO Fhez—f'ms. Neglecting the Stewart—Tolman effect,
. ; . we obtain in this case

modes was solved numerically with the help of Muller's

method(generalized secant methodith deflation®® In or- o.=eXv.vi (8)

der to find the physical meaning of the obtained results, we

used an approximate but quite precise solution of this equa- g we’H <v*

tion. - c

A+)>, (€)
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G.=% ¢ +CkA ) 10 N= 2 jS d 18
2=Fi o\ [ Vetgg As] V) (10 = 2k Jes (p)dp,. (18
~ [eH]? ck 2 For convenience of analysis, w introduce the dimensionless
Le=io|—| {|vezr_g Al (1D parameters

~ — 3_ 3.2, 2 2
Herev is the electron velocity(. =v,*iv,), A is the de- q=kvm/we, &= wccwpovn, (19

formation potential tensorX.=A,,*iAy,), the asterisk where wp=(47-rNe2/m)1’2 is the plasma frequency. Let us
(*) indicates complex conjugation, and the angle bracketsiow transform Eq(5) with coefficients(14) and (15), and

indicate integration over the Fermi surfa@S): present it with the help of parametgisy?) in the form
(=i =27 f yim|dp, 12 [0°£+F-(@)]0° - a3+ az(9)]= ax(q), (20
27h)3 Jes wtivtwe—kv, where
2. Let us specify the form of the deformation potential a1(9)= a0 (1=N)g2E3F No]?, (22)
tensor. In contrast to the unperturbed dispersion relation b 0.a
which has been studied in detail for most metals, precious  @2(0)=aoqs[ (1 —N)“q°€”=NAo], (22)

little is known at present about this characteristic of elec-, — (Nmvp)(v,,/vy), F.(q) is a nonlocal factor in the con-
trons. This is mainly due to the complexity of the micro- ductivity (o.==i(NedH)F.) and qs=qli_x (ks
scopic theory of deformation interaction. Hence the most ac-_ ) s
ceptable solution consists of the approximation of the tensor s

by models which can describe the experimental results quite

correctly. Such a model must be “physical” on the one handAPPROXIMATE SOLUTION OF THE DISPERSION

and relatively simple on the other hand since the main aim ofQUATION FOR COUPLED MODES

our analysis is to compute the integréi—(11) and to solve 1. Let us first consider briefly the spectrum of electro-
Eq. (5). To a certain extent, these requirements are met by gagnetic modes in the absence of interaction between the
tensor corresponding to isotropic dispersion relation: electrons and the lattice. We present E&).in the form

AaBZ)\om(%vchaﬁ—vavB . (13 FQE=F.(q). (23

The analytic and graphic solutions of this equation in the

For free electronsho=1. Hence\y is a parameter whose polarization “—,” obtained in the Ilimit y—0 (Fg
magnitude determines the departure from the quadratic dis=F.|,_, are presented in Fig. 1. The spectrum of electro-
persion relation. magnetic modes is defined in universal coordinates

Substituting(13) into Eqgs.(9)—(11), we obtain aklw'® (z=q¢), éxH/w*? In this case, these coordinates

wH are preferable to other universal coordinatgsk/w,, &3
9. (K) =1 0G.(K)=F — [(1=\) o (K)+ Ao (0)], xwlwd. For é> &, (ém=(2714)"%) the solutions of Eq.
c (23) are purely real since the functidfy is also real-valued
14 for g?<1. Forg®> 1, the functionFy(q) is imaginary due to
2 collisionless attenuation of electromagnetic modes as a result
[(1=N)?0- (k) + N (2=N)o-(0)]. of DSCR. Collisions lead to a blurring of the edge of colli-
(15) sionless attenuation, the functidn.(q) becomes complex
. ] for <1, and hence helicon and doppleron modes will at-
Here)\=)\0(1t|y), wherey=(v—|w)/wc._Formulas(14) tenuate. Suppose that the inequalifigs<1, |q"/q’|<1(q
and (15) were dgrlve_d under the assumption that the cyclo-:q/+iq//) are satisfied. In this case, using the expression
tron massn and its sign, as well agand\, are constant for 4 conductivity, we obtain as a result of simple transforma-
all carriers. tions of (23) the following approximate equations describing

3. Let us approximate the FS of a or;g-zihee_t electronne spectrum and damping of weakly attenuating electromag-
surface of the type “corrugated cylinder®2%2%which is netic modes fom=-02%

axially symmetric relative to thé-axis: 0.3
q'“&"=Fo(a’), (29)

S(p2)=So+ Sy cod P, /Po), [Pz =Po, (16 , T I a2 .
rq’'=E" ! -9 9 ! ,
where S(p,) is the area of cross-section of the FS by the ad ~@hie o/9(q™)] @9
planep,=const,S,, S;<S,, andp,>0 are the parameters where
of the model. In view ofv.v*=S(p,)/7m? and v, .
= —(9Sldp,)/27rm we obtain from(8) F’(q")= - [Fo(q')+2q'20F4/d(q'?)].
Cc

— A2 21-1/2
o= 21 (NedH)[(1=1y) = (kvm/we) "] (17 It can be seen from the inset to Fig. 1 and from formula
Here v,=|9S/dp,|w/2mm, where |dS/dp,|, is the maxi- (25) that dF,/3(q%) > ¢ for the doppleron mode and the
mum value of the derivativeéS/dp,, andN is the electron quantityq’q” is negative. The minus sign appears due to the
concentration defined by the relation fact that for such a model of the FS, the doppleron group

Lo(K)=iw

c
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FIG. 1. Spectrum of electromagnetic modes in polarizatieri’‘in metals
with conductivity (17), z=qé&. The horizontal straight lines Plz=z;; z
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collective electromagnetic modes with sound can be disre-
garded completely. If, however, the inequalityl—\)
q2&%|> )\ is also satisfied, formulé27) is transformed into
(7) with k=kg on the right-hand side. Equatidi) describes
the one-particle resonance interaction of electrons with
sound due to DSCR. Such an interactignagnetoacoustic
resonancg which is of deformation type, was considered
earlier by Kaneret al?® For our model of FS in a relatively
clean metal ¢~10° s') with typical parameters, the in-
equalityq§§3>|Fi| is valid at frequencies in the hypersonic
range >10°-10'*s ™). As the frequency decreases, vor-
tex fields begin to play a significant rof&3! and the induc-
tive mechanism of electron interaction with sound will domi-
nate over the deformation mechanisfthe expression
“screening of electron—phonon interaction by vortex fields”
was used by Grishiret al®%). Naturally, we shall be inter-
ested in this frequency range in the present work.

3. Renormalization of the acoustic spectrum caused by
electron—phonon interaction is rather insignificant. Hence the
position of resonance(helicon—phonon or doppleron—
phonon is defined with a fairly high degree of precision by
the point of intersection of the spectrum of propagating elec-
tromagnetic modes with the straight lize- z; (Fig. 1). The

=2y, describe the spectrum of sound in the absence of interaction oposition of this point on the planew(H) is defined by Eq.
electrons with the lattice. The points of interaction of the spectra corresponq24) which assumes the foIIowing form fGI]" =(:

to the helicon—phononz{=0.75) and doppleron—phonores&2) reso-
nances. TheQ-axis (Q2=2Z3) defines the acoustic frequency. The inset
shows the graphic solution ¢23) and(28), Fo=F.|,—o. The straight lines

a andb correspond to the left-hand side @3) in the polarization - for
successively increasing values &fCurvesc,d and e reflect the left-hand
side of (28) for successively large values 6I. The straight linea corre-
sponds to the valug=é&, (£n=(27/4)"%). and curved to the valueQ
=Qm(Q;=2). G and D are the helicon and doppleron solutions respec-
tively.

velocity vg=dw/dk and the phase velocity,,=w/k are
directed opposite to each other. Indeed, in the lipit 0, we
can easily obtain front23) a relation connecting these quan-
tities:

Vel Vor=2[ £~ dFo13(q?) ]I €. (26)

As in Eq. (25), the sign of the right-hand side ¢26) and
hence the mutual orientation of the vectagg and vy, is
determined by the differencet®— dF,/9(q%)]. Note that
Eq. (26) is an exact equality unliké25).

2. Under conditions of weak coupling of botionic and
electron subsystems of the metal, the “acoustic” solution of
Eg. (20) can be presented in the form

a1(Qs)
Us€3=F . (a9

QP=q2+| —as(gs) + (27)

QZ/qS: Fo(ds)- (28)

Here 02=23; 0= w/wo(wj=wivic?vy,). The plane) «
w, Qlgs = H corresponds to the planas(H).?° For the
model considered by us, we obtain from E(®8) g2
=0%(1+Q%. The graphic solution of this equation is pre-
sented in the inset to Fig. 1. The valugs &, andg?=2/3
correspond to the straight lireand curved. Hence, in ac-
cordance with(28), HPhR will be observed at frequencies
satisfying the inequality!)4<ﬂﬁ1=2, while DPhR will be
observed at frequencig3>(),,,.

For typical values of parameters of a metal

N=10%2cm 3
ve=3X10° cm/s;
|0SIop,|/2mh=1.1 A~1 (29

the quantitywy/27r, which determines the scale along tfle
axis in Fig. 1, is~460 MHz.

The solution(27), obtained in the weak coupling limit, is
used frequently for analyzing magnetoacoustic resonance
(see, for example, Refs. 11 and 30 as well as the review by
Mertschind®). However, the correctness of the solution for
resonance of the interaction of collective electromagnetic
modes with sound must be justified. Hence we shall derive a

Resonant interaction of electromagnetic modes Withmore precise solution of the dispersion equation. Let us first
sound is associated with the denominator of the last term ogpproximate Eq(20) to a simpler one. We shall seek the
the right-hand side of27): resonance occurs as RE®  solution in the “—" polarization in the formgq=ge+Aq,
—F_(g¢]—0. However, the resonance condition is no |0ngerwhere|Aq|<qs. Using the expansion of the functiéh_(q)
satisfied at quite high frequencies since in this case, unlikg, the small parameterf—q2) and confining the expansion

relations (24) and (25 written for electromagnetic modes, to the first two terms, we pwg= s in the expressions fa;
we must take into account the finite value of the functionandq,. In this case. Eq(20) assumes the following form

|F.| as a result of collisions. This question was studied in

greater details in Ref. 20. Fo&%>|F. |, the interaction of (30)

[0?— a2+ a3(0s) [0°— a2+ az(ds) 1= g n(ds),
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where 1 a3(Qs) + @(Qs)
Aq ;_(——3 A LN
az=[03°—F _(q) V[ £~ dFo/a(a9)]; Y2 20, 2 sV
7= a1(dg)/ G £~ IFo/d(ad)]. Las(ag) - a2<qs>]2) -
The quantityz is called the constant of coupling of electro- qu\/ 7(ds)

magnetic modes with sound. Substituting in80D) the ap-

! : A ey Away from resonance, the strong coupling condition is vio-
proximate relationg®—q2=2q.Aq and solving it forAq,

lated due to an increase in the quantitys|. Hence the so-

we obtain lutions (35) are valid only in the immediate vicinity of the
1 resonance.
A= 7o 1 Laa(d9) F ap(d9)]
+ [as(as) — az(0e) 12+ 497 5(qs)} (31)  ANALYSIS OF THE SPECTRA OF COUPLED

o . . . ELECTROMAGNETIC AND ULTRASONIC MODES
This is the approximate form of the soluti¢®0) with exter-

nal parameterss (i.e., 0, gs=2s/£) and & In the limit In this section, we shall present graphically the numeri-
) . cal solutions of the dispersion equati@0) in the vicinity of
| — ap| > 4dq;| 7| (32)  HPhR and DPhR. Estimates for the values of frequencies,

resonance fieldsl, and damping coefficients” of coupled
modes were obtained for the model of a metal with param-
eters(29), p=10cm 2 and m=0.9x 10 ?’g. Frequencies,

the solution(31) can be presented in the form of the approxi-
mate relations

1 a2 n(qs) i.e., the values ofg, were chosen in such a way that the
Aql;ﬁ —ap(Qy) + 390 —ax(q0)) (33 inequality £3>9F/3(q?) is satisfied in the case of HPhR
s s ° (zs=0.75) and the opposite inequality holds for DPhR (
1 de7(qs) =2). For the chosen values af;, we obtain w/27
AQ2=2—qS —a3(ds) — PRCAEPRTAIE (39  =346MHz, H,=160kOe{ =2.016) and w/2w

=920 MHz, H,=180k0Oeg,=1.916), respectively. The
For reasonable values of the frequency and model paarge value of resonance fields is due to the specific nature-
rameters for the metala,|?<4q2|7|. In this case, if the coupling of electromagnetic and ultrasonic modes in uncom-
condition(32) is satisfied, the inequalityrs|>|a,| holds. It  pensated metafS.Moreover, we studied the dependence of
can be seen now that the relati(88) is an “acoustic” so- the damping coefficiert” for coupled modes on frequency
lution of the dispersion equation, which practically coincidesw and the deformation potential constany.

with (27). Hence the inequalit{32) is the condition for veri- 1. Let us consider an interesting limiting cage-0. In
fying the correctness of the weak coupling approximationthe absence of coupling and in the vicinity of resonance, the
Depending on the magnitude Bf, solution(34) is a “heli-  attenuation of all threghelicon, doppleron and acoustic

con” or “doppleron” solution. However, unlikg33), this  modes is equal to zero in this case, and hence the strong
solution is valid only in the vicinity of the resonance since coupling condition is satisfied.
the initial inequality|Aq,|<q; is violated away from reso- The solutions 0f20) in the vicinity of HPhR are shown
nance. in Fig. 2. It can be seen from Fig. 2 and E§1) that, in the

It can be seen fronB4) that inequality(32) is equivalent  collisionless limit, both coupled modes are nonattenuating,
to the condition of smallnes§n magnitud¢ of the second and the dispersion curves do not intersect at the point of
term on the right-hand side @84) in comparison with the degeneration of modes, but are split by an amalfRez).
first term. At resonanceg?£°=F’ (gs), and this condition According to(35), the relative splittingh (Rez)/z= 72 At
can be presented in the forfkg p|>|kgoel- Here kg p is  very low frequencies like the ones considered in the present
the damping coefficient for electromagnetic modeslicons  case, &3> 9F 4/9(q2), q263=F,=1 (local limit), the value
and doppleronsin the absence of couplin@gee the expres- of 7 is practically independent ok, (a;=aqqs) and »
sion for a3 and (25)), kg, is the damping coefficient for  =7,, where 7o=aoqe®=H4mpv: is the known
these modes associated with coupling. The valukgf,is  helicon—phonon coupling constant. Obviously, this constant
determined by the second term on the right-hand sides alescribes the coupling only in the local limit. At higher fre-
(33) and (34). The following distinguishing feature of the quencies, we must take into consideration nonlocal effects
resonant interactions is worth noting*> aFola(qg) in the  which lead, among other things, to a dependence @f \ .
case of HPhR and the helicon—phonon coupling increases Figure 3 shows the solutions ¢20) in the vicinity of
the sound attenuation coefficient kf,,,, while the helicon ~ DPhR. It can be seen from Figs. 2 and 3 that the spectra for
attenuation coefficierity decreases by the same amount. INnHPhR and DPhR differ radically from one another. The
the case of DPhR, the attenuation of both coupled modedoppleron and acoustic modes are hybridized, and hence
increases. both solutions of the dispersion equation become complex in

In the case of strong coupling of electromagnetic modes certain range of the values §fn the vicinity of resonance.
with sound, i.e., in the limit opposite to the limi82), for-  The main features of the spectrum of coupled moges
mula (31) can be presented in the form Fig. 3) are described in the limiy— 0 by the relation



Low Temp. Phys. 25 (8-9), August—September 1999 Tsymbal et al. 661

Rez a4 |Re z|
0.77 2,002
0.76
2 000 ==
0.75p
0.74 1.998
0.73 imz
T~ b -
imz T~ 0.003r
S~ ' 440
———————————— 200
0.02F "o - an -
~G el . e 0.002}+ 30
e ] 3
A I T77 120 i
0.001
0.01 10
Il L
2010 2,015 2020 2.025
0
1.85 1.90 1.95 2.00 gocH /@3
ExH/ 031/3 FIG. 3. Doppleron—phonon resonance: spectrum of coupled dopp(Bjon

] and acousti¢Ph) modes(zs=q¢; see Fig. 1in the vicinity of resonance,
FIG. 2. Helicon—phonon resonance: spectrum of coupled heli@rand  optained for different values of/v, (numerical solution of(20), zs=2,
acoustic(Ph modes(z;=q¢; see Fig. 1 in the vicinity of resonance, ob- Mo=1,v,=10° s} (a); for »=0, the damping coefficients of both modes
tained for different values of/v, (numerical solution of(20), z;=0.75, are equalsolid curve (b).
No=1, vo=10° s7Y); for v/vy=0-5, the dispersion curves almost coincide
(a) for v=0, the damping of both modes is equal to zémp

(zs=2Ng=1),a,&,/20,=3x10"* in formula (33). This
A(Rez)py _(ImZ)p, 1 A& 72 value is in good accord with the position of the “resonance”
z =2 ze 2 f_r:|77| . (36) point relative to the straight line=zs.
] ) ] 2. The most distinguishing feature of the doppleron—

'rs‘ th% case of DPhR at relatively high frequenci@s,  phonon coupling is the emergence of a “gap,” i.e., region of
=1z,=¢" (see(29)) at resonance, and the expression for the, 51yes of¢ in which the solutions of the dispersion equation
coupling constant can be presented in the form become complex even in the collisionless lirftsee Fig. 3.
[(1-N)Z3+N]? The gap emerges both in field (for o=cons}) and_in fre-
W (37 quencyw (for H=cons}. It can be seen from relatior81)

s7 0 s and (35) that the emergence of the gap is associated with
It can be seen that in contrast to the HPhR, the valugiof  negative values of the coupling constamtin the case of
DPhR depends on the shape of the FS as well as the defdbPhR. The sign of Rey as well as that of the right-hand
mation potential constant, and may turn out to be mucksides of(25) and (26) is determined by the sign of the dif-
smaller thany, in magnitude. In particular, for our model of ference§3—aFo/é’(q§) which is negative for the doppleron
FS, 0F¢/d(q2)=22/2 and = —0.5x 10 37, for zz=2 and mode considered by us. Hence the emergence of a gap is
No=1. at resonance. Hence in the cases considered by usasically due to coupling of the acoustic and doppleron
DPhR is manifested “more weakly” than HPhR, although modes which propagate towards each other. In the case of
the value ofH, (and hence ofy) was larger in the former HPhR, both modes propagate in the same direction and Re
case. In order to verify this it is sufficient to compare the »>0. Note that doppleron modes can exist with collinggr
scales of the coordinate axes in Figs. 2 and 3. andv,, (see, for example, Ref. 32

Another peculiarity of the obtained results is worth not- Earlier, we studied the coupling of a doppleron mode
ing. It can be seen from Fig.(8® that the dispersion depen- with a helicon?* which also leads to the emergence of a gap
dences for “acoustic” modes are displaced upwards relativén the spectrum of electromagnetic modes. Indeed, it can be
to the straight linez=zg which is the sound spectrum in the seen from Fig. 1 that the helicon mode is hybridized with the
absence of interaction between electrons and the lattice. Thtdoppleron mode in the vicinity of=¢,,. As a result, the
displacement is due to renormalization of the acoustic specsolutions of the dispersion equation become essentially com-
trum as a result of one-particle electron—phonon interactioplex for £<¢&,, and describe the anomalous skin-effect in a
which is described by the coefficieat, in (20). For DPhR  magnetic field. In another classical example, such a coupling

n="To
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FIG. 4. Helicon—phonon resonance: dependence of the splittifiRe2)

and damping Inz (see Fig. 2 of coupled modes at resonance on electron FIG. 5. Doppleron—phonon resonance: dependencg(Bez)p, and damp-
relaxation frequency z=0.75\0=1,v,=10°s"Y); for »/v,=74.7, the ing (Im2)p, and (Imz), (see Fig. 3 of coupled modes at resonance on
value of Imz corresponds to the maximum value for acousid) and  electron relaxation frequencyzd=2\o=1,v,=10°s™); the straight line
minimum for helicon(G) modes. The straight linkg is the damping coef- kg is the damping coefficient for a doppleron in the absence of coupling.
ficient for a helicon in the absence of coupling.

Hence, in typical metals with a quite high degree of purity

O 71 . - . -
occurs in a linear chain of atoms with two different alternat-(¥= 101, s %), the approximation of strong coupling of heli-
cons with sound is quite correct at HPhR.

ing massegsee, for example, Ref. 33Such a chain can be ,
presented in the form of two strongly couplédight” and Ip the case of DPhR, the eIecFron relaxation leads to a
urring of the gap which is manifested clearly for=0.

“heavy”) atomic subsystems. As a result, a gap in frequenc;ﬁi_ . . . . - .
o separating the acoustic and optical branches appears in tHith increasingy, the damping of “acoustic” and "dopple-

vibrational spectrum of atoms. This example is interesting i{°" Modes resulting from their coupling decreaseig. 3.
the sense that, like the doppleron mode considered by us, t e nonresonance contribution to the doppleron damping in-

group and phase velocities of the optical phonons in thi€T€aSes in this cadetraight line in Fig. 5. For the model of

region are directed against each other. Hence it can be al1® Metal considered by us and for-1, the strong coupling

sumed that the formation of a gap in frequensis generally condition (38) in the case of DPhR can be presented in the

6 2 _ : N, i
a characteristic feature of coupling of modes propagatind®'™m Zs(¥/70)*<500. Forzs=2, trl'f condition is satisfied
against each other. only in quite pure metalsy<10°s ). The approximation

3. An inequality opposite to the inequalit?) is the of weak coupling of dopplerons with sound is valid in dirtier,

condition for strong coupling of electromagnetic modes withPUt Still adequately clean metals witte5x 10°s ™. Hence,
sound. Since|a2|2<4q‘s‘| 7|, the necessary and sufficient in the Ca%e,?f DPhR in metals with typ|cr?1I values of
condition for the validity of this inequality is|es|? ;;0;;2?1 s %), we cannot prefer one coupling mode over
b<e4grS|eZ|e,n'tA:(;:?r:dtlrr:3 ;Eggif)’ this inequality at resonance can 4. It can be seen from Fig.(@ that while the dispersion
curves do not intersect in the case of HPhR, the helicon and
acoustic branches of the spectrum combine into a single sys-
(kg p/ks) <] 7. (38 tem at resonance and are smoothly transformed into each
other. Hence in the vicinity of resonance we cannot identify
Here, as beforek, , is the damping coefficient for electro- any coupled mode as a “helicon” or “acoustic” mode. Such
magnetic modes in the absence of couplisge(25)]. a situation persists as long as the dispersion curves are split.
In the collisionless limit, the conditiof39) is satisfied For the case considered by us, splitting vanishes=a74.7
automatically ((’észo)_ It can be seen frontB1) and Fig. x10°s™ L. For higher values of, the coupled modes can be
(2) that a consideration of HPhR in collisions leads to aidentified as “helicon” or “acoustic” modegFig. 4). How-
decrease in the splitting Rez of coupled modes as well as €ver, we continue to use inverted commas since the mode
to their attenuation. The damping coefficient of both modeddentification in the vicinity of resonance remains condi-
at resonance i«"=kg/2. This is illustrated in Fig. 4. A tional.
comparison o0f38) and the dependences presented in Fig. 4 The appurtenance of any coupled mode to a metal sub-
shows that the condition38) is satisfied quite well in the System is determined by the ratio of the intensities of ultra-
frequency ranger<2x10s 1, This estimate can be ob- Sonic and electromagnetic oscillation energies:
tained directly by substituting int¢38) the values of the I, 1 |Hu |2 1 PE—F_(q) ‘2
metal parameters used by uszS(v/vp)?<10° (v, _ = =— ,
=10°s1). The opposite inequality, i.e., the condition of le 70 [CE- 70 |(1=MF - (a) +Xol
weak coupling of helicons with sound, is satisfied far  whereq is the solution of the dispersion equati®0). Fig-
=0.75 only in very “dirty” metals (#=2x10"s™1).  ure 6 shows the dependencel gf| ¢ obtained in the vicinity

(39
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10¢

FIG. 6. Helicon—phonon resonance: the ratio of intensities of ultrasonic and
electromagnetic oscillations in the vicinity of resonance, obtained for differ-

ent values ofv/vg (zs=0.75\o=1,v,=10°s 7).

of HPhR for different values of. It can be seen that for
<74.7.10°s ™%, 1,/1g=1 for both modes in the vicinity of
resonance. Hence in this range of frequenciethe coupled

modes belong almost equally to both subsystems of the met
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dopplerons with sound is valid,,/lg=3 and the “dopple-
ron” mode still cannot be called doppleronlike.

In order to understand the origin of such a “phenom-
enon,” let us analyze in greater detail formu&9). We shall
confine our analysis to the most interesting case 0
(strong coupling regime Substituting the approximate rela-
tions g’=q@?+29,Aq and F_(q)=F_(qe)+29s5q
X[dFo/(q2)] [where Zj,Aq=*+q27*3(35)] into (39), we
obtain at resonance

u~

dFq
2
d(Qs)

8~ 9Fola(qZ
|§ 0 (q5)|‘1i(1—)\0)
le
70

§3
1/2
X 3r £3 2
(f [& —f?Fo/f?(qs)])

In the case of HPhR:®> 9F 4/d(q2) andl,/lg=1 for
Ao=1 at relatively low frequencies. In turmF,/d(q?)

> ¢3 at relatively high frequencies in the case of DPhR, and
hence the quantityt,/lI¢ will be much larger than unity
(Il Ne=[dF¢/3(q?)]/&® for Ap=1) and both modes are
soundlike. For our model of F$Fo/d(q2)=2z2/2(qs=1,£°
=73) and |,/1g=2%/2. at resonance. Far,=2, the ratio
Ly/1g=32. This value is in good agreement with that ob-

-2

(40)

and none of them can be defined as heliconlike or soundlikgined from a numerical solution of the dispersion equation,

mode. Such a definition becomes possible only for relatively-€-u/le=31.3(Fig. 7,1=0). Finally,
large values of, to be more precise, upon a transition to thethat since the coefficienty, is small (7o

regime of weak coupling between helicons and sound.
It can be seen from Figs. 3 and 5 that, in contrast t

helicon—phonon coupling, the coupled modes in DPhR caft

be identified as “doppleron” and “acoustic” modes for in-
definitely small values of (for doppleron mode, Re<0 for
Im z>0). Hence the nature of the obtainéd/lz depen-

dences(Fig. 7 may appear at first glance as quite unex-

it should be observed
~1073 for H
~10° Oe), the ratidl ,/I¢ (40) for reasonable values of the

gJoarametersw and A depends weakly on the value of the

onstant\g.

5. We have considered two cases, viz., HPhR and DPhR,
without taking into consideration the dependence of these
effects on frequencys and the deformation potential con-
stanthy. Naturally, this dependence is determined to a con-

pected and in contradiction to such a unique definiteness ctiderable extent by the dependence of the coupling constant

mode identification. Astonishingly, both modes in the vicin- 7 0N @ @ndA,. It can be seen from the expression fpthat
ity of resonance are found to be soundlike modes in thdhe frequency dependence gis considerably influenced by

vicinity of resonance in a quite pure metal. Even for5
x10°s1, when the approximation of weak coupling of

-————

1 -_ 7 — . D
E/frlo I i éf 1 | D \n\\
2.010 2.015 2.020 2.025
§°<H/(o1/3

FIG. 7. Doppleron—phonon resonance: the ratio of intensities of ultrasoni
and electromagnetic oscillations in the vicinity of resonance, obtained fo
different values ofv/vg (zs=2\¢=1,vo=10"s7Y).

the quantity\,, the direction in which\, deviates from the
value A\o=1 being quite important. We shall consider this
question in greater detail by taking the frequency depen-
dence of the damping coefficient for coupled modes as an
example.

For the model of FS considered by LL§§3=F021
—q§/2 (see the graphic solution of ER8) in Fig. 1) at the
resonance at quite low frequenci&s<(),, (HPhR. Since
the value ofq§ is relatively small in this case, we can write
nocl—)\oqﬁ except for negligibly small terms. If the con-
stant\ is not too large, the dependence »bn A, will be
weak. In particular,q§:0.15 in the case considered by us
(zs=0.75). Upon a transition to the local limiFg—1) at
lower frequencies, this dependence can be disregarded com-
pletely. Consequently, in quite strong magnetic fie(tse
magnitude of resonance field increases with decreasing fre-
quency, the coupling of helicons with sound is mainly due
to inductive interaction of electrons with the lattteSuch a
conclusion can also be drawn without specifying the exact
gorm of FS and deformation potential tensor, and by using
only the symmetry properties of electroacoustic coefficients.
These coefficients are even functiéh®and can be written
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FIG. 8. Frequency dependence of the damping coefficient of “acoustic”
(Im z=(lm 2)p, for O=Q,; see Fig. 3 and coupled modedor A<Q,;
see Fig. 2 at resonance, obtained for different valueshgf(v=10°s1).
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difference] £3— 0F0/a(q§)], appears in the expression fgr
upon a transition from Eq20) to (30) as a result of trans-
formation of the expression in the first brackets on the right-
hand side 0f20). Hence the above-mentioned properties of
this parameter are determined only by the functional depen-
denceF(q) (i.e., conductivity of the metabnd peculiarities

of solutions of the dispersion equation for electromagnetic
modes. It may seem that the coupling constaig indepen-
dent of peculiarities of the acoustic spectrum associated with
the electron—phonon interaction. However, such a depen-
dence exists, even though it is quite weak. Indeed, while
going over from Eq(20) to (30), we need not pugj=gs in

the expression for the coefficienb(q), but expand this ex-
pression(as well asF(q)) in small parameteqz—qg. Con-
sequently, the denominator of the expressiomfacquires a

The pointzs=2\,=1 corresponds to the DPhR case considered abovefactor 1+ &azla(qg) which can be neglected since it is al-

(Fig. 3.

in the form of expansions in even powers af for g2><1.

However, in contrast to the conductivief<vv* >, the co-
efficients containing components of the tendoare equal to
zero forq=0. For small values of?, it is sufficient to retain

ways positive and practically does not differ from unity for
reasonable values aé and\,. It should also be observed
that the limitg.-.G.—0 in Eq. (5) is not equivalent to the
limit a;—0 in (20), since the coefficienty; is a complex
combination of the coefficienter., g+, G- and L. .
Hence the expression fay takes into account to a certain
extent the interaction of collective electromagnetic modes

only the first terms in the expansions. Consequently the ratiwvith sound, as well as the electron—phonon interaction.

of the “inductive” and “deformation” forces will be deter-
mined by the square of nonlocalization parameter, i.e., by th
quantityg? (and notq as mentioned in Ref. 14

According to Eg. (28, q2£°=1+Q* at resonance.
HenceqZ¢%>3 for DPhR >(,,), and the coupling con-
stant will depend strongly on\y. Figure 8 shows the fre-

€ONCLUSION

In this work, we have analyzed the peculiarities of cou-
pling of propagating electromagnetic modes of helicons and
dopplerons with ultrasonic waves. Although helicon—phonon
interaction has been studied in detail by now, our analysis of

quency dependences of the damping constant for the “acousis effect here is quite relevant as it allows a comparative

tic” mode (Q=Q,,) and coupled modes{(X=<(},,) at
resonance for different values of the constagt Since cou-

analysis of two basically different cases of coupling, viz.,
coupling of modes propagating towards each oft#PhR)

pling of various branches of the spectrum leads to its renorznq modes propagating in the same directidPhR).

malization, the frequency),, indicated in the figure tenta-

We have shown that the cardinal difference in the spec-

tively separates the frequency regions corresponding tg, of coupled modes in the cases under consideration is as-

HPhR and DPhR. It can be seen that () ,,,, the damp-
ing coefficient of coupled modes depends significantlyngn
only in a narrow frequency interval. This is due to the fact

sociated with the ratio of the quantiti@is:ola(qﬁ) and &3
This ratio has the formg=q?dF,/d(q2)]/Fo(qs). For
B>1, a doppleron mode is associated with the acoustic wave,

that in the case of HPhR, the damping of coupled modegs phase and group velocities being directed against each
under strong coupling conditions is determined mainly bygiher jts spectrum acquiring a “gap” in the limjt—0. The

the coefficienta; on the right-hand side d85), which does
not depend or\ at all. The contribution dependent o
becomes significant only in the vicinity éi,,. The situation

is quite different forQ>Q,, when even a slight departure
of the quantity\ ;, on either side of the valugy,=1 leads to

a quantitative as well as qualitative variation of the fre-
quency dependence of damping coefficient for the “acous
tic” mode. This points towards the significant role of the

deformation interaction in the case of DPhR. Finally, let us
consider an interesting peculiarity of the dependences showg IFo13(q

in Fig. 8. For A;=1.3, the damping coefficient of the
*acoustic” mode is very small in a certain frequency inter-
val in the vicinity of 2=2. This is due to the fact that for
02£%=No/(1—\g) (Ao>1) the coupling constarity| in the

polarization “—" is also very small on account of mutual

value of the parameteB is also significant. At quite high
frequencies,8>1 (DPhR and both coupled modes in pure
metals are soundlike in the vicinity of resonance. At low
frequencies,f<1 (HPhR and I,/Ig=1 for both modes.
Such properties of the paramet@rare associated with the
nature of roots of the dispersion equati@3). Nonlocal ef-
fects in conductivity lead to a resonant increase in conduc-
tivity for q2— 1 (see inset to Fig.)land to the emergence of

a doppleron solution of the dispersion equation. The deriva-
§) increases even more sharply. Consequently,
B—x for g°>—1. In the region of helicon solutions of Eq.
(23), nonlocal effects are manifested less sharply, the deriva-
tive aFO/a(qg) is finite, andB—0 (Fy—1) for g>—0. This
conclusion is practically independent of the specific form of
FS.

suppression of the inductive and deformation interactions of

dopplerons with sound.
6. Note that parameteB or, to be more precise, the
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Wave processes in layered organic conductors in strong magnetic fields are investigated
theoretically at low temperatures when the de Haas—van Alphen effect is manifested strongly.
The spectrum and amplitude of weakly attenuating waves are determined in the vicinity

of the electron phase transition where the formation of diamagnetic domains takes plat899©
American Institute of Physic§S1063-777X99)01308-0

The class of conductors having metal-type conductivitythe Fermi surfaces(p)=¢g by the planepy=p-H/H is
has been considerably broadened in recent years followinglose to the extremal cross-sectional agg, nearly all con-
the synthesis of organic layered structures. Their electrigiyction electrons with Fermi energy: are involved in the
conductivity is strongly anisotropic, i.e., the conductivity formation of oscillatory effects in layered quasi-two-
along layers is much higher than its value at right angles tQjimensjonal conductors. As a result, the amplitude of oscil-
the layers. o lations of magnetizatioM is found to be quite large, and the
The energy of charge carriers in layered conductors magnetic susceptibility components; =M, /3B; may be-
o come comparable with unity. In this case, we cannot disre-
e(p)= 2 sn(px,py)COS( ?) (1) gard the difference bet\/\{eep the magnetic inductnB,,
n=0 +B(r,t) and the magnetic fielth=B—47M(B). If one of
the diagonal components of the magnetic susceptibjity
depends weakly on the momentum compon@Rtp-N o caads 1/4, the homogeneous state becomes unstabile
along the normain to the If';\ye'rs, wh|'le the functions and is replaced by an inhomogeneous state with alternating
&(Px.py) decrease sharply with increasimg Formula (1) om0 aing having different values of magnetic inductidfif

correspo_nds o the strong-cogpling approximation in Whid}he dissipative effects are insignificant, ¢z is quite large
overlapping of the wave functions of electrons belonging tothe formation of a stationary domain structure may be ac-

different layers is small, and the separatmbetween them . . I
is much larger than the intralayer atomic separation companied by weakly attenuating oscillations of the electro-
' magnetic field>'® We shall use the following standard no-

The low-dimensional electron energy spectrum of sucq tion: B is the homogen it of maanetic induction
conductors, which are frequently called synthetic metals, fa-2tON: Bo 1S € homogeneous part of magnetic induction,

o n .
cilitates the manifestation of Shubnikov—de Haasd de B(r,t.) the magnetic field of the wa\{eQ—eBO/m c.the.
Haas— van Alpheéhquantum oscillations in them in a mag- rotational frequency of an electron in the magnetic field,
netic fieldH e,m*, and 7 are its charge, effective cyclotron mass, and
The oscillatory dependences of magnetoresistanod mean free time respectively, is the velocity of light in
magnetization of bismufdiscovered in Leiden were treated Vacuum, and: the Planck’s constant. _
for a long time as anomalies in bismuth along with its other ~ The experimental observation of Shubnikov—de Haas
unusual properties, until the investigations carried out b);quantum oscillations of magnetoresistance of organic metals
bridge led to the conclusion that the oscillatory dependenctduid helium temperatures in magnetic fields of the order of
of the physical characteristics of metals on inverse magneti¢0 T (see Refs. 14 and 15 and the literature cited in the
field at low temperatures is a common feature of metalsteview article Ref. 1Ballows us to assume that the condition
These oscillations can be observed only in quite strong mag27>1 is clearly satisfied in the investigated samples, and
netic fields, such that the separatide=#{) between Lan- the formation of a domain structure in layered organic con-
dau levels exceeds their widtii and the temperature blur- ductors is quite possible.
ring of the Fermi distribution functionf,(e) of charge 1. Let us consider wave processes in layered conductors
carriers>~8 While these quantum oscillations in metals arefor the case whe<1/4s, and the homogeneous p&j of
caused only by a small fraction of charge carriers of thethe magnetic induction is directed along the normal to the
order of (:Q/eg)Y? for which the aress of cross section of layers, i.e.Bo=(0,0B,), and has a quite large value so that

1063-777X/99/25(8—9)/4/$15.00 666 © 1999 American Institute of Physics
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Q7>1. Without any loss of generality during the solution of kcos¢), and the dependence of the electron velocity on the
the problem, we confine ourselves to just the first two termsiimensionless variable should be found with the help of

in expression(1) for e(p), assuming thaki(py,py) is @  the equation of motion for the charge
constant quantity equal tgvgh/a, wherevy is the charac-

teristic Fermi velocity gf charge carriers glong the layers, and 8_p —(m*vxey); €=(0,0,1). @)
the parameter of quasi-two-dimensionality of the electronen-  Jd¢
ergy spectruny <1.

In the vicinity of the electron phase transition with the
formation of diamagnetic domains fa=|1—4my|<1 in
the Maxwell equations

For #=0, the exponent in formulé7) depends linearly
on ¢’. Integrating with respect to and ¢’, we obtain the
following expression foir;; (k):

. . 2¢?
ccurlH=4mj+0E/ot; ccurlE=—gB/at; div B=0 (2) aij(k)=f(2—h)3dsé[s(p)—sp]
v

the linear term (X4my)B,(r,t) in the expansion of the

function H(r,t) in the magnetic fieldB,(r,t) of the wave > EJZWZWm*da vi "(@)v](a) ©
turns out to be of the same order as the nonlinear terms, and noalo Ynd+ikvgysina’
the wave process becomes essentially nonlinear even for .
small amplitudes oB(r,t) and of the electric fieldE(r,t) of wherey,=y+in,a=ap,/#, and
the wave!?13 1 (n .
If the magnetic susceptibility = x,, is not too close to vi(a)= EL de vj(e,a)exp—ine}. (10)
1/4m, i.e., k?B,(r,t) is much larger than the nonlinear terms
in the expansion oH(r,t) for quite small wave amplitudes, As a result of simple computations, we arrive at the fol-

we can confine ourselves to the linear approximation whildowing expression fowr;;(k):
solving Maxwell's equations.

The current densﬂ_y is connect_ed Wlth the electric field gij(k):wg > Ci(jn)[(kvon)er(YnQ)Z]flIZ, (12)
of a wave through an integral relation in the case of a strong n

spatial dispersion: wherew,, is the frequency of plasma oscillations in the sys-

tem of conduction electrons, ar(q(j”) are numerical factors
ji(f,t)ZJ dt’d® oy (t' —t,r'=r)Ej(t',r')=6E;.  (3)  of the order of unity. Fori=j, all of them are real and
positive, while in nondissipative Hall components they are
Using the Fourier representations for the electric andmaginary as a rule and change sign upon inversionasfd

magnetic fields of the wave j» and hence a helicoidal wave is generated in a quite strong
magnetic field forQ>kvy#n and attenuates at distandgs
E(r,t)=J d3kE(K)exd i (k-1 — wt)], @)  =00(27)*?% wheresy=cl[wp(wr) ™.

If the wave vector deviates from the normal to the layers
by an anglef=arctany, the spectrum of weakly attenuating
B(r,t)= f d3kB(k)exdi(k-r—ot)], (5  waves is transformed considerably. A helicoidal wave can be
generated only for t&rg<7%/y,= 77Qr, when the dissipative
we arrive at the following dispersion equation for determin-part p,sir? @ of resistivity in the plane orthogonal to the
ing the spectrumw(k) of intrinsic vibrational modes: vectork is much smaller than the Hall components.
For y,=7%«? and p’<tarf <4/ly, the attenuation

(K22 12
oxx— §(Kyr"HK7) Ty Txz wavelength is»?/ y, tarf ¢ times larger than the wavelength
Det Tyx oy~ &k oyt fkylz‘z =0, and is equal to
Ozx ooy EkyK, 07— fky

(6) | hei= 80(Q 7) %272 cosé cot’? 4. (12

where the Fourier components of the electric conductivity — In extremely strong magnetic fields, whep<7?«?,
tensor have the following form in the semiclassical approxi-the attenuation length of the helicoidal wave has the form

mation () <e7): o= 8o( Q7)¥202( 12+ tar? 6)%4cosd cot 6. (13
2 - - .
oij (k)= f 2_63d85(8(p)_sp)f 27m* Q" dp, For tarf 6= 772()/0, the imaginary part ok is larger than,
(2mh) or comparable with, the real part and the wave process does
o 0 not occur. Numerical factors of the order of unity, which
X d(pvi(go)j de'vi(e") depend on the specific form of the functiep(py,p,), have
0 - been omitted in formulagl2) and (13).
xexplye' +k-[r(¢"+¢)—r(e)]}. (7) 2. Analysis of the transient processes under conditions of

the existence of the domain structure, whegmn1/4s, is
much more complicated. We shall consider only the case of

— o . — —-1r¢ ’ /.
Here y=1/Q7=i0/Q; 1(¢) =10 fO v(e)de'; weak time and space dispersion of electromagnetic waves:

é=c?/(4miw) the x-axis is directed at right angles to the
wave vectork and to the vectoB, so thatk=(0, ksiné, wr<l, krog<l, nkyvor<1, (14
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wherer g is the radius of curvature of the electron orbit in the Linearizing Eg.(17) in b(y) and disregarding small
field Bo=(0,0B,). This enables us to present the integralterms proportional toy5, we arrive at the following linear
expression(3) for conduction current and magnetization cur- equation inb(y):

rentj’=ccurlM induced by an external magnetic field in a
localized form, i.e., in the form of an expansion in powers of
E, B and their derivatives. Eliminating the electric field
from the Maxwell equationg2), we obtain the following

ab(y) 92
KZT§ ~ 127 5 5 [b(y)BY(Y)]

2
. w
kf—l’ymu(%)

. i a'b(y)] ¥ [ wp | #b(y)
equation for the transient field(y,z,t): 27 TN A2 P
47TE=—czcurl[;3 curl(B—4mM)]J, (15 (21)
where
where [p curl(B—4mM)];=p;;[curl(B—47M)]; and the 2\ 2 )
components of the static resistivity tenggy=(&"1);; also _ ( Y ) 2 kAo wkz(ﬁ)
contain, in addition to the semiclassical expression, small c’Q z Yo%zl 20 ) |

H H 1/2 H
guantum corrections in parametér(@/ e g) ™. Introduction Admissible values of the parameteifor which the function

of these corrections does not lead to a qualitative variation (y) does not contain secular terms determine the possible

the spectrum of weakly attenuating waves, and it is sufficien\tNave spectrum. The case=0 corresponds to a wave propa-

to cgr;}s@eg thedclassmal gxprgs{s@)dfc;_r ‘Tié for _klzot') h gating along the normal to the layers, and its frequency is
€ induced current densily is defined mainly by the  yofineq s follows with an error not exceeding terms propor-

magnetization componeiv, tional to y2:
jy=CcdM,lay=cx(Bg)dB,dy+a ¢ r33°B,/dy° k2c2Q)
w= 1—ivo). 22
_CgaBglay’ (16 wlz) ( Y0) (22)
where ¢ = (8/B2)(s¢ 15Q)% a and B are numerical factors For \=0, Eq.(21) is transformed into a Lamequation
of the order of unity. which can be integrated in known transcendental functions.

In the case of an isotropic dispersion relation for chargdn the limiting casey<«?7?, the amplitude ob(y) is ex-
carriers_in the layer plane, whep,,=py,= P227°= Po pressed in terms of Jacobi’s elliptic functions
=4m/wyT we obtain after simple transformations the fol- b(yy)=Acn(yy,m)dn(y;,u), (23)

lowing expression foB,(y,z,t):
gexp Ay.2.) whereA is a constant angt; =y/[ (1 + x?)*?].

ws \%5%B, N i ‘92Hz+ 9°B, Knowing B,(y,z,t), we can easily obtain the remaining
20 at? T a2\ ay? T a7? components of the electromagnetic field. In zeroth approxi-
mation in g, i.e., without taking dissipation into consider-
w5 B wy 91 i -
B T i 30 p 2 A ation, we obtain
c’Q’r 7ot Pt ()Pt

By(Y,z,t) = —k,8(1+ u?) PA sn(y,, u)

(17) Xexp —iwt+ik,z);
By(y,z,t)=—ik,8(1+u?)2Asny,,u)

Xexp —iwt+ik,z);

9°H, . 9°B,
ay> 9% |’

where the operatot; has the form

A=—mmt . (18) cQ
noyT 0z E=— —5[e;xcurlH(B)]. (24)
The time-independent solution of EL7), i.e., “p
If the domain size is large in comparison with the
B1(y)=bou(1+ u?) 12 S,-<—y“,_ M) (19  function b(y) differs considerably from zero only near the
6(1+ ) transient layer, i.e., in the vicinity of the pointg,
defines a periodic domain structure with a perde-45(1  =2nK(u), wherenis an integer. _
+ud)¥K () and domain wall thicknesss=(4ma)Y/2 Thus, in the case of a periodic domain structure, the
rolx. amplitude of a helicoidal wave depends considerably on the

Hereby= (k%27 {) 2= kBy(hQ/eg), the moduluss of size of the domains and the thickne$ef the periodic layer.
the elliptic functionsnis defined uniquely by the integration

L ; —1/2 ;
constant, and(u) = fow de(1—u?sir @) "2 is a total el-  »g.mai vpeschansky@ilt.kharkov.ua

liptic integral of the first kind.
We shall seek the time-dependent solution of @4) in

the form
) ) L. V. Schubnikov and W. J. de Haas, Leiden Commi@.207f (1930.
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The Fermi surface and cyclotron masses of the Eré@anpound are studied by means of the

de Haas—van Alphen technique under pressure. Concurrently, the electronic structure is
calculatedab initio for the ferromagnetic phase of Ergsalhe experimental data have been
analyzed on the basis of the calculated volume-dependent band structure and compared with
available results for isostructural Tmgand LuGa compounds. ©1999 American

Institute of Physicg.S1063-777X99)01408-3

1. INTRODUCTION be investigated in a paramagnetic phase of Er@awhich

o i magnetic field leads to a quasi-ferromagnetic configuration
The objective of the present work is a study of the pres- magnetic moments.

sure effect on the Fermi surfadeS) and cyclotron masses of In the present work the experimental study of the dHVA

the ErGg compound by means of the de Haas—van Alphefyttect under pressure is complementedatyinitio calcula-
(dHVA) effect. The pressure derivatives of dHVA frequenciesiions of the spin-polarized electronic structure of ExGa
and cyclotron masses are of particular interest due to theifnen the atomic volume is varied through a small range
assumed sensitivity to details of the exchange interaction ang,,nd the equilibrium value. Basically, the dHVA data
many-body effects. Therefore, the present investigation cagnpiemented by results of the calculations provide a possi-
provide a critical test for recently developed methods Ofbility to estimate the volume dependencies of the FS and
ab initio calculations of electronic and magnetic structures,(_:,xchange interaction parameters, as well as the many-body
and to stimulate the formulation of improved theories for onhancement of band cyclotron masses. A comparison of the
rare-earthgRE). . data of the pressure effect and the calculated volume depen-
Thé'fs work represents an extension of our recentyent hand structure can be especially useful in testing the
studies™ of the FS and electronic structure in the cubiC 4q4equacy of theoretical models employed for rare-earth com-
REGa compounds at ambient pressure. There are very littlgy,ngs, The evaluated parameters of the electronic structure
data available on the physical properties of EfGehe com- ¢ £rGa, are also compared with corresponding results ob-

pound crystallizes in the AuGttype cubic structure and or- {5ined for the isostructural compounds Tm@ad LuGa at
ders antiferromagnetically dty=2.8 K by means of a con-  4mpient pressurk?

tinuous transition, and the corresponding magnetic structure
is presumably the incommensurate modulated‘dhean be
expected that at low temperatures EgGaveals large and
field-dependent magnetization, in the same manner as is the Single crystals of ErGawere grown by the flux method
case of TmGa? This provides a number of complications in from the melt of the nominal composition 90% at. Ga and
the Fourier analysis of dHVA oscillations. Specifically, the 10% at. Er. The purity of starting metals was 6N for Ga and
dHVA effect has to be studied in sufficiently strong magnetic4N for Er. The feed placed in a alumina crucible and sealed
fields where magnetization is almost saturated. These fields a quartz tube in argon atmosphere under pressure of
are expected to be higher than the critical field destroying thd50 Torr at room temperature, was heated in a resistance
antiferromagnetic order. By this means the dHVA effect carfurnace up to 920 °C, held at this temperature for 48 h and

2. EXPERIMENTAL TECHNIQUES

1063-777X/99/25(8—9)/7/$15.00 670 © 1999 American Institute of Physics
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then slowly cooled down at the rate 0.8 K/h. The synthesis
was stopped at about 350 °C and then sample was cooled
rapidly down to room temperature for avoiding the formation
of ErGg in peritetic reaction. The resulting crystals of
ErGa were immersed in an excess of Ga which is easy to
remove. The obtained crystals had the form of cubes with
maximum dimensions 85X5 mm. According to the-ray
examination the quality of single crystals was very good.
The dHVA effect measurements were performed on a
spherical samplé&iameter 2.5 mmby using a standard field
modulation technique at temperatures down to 1.5 K and in
magnetic fields up to 15 T applied along principal crystallo-
graphic axes. Large amplitudes of the observed dHVA oscil-
lations can be considered as another prove of the high quality
of ErGa; single crystals. A standard Cu—Be clamp was used
for the pressure effect study with an extracted benzine sol- H
vent as the medium transmitting pressure to the sample. The appl -
maximum pressure employed was 6.4 kbar at 4.2 K. A smalfg, 1. Magnetization of ErGaat 1.7 K in the magnetic field applied along
manganin coil with resistance about 6Dwas placed near (100 (0), (110 (O), and(11l) (A) axes.
the sample to measure the applied pressure. Preliminary this
coil has been trained to cooling-pressure and then calibrated
by measuring the superconducting transition temperature dfhe total CF splitting is about 120 K. These parameters pro-
Sn® A deviation of the manganin coil resistance due to thevided a possibility for evaluating the angular dependence of
residual magnetic field of the superconducting magnet hathe magnetization.
been also taken into account. The sample, the pick-up coil, The applied pressure modifies a magnitude and field de-
and the manganin coil, all were placed in a teflon cell, filledpendence of the magnetization due to a pressure influence on
with the extracted benzine solvent, and then the cell was puhe CF splitting, as well as on the exchange interaction. It is
in the pressure clamp. A deviation from hydrostatic pressurevell known, that CF of metallic rare-earth compounds con-
and its effect on the measurements are estimated to be negins contributions from charges of surrounding ligands as
ligible by observing that the superconducting transitionwell as from the direct Coulomb and exchange interactions
width of Sn does not change noticeably and amplitudes obf the rare-earth ion with conduction electrons. In order to
the dHVA oscillations do not decrease substantially undeestimate the influence of the pressure on the CF we have
pressures used in this work. restricted ourselves to the contribution from surrounding
Since the pressure clamp is heated with the modulatiotigands within the point charge model. The applied pressure
field, there is a difference in temperatures between the heP brings about the volume dilatatiof\V/V=—P/cg, were
lium bath and the sample in the pressure clamp. The modwg-bulk modulus. Under pressure of 10kbB®YV is esti-
lation amplitude and frequency used in measurements wem@ated to be—0.013, when we assume for Ergtne bulk
40 G and 38.5 Hz, respectively. These amplitude and fremodulus of TmGg equal tocg= 765 kbar® The change of
guency were chosen to produce a large enough dHvVA signaCF due to this dilatation causes a variation of the magnetic
and, at the same time, to reduce the heating power, whicinduction at 1.7 K in the applied field of 15 T not larger than
leads to a temperature difference not exceeding 0.02 K. 20 G. One can estimate also a change of the magnetization in
In a magnetic material, the dHvA oscillations are peri- ErGa due to a variation of the exchange interaction param-
odic inB~?1, whereB is the magnetic induction. For a spheri- eter under pressure by making use of appropriate data ob-
cal sample as we have us@k=H,,,+(87/3)M, where tained for the isostructural REJrtompounds:*® The corre-
Happi is the applied field andM is the magnetization. sponding variation of the magnetic induction with the
Complementary magnetization measurements were pegpplied pressure of 10 kbar is aboufl0 G at 1.7 K in the
formed by a home made vibrating sample magnetometefield of 15 T. Therefore, the total change of the magnetic
The field dependence of the magnetization along the princiinduction reaches only 10 G, giving the relative variation of
pal crystallographic axes is shown in Fig. 1. This dependencthe dHVA frequencysF/F=2.10 “kbar !, which may be
can be reproduced by a fitting calculation in the molecularneglected in the Fourier analysis of the dHVA oscillations.
field approximation. The Hamiltonian employed contains the  The dHVA effect measurements were carried out in mag-
crystal field (CF), the exchange and Zeeman terms. Thenetic fields higher tha8 T where the magnetization does not
molecular-field exchange parameter was estimated, based ehange appreciably and the Fourier analysis of the dHvA
the value of the paramagnetic Curie temperatué®,  oscillations can be performed. In another case a dHvVA fre-
=—10K. Then the best fit to the experimental data wasquency would change its value following the strength of ex-
obtained for the CF parametexsand W (in the usual nota- ternal magnetic field. It turns out that for this intensity range
tions of Ref. 7 equal to 0.22 and 0.25 K, respectively. This ErGg is in the paramagnetic state, and the measurements
gives thel'; doublet as the CF ground state, and the firstwere carried out in this phase well above the antiferro-
excited state appeared to be thf" quartet at about 30 K. paramagnetic transition. Actually, along all principal crystal-

M, pB/at. Er

T
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state neaEr, it seems reasonable to tredt gtates in ErGa
. as semilocalized core states, in line with Refs. 10, 13, 14 and

BN 18.

2.0t In fact, the standard rare-earth mddds employed in
\. P this work in the limit of the large Hubbard repulsidd

15l AF % within the ab initio LSDA schemé&’ for the exchange-

correlation effects. The localizefdstates of Er were treated

" as spin-polarized outer-core wave functions, contributing to

" the total spin density. Consequently, the spin occupation

numbers were fixed by applying the Russel-Saunders cou-

pling scheme to the #shell, which was not allowed to hy-

bridize with conduction electrons.

The self-consistent band structure calculations were car-
ried out for the paramagnetic configuration phase of ErGa
by using the linear muffin-tin orbital methadMTO) in the

T,K atomic sphere approximatig®SA) with combined correc-
tions to ASA included®?! In the framework of the LSDA,
FIG._Z. Sketch of the ma_gnetic phase _diag_ram of BliGéhe ma_g_netic field the spin density of the #states polarizes the “spin-up” and
applied along th€100)-axis. The curve is a line of phase transitions between,, . " .
an antiferromagnetic state and the paramagnetic one. spin-down” conduction electron states through the local
exchange interaction. The exchange split conduction electron
states interact with the localizefdstates at other sites, ap-
pearing as the medium for the indirefctf interaction!®*®
lographic axes001), 011, and(111) the critical field of the In order to calculate FS orbits, the charge densities were
antiferromagnetic-paramagnetic transition does not exceeghtained by including spin-orbit coupling at each variational
3 T. This is evident from a sketch of the magnetic phasestep, as suggested in Refs. 12 and 13. In this case the spin is
diagram in Fig. 2, where the curve represents a transitiofio longer a good quantum number, and it is not possible to
between an antiferromagnetic state and the paramagnetic oa@ajuate the electronic structure for “spin-up” and “spin-
for the fields applied along100 axes. Actually, the mag- down” bands separately. Also, we have employed the ap-
netic phase diagram of Ergé more complex, and its full proximation, which has been extremely successful for
description, together with neutron diffraction data and the Cﬁare_earthé? name|y, to omit spin_orbit Coup”ng in Spin_
scheme examination, will be published elsewHere. polarized band structure calculations for EsGl gives the

The magnetization in magnetic fields higher than 8 Tpossibility of elucidating the role of the spin-orbit coupling,
tends to saturate and magnetic moments settle into a quasind also of presenting “spin-up” and “spin-down” bands
ferromagnetic configuration. Moreover, the magnetizatiorfor field-induced ferromagnetic phase of ExGavhere the
along all directions in a magnetic field higher th& T ap-  exchange splitting is much larger than the spin-orbit cou-
peared to be almost temperature independent in the rangging.
1.7-4.2 K. Therefore, the evaluated values of the magneti- The band structure calculations were performed self-
zation along the principal crystallographic axes were used ionsistently on a uniform mesh of 455 points in the irreduc-
the Fourier analysis of dHVA oscillations. It should be jple wedge of the cubic Brillouin zone for a number of lattice
pointed out that for the field induced quasi-ferromagneticharameters close to the experimental one. The individual
configuration the dHVA spectrum of Ergean be compared  atomic radii of the components were chosen following the
with results of band structure calculations for the correspondmethod outlined in Ref. 22.
ing spin-polarized state. The results obtained with the LMTO-ASA method were

verified and supplemented by carrying @i initio relativ-

istic full-potential LMTO calculations of the electronic struc-
3. DETAILS OF CALCULATIONS ture of ErGa in an external magnetic field with the Zeeman

term included(details of this method have been described

At present it is commonly believé&*that, within the  elsewher&). The calculated density of staté®OS) and
local spin-density, approximatiofLSDA), a strict band band structure along selected high symmetry lines appeared
treatment of the # states is inadequate for heavy rare earthsto be similar in the two types of calculations.

In the corresponding spin-polarized calculationsftsiell is The calculated partial densities of states for the ferro-
not filled and the 4 bands, which act as a sink for electrons, magnetic phase of ErGare presented in Fig. 3. Two fairly
always cut the Fermi levelHg) leading to absurd values of broad peaks, associated with bonding and antibonding states,
specific heat coefficientsand wrong 4 occupancies, close originate due to hybridization of dbstates of Er and

to the divalent(i.e., atomi¢ configuration'® 4p-states of Ga. As can be seen in Fig. 3, thestates give

According to the photoemission ddfa!’ the 4f spec-  substantial contribution to the total DOS at the Fermi energy.
tral density for Er and Er-based compounds was observedn the other hand, the exchange splitting is more pro-
about 5 eV belowE. Therefore, for the present purpose, nounced for the 8-states of Erabout 20 mRYy due to the
which is mainly to describe the band structure for the groundocal exchange interaction. For hybridized electronic states at
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FIG. 5. Fractional changes of the dHVA frequenci&&,/F(0), as a func-
tion of pressure for thE100] magnetic field direction at 2.1 K. The frequen-
cies are labeled according to Ref. 3 and Fig. 6. @&he) anda(down) refer

to the oscillations originating from the “spin-up” and “spin-down” sub-
bands of thea branch, respectively. The solid lines are guides for the eye.

Er the exchange splitting takes smaller values, reducing to
about 1 mRy for the pure-states.

FIG. 3. Partial densities of states as a function of endrgiative to the
Fermi energyEr) for the ferromagnetic phase of ErgeBolid lines stand
for p-states of Ga, and dashed lines represkstates of Er.

For reference, the angular dependence of dHVA frequen-
cies in the(100) and(110) planes, obtained at ambient pres-

The Fourier spectra of dHVA oscillations in Ergab-  sure in Ref. 3, is shown in Fig. 6. The intersections of the
served along100 axis at different pressures are presented incalculated FS of ErGawith planes of the cubic Brillouin
Fig. 4, and the pressure effect on the corresponding dHvAone (Fig. 7) reveal the “spin-split” almost spherical elec-
frequencies is exhibited in Fig. 5. For all the principal crys-tron FS centered aR-point and the complicated multiply
tallographic axes(100), (110, and(111), the dHvA frequen-  connected hole FS centered a@and X-points. As can be
cies at ambient pressure and their pressure derivativeseen in Fig. 6, the agreement between the calculated FS and
dInF/dP are listed in Table I. the experimental data is quite good in the range of the high
dHVA frequenciegbrancha which arise from the FS sheet at
R-point, and brancl, associated with the largest sheet of the
hole FS centered df-point), as well as the medium ones
(branchb, related to the hole FS sheetX&point). Instead of
the calculated branch which arise from a “neck” at the
symmetry lineI'R, a branch with a different angular field
dependence has been observed in the range of low dHVA
frequencies. It is analogous to the branch previously found in
LuGas,* and labelech in Fig. 6.

Basically, the dHVA spectrum of ErGan the field-
induced ferromagnetic configuration appeared to be close to
the spectrum of LuGg' except for the presence of addi-
tional branchd’ that is just below thel branch and located in
the vicinity of the(100 axis. It should be pointed out that in
. . . a ferromagnetic configuration phase of the isostructural
d TmGg compound the dHvA spectrum contains several
6.2 kbar h-like branches in the low frequency range and no
d’-branch?

4. RESULTS AND DISCUSSION

0 kbar

3.6 kbar

dHvA Amplitude , arb. units

A

1

0 20
Frequency , MG

80

120

The dHVA oscillations originating from the “spin-split”
subbands were observed only for théranch. This splitting
is seen in Fig. 4 and Fig. 5, but not resolved in Fig. 6 owing
to the scale chosen. Based upon the calculated partial DOS in
Fig. 3, one can expect the more easily observed dHvVA oscil-
lations related to the majority states, having lower DOS and,

FIG. 4. Fourier spectra of dHVA oscillations observed at 2.1 K for magneticcorrespondingly, lower band masses. In fact, the frequencies

fields directed along100] axis at ambient pressure, 3.6 kbar, and 6.2 kbar. calculated for

“spin-up” bands (which are actually
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TABLE |. DHVA frequencies at ambient pressure, their pressure derivatives, and cyclotron effective masses at
ambient pressure ErGa

—1 *
Field F, MG d In F/dp, 10° kbar mg ,mo
direction experiment experiment theory experiment
(100 98.71 2.30.3 1.3 0.96:0.02
97.81 1.4-04 11 -
41.07 1.7#0.2 2.0 0.9%0.02
30.27 0.36:0.02 - 0.92-0.03
12.66 —2.7£0.1 —2.8 0.44-0.02
4.35 - - 0.55-0.02
(110 96.03 1.2-0.2 1.2 0.8%-0.02
95.17 1.6:0.3 11 -
15.80 -1.2+0.1 - -
15.14 —1.1+0.1 - 0.570.02
11.95 —2.4+0.2 -2.0 0.84:0.04
3.37 —4.5+0.3 - 0.28:0.02
(111 88.30 2.5-0.3 1.4 0.86:0.02
87.58 1.720.1 1.2 -
35.47 2.3:0.2 1.9 0.76:0.02
4.21 - - 0.51-0.02

presented in Fig.)6appeared to be in better agreement withwherem? is the calculated band cyclotron mass amglis the
the experimentally observed ones. free-electron mass. Taking into account the small value of
The experimental pressure derivativddn F/dP, pre-  this exchange splitting for tha branch(about 1 mRYy, the
sented in Table |, are rather large in comparison with freedifference between experimental pressure derivatives for the
electron scaling prediction, which gives two-thirds the vol- corresponding “spin-split” subbands can be considered as
ume compressibility or 0.8710 2kbar !, provided the surprisingly large.
available bulk modulus of TmG&is accepted for ErGa It was originally suggested in Ref. 24, that there are two
Basically, there is a qualitative agreement between the excontributions in ferromagnetic metals to the pressure deriva-
perimental and calculated In F/dP derivatives(again, the tive of dHVA frequency. The first “potential” contribution
bulk modulus of TmGawas used to convert the calculated comes from an atomic volume effect on the crystal potential,
volume derivatives to the pressure ones, listed in Taple | and also from a scaling effect due to the change of the Bril-
The main discrepancy between these derivatives can be sekmin zone size. It can be approximated by the corresponding
for the a branch, where the average exchange splitting iglerivative for a non-magnetic reference compound with a
given by close value of the compressibilitfin our case it can be
b LuGa). The second “magnetic” contribution originates
AE=2upAF(mo/me), fromafhe redistribution of co?\duction electrons betwgen spin-
split subbands with pressure and the corresponding changes
of volume enclosed by FS sheets. Within the Stoner—

(100} {110} Wohlfarth model this contribution for ferromagnetic
: 3d-metals was described qualitatively by considering a
O :
- ° omad' ° g _(fe M
S or 88 b 580
_bf(-ﬂ-a-wi-m ——
= 7%t :
g 10 . h
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FIG. 6. Angular dependence of the dHVA frequencies in Br@&ken from
Ref. 3. Circles stand for the experimental data, solid lines show calculate&IG. 7. Intersection of the Fermi surface for EgGuith the Brillouin zone
results. planes.
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TABLE II. Cyclotron massegexperimentalm? , and calculatedm*c’, in units of free-electron magand the corresponding mass enhancement factar
REGg compounds at ambient pressure. For EfGao effective masses measured at 4 kbar are also presented.

Branch ErGa TmGa? LuGag

and

orientation my m; , 4 kbar me A me mp A mg mp A

a, (100 0.96+0.02 - 0.40 1.4 1.26:0.02 0.41 1.93 0.740.02 0.38 0.95
a, (110 0.89+0.02 - 0.37 1.4 1.02:0.03 0.38 1.68 0.730.02 0.36 1.03
a, (111 0.80+0.02 0.94+0.03 0.37 1.16 0.7%0.02 0.38 1.03 0.570.02 0.36 0.58
d, (100 0.91+0.02 - 0.46 0.98 1.36¢0.02 0.46 1.83 0.680.02 0.48 0.31
d, (111 0.70+0.02 0.92+0.03 0.40 0.75 0.960.02 0.42 1.14 0.580.02 0.39 0.36

aTaken from Ref. 2

pressure effect on the exchange splitting* According to  0.3(d branch to about 1(a branch. Assuming that values of
the present calculations, Fermi surfaces of Er@a not Ae_pn in REGg are close to the corresponding ones in
change uniformly because of a strokglependenp-d mix-  LuGas, one can estimate magnetic contributiong,y in
ing effect on the exchange-split conduction band. As a resulrGa to be 0.4-0.6 and 0.4-0.7 farandd orbits, respec-
the difference between pressure derivatives of the spin-splffvely: In TmGg the corresponding values &fy,qare larger

FS cross-sectional areas is inconsistent with prediction basé'd more anisotropic, namely 0.5-1 and 0.8-1.5.
on the Stoner—Wohifarth model. The hybridization of conduction electrons with 4tates

At this point, it is difficult to explain the discrepancy could contribute to the large cyclotron masses observed in

b h ) | and calculated derivati OErGag (and TmGg), and affect the shape of FS as well. For
eiween the gxpenmenta fr‘m ?a Culate ] ervatives eavy rare-earths these hybridization effects are commonly
dHVA frequencies for the spin-spld branch in ErGa A

overestimated within LSDA, and corresponding calculations
detailed consideration of this problem should obtain furthek,ouid lead to substantial reduction of the conduction band
arguments in future planned experiments, which are aimed t@jdth in REGa and, therefore, to remarkably different bulk
reveal exchange-splitting for other FS sheets, as well as thegroperties in comparison to LuGan accord with the lattice
pressure dependence. Also, a study of the dHVA effect undgrarameters behavior, which decrease slightly in a linear fash-
pressure in the reference nonmagnetic compound Lw@ga  ion in the series ErGa TmGa, and LuGg due to the lan-
provide a possibility to evaluate the “potential” contribu- thanide contraction, it can be expected, however, that con-
tions to the pressure derivatives for corresponding FS crossluction band widths are close in REGand band cyclotron
sections of ErGa In addition, spin-polarized calculations of Masses should be also close. At the present stage even cal-

the volume-dependent FS with full-potential LMTO method culhations perlf;rmedb Wit?":j LSDAU or a lJII-!éubbgrd-like
will be helpful to clarify this problem. Compared to the scheme would not be of decisive importariceand more

LMTO-ASA method used for this purpose, a full-potential elabprg teq analysis is necessary to estimate a scale of the
. hybridization effects.

tech.nique.p.rovide_s better descripFion of electroni(_: d_e_nsity in"" 5ne may assume that the distinctions between effective
the mtersnua} region and, qccordlngly, more realigitike | ,cses of TmGgand ErGa are most likely due to the dif-
andp-d hybridized conduction electron states. ferent ground state¥Hg and*l 15, multiplets of Tn?* and
Cyclotron masses have been determined at ambient E3* ions in the CF of TmGaand ErGg, respectively. The
pressure for all dHVA frequencies in the field applied alongc|: scheme of Tmegaprovides the triplef‘gl) as the ground
the (100, (110 and(111) axes, and appeared to be smallerstate with intrinsic magnetic and quadrupolar moménts.
than free electron masisee Table ). Also, the cyclotron Therefore, in TmGathe enhancement factar presumably
masses measured at a pressure of 4 kbar for braaciedd  contains a contribution from coupled magnetic-quadrupolar
in the field applied along thé111) axis are presented in €xcitations. Also, in the quasi-ferromagnetic configuration of

Table Il. Band cyclotron masses® have been calculated for Magnetic moments, the exchange splitting of conduction
a andd branches, and are also given in Table II. bands can vary in ErGand TmGa due to the difference in

corresponding fi-shell spin occupation numbers. At the mo-
ment one cannot attribute the differences in cyclotron masses
(and angular dependencies of dHVA frequencies as)well

The mass enhancement factor which is defined by
relation m’c*:mE(lJr \), presents a measure of interaction
strength of conduction electrons with low epergy excitations.an unambiguous way in ErGand TmGa either to the con-

The \-factors for electrons ora and d orbits in ErGa, duction band splitting or the magnetostriction.

TmGa,” and LuGg"*are listed in Table II. In non-magnetic In addition, one more mechanism can govern these dif-
LuGa the \-factor is presumably a measure of electron-ferences. Namely, it was shown in Ref. 25 that virtual mag-
phonon interactions, whereas in Eg@ad TmGa this factor  netic excitations can contribute substantially to the effective
also contains contributids) coming from magnetic excita- mass of the conduction electrons in rare-earth systems. These
tions. As seen in Table Il in LuGahe A factor ranges from excitations are magnetic excitons in a paramagnetic system
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The results of joint studies of Shubnikov—de Haas oscillations and “high-temperature”
oscillations(HTO) of diagonal and nondiagonal components of the magnetoresistance tensor for
pure bismuth in magnetic fields up to 20 T are presented. The oscillations are measured

for magnetic field directions close to trigonal and binary crystallographic axes at temperatures
4-43 K. A comparison of the variation of energy spectrum parameters for bismuth in
ultra-quantum limit with peculiarities of “high-temperature” oscillations leads to the conclusion
confirming the correspondence between HTO periods to the width of the energy band
overlapping region. In the case when light electrons in two ellipsoids are in the ultra-quantum
limit, a correlation between the exit of the last Landau level of heavy electi@ns

complete closure of the third electron ellipspahd the vanishing of HTO periods is observed in
high magnetic fields. This experimental fact can play a key role in the theoretical description
of the nature of HTO. ©1999 American Institute of Physids$1063-777X99)01508-X|

INTRODUCTION case of semimetallic alloys of bismuth with different num-
bers of electrons and holes, it was fofirtHat Focg &+ gl

A new type of quantum oscillations of static conductiv- =g, (s¢ and & are the Fermi energies of electrons and
ity of bismuth in a magnetic field was discovered by one ofholes andE, is the width of the energy band overlapping
the authors(VBK) and Yu. A. Bogod in 19732 The new  region. Thus, the characteristic feature of HTO distinguish-
oscillations are periodic in reciprocal magnetic field and argng them from other quantum oscillations in a magnetic field
characterized by a frequency higher than that ofis the independence of the HTO frequency of the Fermi en-
Shubnikov—de Haa¢SdH) oscillations. In contrast to SdH ergy. This formed the basis of the hypoth8siscording to
oscillations observed af<4 K, the new oscillations were hich the HTO of kinetic coefficients in semimetals are as-
detected in the temperature range 8—65 K and were referreghciated with quantum oscillations of the probability of in-
to as “high-temperature” oscillationéiTO).>* At high tem-  tervalley quasi-elastic scattering of charge carriers at the
peratures, HTO are observed for-%() ({); is the charac-  phand edges. In other words, HTO are due to “deep” states of
teristic cyclotron frequendy when SdH oscillations are ex- the electron(hole) spectral branches of a semimetal with
ponentially small. HTO differ basically from SdH energies close to the boundary energy for the kelectron
oscillation§ in a peculiar temperature dependence: The HT@ranch. Subsequently, the idea put forth in Ref. 6 was con-
amplitude p rapidly attains its peak value dt~10K and  sidered theoretically by Bogoet al.’ and a general ap-
then decreases slowly upon heatfit T>10K, the deriva- proach to the HTO problem was developed.
tive (9/dT)Inp is independent of cyclotron frequency. It was It turned out, however, that while the oscillation mecha-
found that the HTO amplitude in bismuth and semi-metallic nism described above explains a number of properties of
bismuth—antimony alloys is correctly described by the func-HTO, it does not lead to a complete solution of the probfem.
tion [(T{‘")*1+(T;“p)*1]exp(—a'r), where (T;"p)*loc In Refs. 10—-12, a model alternative to that in Refs. 6 and
X[exp@n/M—1]"Y 6,=%Sq,/kg=37K; s is the velocity 9 was proposed for explaining the HTO origin. According to
of sound,a=0.22deg?, q,, is the wave vector of phonons, this model, conductivity oscillations are results of electron—
that corresponds to the separation between the characteristiole transitions near the Fermi level rather than at the energy
point® of the electron and hole spectral branches, andand boundaries. The necessary condition for generation of
(7™~ and (Tg"p)—l are the probabilities of elastic and in- HTO in such a model is the multiplicity of effective masses
elastic interband scattering of charge carriers. of electrons and holes. Unfortunately, the analysis carried

The correlation between the HTO frequerniéyand the out in Ref. 5 revealed fundamental contradictions between
concentratiom of charge carriersf=n?3) was established the model®~*2and experimental results, that cannot be elimi-
in experiments carried out with bismuth and compensatedated simply by improving the model.
semi-metallic bismuth-based alloysin the more general The facts described above lead to the conclusion that the

1063-777X/99/25(8—9)/5/$15.00 677 © 1999 American Institute of Physics
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origin of HTO can probably be determined with the help of 30fF

experiments in which the energy spectrum paramékeaami 2

energy, the energy widtk, of overlapping of the conduc- [

tion and valence bands, and charge carrier concentjatam Lol o 1

be varied over a wide range. Such experiments for bismuth
should be carried out in stror{gp to 20 T and highemag-
netic field, in which energy parameters depend on the mag-
netic field considerably. The information concerning the
variations in the energy spectrum can be obtained from
oscillatory effects of the de Haas—van Alphen or
Shubnikov—de Haas type with the help of an appropriate
theoretical model of energy spectrum. It should be recalled
that bismuth is a semimetal in which the relative energy
differenceE, between the top of the hole bandi) at the
T-point and the bottom of the electron band) at the
L-point of the Brillouin band is quite smalH30—-40 meV).
Since the gafEy between the conduction bard and the
valence band. , lying below it is also small 15 meV), the
effective masses of electrons in three equivalent valleys are
small. As a result, the values Efg andE, change radically FIG. 1. Dependences af,, andp, on magnetic fielH|C,: curvesl and
in high magnetic field, which in turn leads to a strong depen-3 correspond tg,, at T=4 and 20 K, respectively, and curZto pj, (in
dence of the charge carrier concentration and the Fermi eftPirary units atT=4xK.
ergy on the magnetic field.

In this paper, we report on the results of joint measure-
ments of SdH oscillations and HTO of the nondiagongh(  the dependences,(H), while HTO, which were detected in
andp,,) and diagonal g,,) components of the magnetore- our experiments starting fro 4 K up to 43 K, dominate
sistance tensor, which were made on a monocrystalline bisghove 15 K.
muth sample at temperatures 4-43 K in magnetic fields upto  Figure 1 shows the dependengg(H) (curve 1) mea-
20 T. These experiments were aimed at obtaining new inforsured at 4 K in a magnetic field parallel to the binary aXjs
mation on the HTO origin from a comparison of changes inand the second derivativel,= d%p,,/dH? (curve 2) ob-
the energy spectrum of Bi in the ultra-quantum limit with tained as a result of computer processing of ghgH) sig-
peculiarities of HTO. nal. The values of magnetic fields corresponding to minima
of SdH oscillations obtained by us are close to those ob-
tained in Refs. 14—17. For the given orientation of the mag-
netic field, oscillations from two electron ellipsoids with

The measurements of SdH oscillations and HTO wereequal small cyclotron masses, an electron ellipsoid with
made in stationary magnetic fields up to 20 T on a puréheavy masses, and a hole ellipsoid with heavy masses are
bismuth sample under the conditions whgX|C,, HLC,  observed. The form of the,(H) dependence in weak mag-
(C4llZ, C,|lY andC, are the trigonal, binary, and bisector netic field is determined by the passage of the Landau levels
crystallographic axes, respectively ahds the current den- of light electrons through the Fermi levélhe resonance
sity vecto). Since the HTO amplitude does not normally number is determined by the value of the quantum number
exceed 0.1-1% of the monotonic magnetoresistance compp=0,1,2 .. .) for which the quantum limit takes place near
nent, we used in our measurements the following peculiaH~1.5T, i.e., when the leve]=1 intersects the Fermi
property of the nondiagonal componemf, of the magne- level. The structure of oscillations in magnetic fields stronger
toresistance tensof,which allowed us to improve consider- than 1.5 T is determined by the Landau levels of heavy holes
ably the sensitivity, and hence the resolution of measuretquantum numbek=0,1,2 . ..) andheavy electrons.
ments: the monotonic component of the even parippf The experimental dependengg(H) measured at 20 K
vanishes in view of symmetry for exact orientatiblfC, for H||C, is shown by curvé in Fig. 1. “High-temperature”
while the oscillating component remains unchanged. Thescillations can be detected reliably on the second derivative
nondiagonal magnetoresistance tensor compopgptwas  pj, obtained as a result of computer processing of the corre-
measured for the orientatidd||C,. In this case, the mono- sponding curvep,,(H). A fragment of the dependence
tonic component of the even part pf, does not vanish, but pl.(H™!) is shown in Fig. 2(curve 1). Fourier analysis of
during the recording op,, the ratio of the oscillating and oscillations on curvel indicates the presence of HTO peri-
monotonic components increases significantly in contrast tods corresponding to holes and equal to 0468 * 7!
the diagonal componenit,,. For this reason, SdH and HTO and 0.20% 10 1T~ 1. As is usually the case with bismuth,
oscillations were measured in the angular intergalO° HTO are observed as a superposition of two frequencies dif-
relative to the directiorH||C3 and in the vicinity of the di- fering by a factor of 1.22.The frequency spectrum of oscil-
rectionH||C,. In the temperature range 4—15 K, SdH oscil- lation (inset to Fig. 2 also displays second harmonics of
lations prevail in fundamental frequencies.

Ppr Q

EXPERIMENTAL RESULTS
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FIG. 4. Dependences gfy, and py, on the reciprocal magnetic field,
=20K: pyy,£H,C3=7° (curvel), andpy,, £ H,C3=7° and 4.5°(curves
0% and 3, respectively.

FIG. 2. “High-temperature™ oscillations of resistivity}, in bismuth for
H||C,, T=20K. Curvel corresponds to the experiment, and cuds the
result of computer simulation. The inset shows the frequency spectrum
oscillations.

cillations and HTO in pure Bita4 K was carried out for the
Figure 3 shows by way of an example the dependencérst time and has become possible owing to the application
pyx(H™1) (curve 1) measured ta4 K for a direction ofH  of strong magnetic fields, measurements of nondiagonal
close to the trigonal axi€3 (£ H,C3~9°). Thesecond de- magnetoresistance tensor compongpt (signal recording
rivative py,(H ") (curve2) was obtained as a result of com- with a high-sensitivity amplifigr and high accuracy of mea-
puter processing of the dependenpe,(H™'). Fourier  surements of the voltage drop across the sample. The form of
analysis of these curves reveals the presence of periods @fe p,,(H) dependence in magnetic fields up4cb T (see
SdH oscillations for electron®i=2.6x10"*T~! and P§  Fig. 3) is determined by the passage through the Fermi level
=0.95<10 1T ! and holes P"=1.52x10 1 T"1) as well  of the Landau levels for electrons with the cyclotron mass
as HTO periodsP{T9=0.48<107 1T ! and P5}7°=0.6 m¢~0.03ny, which attain quantum limitemergence of the
%10~ 1T~ attributed to holegsee the frequency spectrum level 0%) nearH~5 T. Starting from fields~4 T, oscilla-
in the inset to Fig. B Simultaneous observation of SAH o0s- tions of holes (n?w0.0G"no) are observed, which attain
quantum limit neaH~10T (emergence of the level ),
while oscillations of heavy electronsnf~0.1m,) take place
14 aboveH~12T.

: ) ir f Figure 4 shows thepyX(H‘l) dependence measured at
12k 8 3l 20 K in a magnetic field whose direction is close to the
A ’\j‘\‘ £ ol 2 trigonal axis ¢H,C3=7°) and second derivatives
10k : £ 3 pyx(H™1) (£H,C3=4.5 and 7°. In fields up to-4 T, the
1t 45 HTO fundamental frequencie§!™©=20.83T andF}™°
o sk 5020 =16.66 T are observedthe corresponding periods are
” Frequency, T PYT0=0.48<10 1 T~ ! andP57°=0.6x10"*T"%), which
5 6 increase in proportion to'2r=1,2,3,4...) upon a further
Q | increase irH, the multiplicity being determined by H,C;.
i NJ 2 For example, the HTO frequency is doubled and increases
4+ four-fold for ~ H,C3=4.5 and 7° respectively in high mag-
- netic fields(see Fig. 4. At the same time, the main periods
2r of HTO for ~H,C3;=1° are observed up to 20 T, the form
v of oscillations differing strongly from the sinusoid. On the
: L L : 1 + i whole the HTO pattern is quite complex. Fourier analysis of
0 0.5 1.0 1.5 2.0 the frequency spectrum of oscillations reveals primarily the
HY, T fundamental HTO frequencies which are usually manifested

, ) L as a superposition of two frequencies differing by a factor of
FIG. 3. Dependences pi, andpj, on the reciprocal magnetic fieldhC; 1.22% as well as combination and multiple frequencies. Low-
T=4 K: curvel corresponds te,, and curve2 to p;jx (in arbitrary units. T ’

The inset shows the frequency spectrum of oscillations. SdH frequenciedf€équency components of the signal can be suppressed and a
F¢(1),F"(2), andFS (3); HTO frequenciesF4T° (4) andF}T° (5). high frequency multiple to one of the fundamental frequen-
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cies can be singled out with the help of the derivatives of th&E,=37.5meVH=0) and E,;~35meVH=20T)."° It
signal with respect to magnetic field of an order higher tharshould be noted that the last resuliy(H)~E((0)) is quite
the second. For example, the eighth derivative of the deperustified: since the electron energy associated with cyclotron
dence pyX(Hfl) for ~H,C3=3° corresponds to the fre- motion, say, in a magnetic field of 20 T amounts to less than
quency 333.28 T which is higher than the fundamental fre0.2 eV, the additional energy is also low~@
quency 20.83 T by a factor of 16. X 10~ ® eV/atom), i.e., the changes in the band structure are
insignificant.

The period of SdH oscillations for holes for the direction
of H||C, in fieldsH>1.5T is 0.7 10 * T~ ! and is twice

We analyzed the experimental data pertaining to the Sdks large as the corresponding value in the preultraquantum
effect by using the results obtained in Refs. 14—17, in whiclrange of magnetic fields, which is due to monotonic increase
the variation of the position of the Fermi level and chargein the value ofe" with H. At T=20K, the amplitude of the
carrier concentration in bismuth in strong magnetic fieldsSdH oscillations for holes is suppressed considerably, but
were calculated from the resonance values of magnetic fieldbhese oscillations are still observed in fields exceedh®T,
for which the energies of Landau levels are equal to thdor which the conditiorﬁQ’C‘>kT holds (the cyclotron mass
energy of the Fermi level. The position of the Fermi level isfor heavy holes ism{=0.21m,).%® Peculiarities associated
determined by the conditiong +n,=p, wheren,, n,, and  with the variation of the spectrum, e.g., transition to ul-
p are the concentrations of light electrons, heavy electrondgraquantum limit for light electrons for 1.5 T and the emer-
and holes, respectively. When the magnetic field is orientegence of the leve] =0 for heavy electrons for-12 T, are
along the binary axiC, and its magnitudeHd>1.5T, all  clearly pronounced on the dependengg(H) measured at
light electrons lie at the levej=0. The concentration of 20 K against the background of small amplitude of SdH
charge carriers in this case increases with magnetic field fapscillations for holegcurve 3 in Fig. 1). On the other hand,
two reasons(1) due to linear dependence of the density ofthe HTO periods do not experience changes and remain the
states at the levgl=0 on the magnetic field, an@) due to  same in the preultraquantum and the ultraquantum ranges of
the downward displacement of this level on the energy scalenagnetic fields in spite of considerable changes in the values
since the spin mass of light electrons is smaller than thef £2, e", and charge carrier concentration. It is naturally
orbital mass(the ratio of spin and orbital splitting i3y  hence to put HTO in correspondence with the spectral pa-
=(H YH)S/(H H°™®=1.1 for light electrons'® Experiments rameter remaining unchanged in the given experimental situ-
on magnetic reflectionl proved that after convergence to the ation, i.e., the widthE, of the region of band overlapping.
minimum distance for a certaid,~10T, the band& ¢ and One more singularity of HTO presented in Fig. 2 is
L, diverge due to interband interaction. Consequently, thavorth noting. This singularity becomes more visual if we
dispersion relation for the lowerj€0) Landau level for compare the experimental dependep&gH ~1) with a simi-
light electrons plays an important role in determining thelar oscillatory curve simulated on a computer with the help
theoretical values of the fields corresponding to oscillatiorof a band frequency filter whose limits are determined by
minima. The corresponding theoretical model, which wasmeasured HTO frequencies. It can be clearly seen that the
proposed for the first time by Smitht al}* and modified experimental curvel coincides with the calculated cunz
later by Vecchiet al,'® has made it possible to interpret re- only to the valueH 1~0.09 T ! at which the last oscilla-
sults on magnetooptical reflection in high magnetic fiElds tion minimum (marked by the arrow in the figurds ob-
as well as on the SdH effett!’ The position of the Fermi served for HTO, since the next maximum and minimum be-
level in strong magnetic field depends onlymrandp since  long to SdH oscillations for holes and accordingly are
n, is much larger tham,, i.e., nj=p. Spin splitting for  characterized by a larger period. It is natural to put in corre-
heavy electrons is stronger than the orbital splittingspondence the vanishing of HTO in the given field with the
(y=0.25)!% and the corresponding lower Landau level exit of the last energy levgl=0 for heavy electrons foH
moves upwards along the energy scale upon an increase 112 T. This experiment can play basically a key role in the
H, intersecting the Fermi level &~12 T. After the disap- theoretical description of the HTO origin. In our opinion,
pearance of heavy electrons, the equatify=p holds. Ac- however, additional measurements in strong magnetic fields
cording to Hiruma and Miurd’ the value of Fermi levet  or in alloys BiSb and BiTe with an appropriate direction of
for electrons decreases from 26.5 meWH=£0) to H are required for a reliable confirmation of this fact.
~12meVH=20T), while the Fermi IevekE for holes in- In the case when the magnetic field is oriented close to
creases from 11 meVH=0) to ~25meVH=20T). The the trigonal crystallographic axis, the magnetic field depen-
charge carrier concentration increases by a factor larger thasence of energy parameters is more complicated than for
three and is equal to 8107cm 3(H=0) and 13 H|C,. ForH|Cs, the spin mass for electrons is larger than
x107em 3(H=20T). Spin splitting for heavy holes the orbital mass ¥=0.53),'® and henceE, increases with
(H||C,) is small (y=0.05)'® and the upper Landau levkl the magnetic field, i.e., the Landau level Gor electrons
=0 for holes moves downwards on the energy scale upon amoves upwards on the energy scale. Similarly, the energy
increase inH, which leads together with a similar displace- corresponding to the edge of the hole bdielel 07) in-
ment of the lower energy level=0 for light electrons creases withH since the spin mass of holes is more than
(in the caseH=<20T we are interested )irto a quite small twice as large as the orbital masg=£2.15) 18 As a result,
change in the energy of band overlapping:the quantityE, depending on the velocities of relative mo-

DISCUSSION OF RESULTS



Low Temp. Phys. 25 (8-9), August—September 1999 Krasovitsky et al. 681

tion of the bottom of the conduction band and the top of thespectrum for bismuth in the ultraquantum limit determined
valence band remains almost unchangedHe£20T. On  from the results of measurements of SdH oscillations is com-
the other hand, the Fermi energy for electrons in fields pared with peculiarities of HTO. It is concluded that HTO
H>5T starts increasing and becomes higher by 30% foperiods are related to the width of the regions of energy band
H~20T.*®A comparison of changes occurring in the en-overlapping for bismuth.
ergy spectrum of bismuth in strong magnetic fields with  This research was supported by and carried out at the
HTO singularities does not reveal any obvious correlationsGrenoble High Magnetic Field Laboratory.
However, the very fact of observation of fundamental HTO
periods for some directions dfi near Cj, Whigh remain .o krasovitsky@ilt kharkov.ua
unchanged up to 20 T, can be naturally put in correspon-
dence with the invariability oE,. At the present time, it is
difficult to explain why -the fundamental frequ-enCies of HTO Lyu. A. Bogod and Vit. B. Krasovitsky, Preprint of Inst. for Low Tem
are suppressed by their harmonios new multiple frequen- Physics ag 4 Engineering, Khark @9735. P : P
cies for certain directions of the magnetic field close to the 2y, A Bogod, vit. B. Krasovitsky, and V. G. Gerasimechko, Preprint of
trigonal axis in strong magnetic fields. Inst. for Low Temp. Physics and Engineering, Kharka973; Zh. Eksp.
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The ferromagnetic state of the itinerant compound JJ¢erelated with a peak in the density of
states at the Fermi level is well known to be strongly suppressed by replacing Fe with

other 3 elements. To separate the effect of change in filling of the band from that of its
deformation under alloying, the magnetic susceptibility of both quasi-binary allglys, U Me,),
(Me=Mn, Co) with a varying number of valence electrons and isoelectronic quasi-ternary
alloys UFe, _,T,)2, U(Fe g xMng1Ty)» and UFe) g wCoy1Ty) 2 (T=MnyCoy5) was studied in
the temperature range 4.2KI'<300 K. Both effects were found to play important roles in
suppression of the ferromagnetic state in Wbased alloys. In addition, the magnetic susceptibility
of U(Fe _,Mn,), and UFe,_,T,), alloys and UCe compound have been studied under
pressure up to 4 kbar @=78 and 293 K. The volume dependence of the exchange enhancement
in spin paramagnetism of the Uffeompound and its alloys has been derived from analysis

of the pressure effects in the framework of the Stoner model.1989 American Institute of
Physics[S1063-777X99)01608-4

1. INTRODUCTION band and becomes progressively filled as we go from UMn
. ) to UNi,. In addition, there is the uraniumf%and which is
In the series of the cubic C15-type Laves phase comgsg relatively rigid but stays pinned at the Fermi level in
pounds UMg (Me=Mn, Fe, Co, Nj only UFe is known to  g,ch 5 way that its occupation number is kept almost con-

be ferromagnetic withTc=160K (see for exampfe N stant(n;~2.7 electrons per U atof). As a consequence,
which the magnetic moment resides mainly on the Fe §|tes,[he 5f contribution to the density of state®0S) at the

The extensive magnetization studies of YFshow that the o i jeyel appears to be rather high and roughly constant in
temperature dependence of the spontaneous moment can ﬁ’]%gnitude for all mentioned compounds
fitted well by the sum of spin-wave and Stoner-excitation For UFe, the calculated ground stat'e was found to be

contributions. The resulted spin-wave and Stoner paramete%rromagnetic with iron spin moment of 0z .” This value
and the critical exponents near the magnetic phase transition '

IS in quite good agreement with the experimental one
as well are close to values reported for pucef8rromagnet- 0.5%457). However, the spin moment on uranium appears to
ics. These facts, along with the large electronic specific he (t B ’ b pp

value? strongly suggest the itinerant character of magnetis%) 652'5';’}]3 and ar!t|par§1II”eI tobthe m()jn morlrentbghlchzcon-
in the UFg compound. radicts the experimentally observed small val0eD6ug).

To explain tentatively the origin of magnetism in the The reason for this discrepancy is a substantial cancellation

UMe, compounds the simple band approach has beeff the Sf spin moment by the orbital contribution which is
Gecie b o due to spin-orbit coupling-!
suggestetl which assumes the transfer of (Bd) valence ¢U€ 0 SpIn-orbit coupling. _
electron of uranium into the @ states of transition metal. As can be seen from the example of Fthe available
Then the magnetism of UBlis mainly due to the partially ©and structure calculations are in reasonable agreement with
occupied states of fsband, whereas the magnetic moment€xperiments, therefore, supporting an itinerant description
on Fe atom in UFgis caused by the unfilledband. In this ~ for both 3d and 5 electrons in the mentioned systems.
context, a rather weak spin paramagnetism of U&m eas- However, many of the details of quantitative agreement be-
ily be explained by the minimum in the density of statestween theory and experimental data have yet to be worked
between @ and 5 bands. Self-consistent band structureout. Thus, for UMn the calculated Stoner criterion for fer-
studies of the UMgUNi, cubic Laves phase systefn® romagnetism was found to be just fulfillédhat is in rather
have shown that the situation is more complicated due to foor agreement with the experiments in which the only mod-
strong hybridization betweend3and 5f (6d) bands. The cal- erately enhanced paramagnetic state and no evidence for
culated density of staté®09) contains the partial contribu- magnetic ordering have been observetf In addition, the
tion of 3d state which to some extent reminds one of a rigidinherent fine structure of calculated DOS at the Fermi level

1063-777X/99/25(8-9)/8/$15.00 682 © 1999 American Institute of Physics
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along with large enhancement factor favors the strong tem- 4
perature dependence of the magnetic susceptilfdiyin the
case of strongly enhanced paramagnetics such as Pd;, TiBe
NizGa, and so on In fact, this dependence for UMmwas
found to be weak?!*

The experimental studies of the magnetic properties of
pseudobinary (Fe, _,Me,), alloys show that the ferromag-
netic state of UFgis strongly suppressed by substitution of
iron with other 31 elements. In order to estimate a critical
concentration for disappearance of the ferromagnetic state in
U(Fe,_,Me,), alloys the calculation were maleusing
simulation of the electronic structure of selected disordered
alloys by that of ordered stoichiometric compounds with the
same number of valence electrons, namelfFé&Mn and
UFeMn. Based on a quite reasonable agreement of calcula-
tion with experimental data, the author$ @bncluded that
influence of a disorder in thed3metal sublattice is of rela-
tively minor importance. In addition, for these systems the
validity of the rigid-band was found to be good which is
favored by a very similar shape and extension of tlie 3 /
wave function of iron and manganese in these types of o 100
pseudobinary alloys. On the other hand, the experimental T K
data for UMn;_,Ca,), alloyst* exhibit a well-defined maxi- ’
mum of the magnetic susceptibility at=0.5 that corre- FIG. 1. Temperature dependences of the magnetic susceptibility for ternary
sponds to the same number of valence electrons as foy UFésoelectronic alloys (Fe _,T,), (T=MngsCa 5. Full lines correspond to
compound. However, some difference in the magnetic propfting by Ed.(1).
erties of UMnyCqy5), alloy and UFeg reveals that the
simple rigid-band model fails to some extent to describe
these properties. alloying. To estimate the role of the chemical pressure

The high pressure experimerft& and theoreticdl® caused by a change in a lattice parameter, the pressure ef-
studies of the magnetic properties of YRhow that its fer- fects on the magnetic susceptibility of(feg _,Mn,), and
romagnetic state is strongly pressure dependent. Thus, thé(Fe,_,T,), alloys and UCe compound have been studied
calculated spin magnetism disappears for a pressure betweghl =78 and 293 K and pressure up to 4 kbar. From analysis
400 and 500 kbar. With a linear extrapolation of the experi-of the experimental data in the framework of the Stoner
mental value of pressure derivative for the Curie temperamodel, volume dependence of the exchange enhancement in
ture,dTc/dP= —0.52 K/kbar? the critical pressure appears spin paramagnetism of the Ufeompound and its alloys has
to be of about 300 kbar that is somewhat below the theoretoeen derived.
ical estimate. There is the same degree of agreement between
the calculated pressure dependence of the magnetic moment,
dinnm/dP=—-3.0Mbar’ and the experimental one, 2. EXPERIMENTAL TECHNIQUE AND RESULTS

d In m/dP=—4.8 Mbar? In addition, the rhombohedrical dis- . .
. . . . The polycrystalline samples were prepared by melting
tortion of UFe is reported to occur just below the Curie | . . . . .
high purity metals in an induction furnace under an argon

temperaturkthat supports a large magnetoelastic effects in . ;
this F():ompound PP 9 9 atmosphere. The cubic Laves phase structure was confirmed

As is evident from the foregoing, the electronic struc’[ureby x-ray study. The composition of the samples was deter-

. . mined by chemical analysis.
and magnetic properties of Ufand related compounds are . -

. . . A Faraday microbalance was used for susceptibility
rather complicated and in order to gain a better underStandrﬁeasurements in the temperature rande 4.2—300 K in ma
ing these properties further theoretical and experimental ~."~ _ perature ge 4. a9

. : netic fields up to 10 kG. To eliminate small ferromagnetic
studies are reqired. contributions, which are probably due to the presence of

In the present work we give results of the magnetic sus- T P y > P

. . some phases with highdr; or unreacted transition metals,
ceptibility measurements for quasi-ternary(Rg,_,T,),,

- the corrected values of the magnetic susceptibiiityvere
U(Fey9xMng 1Ty)2 and UFey g xC0y1Ty)2 (T=MngCop 5 ; ; -1 _
alloys and quasi-binary e, Me,), (Me=Mn, Co) alloys determined by extrapolation of the measugdéi —~) depen

_l: -
n he temperare ange 4 300K The expermen-_4E7C2 0 0. The Sambie o e e pen
tal data on the concentration dependence of the magnet P P y q Y Y

. . . g (Fei_4Ty)2 (T=Mng Caqy 5 are shown in Fig. 1. It can be
propgrtl_es for both |_soelectror_1|c quasi-ternary alloys an(Jsjeen that forT=50K the y(T) values obey the modified
quasi-binary alloys with a varying number of valence elec-

trons were used to separate the effect of the change i(r{urle—We|ss law
occupation of the band from that of its deformation under  x(T)=xo+C/(T—0), (1)

U(Fey1-xTy)2

T=Mng5Cogs 1.00

x;‘, 102 mol / emu

F——

200 300
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=

0 02 04 06 08 10
X 3. DISCUSSION

FIG. 2. Concentration dependences of the Curie—Weiss parameters for ter- In the Stoner theory of itinerant electron magnetism
nary UFe-based alloys: \Fe_,T,), (T=MnygCoys (O); ’

) electron-electron interactions manifest themselves through
U(Feyg-«Mng1Ty) 2 (@): U(Fey e «Con 1Ty, (D). o
Bordioal)z Do)z the enhancement of the Pauli spin susceptibijity by the
Stoner factorS:

WhereXO is the temperature independent contributian T TABLE |. Experimental values of the pressure derivativi x/dP and the

<50K for some gl]oys the T/ contrlbutl_on, which is Pr€-  magnetic susceptibility itself at different temperatures for(Be;, ,Me,),
sumably of parasitic superparamagnetism nature, manifeskfioys (Me=Mn, Co and M Ca,5).

itself). In Fig. 2 we plotted the Curie—Weiss parameters vs:

concentration, obtained from experimental datal 50 K —din X{cliP, e
for U(Fe,_«Ty)2, U(Fey.o_,MNo.1TY)> and  Compound Mbar 10 %emu/mol T, K
U(Fey g xCay1Ty) alloys. It is evident from Fig. 2 that only  U(Fe,_,Mn,),

the Curie temperatur® is strongly affected by alloying *=0.1 8.3:0.5 8.32 293

whereas the Curie consta@tand contributiony, vary only 22 75205 5.97

: . . 7.1£0.4 4
shghtlly. It should be noted that the opsgrved essentlal suq;lg 5.&8.4 ‘51.02
pression of the ferromagnetic state in isoelectronic alloy$.75 4.0-0.3 296
cannot be explained by the simple rigid-band model. 1.0 3.6:0.3 2.38
For binary alloys studied, e _,Mn,), (X
=0.1,0.25,0.5,1.0) and Be,_,Ca), (x=0.1,0.2), the 02° 26.0-1.0 31.9 e
T) dependences are similar to those of Refs. 12, 14, 1 3 17.2:05 208
x(T) dep - 1e, 14, 185 7.1£05 6.8

and Refs. 17 and 18, respectively, and are not shown here.

The study of the magnetic susceptibility under uniform U[Fe,_,(MnysCoy 94l
pressures up to 4 kbar at liquid nitrogen and room temperat=0.25 6.7-0.5 6.16 293
tures was carried out by two methods: the Faraday metho@® 6.2-0.4 4.53 )

with the pendulum magnetometer placed directly into the ig_ig:g g:;‘i
high-pressure chambét,and the levitation methot. The

relative error did not exceed 0.05% in either case. As arnFe, 10.1+0.5 10.7 300
example, they(P) dependence for Ukeat different tem- 10.5+0.5 11.3 293
peratures is given in Fig. 3. It shows the magnitude of the 21.2:1.0 331 210
pressure effect and its linear behavior, yielding values forUCOZ 295+0.3 111 300
dinx/dP. The dlIny/dP data for UFe_,Mn,), and 21+0.3 1.18 78

U(Fe 4Ty, (T=MngsCoys alloys and UCge compound
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Xp Fig. 1 where the most pronounced effect of alloying can be
X=Sxp=7_ v (2)  imagined as the temperature shift in/{T) dependences ac-
P cording to

wherexp=2u3N(Eg), N(Eg) is the density of states at the .
Fermi level; the molecular field constaat= (1/2u3)1, | is a Ix(M=2C)(T+T*—06). @
parameter of the exchange-correlation interaction between Then the coefficieng in Eq. (6) can be estimated from

the conduction electrons. For finite temperatugg(T) is  the experimental data at any particular temperature as the
determined by the effective density of states at the Fermiatio

level, N(«,T)=N, given b
(w, T)=N. given by (1) lax
NG T)= | NI 71(E. e TI1oEYdE @ AT
0 With the data at room temperature we obtgih=4.3
Here f(E,u,T) is the Fermi-Dirac distribution function, +0.5K per at. % of Mg <Cq, s which is the average of the
wherein the chemical potential(T) is determined by as- results for UFe _,T,),, U(Feo (Mng T, and
suming the number of band electro_n.s in the system to beJ(Fe,, ,CoyT,), alloys. The similar estimate follows di-
constant. In the cadél =1 (for strong itinerant paramagnets rectly from the concentration dependence of the paramag-
or weak ferromagnets dt=T¢) the enhanced spin paramag- netic Curie temperaturéFig. 2), namely,3=3.7+0.5K per
netism is a dominant contribution to the magnetic susceptiat. % of Mn, <Cay s Thus the value of8 may be considered

bility. Equation(2) will be considered to be appropriate for to be temperature independent and equal to
UFe, and its alloys studied to analyze the changes of their
B=4.0=0.5K/at.%Mn or Co 9

magnetic properties on alloying and under pressure.
assuming a similarity in the scattering properties of Mn and
Co dopants in UFeand related alloys.

3.1. Effects of alloying As evident from the estimate obtained, the scattering ef-

In order to discuss the concentration dependence of thi€ct plays an important role in suppression of the ferromag-

magnetic susceptibility, Eq2) is conveniently represented Netic state in UFgbased alloys. Thus, for the experimental
by value of the critical concentration=0.3 for disappearance

of ferromagnetism in Fe _,Mn,), and UFe _,Cq),
Ux(T)=1lxp(T) — a. (4) alloys! the reduction in the Curie temperatufe =160 K

Then the experimental values ofylfor U(Fe_,T,), (see resulted only from the scattering is estimated to be close to
Fig. 1) plotted against concentratiorappear to be an almost 120 K. Therefore the rigid band model for UFReased alloys
linear function ofx with 3(1/y)/dx being roughly tempera- has to be modified to account for this effect.
ture independent. From E) it follows that With the simplified description of scattering effect in
terms of the effective temperature, the magnetic susceptibil-
I(x)19x=d(Llxp)l 9x—dal X ) ity as a function of the electron number can be derived from
and the effect of alloying is evidently due to changes in botithe experimental data ow(T,x) in U(Fe_,Mn,), and
the density of states at the Fermi level and the moleculabJ(Fe, _,Cq,), alloys by introducing a corresponding substi-
field constantx. There are no strong grounds for believing tution of (T—T*) for argumentT in the x(T) dependence
that « has a detectable concentration dependence. Its magnihere for concentrated alloys* = 8x(1—x) is used instead
tude resulted from calculated values|of9.3, 9.5 and 11.3 of (6).
mRy -cell for UMn,, UFe, and UCg, respectively?) In Fig. 4 is shown the resulting dependences. number
shows only a weak growing as we go from UMio UCo,.  of valence electrons perd3atom,n, measured from that for
Thus, as a preliminary, we can neglect this effect by assum-JFe, at T=250K which points to the essential effect of
ing a to be constant. It should also be noted thatdhealue  Scattering in the magnetic susceptibility of the alloys studied.
averaged over composition is unchanged with substitution of ~ Notice that the temperature and concentration indepen-
Mn, sCq, 5 for Fe atoms in UFgand related alloys provided dent contributiony, in Eq. (1) becomes the dominant part of
that we admit « to be changing linearly along the the magnetic susceptibility outside the range -00.7<n
UMn,—UCo, series. Hence, the change in the magnetic prop=0.6. Its value in UFgand UFg-based alloy¢see Fig. 2is
erties of the isoelectronic alloys is assumed to be mainlglose to the magnetic susceptibility of UCat T=4.2K
caused by a change in the density of stMemder alloying. which equals 1.3%10 3 emu/mol® A comparison of this
One mechanism of this change is the electron scatteringalue with the estimate of the exchange-enhanced spin sus-
on the disorder in the @ sublattice due to the random occu- ceptibility in UCo,, 1.28<10 2 emu/mol} shows that it is
pation by impurity of theB sites in theAB, Laves system. reasonable to suggest the contributignto be also of the
The simplified description of the scattering effect can bespin nature. Therefore, for all alloys under consideration the
given in terms of the effective temperatufé 2324 magnetic susceptibility as a whole may be treated as being
T* = gx ©) enhanced spin paramagnetism, that proves the use of the sus-
k ceptibility data to recover the DOS curve for URlrough
where, in the general case, the coefficigndepends on the the estimation of the Pauli spin susceptibilityp(T)
type of doping impurity. This assumption is demonstrated in<cN(Eg,T), in framework of Eq.(2).

®
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FIG. 4. Magnetic susceptibility of binary alloys (Ee _,Me,), T.K

(Me=Mn, Co) atT=250K as a function of the electron number measured ¢ 6. Temperature dependence of the reciprocal magnetic susceptibility

from that of UFg (full line): our data(L); Refs. 3(x); 12 (®); 14 (2); 17, for UFe,. The model descriptions of Eq12) (curve 1) and Eq.(16) with
18 (O). The dashed curve is the same dependence obtained by taking into_ 0.2(K-emu/mo)~* (curve 2).

account the scattering effect in terms of the effective temperature. Bars on
the curve correspond to errors in estimation of the magnitudg péee
Eg. (9)].

the volume changes on alloying obtained with the experi-

Figure 5 shows theyp(n) dependence for the range mental data for pressure dependence of the magnetic suscep-
—1.0=n=1.0 andT= 250K which has been obtained from tiPility (see Table | and discussion of the magr;etovolume
the y(n) data of Fig. 4 by using Eq2) with calculated for ff€Ctd and for the lattice parameters in alloys® As is
UFe, value @ = 4.0 10° mol/emu(l =0.0095 RY). As seen, clear from Fig. 5, the_correctlons ab(n) for both. scattering
this dependence, and hence the dependdifod, takes the and volume change in alloys are rather small in themselves.
form of a peak and its maximum corresponds to theZUFeNevertheless, their effects on the magnetic properties of
compound. In addition, some asymmetrya(n) aboutn UFe, based alloys appear to be important because of large

=0 decreases noticeably after applying the corrections fogxchange _enha_ncement resulf[ed from conditigi~1.
Following Fig. 5, the density of states curve for Uk

the vicinity of the Fermi level can be imagined as a pbak

25 height andA in width which is placed on the background of

i heightNy with h/Ny<<1 (see the insert in Fig.)5The esti-
mate Ny=92 (spinRy-cell)"* follows from the valuexg
=2.2x10 *emu/mol, corresponding approximately to the
peak pedestal. The valire=18(spin-Ry-cell) ! results from
the estimate of the total density of state at the Fermi level for
UFe,, N=Ny+h=110(spin-Ry-cell) "%, obtained from Eq.
(4) by extrapolation of the experimentalyX/T) dependence
for UFe, in the paramagnetic region tb=0 K (see Fig. 6,
dashed ling that yields yp(0)=2.6x 10" % emu/mol. As is
evident from Fig. 5, theyp(n) peak forT=250K hasén
=1.5 electrons per @ atom in width and contains of about

Xp. 107 emu / mol

S~ Sn(XE¥— X)) (xp+ xp™)=0.15 states/cell. (10)

With the S and h values mentioned above the estimate

s =0.017 Ry can be obtained if for simplicity the peak form is

g E taken to be a triangle. Thus, the set of the model parameters

20 e is

-1.0 0.5 0 05 1.0
n,electron/3d atom

PR S ST Y

No=92(spin-Ry-cell) %,

atent Gl 1y
FIG. 5. The Pauli susceptibility a&f=250K as a function of the electron h=18(spin-Ry-cel)™", ~A=0.017Ry.

number measured from that of Ufe¢he curve marked by®) corresponds To check the validity of the model parameters estimated
to the experimental data in binary alloys, the solid line includes corrections

for the scattering and the dashed line is the same for the constant volunfe-1) We have applied the_m to deSC_rit_)? the temperature de-
conditions. Inset: a sketch of the model density of state curve. pendence of the magnetic susceptibility for Yy using
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Egs. (2) and (3). With a linearized approximation for the As a result, the modified Curie—Weiss parameters are de-

Fermi—Dirac distribution functioft the x(T) is given by fined as
1 1 1 c*
WZXP(O)”T_Q (12) c*:m, @*Im[a(O)xp(O)—l]. 17
with For UFe, the upper limitA=0.8(K-emu/moj ! follows
5.55kg 55%g( h \2 from the experimental value of the Curie constant provided
Y= 22Ny h)2A ~ 4225 | Noth) (13)  the latter is completely determined by SF mechanism. Un-

fortunately, at present we have no direct quantitative esti-
As a consequence, the temperature dependence of the magate of the real role of SF in the magnetic properties inJUFe
netic susceptibility obeys the Curie—Weiss lésee Fig. 8 and related alloys. It is notable that the better agreement

with parameters between the model descriptigi2) and experimental(T)
c dependence in UkRgFig. 6) can be obtained by taking SF
C=y1 0O=—F"T axp(0)—1]. (14)  into account. In addition, becausis approximately con-
xp(0) stant in UFeg-based alloygsee, for exampl&?), the SF pa-

The resulted estimate€=1.6 K-emu/mol and®=250K, rameter\ can be assumed not to be critically dependent on
are in reasonable agreement with the experimental valuggoncentration. From this fact combined with a small value
C=1.2-1.4Kemu/mol and®=170 K327 if we keep in AT in itself [(\T/a)<1 for the temperature range under
mind the simplified character of thg(T) description. consideratioh one may speculate that SF does not play an

The approach used gives only the general features of thignportant role in the behavior of the magnetic susceptibility
electronic structure and its relation to the magnetic propertie§f UFe, system under alloying.
in UFe,. To get a more rigorous treatment of the experimen—3_2. Pressure effects
tal data some refinements of the analysis would be intro-
duced. Thus, along with the electron scattering, the changes A phenomenological treatment of the experimental val-
in the density of states for isoelectronic YHReased alloys Uues ofd In x/dP can be given in the framework of the Curie—
may be due to deviation from the rigid band behavior causedVeiss law(1) as
by formation under alloying of the impurity subbands. In this
case the DOS of alloy is represented as a superposition of the = + + —.
DOS for individual compounds in the ratio determined by dp x dpP X dp  T-6dP
their concentration. For e, _,T,), alloys, a rough esti- (18
mate of this effect givedAN/N~ —0.07 forx=1 provided Since for UFg-based alloysy,/x<1, a rough estimate
that we neglect the scattering. A moderathi/N value ob-  dIn y,/dP~dIn y(UCo,)/dP=—2 Mbar ! is assumed to be
tained suggests that DOS of UMand UCg are not differ-  reasonable. Thus, the derivativesn C/dP andd®/dP can
ent essentially from that of UReSo, the rigid band model is be evaluated from Eq18) by using the available experimen-
rather good approximation for these systefsmse alsb). tal data ford In x/dP at two different temperaturg3able ).

It should be noted that estimated value for the density oFor UFe, and UFe,_,Mn,), alloys with x=0.1, 0.25 and
states at the Fermi level in Uke N(Eg) 0.3, these values appear to be weakly dependent on the con-
=110(spin-Ry-cell) %, is found to be somewhat less than centration and equal to
the calculated one, 14@pin-Ry-cell) ! [Refs. 7 and @ To
eliminate this discrepancy a more appropriate valuer arf
Eq. (4) should be chosen. . _ d®/dP=— 620 100 K-Mbar (19

Furthermore, on closer examination of the magnetic sus-
ceptibility, we have to take into account for a substantialNotice that the estimate fat®/d P agrees closely with value
cancellation of the & spin moments on the uranium atoms dTc/dP=—0.5K/kbar resulted for UR&¥™® and
by the orbital contributioi-'* As a result, the magnitude of U(Fe,_,Mn,),? alloys. As to the pressure derivative of the
N derived from the measured susceptibility appears to b&€urie constant, its magnitude appears to be surprisely large.
underestimated. At least such value is not resulted from simple band ap-

In addition, the refined version of the Stoner mo@glis proach(13), (14) which predictsd In C/dP~0 provided the
required as well. In particular, the spin-fluctuation mecha-uniform deformation of the band is assumed. It seems likely
nism (SPH could be taken into account. In the simplified form that large pressure dependenceCois a peculiar feature of
SF leads to an additional term in the molecular field paramUFe,-based alloys. The origin of this peculiarity is not clear.

diny xodInxo x—xo(dInC 1 do

dInC/dP=—-6*1 Mbar?,

eter %%’ In the context of the Stoner model, Ed), the pressure
a(T)=a(0) =T, (15) effect,d In x/dP, is given by
where A is a constant determined by the band structure diny dinxe dinyp dina
parameteré® Substitution of Eq(15) into Eq. (12) gives dP  dP X( dp | dpP )
1 1 dinN dinN dinl
ﬁ’—vxp(o)—a(O)—F(y-l-)\)T. (16) =—4p +a)(< ap + dP)' (20)
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30 With estimate obtained the resulted slopeddh x/dP vs. x

" | a—UFe, dependence appears to be nearly twice as large as the initial

[ ;*3%’?;-* m;‘,)z Cog).] one that is in a reasonable agreement with experimental data
= 1-x 0.5 0.5/ x42 . . .

| a—UCo, (inset in Fig. 7.

It should be noted that the correctiof®4) do not de-
pend obviously on a specific mechanism for the temperature
dependence of the magnetic susceptibility and can be quan-
titatively included in an extended analysis of the pressure
effects. In any case such inclusion remains the conclusion
about a nearly complete compensation of pressure effects in
N and| unchanged. Thus, on account of their small magni-
tude, the corrections mentioned above can be incorporated
into the error bar for the total effect:

N N
(=)

—
(=]

-dinX /dP

~dinx /dP, Mbar™’
o o

x,10'3emu/mol

dInN/dP+dInl/dP=—0.16+0.15 Mbar *. (25)
FIG. 7. Dependence af In y/dP on y in U(Fe,_,Me,), alloys. Me=Mn, P _
(Mng £Cay 9, Co. Inset: the data at=293 K, the initialzslope of the depen- . Substitution of the bulk modulus Va|lB3.= 14 Mbaf' ob
dence is given by dashed line. tained from the sound velocity study in a UFsingle
crystal?® into Eq. (25) gives
dInN/dInV+dInl/dInV=0.22+0.2. (26)

It follows from Eq. (20) that the value ofd In x/dP for dif- o

ferent temperatures and/or compositions of alloys can be ap- It Should be noted that thetIn x/dP data in Fig. 7 cor-
proximated by a linear function of the magnetic susceptibil-"€SPond to alloys with different derivative gfwith respect

ity provided that the parametetsin N/dP, dIn1/dP anda {0 @ Number of conduction electrons per atortsee Fig. 4.

(=<1) are weakly dependent on temperature and compositioﬁrhus the lack of noticeable deviations of these data from the
The experimental values dfIn y/dP for U(Fe,_ Mn,), and general linear run indicates that for UFand its aI_ons ef-
U(Fe,_,T,), alloys are plotted against susceptibility in fects of electron transfer under pressure are likely to be
Fig. 7. In accordance with E20), this dependence is close small. The conclusion obtained is confirmed by theoretical
to a linear one, described by the following relation betweerfStimate for this effect.

the parameters: In order to extract the change bfvith volume frqm Eq.
dnN dini (26), the valued In N/dIn V have to be known. As a first step,
n n _ the estimated In N/dIn V=2 obtained from the experimental
—+ —=-0.16+0. 1 . : . . .
dpP dP 0.16=0.03 Mbar™, (2Y) data in the inset of Fig. 7 can be appropriate, which agrees

closely with value calculated for Ugein paramagnetic
~—3 Mbar . (29 staté?
dInN/dInV=1.85. (27)

dinN
dP

As seen from Eq(21), a nearly full compensation for the
pressure effects in the density of statdsand interaction The latter is assumed to be more realistic and has been used
parameterl is found. In such a situation, the total effect to obtain
din N/dP+dIn I/dP appears to be strongly dependent on t.he dint/dInV=—1.6+0.2. 28)
details of the behavior of both components under alloying
and with the temperature change. Probably, the latter is a This evaluated derivative is close to that obtained for
reason for a strongetIn x/dP vs. y dependence at the origin strong itinerant paramagnets-vanaditfhpalladium alloy$°
of the coordinategsee inset in Fig. J7which contains the (Fe-CoSi alloys®! NisAl and TICo compound® for which
room temperature data. The inclusion of the terms ( thedInl/dInV values fall in the range from-0.7 to —1.3.
+\)T of Eq. (16) into consideration leads to an additional On the other hand, these values differ essentially from the
contribution into the initial sund InN/dP+dIn1/dP in Eq.  results of the LSDA calculations for UFé—0.1") and for
(20): a number ofd-metals and their compounddrom 0O to
(y+M)T (din(y+x)  dInN —0.233)._ Thus, it may be suggested that the LSDA method,
— + ) (23) employing the exchange-correlation potential of a uniform
@ dpP dpP electron gas, is not well suited for an explanation of the
A rough evaluation of this term fof =293 K can be made Volume dependence dfin the systems with narrow bands
by using the experimental data fory+a=C™?! such agd- andf-metals. For these systems, the Hubbard ap-
~0.8K-emu/mo)* [see Eq. (17)], dIn(y+\)/dP  proach, which takes into account the energy of the intra-

~—dInC/dP~6 Mbar ! and dInN/dP~—-3Mbar ! which  atomic Coulomb repulsiotJ, is more appropriate descrip-
gives tion. In the context of this approatdt°the relation between

(y+M)T(dIn(y+\) dinN interaction parametdrand the band widthV is given by
Y ( Y

ap —+ qp )z—O.lSMbarl. dinl _dan
(24) dinV dlnVv

a f(W/U,n). (29
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Here, the coefficienf<1 depending on the ratid//U, the calculatiofl at different atomic volumes and Dr. A. B.
band filling n and the crystal structure type. For=co, f Beznosov for valuable discussions. The experimental assis-
appears to be unity and the band width becomes the onliance of L. S. Litinskaya is gratefully acknowledged.

energy parameter yielding|dInli/dInV|<|dInW/dInV]|.

Typical estimates ofdInl/dInV for d-metals within the

Hubbard modéf-3¢ are in agreement with the experiment .. ..o @it kharkov.ua

confirming the predominant role of short-range correlations

in electron interaction fod-metals and their compounds, in-

cluding UFe.
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A brief review of the current state of the theory of fractional quantum Hall effe@HE) is

given along with the assumption of possible connection between the experimentally observed
features of the Hall resistané®, of a two-dimensional (R) electron system in a strong

guantizing magnetic field for a fractional filling factor of the lowest Landau lexeb/(2n+1)

with g=2, which cannot be described by the Laughlin wave function antisymmetric

relative to pair transpositions, and the Cooper pairing Bféectrons. It is assumed that the
electron—electron attraction essential for Cooper pairing can be due to the interactidh of 2
electrons with the surface acoustic wave®(ghonon$ and the surface R plasmons

localized near the crystal interfacéseterojunctionsin the vicinity of inversion layers in the
metal—insulator—semiconductvlS) structures and heterostructures. The coexistence

of coupled electron pairs and unpaired electrons under the FQHE conditions must lead to
peculiarities ofRy for values ofv described by the Halperin relation following from the symmetry
properties of the “mixed” wave function of pairdoson$ and electrongfermionsg. This

relation makes it possible in principle to describe all experimental data on FQHE. The summation
of “ladder” diagrams diverging according to a power law for—0 leads to a
Bethe—Salpeter-type equation for the vertex part of the electron—electron interaction@or a 2
system in a quantizing magnetic field taking into account electron—electron and
electron—hole pairing in the Cooper and zero-sound channels. This equation is used to calculate
the critical temperatur@ of the phase transition to the state with coupled Cooper pairs

and to prove that the value @f. in the ultra-quantum limit is independent of the effective mass

of electrons, i.e., on the2 density of states. The phase diagram of tiie &/stem is

constructed for the variable electron concentration and magnetic field. It is shown that the region
of Cooper pairing of B electrons in the case of strong attraction almost coincides with the

FQHE region forv<<1, while the region of electron-hole pairing with the formation of charge-
density wavesCDW) is expelled to the region witkr>1, which is in accord with the

experimental data concerning the CDW-induced features of the longitudinal resi®apder
v=(2n+1)/2 withn=2. © 1999 American Institute of Physid&§1063-777X99)01708-9

1. INTRODUCTION It should be noted that the multielectron wave function
V¥ of the ground state of al2 system in the ultra-quantum
In 1998, the Nobel prize in physics was awarded to Tsuiimit, containing products of unifornrm-degree polynomials
and Stomer for experimental observation of the fractional of differences of complex 2 coordinateg; andz for elec-
quantum Hall effec{FQHE) in two-dimensional (®) elec-  trons, which was used by Laughtihad been constructed for
tron systems in a quantizing magnetic fi€ldMF) and to  the first time by Bychkov, lordanskii, and Eliashbéhgfore
Laughlir? for the theoretical explanation of this effect. the FQHE was discovered.
Laughlin’s theory based on the Justrow-typeariational Laughlin’s contribution was not only that he constructed
wave function antisymmetric relative to pair transposition ofindependently the polynomial variational function
particles(fermiong explained the existence of singularities W ~1I; _(z;—z)™ for describing an “incompressible”
(plateaw in the Hall resistanc®y in the case when the fill- quantum fluid of D electrons in a QMF, but primarily that
ing factor v=Ng/N_ (whereNg is the number of B elec- he noted a remarkable analogy between the square of the
trons andN, the degeneracy of the Landau leveL) per  modulus of ¥ and the partition function of a classical
unit area of the Lowest LL assumes fractional values charged ® plasma against a uniform compensating back-
v=1/m with odd denominatorsn=2n+1 (n=1,2,3,..) or  ground with a logarithmic law describing the Coulomb inter-
v=(1—1/m) in view of the electron—hole symmetry of the action of particles with a “charge’lQ=m. Proceeding from
excitation spectrum. this formal analogy, Laughlfnproved that the adiabatic in-

1063-777X/99/25(8-9)/12/$15.00 690 © 1999 American Institute of Physics
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clusion of an additional magnetic flux quantusg=hc/eis  all the experimentally observed features Rf under the
equivalent to the emergence of a fictitious unit “charge” thatFQHE conditions as well as the singularitiesRyf such as
must be screened completely due to a redistribution ofractions with even denominatorsn2which have not been
plasma particles with “chargen. However, since real par- observed as yet.
ticles (electrong in a 2D system possess the chamgethis Moreover, it was notét that if 2D electrons form
means that each flux quantum is “screened” by a quasipareoupled many-particle complexes-Mmultiplets, the wave
ticles (quasi-hol¢ with the fractional effective charge function of the Laughlin type leads to singularitiesRf for
e*=e/m. The size of quasiparticles is determined by thefiling factors v=n?/k, where the numbers and k must
screening radius which has the same order of magnitude amve the same parity, which corresponds to any rational frac-
the magnetic quantum length,=J#%c/eH in the ultra- tion in the general case. However, a specific dynamic mecha-
quantum limit, while their effective charge® is connected nism of formation of coupled pairs ar-multiplets in 2D
with the Hall conductivityoy=o,, through the gauge in- systems in QMF was not considered in Refs. 8 and 9.
variance conditioh leading to fractional values of The FQHE theory was developed subsequently in sev-
op=e*e/h=e?/hmin the plateau region, where the longi- eral different directions associated with fundamental topo-
tudinal components of the conductivity and resistance tentogical properties of B space and electron—electron inter-
SOrsoyy andR,, vanish: actions in D systems. These trends include, for example,
Laughlin's wave functiofidescribes the ground state of the anyon FQHE model based on the permutation relations
a system of strongly interacting®electrons, in which each  p,, ¥ =exp(ma)¥ with an arbitrary fractional statistical pa-
electron corresponds to magnetic flux quanta. This follows rametera (instead of the integral values=0 for bosons and
directly from the expression for the filling factor of the low- =1 for fermions. This corresponds to the so-called inter-
est LL if we assume thaN, =1/27l7=H/¢, so that mediate statistics for speciaD2quasiparticleganyons, 2
v=Ngpg/H=Ng/Ng, whereN,=NsS is the total number the values ofa=1/m leading directly to fractional filling
of electrons antNg, =HS/ ¢, the total number of flux quanta  factors v=1/m. However, the fractions'=gq/m with q>1
in a 2D system of are&. can be explained only by introducing a special “hierarchic”
However, subsequent experimentsproved that singu-  theory which presumes that excitations with another frac-
larities in oy and Ry are also observed for filling factors tional value of a are formed over the gas of excitations
v=g/m with g=2. In this connection, Halperinproposed (anyons with one fractional statistical parameter.
that the fractions'=2/m andv=(1—2/m) can be a result of It should be noted that the anyon model is also treated as
formation of quite compact coupled electron pairs in tie 2 3 version of the theory of high-temperature superconductiv-
system and constructed a Laughlin-type wave function ity (HTSO),! but the extent of two-dimensionality of the
symmetric relative to transpositions of such pdisesons, electron spectrum in layered crystals of cuprate metal oxide
but preserved its antisymmetry to transpositions of electronsompound$MOC) exhibiting HTSCG*!*is apparently insuf-
within each pair. If all the electrons in theD2system are ficient for the existence of anyons. Besides, the FQHE was
coupled into pairs, singularities Ry andoy must be mani-  also explained on the basis of field-theoreticBl hodels of
fested for v=4/p, wherep is an arbitrary even number, compound fermior’s and skirmions® However, all these
p=2(2n+1) or p=4(n+1). Along with fractional values theories are characterized by a somewhat formal approach
of the filling factor v=2/(2n+1) with odd denominators, and rather complicated mathematical apparatus masking the
prime fractionsy=1/(n+1) appear in this case with arbi- physical meaning of the FQHE.
trary (including even denominators. In subsequent At the same time, a number of features of the FQHE
publications'° a more detailed analysis of the structure and(such as the emergence of fractional valuessfg/m with
energy of the ground state of @D2system was carried out g>1) can be explained on the basis of comparatively simple
for the values ofv=2/3,2/5, and 2/7 as well as for a half- concepts similar to those used in the standard theory of su-
integral value of the filling factor for the lowest LL for perconductivity(e.g., Cooper pairing of electrons, magnetic
v=1/2. flux quantization, and dynamics of Abrikosov vortices in
Halperirf also proved that singularities Ry, andoy, of  type Il superconductoys
a 2D system containing simultaneously coupled electron In this connection, let us consider briefly the supercon-
pairs and uncoupled electrons must be manifested for fillingluctivity in strong magnetic fields. The problem on Cooper
factors pairing of electrons in layered metals an® Zlectron sys-
tems due to the electron—phonon interacti&®l) in strong
QMF was analyzed by t8even before the FQHEand the
mp—r2 - (1) integral quantum Hall effediQHE)*® had been discovered.
It was proved® that in the self-consistent field approxima-
Here, as in Ref. 2, the exponemht of the polynomial tion, the superconducting transition temperaffig@s a func-
(z¢—z;)™ determining exchange correlations between un+ion of the magnetic field strengtH must experience giant
paired electrons is odd, while the indgxresponsible for oscillations with the period H=H/N, whereN is the num-
correlation between coupled electron pairs is even, and thieer of the upper filled LL, and with sharp dropsTip almost
indexr responsible for correlations of the electron—pair typeto zero at the points of intersection of the Fermi level with
can have any parity. Expressi¢b contains a wide range of the next LL. A similar result was obtained by Margv al1®
rational fractions and provides in principle a description forin the semi-classical approximation in the range of ultra-

_ Am+p—4r

v=
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strong QMF {H>120T) for the magnitude of the supercon- With collective (plasma oscillations of “heavy” holes in
ducting order parameteX,(H) for layered crystals of high- AlGaAs. _
temperature superconductors. This typeTofH) oscilla- We shall use the equation for the vertex component
tions, which are similar to de Haas—Van Alphen oscillations(four-pole I'e. of the electron—electron interaction, which is
in normal metals, were considered theoretically edfig? ~ Similar to the Bethe-Salpeter equation and was obtained by
for isotropic three-dimensional (3) type Il superconductors the summation of “ladder” diagrams diverging according to
near the upper critical fielti., and late?®~25 for strongly a power law forT—0 taking into accoun'; f[he processes of
anisotropic quasi-one-dimensional superconductors with aﬁlectron—electron and electron—hole pairing in the Cooper
ooen Fermi surface. Graber and RoBfnsbserved the de and zero-sound channels to calculate the critical temperature
P ' . . T, of the transition of the P system to a state with coupled
Haas—Van Alphen effect experimentally in the layered su- : . . .
rconductor NbSeabove and belowd -(T). After the di triplet Cooper pairs of electrons with parallel spins at the
perconducto Sabove a elow co( )'. Werthe dis- s est LL. 1t will be proved that in the ultra-quantum limit,
covery of IQHE and FQHE, the Cooper pairing of electrons

. . P the value ofT, is independent of the effective mass db 2
in 2D systems was considered by Haldane and Re€Zayi.  gjactrongie., the D density of state¢DS) in the parabolic

Simonyanet al?® reported recently on possible observa- regiong,p=m?* /27#2) so that Cooper pairing is possible in
. .. . . e
tion of superconductivity alT<1K in Si-based metal— pinciple even form? <m, (wherem, is the mass of a free
insulator—semiconducto(MIS) structure with an anoma- gjectron), and the size of Cooper pairs is of the order of the
lously high mobility of 2D electrons. Phillipset al?® ~magnetic lengthy; and is smaller than the average distance
proposed a plasmon.mechamsm of such a supercpqductwuyemGen particles for=k212<1.
based on Cooper pairing o2 electrons due to their inter- We shall construct the phase diagram ofta &ystem for
action with intrinsic D plasmons which have an acoustic- varying concentratioiNs of 2D electrons and magnetic field
type dispersion relatiofl w,~q for g—0 and have the root strengthH and prove that the region of Cooper pairing of
spectrumw,= (27e?Nsq/m¥ eo) V2 for g#0 (wherem? is  electrons with a strong attraction virtually coincides with the
the effective electron mass ang the permittivity of the region of the FQHE fow< 1, while the region of electron—
lattice). However, such a mechanism is hardly probable sincdéiole pairing with the formation of charge-density waves
the phase velocity of R plasmons is anomalously high for (CDW)*? is expelled to the sector of the FQHE with>1,
g—0, wq/q=C/\/s—0 (where ¢ is the velocity of light in  which is in qualitative agreement with experimental data
vacuum and exceeds considerably the Fermi velocity foron observation oR,, singularities due to CDW 3¢ for »
electronsvg=7%kg/m, (Where ke=27Ng). Moreover, a =(2n+1)/2 withn=2.
wide region of strong quantum Landau damping exists for  According to Halperirf, the coexistence of coupled Coo-
q=ke andw= w, due to the decomposition of plasmons into Per pairs and unpaired electrons beldwmust lead toRy,

electron—hole pairs in which electron—electron Coulomb re&nd oy singularities for the values of the filling factor
pulsion prevails. determined by the Halperin equati@h. This relation allows

On the other hand, it was proved by us eaffghat US to explain the features of the FQHE forq/(2n+1)

. 5-7 . .

weakly damped surfacel® plasmons with a root dispersion With =2""" that cannot be explained on the basis of the
relation and a relatively low frequency can exist near thel'aughlln theory: We shall discuss a §|gr_1|f|cant d|fference
interface (heterojunction between semiconductors with between a state with local Cooper pairs D Bystems In a
“light” electrons and “heavy” holes (as, for example, in QMF for <1 and the superconducting state of traditional
GaAs/AlGaAs heterostructure The intéraction betV\;een superconductors with strongly overlapping Cooper pirs.
such plasmons can lead to Cooper pairing of degeneifate 2
electrons. In addition, in layered semiconducting systems we
must take into account the existence of surfaBegghonons 2. COOPER PAIRING OF ELECTRONS IN 2D
localized at the interfaces between crysiaise below: SUPERCONDUCTORS IN A QUANTIZING MAGNETIC FIELD

In this paper, we consider the possible effect of Cooper
pairing of 2D electrons in a strong QMF on the peculiarities jiiny of electrons in two-dimensional superconductors of

of the FQHE. Since the EPI between degenerdleelec-  he yne of layered dichalcogenides of transition metals and
trons in the surface inversion layers and the bulk acousti¢, op electron systeméMIS structures due to the EPI in
and optical phonons in semiconducting crystals is weakegrong QMF was considered earffdunder the condition that
than the Coulomb repulspn, we assume here that th.e. strofige cyclotron frequency.=eH/m} ¢ of electrons satisfies
electron— electron attraction required for Cooper pairing ofhe conditions

2D electrons can be due to the effective EPI with surfabe 2

phonons at the interface between the semicondudi8ig KeTc<hw <hwp,, (2
crystals and the insulator (SjDin a MIS structure or at the

heterojunction between pure and doped semiconductingz;/hereaph is the averagéDebye frequency of the phonon
crystals in heterostructures of the GaAs@& _,As type. In  spectrum andkg the Boltzmann’s constant. Since the Fermi
the latter case, an additional mechanism of attraction can benergy for metals i€r>7%w,,, the number of filled quan-
the interaction of “light” 2D electrons in the GaAs crystal tum LL is large,N~Eg /% w.>1. For this reason, we used in
with surface D plasmond! whose existence is associated Ref. 18 the self-consistent field approximation in which the

It was noted in Introduction that the problem on Cooper
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integral equation linearized for the spatially nonuniform su-

perconducting order parameté(r) for T—T. has the
form®’

A(r)zJ d?r'K(r,r YA(r'). (3
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1
tan)‘(zln|1—1/v,\,|)
ACO=NVon=Ve) T T 1y
Ly2
xf dx’ A(x") fp(x,x'), ®
7Lx/2

Herer,r’ are the longitudinal coordinates in the plane of thewhere

layers §,y), and K is the kernel of the nonlocalized
electron—electron interaction:

1 -
K(r, r')= E(Vph_VC)

tani( &,/2kgT,) +tani &,/ /2kgT,)
fn + fn’

X2

n,n’
* * ’ ’

X 2 Vi (O g (Y (1) Wi (1),

(4

whereV,, and V¢ are the matrix electrons of the electron—
electron interactiofdue to the EPland the screened Cou-
lomb repulsion averaged over the transverse momergm
being transferred¢, is the energy of an electron at timh
LL measured from the Fermi level, anﬂnky(r) the wave

function of a D electron in the Landau calibratiofi:

explikyy) D n(x—kyl3), (5)

1
Vo (r)=—
Ky \/L—y
which corresponds to the LL with the energy
E(Y)=(n+1/2hw+1/2gugH.

HerelL, is the size of the B system along thg-axis, g the
gyromagnetic ratioug Bohr's magneton, andb, are the
eigenfunctions of the linear oscillator.

For kg T.<%w., the main contribution to the sum over
n andn’ in (4) comes from the upper LL, i.e. from the term

with n=n’=N. Consequently, we can assume to within

small terms of the order ofkgT./fiw. that &,=§&,
=6u(Te) in (4), where Su(T) is the shift of the level of
chemical potentiaju(T) relative to the upper LL foll #0.
The quantityéu(T) is determined to an exponential accu-
racy by the relation

SNg=N [exp{Su(T)/kgT}+1]" 1. (6)
Here 6Ng is the number of B electrons at the upper LL.
Introducing the filling factor for the upper level in the form
vn=O6Ng/N, , we obtain from(6) the relation

|

which is valid for| Su| <7 w /2 in the region 6 vy<1. As a
result, taking into accoun) and (7) for L,—, we can
write Eq. (3) in the form'®

VN

Su(T)=—kgT In( ! (7

©

fn(x,x")= f AdXe®P (X" +Xg) P (X —Xg) X Dp(X+Xg)

(C)

Xo=kylf, andL, is the size of the P system along the
x-axis (Ly>1y). Since the filling factorwy changes periodi-
cally (from 0 to 1) with the period

AH=H/N=Hfw /Ex(N>1). (10)

with the filling (or depletion of the succeeding LL upon a
change irH, the value ofT, in accordance witli8), is also

an oscillating function oH and exhibits deep depressions
almost to zero at the pointsy=0 andvy=1 at which the
Fermi level intersects LL, while the quantiy. as a function

of vy had broad peaks at the pointg=1/2, when the upper
LL is half-filled. The width of the peaks depends on the
numberN of the upper filled LL and increases with decreas-
ing N, i.e., upon an increase it.

A similar result was obtained by Maniet al.*” in the
semi-classical approximation for the modulus of the super-
conducting order parametéry(H) in the region of ultras-
trong QMF (H>120T) for layered HTSC crystals. Oscilla-
tions of T;(H) andAy(H) in 2D superconductors in QMF
are similar to de Haas—Van Alphen oscillations observed
experimentally in layered crystals of NbSeand in cuprate
compounds YBaCu&4°

The following two important circumstance are worth
noting. First, according td8), the value ofT, for a 2D
system in a QMF does not depend on the electron density of
states(DS) in contrast to traditional superconductdfg?
This means that foW >V, Cooper pairing of D elec-
trons in a QMF is possible even foni<m,, when the
ultra-quantum limitz w.=E¢ is reached in really attainable
magnetic fieldH=10T, i.e., the conditions for the FQHE
are realized forr=2Er/fhw.<1. Second, Eq(8) implies
that “ladder” diagrams in the Cooper channel of the
electron—electron interaction inC2 systems in QMF for
T—0 diverge according to a power lagin proportion to
1/T") in contrast to the logarithmic divergence typical of
isotropic D superconductofs (see below.

If we go over to the ultra-quantum limit, whéd=0 and
vo=r=Ng/N_, the integrals with respect tq, andx’ in (9)
for the electron wave functionsby(x)=1/(7"*I)exp
(—x2/2Iﬁ) for the lowest LL can be evaluated explicitly, and
the value ofT. is given by

X DN (X=Xo) Pn(X—Xp);

|19

(11)

In this case, the nonuniform order parameigx) depends
on x according to the exponentidiGaussian law A(x)
=Ayexp(—x4/13). It follows hence that the typical size of

Te=NL(Von—Ve)/2Kg .
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coupled electron pairs is equal tg and is smaller than the trons and bulk phonons due to the EPI is weak and cannot
average distance between paits (Ng/2) Y2 for y=k,2:IE| exceed the Coulomb repulsion whose averaged matrix ele-
<1. For this reason, a macroscopic coherent condensate ofent has the form

Cooper pairs existing in the superconducting state of tradi- —

902 (A
tional superconductotsis not formed in the ® system for Ve=2meeo(q)+ Ke), (13

T<Tc in the present case. If the Zeeman splittidd=  where 77, is the average longitudinal momentum being
=gugH=kgTc, the triplet Cooper pairing of @ electrons  transferred §;~k¢), and «, the reciprocal electron screen-
with parallel spins at the lowest LL is advantageous from thgng |ength which is equal to af for H=0 (where

energy point of view. _a}=eoh?/m}e? is the effective Bohr radius of electron; see
It should be borne in mind, however, that the transitionref. 30, while in the ultra-quantum limik,=L,, (see Ref.

to the ultra-quantum limit is strictly speaking incorrect in the 2)  |ndeed, substituting into(12) the optical constant

self-consistent field approximation sincB 2lectrons forma  ,, —p/2a, whereD, is the optical deformation potential

strongly correlated incompressible quantum ligtiieh this  \which s abnormally large for GaAs crystals,
case, Cooper pairing can be described with the help of thgow(42_48) eV and using the values of longi-

Schrieffer variational functioft tudinal and transverse optical phonon frequencies
wo=~(270-290) cm? as well as the masses of Ga and As
To~T1 exgoBi e =TT (1+gBy)|W.), atoms, foreg~13, m ~0.068n,, andke<2-10f cm™* un-
k k

der the assumption that the contributions of all optical and
acoustic branches are approximately the same, and using

(13), we obtain an estimate for the rath,,/Vc<102,
which apparently rules out completely the Cooper pairing of
2D electrons due to the EPI.

However, we have disregarded the fact that a MIS struc-
ture must contain surface acoustic way®4W) and optical
“interfacial” phonons of various types at the interface be-
3. CONDITIONS FOR COOPER PAIRING OF ELECTRONS IN tween media, including the heterojunction between a pure
SEMICONDUCTING 2D SYSTEMS GaAs crystal and doped semiconductor®& _,As or the

It is well known that the necessary condition for Coo erinterface between the semiconductor Si and the insulator
y PETSi0,.4647 The interaction of B electrons with such SAW

pairing of electrons due to the EPI is that the attraction aS(ZD phonons can be much more effective than with bulk

sociated with the exchange of virtual phonons must be Stron'honons. Indeed, if the depthof SAW penetration to the

ger than _the screened Coglomb repul§|on. The fulfiliment oﬁulk of the crystal is of the order of or larger than the width
this condition for metals witfEg># w, is facilitated due to o . . .
p d of localization of D electrons in the surface inversion

additional suppre_ssion of repulsion in vieyv of the emergenc?ayers and the phase velocliyof SAW along the surface is
tor:eal\;lirrgetla—iz%gggr?vc_gjlc:Tr]r?bC h‘e\ééﬁgirm@nﬁﬁgfg‘rﬁ much smaller than the velocity of sousdn the bulk of the
P P ’ crystal, the order of magnitude of the matrix element of the

) X oty .
conFjgctmg D systems W',trEF_ mh“Ns/mg §@ph d_o npt EPI due to the exchange of virtual SAW can be estimated as
exhibit such a suppression and the conditidg,>V, is

rather stringent. - a’D}
In the longwave limit(taking into account the smallness Vs= 2M %
of the electron Fermi momentuky<m/a), the expression

for the matrix elemenV,,, describing the retarded attraction and czan~k2Je much higher thafy, in (12) if D,=Do, d>a,
between D electrons due to the exchange of virtual bulk @1ds™>S". For example, the phase velocity and the recip-

acoustic and optical phonons and averaged over the tran&2C@l penetration depth of a shear SAW at the interface be-
verse momentung, being transferred can be written in the WWEeN two crystals with different shear modpli> u, and

whereB, is the creation operator for a Cooper pajg, the
Fourier component of the wave function for virtual phonons,
and| ¥ ) the Laughlin wave functighdescribing the ground
state of the B system.

(14)

form (see Ref. 42 densitiesp, > p, are given by
ey B = (i — ud)(map1— pap2);
V=——[D%M, S+ /M 0i], 12 =

wherea is the lattice constant the average width of the wheres;=/u;/p; is the transverse sound velocity in tith
region of localization of ® electrons in the inversion layer, crystal (=1,2). It follows hence thﬂz<sﬁ if the quantities

L the crystal thicknessyl, andM, are the total and reduced Au=(u1—u2) andAp=(p;—p,) satisfy the conditions
masses of atomg in the unit c_el[b,a is the deformation po- Ap<pi: Auldp<uilp (i=1,2), (16)
tential for acoustic phonons with the phaseousti¢ veloc-

ity s, and y, the deformation constant for nonpolar optical and A\;=d if q=keg=2-1FPcm™*. Thus, the conditions
phonons with frequency,. Since the typical values of Vs>V, andVs>V can be satisfied in principle.
d=(30-50) A (see Ref. 4B is much smaller that An indirect evidence of the existence of a strong EPI in
L~3000-5000 A, the effective attraction betweed Blec-  Si—MIS structure can be the observafionf superconduc-
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tivity suppressed by a longitudinal magnetic field. An addi- N - Py

tional mechanism of electron—electron attractitoesides = +

SAW) in GaAs/ALGa _,As heterostructure can be the ex- 7

change of virtual surface plasmons which can exist due to o | on for th e el |

the difference in the effective masses of e'eC”O”%Tt(g};c'nEﬁ.t e—Salpeter equation for the vertex part of the electron—electron
(m% =0.068ng) and holes K}, = 0.6my) localized on differ-

ent sides of the heterojunction. It was proved in Ref. 31 that

the frequency of such plasmons for the same permittivity of

the crystals is given by whose simplest element is the polarization operator for 2
electrons, which is defined in the random-phase approxima-
wq=Qn(1+1+x3/qf) "2 (A7 tion ad8 P PP
where(},, is the plasma frequency of “heavy” holes, so that f(Ey)—f(E,)
for 0, < ke We obtainw,= 0,0,/ ke. The exchange of sur- Me(x,X';0qy @) =22, Fo_EFE
face plasmons together with slow SAW can ensure in prin- n.n’ noon
ciple the condition Vs+V,;)>Vc, whereV,, is the matrix +e dk, ,
element of the electron—plasmon interaction, required for f_xEQn(X—XO)@n(X ~Xo)
Cooper pairing of “light” electrons.
However, the abnormally small effective mass of degen- X P (X' =Xo+Yo) P (X—Xg+Yo)
erate D electrons in GaAs, and hence the low DS v (12
g,p= M3 /27h practically rules out the superconductivity for X @ (@™ Yo (X=Xl (19

H=0 in a GaAs/AlGaAs heterostructure in contrast to a Si-where f(E,) is the Fermi distribution function and
MIS structure in which the effective electron mass in Si isYo:%ﬂa- In the statistical limit ¢—0) for the upper LL

much Iarger (n:~(019—0969n0) Besides, the silicon (n:n’:N)’ expressior(lg) assumes the form
crystal has a multivalley band structure, which also facili-

tates the enhancement of the mechanism of Cooper pairing TT(x,X":qy,0) = — 2N vn(1—wy) FruOGX o) (20)
due to an effective increase in the DS and an increase inthe ¢~ "’ b keT AT T0h
8,49

coupling constant: where
The situation changes radically in a strong QMF since in
this case(see above and Ref. L&e superconducting tran-
sition temperature is determined by a combination of param-
eters which is independent @f} :T.~N =g,pfiw,. For ,
this reason, Cooper pairing is possible in principle even for X PN(X"=Xo+Yo) Pn(X—Xo+Yo)
“light” 2 D electrons withm} <m, in GaAs(see below. X cog (2% Yo) (x—x")/12]. (21)

+ o

Fn(xXx",yo) = j dXo® N (X—Xg) PN (X" —Xg)

It follows from (20) that the “ladder” diagrams from the
perturbation theory for the vertex compondnf, of the
electron—hole interaction diverge according to a power law
(~2/T") for T—0 as in the Cooper channel. The summation
of these diagrams leads to a Bethe—Salpeter eqiation

It was proved in Ref. 18 in the self-consistent field I'en (Fig. 1), whole pole component determines the critical
approximation’ which in fact corresponds to summation of temperaturel cp,y of the transition to a spatially inhomoge-
“ladder” diagrams in the Cooper chanfglthat the high neous state with a quantum CDW. Such an equation was
superconducting transition temperatigin 2D systems in analyzed by Moessner and Chalkefor a large number of

4. COMPETITION BETWEEN COOPER AND
ELECTRON—-HOLE PAIRING IN 2 D SYSTEMS IN A
QUANTIZING MAGNETIC FIELD

QMF is a linear function of the electron—electron interactionfilled LL (N>1). In the ultra-quantum limit, all the integrals

constant and does not depend on the density of states aMdth respect tax, xo, andx’ in (20) and(21) can be evalu-

effective mass of P electrongsee(8) and(11)]. ated explicitly. Taking into account the Coulomb interaction
A similar result was obtained by Fukuyaneaal®? in  as well as the EPI, we ultimately obtain

the Hartree—Fock approximation for the electron—hole pair- w1 Q212

ing under the action of the Coulomb attraction in & 8ys- Teow=0.68IN, (Vc+ V) k—exp( . ;H)

tem in the ultra-quantum limit. The critical temperature for B (22)

type Il phase transition in a state with coupled electron—hole

pairs (excitong and with a quantum CDW with the where the wave vectd®; and the period.,=27/Q, for a

wave vector Q,=1.568I,, (i.e., with the spatial period quadratic quantum CDW are determined from the condition

Lo=2m/Qu~4l,) is independent of the electron DS and is LZ=2ml7 (see Ref. 52

given by It follows from (18), (20), and (22) that the maximum

value of Tepw as a function of the total filling factor

Teow=0,567(1~v)e%sql ks 1’ - Ng/N, is attained at the points=(2n+1)/2. This is in

In an arbitrary QMF, this problem can be solved by summinggood accord with the predictions of singularities of the trans-

up the “ladder” diagrams in the zero-sound chantfel, port resistanceR,, (and probably the Hall resistance
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holds for the initial vorticesI''Q andT'{?), we can write
the equation shown graphically in Fig. @1 the mixed
coordinate—momentum representaji@nd taking into ac-
count only the pole componelht, in the following form:

+

N ® ~
dxree(qyax):kB_-lL-f dX,Fee(anXI) fn(x")
c

— oo

2D system in QMF with a discrete electron spectrum, obtained by indepen-

FIG. 2. Equation for the vertex part of the electron—electron interaction in a! o
dent summation of ladder diagrams in the Cooper and zero-sound channels.”

1
tank(z Inj1— l/vN|)

X[Wee=Ve(0)] ——m—g71

Re,=R4) at these point§~>°(see also Ref. 33which were
observed recentl§ It should be noted that a singularity in _
Ry for v=5/2 was observed earlier for a GaSb—InAs—GaSh —on(1=vp)Fn(X',Y0)
quantum welP?*

It should be emphasized that expressi@B) leads to a
too high estimate of Tcpy~20K for H=~10T and v Y
Ns~ 10" em23 while theR,, singularities associated with X[Weet Velayl | - o
CDW were actually observed by Lillyetal®® at o~ - _
T<0.15K. This also refers to expressi@2) and is appar- Here, the functionsiy(x’) and Fy(x',yo) are defined as
ently due to the fact that strong many-particle correlationdntegrals with respect ta of expressiong9) and(21), while
between electrons and holes in a LaughlgD “incom-  the quantity Wee>0 stands for the resultant electron—
pressible” quantum liquid are disregarded in the Hartree—€lectron attraction due to the interaction with slow SAW and
Fock and self-consistent field approximations. These correwith surface D optical phonons and2 plasmons(in the
lations lead to breaking of electron-hole pafexcitong at  latter case, we should probably take into account the effect of
higher values of (it will be proved below that this concerns the strong magnetic field on the plasma oscillation spectrum
the Cooper pairing algo for “heavy” holes). It follows from (24) that T, has a mini-

Electron—hole pairing in R systems in QMF takes Mmum at pointsyy=1/2 as a function oy, and is equal to
place only when the screened Coulomb interaction is stronzero forvy=0 or 1. Going over to trlezultra-quantum limit
ger than the EPI\(c>V,y). If, however, the resultant attrac- (N=0) and assuming thdted(x)~e /4 (in analogy with
tion between eIectronsV(S+Vp,) considered in Sec. 3 is A(x)~e*X2”H), we obtain the following approximate ex-
stronger than the screened Coulomb repulsion (which ~ Pression forT:
decreases with increasing magnetic field sineg<l* 1
~H) due to the interaction of 2 electrons with slow SAW tanr‘(—ln|1—h|)
and/or with the surface @ plasmons, we must simulta- T=Th B_i 2
neously take into account the Cooper and electron—hole pair-  ° 0 Jh In|1—h|
ing. In this respect, the situation fob2systems in QMF, for
which the “ladder” diagrams in the Cooper and zero-sound
interaction channels have the safpewer-type divergence 0-681( 1 1) e2’h< B+

for T—0, strongly resembles the situation in quasi-one- “Th

dimensional(chain metals in which the corresponding dia-

grams display the sam@ogarithmig divergence. It is well where

known that this necessitates the application of the so-called _

“parquet” approximatiorr>~>8 To=e%ke/260Kkg;  B=eokeWed2me;
However, we can use he(m view of the discreetness of

the electrons spectrum of @2system in a QM a simpler

approach based on a Bethe—Salpeter type eqdafionthe Hence, it follows thaff.>0 if B3>1/\h (the necessary con-
vertex componentfour-pole) I'ce Of the electron—electron ision) and if the first term in the square brackets on the

interaction, in which independent summation of “ladder” rﬁght-hand side 0f25), which described the contribution of

diagrams in the Cooper and zero-sound channels is carrigfle cooper channel, is larger than the second term corre-
out (Fig. 2). The pole component of this equation determlnesspondmg to the contribution of the zero-sound charise-
the critical temperaturd; of the transition to a state with ficient condition.

coupled Cooper pairs taking into account the competition Figure 3 shows the dependencesTgf T, on the dimen-

between electron—electron and electron—hole pairing meCh§ionless magnetic field=H/H,, calculated by formul&25)

nisms. Confining our analysis to the point-like instantaneous';or various values of the parametgrcharacterizing the re-
interaction independent of spins for the sake of simplicity, in,_. . L
P P PICYY: 1Ny ation between the effective attractioil, (due to the EPI

which the expression and the average unscreened Coulomb repulsiog®s oke
TO(x,X2,X3,X4) =V (X, —Xp) (X1 — X3) (X1 —X4), (23)  between degenerateD2electrons.

h

. (25

1
2++h

h:l/V:H/Ho, Ho:(PoNs.



Low Temp. Phys. 25 (8-9), August—September 1999 E. A. Pashitski 697

5
al 5
©
3| 4
[
2L
3
2
1+
1
0 1 )
2 4 6 8 h

FIG. 3. Dependence daf, on the magnetic fielth=H/H for various values
of the parameteB: 0.7 (curvel), 0.85(curve2), 1.0(curve3), 1.5(curved),
and 2.0(curveb).

It can be seen that fg8= 1, a transition to the state with
Cooper pairing in a B system is possible foH=H, if
T<T., while such a transition fo<0.85 is possible only
in the region of fieldH=2Hy(h=2).

It should be noted thaf,=65K and the fieldH,=4 T
for a GaAs crystal withe~13 for Ng=10""cm 2 and
ke=\27Ns=10°cm 1. This apparently corresponds to
strongly exaggerated absolute valuesTgE 20K (for h=3
and B=1), which appear due to the fact that strong
electron—electron correlations facilitating the breaking of
Cooper pairs are not taken into account in the self-consistent
field approximation. However, we can expect that the rela-
tive mutual effect of the Cooper and electron—hole pairing is
take into account quite consistently since these processes are
considered here in the same approximation.

The right-hand sides of Figs(&, 4(b), and 4c) show
the regions of Cooper pairingl{>0) in coordinates mag-
netic field strengttH vs. 2D-electron concentratiohg (in
the units of the fieldHy=Ng¢() for various values of the
dimensionless parametarconnected withg through the re-
lation

a::B\/HO min/Hoi  Ho min=Nsmin®o, (26)

whereNg nin~10tcm 2 andHg =4 T. It can be seen that
the region of Cooper pairing expands with increasingnd
fills almost the entire sectdd>H, for «=0.75, while for  FIG. 4. Phase diagram on thé—H, plane for a D system in the ultra-
a=<0.38 this region is expelled to the seckhrH,<2H for quantum limit for various values of the parameter0.38(a), 0.50(b), and
H<40T (i.e., to the region £h<2). This means that Coo- 0.75(c). The stat.e.withy=1/2 fqr a=<3.8 can be formed only due to the
per pairing of D electrons is possible only in the interval electron—hole pairing in the regigfi<»(H=25T).

1/2<v<1, while the state withv=1/2 is not realizedstates

with »<<1/2, however, can be realized in view of the

electron—hole symmetyy
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The left-hand sides in Figs. dertical hatching also  wherem is odd andp is even, while the number may have
show the range oB< 1/y/h in which the electron—hole pair- any parity.
ing involving the generation of CDW is possible for For T—0, when all electrons are coupled into Cooper
T<Tcpw- It can be seen that with increasimgthis region  pairs andN.=0, relation (27) implies thatp=2r so that
shrinks rapidly and is expelled almost completely to the secy=2/r if r#2m in accordance wit{1). For odd values of
tor H<H, for @=0.75[see Fig. 4c)]. In view of the relation r=(2n+1), this corresponds to the results of numerous ex-
h=1/v, the latter is in qualitative agreement with the singu-periments on observation of the FQME for the following
larities of the transport resistan€g, observed in B sys-  values of filling factor taking into account the electron—hole
tems forv=(2n+1)/2 withn=2? which are attributed to a symmetry of the perturbation spectrum:
quantum CDW*~*having aT.p\ peak at half the filling of
the upper LL. 2 2n—1

:2n+1; Ve 2n+1

v (n=1,2,3,..). (28
Even values ofr=4n, which rule out the case when
5. COOPER PAIRING AND FQHE r=2(2n+1), correspond to simple fractions=1/2n with

) o ) even denominators that have not been observed atget
The phase diagram in Fig. 4 shows that the region oRef, 19.

Cooper pairing for B electrons virtually coincides with the On the contrary, aT—T., when the number of coupled
FQHE region in the case of a strong electron—electron attragzgoper pairsN,—0, it follows from (27) that r=2m
tion, when the parameter~1. =2(2n+1). In this case, the filling factdr) for any (even

It should be emphasized, however, that the state dda 2 \5|,es ofp is equal tov=1/m=1/(2n+1), i.e., it is reduced
system belowT, in the ultra-quantum limit ¢<1), when 5 simple Laughlin fractions with odd denominators as
the average distance between Cooper pairs\R/Ns is  expected.
much longer than the diametgy of a pair, differs signifi- However, not all values of from (1) can be realized in
cantly from a macroscopically coherent superconductinghe case of Cooper pairing oLRelectrons since the relative
state in traditional superconductors with strongly overlap-numbers of free and coupled electrons
ping wave functions of Cooper paif¢' which display infi-

nitely large conductivity §—) and undamped Meissner b= Ne _ p—2r |

currents below the thermodynamid¢d{(T)) or the lower ® Net2Np, 4m+p—4r’

critical [H;1(T)] magnetic fields for type | or type Il super-

conductors, respectively. = 2N,  2(2m-r) (29)
Local triplet Cooper pairs in al2 system aff <T. un- P Net+2N, 4m+p—4r

de.r the conditions of the FQHE do not overlap anq behave N the temperature range<OT<T, depend orT and vary
spin-independent transport phenomena almost in the same " 0 and v.—1 at T=0 to v.—1 and ».—0 at
e p— - e p—

way as unpaired “magnetized” electrons. This explains zer —T., the total number of particles being conservag (
values of the diagonal components of the magnetoresistance ~ ©’ S partices being e
- . +v,=1), which imposes certain limitations on the indices
(Ryx=0) and conductivity §,,=0) tensors in the absence P
XX . . Xx o m, p, andr.
of scattering at defects in the regionstbfandNg, where the For example, all values af=p/2 (exceptr =2m) cor-
Hall (nondiagonal component of the resistanc®,(,= Ry) pie, P P

and conductivity ¢,,= oy;) have a plateau corresponding to respond to the values,=0 andv,=1 which are realized
xy— YH : _ _ _
discrete quantum valuas,= 1/R, = e2v/2mh. only for T—0. According to Eq(1), v=2/r=4/p can con

. . . ain in this case fractions with even denominators=(/2
Thus, coupled Cooper pairs can coexist with uncouple or p=2r=8, y=1/4 for p=2r=16. and so oh On the
electrons in ® systems aff<T, if the electron—electron P ' P '

attraction(due to the interaction with SAW and surfac® 2 contrary, the values of =2m (but r+p/2) correspond to

= = =
plasmong is strong enoughd=1,8=1). For such a state, ve=1 andv,=0 at.T T¢. But since the values of, Ve
. . . andv, must be positive at> (but T<T.), we must confine
Halperirf constructed a mixed wave functio of the L :
. 5 R . X ) our analysis, in accordance with) and(29), to the values of
Laughlin type; which is antisymmetric relative to permuta-

tions of unpaired electrons and electron within each pair and andp (for a fixedm) which satisfy the inequalities

symmetric relative to permutations of pairs. Such a multi-  r<p/2: r<2m; r<m+p/4; r<|mp. (30)
electron wave function of the ground state leads to singulari-
ties inRy and oy, for filling factors v satisfying the Halperin  For example, fom=3 atT=0, whenv=0 andv,=1, we
relation (1). find from (1) that v=2/3 for p=2r=6, v=1/2 for p=2r

If a 2D system containd\, coupled electron pairs and =8, andv=2/5 for p=2r=10, while at the poinT=T¢,
N, uncoupled electrongfor the total number of electrons Whenve=1 andv,=0, we obtainv=1/3 forr =6 for anyp
Ng=2N,+ N, per unit arep the requirement that the elec- (exceptp=12). If we take into account the fact that the
trons and pairs must occupy the same region of ﬁ)ace relative nl,lmbenlp of palred electrons, which can be re-

leads to the following relaticﬁﬁbetweean andN,: garded as an “order parameter,” decreases monotonically
with increasingT (probably, according to a law close to the

Np _2m-—r (27 lemperature dependence of the gap width in the BCS
Ne p-2r’ theory,* we can construct the following hierarchy of frac-
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tional values ofv for m=3 for various values of at which

the relevant singularities iRy must be observed, starting

from low values ofT:
vp=5/6 (ve=1/6):
V=415 (ve=1/5):
vp=213 (ve=1/3):

v=2/11 for r=1 and p=4;
v=>5/7 for r=2 and p=6;
v=3/5 for r=2 and p=8 or
v=3/7 for r=4 and p=10;
vp=1/2 (ve=1/2): v=4/7 for r=1 and p=12,
v=1/2 for r=2 and p=12,
v=4/9 for r=3 and p=12,
v=5/9 for r=4 and p=12 or
v=4/11 for r=4 and p=20

or for r=5 and p=12.

Similarly, we can obtain the sets offor different values

of v, (i.e., different values oT) for other values o also.
For example, fom=5 at T=0, whenv,=1(v,=0) and

r=p/2, we obtain, in addition to the fractions listed above

(v=2/3, 1/2 and 2/ the fractional valuesyr=1/3 for
p=2r=12, v=2/7 for p=2r=14, v=1/4 for p=2r=16,
and v=2/9 for p=2r=18. At T=T;, when v,=0 (v,
=1), we obtainvy=1/5 for r=10 for any p (exceptp
=20).

For intermediate temperatures<<0 <T,.) for m=5, we
obtain from(1) and (29) [together with(30)] the following
hierarchy:

vp=4/5 (v.=1/9):
vp=3l4 (ve=1/4):

v=5/9 for r=2 and p=8;
v=2/9 for r=2 andp=20 or
v=4/11 for r=4 and p=12;
vp=2/3 (ve=1/3): v=3/5 for r=0 anp=10 or
v=3/7 for r=2 and p=12;
vp=12 (ve=1/2): v=4/11 for r=1 and p=20,
v=2/9 for r=8 and p=20 or

v=2/5 for r=0 and p=20.

Form=7 atT=0, whenv,=1(v,=0), we obtain the addi-

tional fractionsy=2/11 for p=2r=22, v=1/6 for p=2r
=24, andv=2/13 for p=2r=26, while atT=T., when
vp=0 (ve=1), we obtainy=1/7 forr=14 and anyp (ex-
ceptp=28).

In the temperature range<OT<T,, for m=7 we ob-
tain, in accordance witk), (29), and(30),

vp=4/5 (v,=1/5): »=5/11 for r=2 and p=10;
vp=3/4 (ve=1/4):
vp=213 (ve=1/3):

v=2/7 for r=8 and p=20;
v=2/5 for r=2 and p=12,
v=1/3 for r=2 and p=16,
v=3/11 for r=4 and p=18 or
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v=1/5 for r=8 and p=22;

vp=1/2 (ve=1/2): v=1/4 for r=2 and p=28,

v=2/9 for r=4 and p=28,
v=1/5 for r=6 and p=28 or
v=1/6 for r=10 and p=28.

If we carry out additional antisymmetrization of the
Halperin wave functioh for a system of coupled electron
pairs relative to transpositions of electrons from different
pairs and take into account the fact that transposition of elec-
trons within a pair are immaterial in the calculation of the
ground-state energy, we can exclude the fractional values of
v with even denominators, which are not observed in experi-
ments. In this case, the ind@xdetermining the double num-
ber of flux quanta per pair is given by

p=2(2s+u+w), (31)

wheres andw are odd numbers corresponding to exchange
correlations for all possible transpositions of electrangs

an arbitrary integer{=0), and the even numbewuZcorre-
sponds to the symmetric of the wave function under transpo-
sitions of the centers of mass of the pairs.

If we assume that the energy minimum corresponds to
the minimum value ofu=0 (see Ref. 8 so that transposi-
tions of pairs are unimportant, the admissible value of the
index p are

p=2[2(21+1)+(2k+1)]; 1k=0123,.. (32

or p=2(2n+1)=6,10,14,...(for n=1,2,3,..). Inthis case,
relation (1) leads to fractional values of filling factor with
odd denominators onlyw=q/(2n+1), g=1.

6. CONCLUSION

Thus, the hypothesis on possible Cooper pairing bf 2
electrons in strong QMF due to the ERVhich is indepen-
dent of the effective masm} and the density of statgs
which was formulated in Ref. 18, allows us to explain virtu-
ally all experimentally observed singularities of the Hall re-
sistanceRy in semiconducting heterostructures under the
FQHE condition§®~"*3%%n the basis of the “mixed” wave
function of coupled electron pairs and unpaired electrons in
the ultra-quantum limit proposed by Halpefin.

The necessary condition for Cooper pairing is a strong
attraction between electrons, that is capable of overcoming
the screened Coulomb repulsion. Such an attraction cannot
be ensured by deformation-type EPI with bulk acoustic and
optical phonons in semiconducting GaAs and Si crysthfs.

For this reason, the effect of Cooper pairing was in fact
disregarded and was not taken into account in an analysis of
the properties of B semiconducting systems in QMF and of
the new Laughlin quantumi2 liquid®®° (except in Refs. 27
and 6).

However, the fact that SAW @ phonon*®#’ and sur-
face plasmon® whose interaction with R electrons in sur-
face layers can be much more effective than with bulk 3
phonons can exist at the interfacéketerojunction in
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layered MIS systems and heterojuctions has not been takamnied by a spatial redistribution of electron density corre-
into consideration by any author. The existence of such sursponding to the emergence of an additional fractional charge
face phonon modes in semiconductin® Zystems is con- e* =e/m (i.e., a quasiparticle or quasi-hole with the effective
firmed in optical experiments on Raman scatterisge, for charge*+e*) in a region of size of the order df,. For
example, Refs. 62—64Here we assumed that the interaction example, dissipative Hall currefiffor zero transport current
with these “interfacial” modes ensures a strong attractionin the limit w,7—%) generates additional magnetic flux
and Cooper pairing of electrons irD2systems; an indirect quanta(entering at one end of the R system, which drift in
evidence of this effect is the superconductivity observed in d@he crossed electrie and magnetid fields (together with
Si—MIS structure af <1 K.?® “screening” quasiparticles having a fractional chaeje to

The size of coupled Cooper pairs formed under the conthe opposite end, where they are annihilated. It should be
dition v=k§|ﬁ<1 is of the order of the magnetic length noted that Abrikosov quantum vortices in the resistive state
and is smaller than the average distarll_(:ts\kg1 between of ideal type Il superconductors in the absence of pinning
pairs. As a result, a macroscopic coherent quantum superconenters in magnetic fieldd.;<H<H, propagate in a simi-
ducting condensate cannot be formed in &ystem under lar way>’
the FQHE conditions in contrast to traditional superconduct-  Thus, there is no basic difference between fractional and
ors with strongly overlapping wave functions of Cooperintegral quantum Hall effects in2 systems and type Il su-
pairs?* Local pairs behave in transport processes likeperconductors in view of the universal gauge invariance of
“magnetized” electrons with the wave functions quantum-mechanical systems which was pointed out by
Wo(x)cexp(—x4/213), determining the zero values of the Laughliff® and Halperifi’ even prior to the discovery of the
longitudinal conductivity components,,= oq/(1+ wgﬁ), FQHE.
where oo=€?Ngr/m? , as well as of the resistivityp,, According to Halperin’s relation1), Ry singularities
= aXX/(UfXJr aﬁ) for infinitely long relaxation time £  can be observed in principle 8K T, for values of the filling
— ) and foroy=1/Ry=e?v/2xh in contrast to the super- factor v=1/2n and v=1—1/2n (n=1,2,3,..) along with
conducting state witlr— oo. singularities of Ry and oy for fractional values of

A transition to the superconducting state can occur inv=g/(2n+1) with odd denominators and with=1 but
weaker magnetic fields wher= kﬁlﬁ>47r so that each flux  with q<(2n+ 1) under the conditions when Cooper pairing
quantum corresponds to a large number of electrons, and the the 2D system dominates over the exciton pairing, for
size of Cooper pairsly) becomes larger than the average example, due to the suppression of screened Coulomb repul-
distance between them+ 2/Ng for T—0), i.e., a coherent sion upon an increase in the magnetic fieldin the ultra-
superconducting condensate of Cooper pairs can be formeduantum limit~’ (see Figs. 3 and)4However, the condition

Finally, the magnetic flux quanta screened by Meissneof symmetrization of the wave function for Cooper pairs al-
superconducting currents of a macroscopically large numbdows us to exclude fractions with even denominators. On the
of Cooper pairs in the limiv—oo are transformed into whole, the assumption on Cooper pairing @ 2lectrons in
Abrikosov vortices carrying a half-integral magnetic flux combination with the superposition of coupled electron pairs
quantumeg= ¢q/2. and free electrons, which is described by the Halperin varia-

Integral values of Hall conductivityry=cayn (Where tional wave functiorf, makes it possible to obtain a richer set
ay=e%2whc=1/137 is the fine-structure constaninder of quantum singularities of the Hall resistariRg and con-
the IQHE condition¥’ are due to a finite degeneracy of Lan- ductivity o, than other models of the FQHg:12:15:59.60
dau levels in D systems (\I,_=(1/2)7r|ﬁ=H/<p0) so that the The author expresses his sincere gratitude to M. Ya.
filling (depletion of the succeeding LL upon a changeHn Valakh for qualified consultations on the physical properties
or Ng starts forT—« only after the previous LL is filled of semiconductors of the GaAs and Si type, to A. L.
(depleted completely. Such almost idedy=1/0y steps Kasatkin for a discussion of problems associated with appli-
were observed by Laughfifat T=8 K. cability of the self-consistent field approximation and the

On the other hand, fractional values ®f=cay/m un-  Bethe—Salpeter equation for describing Cooper pairing in
der the FQHE conditiortsare due to the “rigidity” of the 2D metals in QMF, to V. M. Loktev, S. M. Ryabchenko, and
Laughlin wave functiofdescribing a strongly correlated in- V. B. Timofeev for fruitful and stimulating discussions, and
compressible liquid. The numberm is magnetic flux to E. G. Galkina, A. E. Pashitskii, and V. |. Pentegov for
guanta in such a “structurized” liquid per electron in the computer calculations and assistance in preparing the manu-
ground state is strictly fixed and remains constant until thescript.
increasing(decreasingmagnetic fieldH attains a “critical” This paper was written to commemorate the 80th anni-
value for which the total magnetic fluk=HS through the versary of Boris leremievich Verkin, who was the creator
2D system corresponds to the numiggrof quanta per elec- and the first Director of a unique research center, viz., the
tron that has increasedecreasedby two. It can be stated Institute of Low Temperature Physics and Engineering of the
that a “potential barrier” preventing a change in the numberNational Academy of Sciences of the Ukraine. The work is
of flux quanta in the ground state exists in the region ofdevoted to problems which were objects of continued inter-
intermediate fields. It was proved by Laughfimowever, estto B. I. Verkin, viz., phenomena in strong magnetic fields
that excited states corresponding to the creation or annihileat low temperatures and the superconductivity mechanisms
tion of solitary quantap, can be formed, which is accompa- (Cooper pairing in low-dimensional systems.
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The ground state of the “frozen” electron phase in two-dimensional narrow-band
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In narrow-band conductors a weakly screened Coulomb interelectron repulsion can supress narrow-
band electrons’ hopping, resulting in formation of a “frozen” electron phase which differs
principally from any known macroscopic self-localized electron state including the Wigner crystal.
In a zero-band-width limit the “frozen” electron phase is a classical lattice system with a
long-range interparticle repulsion. The ground state of such systems has been considered in the
case oftwo dimensions for arsotropic pair potential of the mutual particle repulsion. It

has been shown that particle ordering into stripes and effective lowering of dimension resides
universally in the ground state for any physically reasonable pair potential and for any

geometry of the conductor lattice. On the basis of this fact a rigorous general procedure for
describing the ground state fully has been formulated. Arguments have been adduced that charge
ordering into stripes in higf~ superconductors testifies to the presence of a “frozen”

electron phase in these systems. 1899 American Institute of Physics.
[S1063-777%9901808-3

1. INTRODUCTION As far as we know, neither the thermodynamics nor the GS
of such systems have been studied adequately. Here we offer
High-T superconductors studies have caused a surge ef unified approach to the description of the GS of the 2D
interest in the properties of narrow-band layered and twozero-bandwidth FERand similar lattice systemswith an
dimensional(2D) conductors. An important consequence of isotropic pair potential of the interelectron repulsiar(r) (r
the layerness is substantial weakening of the screening of i8 the distance between interacting electjoiifie key point
Coulomb interaction between the charge carriefBhe of our consideration is a new phenomenon—zaro-
screening radius cannot, under any circumstances, be legsmperature effective lowering of dimensi@rOD)—which
than the interlayer distangeln addition, in layered conduc- we have revealed to underlidespite the pair potential isot-
tors it is possible to well separate the charge carri@s  ropy) the main GS properties of the 2D FEP forarbitrary
definiteness, we consider them electpdinsm the donors, so  arrangement of the sites which can be occupied by electrons
that the mean energy.., of the long-range interelectron provided that the sites constitute a primitive lattige is
repulsion prevails over the energy of an electron attraction t@alled the host lattice belowii) any filling factor,p=N/N (
the donors. Under these conditions it is the mutual repulsiodN—«~ and AV/—« are the total numbers of the electrons and
of narrow-band electrons that can suppress their tunnelinghe host-lattice sites, respectiviglji ) any physically reason-
between the equivalent orbits of the conductor lattice, resultablev(r)>0. We take the term LOD to mean that the GS of
ing in formation of a “frozen” electron phaséEP) which  the 2D FEP is a set of different effective 1D FEP whose
differs principally from any known macroscopic self- “particles” are periodic stripes on the lattice of the 2D con-
localized electron state including the Wigner crystdlhe  ductor. For each 1D system of the set there is its gwn
FEP occurs when the electron bandwidthis less thansu interval where this 1D FEP represents the 2D one, the whole
=(alreedUce, Wheredu is the typical change in the narrow- range, Gsp=<1, comprising all the intervals. The LOD en-
band electron Coulomb energy in electron hoppiads the  ables us to offer a rigorous analytical procedure for the 2D
range of hoppingr.. is the mean electron separation. The FEP GS description, using the exact results of the general
high-T, cuprates, grain boundaries of polycrystal electrocetheory of the 1D lattice systems with a long-range interpar-
ramic material, as well as some art 2D conductrsap- ticle repulsion’®
pear to be most favorable for 2D FEP coming to existence.
The_macroscoplq be_haV|0r of the 2D FEP is rather U AMILTONIAN. SIMPLE CRYSTALS
conventional. Its distinctive features are rooted in properties
of its ground statdGS) att<<ésu. In the limitt/su—0 the The Hamiltonian,H, of the system under consideration
GS of the 2D FEP is much the same as that of other 2[has the form
lattice systems with a long-range interparticle repulsi@m 1
example is an ensemble of adsorbed atoms strongly interact- Hi{n(r)}== 2 v([r=r")n(r)n(r"), (1)
ing with their substrate and mutually repelling each dther 2.5

1063-777X/99/25(8-9)/6/$15.00 702 © 1999 American Institute of Physics
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wherer=m;a; +m,a, are radius vectors of the host-lattice description of the GS withv==*1,+2,..., which we have
sites,m; , are integersa, , are host-lattice primitive transla- specially worked out for this purpose. The dipole approach
tion vectors(PTVs); the occupation numbers of the host- offers a clear view of how the defectons’ bound state arises
latice sites,n(r)=0 or 1, are microscopic variablésthe  despite the fact that the defectons of the same sign repel each
sum is taken over the whole host lattice. The pair potential i®ther, being widely spaced.
assumed to be an everywhere convex function of the form At »#0 a perturbed S-crystal is formed where, in addi-
v(r)=v(r)/r, where the functioiv (r) depends on the char- tion to electrons, placed at host-lattice sites in the interstices
acter of the screening medium and its position with respectf the S-crystal {>0) or empty S-crystal sites, “holes,”
to the 2D FEP. In any cadgr) tends to zero as 2 or faster  (v<0), there are generally a certain number of S-crystal
whenr—o: ¥(0)=e?/« (eis the electron charges is the  electrons shifted from their native S-crystal sites. The latter
dielectric permittivity. Otherwise¥(r) can be reckoned as can be considered as “antiparticles” whose charge is equal
arbitrary: as will be shown below, its specific form is imma- to the electron one in magnitude but is opposite in sign, a
terial to our approach. pair “an electron shifted by a vectai+, its antiparticle lo-

Among the GS configuratiod®(r)} with differentpthe  cated at an S-crystal sit¢’ being the “r, &dipole.” Thus,
simplestones are 2D crystals with one electron per cellthe perturbation of th&crystal can be envisioned as an en-
(“S-crystals”).? Their inversep values make up an infinite semble consisting of several dipoles afd interstitial
set of integersQ;=|defm,(a;,a,)}|, where j indexes particles/holesIP/Hs). The dipoles interact with the IP/Hs
S-crystals, the integersi, («,\=1,2) are components of and with each other. The energy of interaction between an
S-crystal PTVs in thea, basis; Q; is the jth S-crystal IP/H (atr=0) andr, &dipole is ug(r)=sign v(v(|r—¢&)
elementary-cell area measured in units of that of the host-v(|r[))=sign vA.v(|r|); the energy of interaction be-
lattice, oo=|a; X &|. tween r, £ and r’,¢'-dipole is U . (r—r')=A,Av(|r

Our strategy is to derive the full description of the GS —r’|). The IP/Hs, in turn, undergo a mutual repulsion and
foranya, ,, starting with consideration of small vicinities of are exposed to an “external” fieldj(r), which is equal to
p=1/Q;. Since specificm), values are irrelevant to this —2u, for holes(here and further omi, of the S-crystal is
reasoning, we drop the indgxat Q and at other characteris- denoted byug), and for IPs it is the field produced at a point
tics of the S-crystals for a while. r by all electrons of the S-crystal. In these terms the change

Due to the discreteness of the system with the Hamilin the GS energy at a given Ugg(v), takes the form
tonian (1) a macroscopically small changép, in p (5p

—0, NY4 §p|— whenN— =) produces onlyisolated de- Ugs(r)=min(Viept Ug+ Uexet U). ()
fectsin an S-crystal, the space structure of the defects essen- )
tially depending on whether they result from an increase or glere Viey= azﬁv(“aﬂ') is the energy of the mutual repul-
decrease ip. This fact is expressed by the identity sion of the IP/HsU4= Zu, (r.) is the energy of their in-
E(N=| ON| A= | SA) — Eg(N.A) teractioh with the dipolesl;JeXC=$5u§i+i§Ku§i ,fg(rik)>0 is
the excitation energy of an S-crystal withy dipoles atv
=+ pu.|SN|FP.|oM, (2)  =0; Suz~ug|&?r3.>0 is the energy of formation of one
dipole;U=3u(r,) is the energy of the IP/Hs in the external
field mentioned; the indicea=1,...|v| andi=1,...n4 enu-
merate the IP/H radius-vectors and dipoles, respectivgly,
is the total number of the dipoles,,=r,—r,. The mini-

whereE, is the GS energygN and 4\ are changes it and
N producing 8p. The proportionality coefficientsu
<um, ,P_<P., are the values of the chemical potentjal,
and the pressuré, which are the endpoints of the andP ) X . i
intervals of S-crystal existence. They are determined by th@UMm 1S taken with respect gy, the dipole variables;, &,

energies of formation of corresponding defects. Thus, in fndra' Thergfore, the d_ipole apprpach ,"",HOWS to wqu with
certain vicinity of p=1/Q the GS is bound to be a super- only a few discrete variables. This facilitates considerably

structure of the defects. Our next step is to find them. the Monte-Carlo computer simulation of thedefectons
(Ugg(=1)==*€.) and their coalescence pt|>1.

The mechanism of the coalescence can be elucidated by
the following heuristic arguments. The GS total dipole en-
ergy, Eq(v) =Ugd v) +Uqy(v), is negative, so that for any

Adding one electron to or removing from an S-crystal|+| the GS space structure is determined by an interplay be-
results in the formation of a zero-dimensional defecttween negativeéy and positiveUg,c, Viep. The IP/H-dipole
* +defecton” or “—defecton”, respectively. One can be in- interaction gives the maximal gain in energy wheathIP/H
clined to think thatSN should be identified exactly with the is embedded in a shell of four dipoles that are attracted to it,
total number of+defectons spatially separateti .. being the dipoles’ antiparticles forming a parallelogram of a size
simply the energy oftdefecton formatione. . However, ~r.o~Q? (Fig. 1). The shells of neighboring IP/Hs are
this seemingly evident statement is actually incorrect due td@ound to share some of their dipoles fdg,. (and henceny)

a coalescenceof defectons of the same ‘“sign”. In other to be as small as possible. This requirement can be fulfilled
words, if the number|y|, of S-crystal electrons removed ( only when all IP/Hs araligned in a row the near-neighbor
<0) or added ¢>0) is more than 1, dound stateof |1] IP/Hs being shifted relative to one another by the same
+defectons arises whose energy is less thae. . We have  S-crystal PTV with the modulus r. (Fig. 1). In such a case
revealed the coalescence by computation, using a “dipole’|E4(v)| is more than the magnitude of the dipole energy of

3. ZERO-DIMENSIONAL DEFECTS AND THEIR
COALESCENCE



704

FIG. 1. The coalescence for squar@ @~9) and triangular I§,Q=16)
host lattices {=—5). Here O denotes host-lattice site®@—particles;
O—antiparticles;®—holes; — —dipoles; solid boxes mark off a single
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4. THE LOWERING OF DIMENSION

The elementary stripes in theD “frozen” electron
phase

As follows from the aforesaid, the bound state |of
defectons is transformed into a perioditipe-like structure
with an infinite increase it (Fig. 1). It consists of elemen-
tary 1D defects which, as will be shown below, repel each
other. Therefore, it ighe simplestlD defectsthat are ex-
pected to form the GS superstructure. An arbitrary 1D defect
of such a type is a stripe of rarefaction or compression that
arises when an S-crystal part adjacent to a line of electrons
with some PTV d, is shifted as a whole relative to the other
one by a host-lattice translation vectdr,Formation of one
stripe of lengthLg changesV by SN= + oL (o=|dX ¢, L
is measured in units ofd|). The corresponding change in
energy,SE, is proportional tod\:

5EA5A4:8(¢§):of¢;;1§;’ugr—nfy (5)

Here 2 means summation over the S-crystal semiplane
r=kd+1f (—oo<k<o,—0<|=<0); f is any S-crystal PTV
other thand. The GS is realized by the stripes with=d..
and &= ¢ which minimizee(d, £) at a given sign of-d\
(= or + symbolizes rarefaction or compression, respec-
tively). We shall call these stripes —~“stripes” or *
+stripes.”

The energiess. =|e(d- ,£.)| are the quantitiesP-

defecton. The shells of dipoles surrounding holes are marked off by th¢see (2)] associated with=stripes formation. The corre-

dash-dotted parallelograms. The dotted lines show nucleation of the eleme
. In the c@doundary effects dominate
the mutual repulsion of the unfinishedstripes; in the castb) the tendency

tary stripes enumerated by 1,2,..

Ypondingu-. , as follows from general thermodynamic con-
siderations, are

to —stripes divergence is seen. Both configurations refer to the pair poten-
tials which meet the conditiony~ 1.

|| infinitely separated defecton&y =|v|E4(*=1). The coa-
lescence arises when the energy gair; |Eq4(v)| —|Eg], ex
ceeds V,, of the IP/Hs aligned in the row. Sincé
~|v|u(ree this condition is met ifu(r) decreases not too

slowly, or, more exactly, if

The computer simulation carried out with the model poten-

y=f v(r)dr/reeu(reg <1.
lee

Et:U0+Q8t. (6)

Lest there be any contradiction with the fact of the coales-
cence, energies.. and e are bound to satisfy inequalities

€ <F_<F.<e,. @

When Q>1 and u(r) goes to zero over distancéd<r g,
~QY?, they follow from simple estimates. Taking into ac-
count that |£.|~a,, and, correspondingly,|d. X &L |
~QY2y, from Eq.(5) we obtain:e . ~(a,QY%R)u,. On

the other handle_|~up~v(r.e, and henceg_>|e_|. In

the case under considerati@n ~ v(r i), wherer ., is the
least of the distances between the IP and the S-crystal sites.
This energy is much more than, asR<r .

To make sure that the inequaliti€d hold for othery(r)

tial v(r)=r P exp(-r/R) over a wide range of the param- andR/r,, we have computed . [basing ourselves on Eq.

eters,3, R, has confirmed that the conditi@#) is really the

criterion of the coalescence for ahyf (and anya »).

(0). This case will

(5) and Eq.(6)] in parallel with Monte-Carlo computer stud-
ies of the coalescence. They have confirmed that the in-

Criterion(4) is for the most part fulfilled. It holds for any equalities are really the case for allr) under consideration
(r) (Sec. 2 such thafo(0)—(ree ~
be the focus of our attention from here on. The parameter
becomes>1 if 7(r) decreases substantially only fowhich
are exponentially large iry. In this limit the mutual repul-

and for allQ, maybe excepQ=2.

Together with the mutual repulsion ofstripes of the
same sign the inequalitie’) lead to the conclusion that
+stripes or—stripes do constitute the GS superstructure in

sion of the IP/Hs disrupts their row, and there is no coalesthe vicinity of 1Q. The position of eacht stripe—a con-

cence, at least for sufficiently largg. However, in Sec. 8 it

stituent of the superstructure—is determined by the stripe

is outlined that the LOD governs the GS in this rather special’coordinate,” |, which is the total number of particle lines
case also.

(with the PTV d..) between this stripe and some fixed one
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(I=0). A set of these coordinates uniquely determines the >
2D FEP space structure. Therein lies the LOD. V(h= 2, u(|kd.+1&L])
The ground state superstructure of stripes k=-e
The GS arrangement of thestripes is governed by the (I is the distance between interacting lineas the 1D pair

pair potential of the stripe-stripe interaction, potential. This produces
Vi(l)= ZHE’ Ue,, ¢ (r—nfi—¢&L) (8) Ap=L2Y, mV(Lm—-1)—2V(Lm)+V(Lm+1)],
n= r - - m=1

where inter-stripe “distance’l=1,2,...; f. is an S-crystal whereL=q.L+M is the period of the lines’ pattern. The
PTV other thand.,S' means the same as in E¢) expression in the brackets is positive, sing¢) is a convex

(d,f=d. ,f.). For aIIrv(r) under consideratiort’ (n)=>0, function in the case .under consideration_. Generally,
Au(M/L) are expressed in terms (1) by a slight modi-

’ ’ . r
andEr (n)>2r (n+1). HenceV{(l)>0 is a convex func- fication of the 1D theory.

tion of I. This enables us to describe thestripes superstruc-
ture at6—Q+#0 (#=1/p) on the basis of the universal 1D

1 7-9 1 1 H ‘e H ”
algorithm; " considering the stripes as the “particles” of an g ; 50 ANCHES AND EIRST-ORDER TRANSITIONS IN THE

effective 1D FEP: GROUND STATE OF THE 2D “FROZEN” ELECTRON
Im=[m/c.]; c.=|6-Qllo., o=|dX&.| (9 PHASE
wherel[...] is the integral part of a numbem enumerates the The algorithm(9) can be extended over the whate

+stripes; integet, is the coordinate ofrth stripe, which is  range, 6<c. <1, provided the crystal with one particle per
a pair of neighboring lines of electrons, (k) =kd. cell (“S'-crystal” with PTVsd.., f.+£.) which arises at
Flfo+més andrp oK) =rpi(k)+fo+ €. (k=0,+1,.). c.=1(0=Q=o.) is stable(i.e., it is another S-crystabr

The superstructure described by E@). is thus a mixture of metastable. This follows from the fact that i/ owing to the
—stripes @—Q>0) or +stripes @—Q<0) and unper- coalscence of defectons macroscopically small variations in
turbed stripes of the S-crystal which are paralledto, so 6 generate, at ang.., 1D defects only; ii/ these 1D defects,
that c.. = Ng/ N is the concentration of thestripes;Ng is  according to our computer calculations, have the same PTV,
their number;\; is the total number of the-stripes and the d., forallc...

S-crystal ones. The number of unperturbed stripes between Moreover, due to(metastability of the S-crystal the
mth andm+ 1th =stripes equal$y, 1 —1,— 1. algorithm (9) holds over af range adjacent to the interval

An algorithm for arrangement of electrons’ lines |Q—0o_,Q+0o.|. In such a case Eq9) determines a mix-

Simple crystals witlf. =qg.. £, , whereq.=Q/o. isan  ture of stripes of new geometry which are characterized by a
integer, are of frequent occurrence. Particularly, this occurgew triple of vectors,d’, ,f., ¢, , the analogues of
of necessity for a triangular host latti¢8ec. 7, and also for d.,f., ., and the *stripes concentratiorc’, =|6—Q
o.=0y, as is typical of S-crystals on a host lattice of a = o.|/|d} X &.|. Transition from one geometry to another is
lower symmetry. In such a case the above-mentioned ele@ontinuous ind sincec’. goes to zero whed#—Q+o.. .
tron lines of both typesr, (k) andrgo(k), fall into the Continuously extending the algorith(8) in the manner
class of electron linekd. +1&. (k=0,=1,...; | is an inte- shown above, we obtain thej-branch” (we introduce the
gen, which can be considered as 1D “particles” with “co- index j again which comprises allmetgstable structures
ordinates” |. Their arrangment, as follows from Eg9), Eg. (9) connected in continuity with the starting S-crystal.
obeys the algorithm: The corresponding energ¥;(6), can easily be found in
terms ofV_(I), using Eq.(9). As a rule, there exist different
S-crystals belonging to the sarjpbranch. On the other hand,
wherel,, is the “coordinate” of themth line, s is the mean as we have computed, intersections of different6), and
line separation measured in units |gf. |. hence zero-temperature first-order transitions in variables
or P (a type of polymorphism are universally present in the
2D FEP.(See example in Sec).7The dependence &, on
6 is the function which comprises all stable portions of all
Ei(6).

The dependence af. (or p) on u, much the same to the J Thus, owing to the LOD described above the GS of the
1D FEP!™® is a well-developed fractal structure, a devil 2D FEP is fully determined by the S-crystals PTWs,, , the
staircase whose steps occur atrational c. =M/L<1 (M,  *“directors”, d’, , and the displacement vecto#s, , together
L are coprime integeJsAt given M, L the GS configuration ~with the set ofE;(#) intersection points which are the only
of the 2D FEP is thus a “FEP crystal” with electrons per GS characteristics changing on small variations(n). All
cell and with PTV'sd.., Lf.+M§&.. . these quantities can be computed on the basis of aqnd

In the commonly occurring case thiat is a multiple of  Eq. (9) by a self-consistent procedure, finding the S-crystals
¢+ (Sec. 4 the steps’ widthsAu=Au(M/L), can be found together with thg-branches. We have found the GS for tri-
by direct application of the 1D theofy considering the en- angular and square host lattices as well as for a number of
ergy of the line-line repulsion, those with central symmetry only. The computation has not

lp=[sm], s=g+F.C,

5. DEVIL STAIRCASE
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revealed principal differences between GS properties of 2. SUMMARY

FEP with different geometry of host lattices, at least for

those which are not significantly anisotropic. The above consideration shows that the electron order-
ing into stripes and the effective lowering of dimension re-
side universally in the 2D FEP. In essence, a combination of

7. EXAMPLE discreteness of electrons’ positions with a long-ranged inter-

electron repulsion is the only factor which gives rise to this

: ) . Phenomenon. For this reason it is also bound to arise with an

gular host lattice(THL). All triangular lattices on the THL external disorder present, the stripes being fractured and

are necessarily S-crystals. This follows from the fact that it ispinned by the disorder. Thus, stripe formation in 2D and

the triangular lattice that realizes tabsoluteenergy mini- layered narrow-band conductors can be considered to be the
mum of the system whose electrons are free to move. Sucﬁ‘rincipal signature of a 2D FEP

S-crystals are Zb, q-zcrystals” with PT.VS pa'1+qa2, P2 The charge ordering in cuprates as a manifestation of a
+qaz and 6=p“+g“—pq (p, g are arbitrary integersa; , 3 2D “frozen” electron phase

|fs a triple of ITH# f;gﬁs V.\(E'Ch ar:e tehqusl n t:‘ﬁ mOdUIl:jS and From the above standpoint the charge ordering in £uO
orm an angie o with €ach otet’sing the procedure planes of high-temperature superconductor&uprates!
discussed in Sec. 6, we have found that algi@rystals be- BNEL N L
. : . (neutron scattering'? (channeling is of especial interest.
long to the samg-branch(the main branch which covers . . ;
The fact that it takes place even with very low dopihg
the range 4& #<. The S-crystals of the 0,g-ones are h 5 iaht b i th
S-crystals too. They occur ai=q(q+1)(2<g<«) and su_ggest_s that a 2D FEP mg t be present n t ese systems
' primordially. One can envision that formation of ionized

have PTV'sqa,, (q+1)a, (x, \=1,2,3; x#M\). The stripe oxygen molecules, £ , in oxygen planes gives a certain
structures(9) have the same PT\a,, for all 6 of the in- Y9 . P ygen p gives .
energy gain even in cuprates of thetoichiometric

terval[q(q—1),q(q+1)], their £, being+=a,(k#X\). 2
- : compositior® In consequence, a part of electrons leaves the
When p,q70, j-branches of differenp,¢crystals are oxygen planes fos-orbits of C#* ions in CuQ planes, re-

distinct. They do not have mutual intersections, but all inter-_"7 =~ . ; )
. . . . sulting in formation of a number of Cuions. Since the
sect the main branch, the intersections occurring at rather

. ) 4 )
small concentrations of thp, g-crystals’ +stripes. In other amp““:ge CO; eIectrobr; hﬁppllggb CueCui dlts k;elatl\zlglyFEP
words, the intervals op, ¢-crystals stability p,q#0), and small, the ensembie should be expected to be a '

correspondingly main-branch metastability, turn out to bethf, concentration Pf the Cuand, correspondmgly, .Of the
narrow. 05" being determined by thermodynamic equilibrium be-
tween the 2D FEP and the ensemble of tBe Olt is evident

that stripe formation in the 2D FEP of Cuons inevitably
brings to existence Osuperstructures in Culanes. Their
PTVs are likely to be the same as that of the"GtEP.

So far, the more frequent casep£ 1 (Sec. 3 has been In the connection with the aforesaid it should be noted
discussed. Here we outline the limiting cage 1. It is real-  that a simple explanation of the high-temperature supercon-
ized when the Coulomb interelectron forces are screened bguctivity can be offered in terms of the 2D FEP, taking into
conductors that are at distances ., from the 2D FEP. account the finiteness of the bandwidtk. lies in the fact
Modeling such a situation by the potentia{r)=<r *exp that a virtual exchange of 2D FEP elementary excitations
(—r/R) with R>r.., we have computed that the energiesbetween oxygen hole@vhich are known to be free charge
€. ,&. satisfy the inequalities _<e_<e,<e,, whichare carriers in the doped cuprajeleads inevitably to a mutual
opposite to those of Ed.7). Due to this fact it should be effective attraction of the holes and thereby to superconduc-
expected that the GS for—1/Q<<1/Q is a superstructure of tivity (of purely Coulomb originwith high T.. Our prelimi-
separated S-crystalero-dimensionadefects, but not one- nary studies have shown that the lowest-energy elementary
dimensional oneéstripes. We have revealed that these zero- excitations in the cuprate 2D FEP are kinks on the disorder-
dimensional defects are “bidefectons,” which are complexedractured stripes.
consisting of two bound defections. Well-separated bidefec- Some expectable features of tBB “frozen” electron
tons can be considered as new particles on the S-crystal ghase thermodynamics and conductivity as a consequence of
the host lattice, the mean bidefecton separatign, being  the stripe formation
equal to~|2(p—1/Q)|~ Y2 The effective pair potential of a Our preliminary studies have shown that the effective
mutual bidefecton repulsion is characterized by the saméowering of dimension in the ground state of the 2D FEP
space parameteR, asv(r). If ry=R, the bidefectons, ac- accounts for a fairly interesting and unusual low-temperature
cording to the general results of Secs. 3 and 4, are bound thermodynamics. It is characterized by first-order transitions
be ordered into stripes arranged by the algori®m Exten-  in the T, u-plane(T is the temperatujdrom the FEP crystals
tion of this reasoning to the case &>ry leads to new (Sec. 5 slightly perturbed by an ideal gas of separate defec-
stripe-like superstructures consisting of zero-dimensional detons (they are zero-dimensional defects which arise due to
fects of “new” S-crystals, and so on. Eventually a well- thermal activation to a strongly correlated liquid of ther-
developed fractal arises. Though details of its structure arenally fractured stripeg“FEP liquid”) where there is no
still to be determined, it is safe to say now that the LOD doedong-range order. The melting temperature as the function of
take place fory>1, too. w turns out to be reduced to zero at the endpoints of the

Here we illustrate the above general results with a trian

8. THE LIMIT OF y>1
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intervals of the devil staircase. Therefore, at &%0 there  “E-mail: slutskin@theor.kharkov.ua

is a set of alternating: intervals which correspond to the “The p values are assumed not to be too closgtol, so that we can
FEP crystals or the FEP quuid neglect the configurations with(r)=2 in (1) and take no account of the

. . Lo spin variables.
Conduction in the 2D FEP liquid is expected to be byz)As was shown in Ref. 10, if(r) were box-like, it would not be the case

movement of kinks of the fractured stripes, each kink carry- gue 1o a clusterization of the particles.

ing a fractal chargémeasured in units of). That in the FEP A point in favor of this fact is a noticeable disorder20%) in arrange-
Crysta's is of the common Drude type, the Charge Carriersment of O alongc-axis of Lg_,Sr,CuO, which was revealecjby chan-
being =defectons with the charge e. With a change inu neling methodf) even for lowx.

(at a fixedT) these conduction mechanisms alternate, result

ing in pronounced 2D FEP resistivity oscillations which re-

flect the ground-state devil-staircase dependencepof ‘A. A. Slutskin and L. Yu. Gorelik, Fiz. Nizk. Templ9, 1199 (1993
on w: the oscillations’ peaks are bound to occur close to the %‘?’Zlgzgp['PiCé’st%p83582 (61699921;9);.]A. Slutskin, Usp. Fiz. Nauki65
rational filling factors of the FEP crystals which survive at a 2y, Heywang, Amorfe und Policrystalline HalbleiterSpringer Verlag
givenT. This phenomenon is yet another distinctive mark of (1984; A. A. Slutskin and V. I. Makarov, irProceedings of Electroce-
the 2D FEP. We have found it to be very similar to the jramics5, September, 1996 Aveiro Portugal, p. 267.

L S . . M. Pepper, J. Phys. @2, L617 (1979.
resistivity oscillations of a conductive sheet in a system4R' G. Osifchin, W. J. Mahoney, J. D. Bielefeld, R. P. Andres, J. I.

metal-n-type semiconductorp-type semiconductot,which Henderson, and C. P. Kybiak, Superlattices Microstriig}.283 (1995.
still remain to be explained. We are going to publish the °H. Nejoh and M. Aono, Appl. Phys. Letfi4, 2803(1994).
results concerning this issue in the near future. 6V. L. Pokrovsky and A. L. TalapovTheory of Incommensurate Crystals

. e N. Y., Harward Acad(1984), I. F. Ljuksutov, A. G. Naumovets, and V. L.
It is remarkable that an artificially created external per- Pokrovsky, Two-Dimensional CrystalsNaukova Dumka, Kiey1988.

turbation localized within a small region can block up con- 73 Hubbard, Phys. Rev. B7, 494 (1978.

duction over all FEP liquid, pinning only one stripe. The °P. Bak and R. Bruinsma, Phys. Rev. Letg, 249 (1982.

. :
most appropriate systems to test this experimentally are per-Ya G. Sinal and S. Ye. Burkov, Usp. Mat. Na@B, 205 (1983.
pprop y P Y P [OM. M. Fogler, A. A. Koulakov, and B. |. Shklovskii, Phys. Rev. B,

haps granular thin films like those described in Ref. 4. A 1853(1996.
similar phenomenon was reported in Ref. 5. Yet granulatiy. m. Tranquada, B. J. Sternlieb, J. D. Axe, Y. Nakamura, and S. Uchida,
films used in the experimeritsiere highly disordered, and it __Nature(London 375, 561 (1995.
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The thermal conductivity of solid parahydrogen with orthodeuterium impurity at an impurity
concentration from 0.01 to 1% has been studied in the temperature range from 1.8 to

9 K. The nonlinear concentration dependence of the thermal resistivity of the investigated samples
is explained by the fact that the intensity of normal three-phonon scattering processes is
comparable to that of resistive processes. The analysis of the experimental results has been made
in the framework of the Callaway model by using different models for the impurity phonon
scattering. It has been found that the intensity of phonon impurity scattering in parahydrogen with
orthodeuterium impurity is essentially higher than classical theory predicts and it is close to
analogous scattering in solutions of helium isotopes with the equal reduced molar volume given. It
is considered that additional impurity scattering of phonons is connected with the change of

force constants and lattice distortion in the vicinity of impurity molecules. The quantitative
estimation of the mentioned effects has been made1989 American Institute of Physics.
[S1063-777%9901908-9

INTRODUCTION thermal conductivity of solid hydrogen has not previously
been studied experimentally. The influence of Ne impurity
The mechanism of the influence of isotopic impurities onon the thermal conductivity of solid parahydrogen was stud-
the thermal conductivity of quantum crystals should be morded in Ref. 10. The closeness of the Lennard-Jones potential
complicated than in a case of classical crystals. An isotopiparameters of hydrogen and neon permits one to consider
impurity disturbs the zero vibrations of a quantum crystal,neon impurities in parahydrogen as quasi-isotopic ones.
which leads to the appearance of lattice distortion and thélowever, the analysis of data on the thermal conductivity of
change of force constants in the vicinity of an isotopic pointsolid p-H, with Ne impurity did not result in finding the
defect! =3 Therefore, when describing phonon scattering byeffects due to distortion and the change of force constants in
isotopic point defects in quantum crystals, one needs to takdie background of a very high mass effecM e/
into account not only the difference in the masses of théVl,,,=10).
impurity and matrix molecules but also the two other effects ~ The given work represents a study of the thermal con-
mentioned. If molecules of the solution have rotational de-ductivity of solid parahydrogen with orthodeuterium impuri-
grees of freedom, then one has also to take account of scates with the aim of finding and analyzing the contribution of
tering by excitations of rotational motion of molecules. Si- distortion and the change of force constants to phonon scat-
multaneous action of several mechanisms of phonotering.
scattering impedes the interpretation of results of thermal
conductivity studies. To make easier the extraction of contri-
butions of the distortion and the change of force constants t(T)HEORETICAL MODELS
thermal resistivity it is appropriate to study solutions with Phonon scattering by isotopic impurities was first stud-
central interaction; such molecules have no rotational deied theoretically by Pomeranchuk in 19%2At present vari-
grees of freedom. To such solutions one can réf&g—*He  ous versions of the Klemens modetview'?), the resonance
and solid solutions of spin-nuclear modifications of hydro-scattering modelreview!® and the Antsygina—Slyusarev
gens, which molecules are in the ground rotational state wittnodel* are used to describe phonon scattering by point de-
J=0 (parahydrogen and orthodeuteriurithe thermal con- fects. In the longwave limit when an impurity molecule and
ductivity of solid solutions®™He—*He have been studied ex- its vicinity vibrate as a unit, all the scattering mechanisms
perimentally in*~°® Quantum effects in solid hydrogens are are of a Rayleigh character.
less defined than in solid helium isotopes. However, solid The Klemens model is most widely used to describe
hydrogens have higher ratio of molecular weights of iso-phonon scattering by point defects. In addition to the mass
topes. As we know, the influence of isotopic impurities ondefect, this model takes a local change of force constants and

1063-777X/99/25(8—9)/5/$15.00 708 © 1999 American Institute of Physics
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the field of lattice distortions around an impurity into ac- wherewp is the Debye frequency.

count. Matrix and impurity atoms vibrate as a unit with the At g,=0 the expressioli3) transforms into an expres-
same vibration amplitudes. The rate of phonon relaxation ision characteristic of resonance phonon scattering by an iso-
proportional to the fourth power of frequency and has thetopic impurity. According to(3), the frequency dependence

form of the phonon relaxation rate is rather complicated and its
.y form depends on the relationship betwegnandg,. In the
T =—— w?, (1)  9eneral case the relaxation rate decreases sharply and tends
P 4ms to zero near the Debye frequency.
wherec is the impurity concentratiorV/ is the molar volume In Ref. 17 it has been shown that impurity scattering of

of matrix; s is the sound velocity in the matrix is the phonons in _solid solution of Ar in parahydrogen is much
phonon frequency; anfl is a parameter characterizing the Petter described by the AS model than by the models of
intensity of impurity scattering. The parameiérexpressed Klémens and resonance scattering of phonons.

through the mass defeet=AM/M, the local change of

force constantsAg/¢, and the relative radial distortion gxperIMENTAL TECHNIQUE

A 816 has the forn?
The thermal conductivity of solid solutions of orthodeu-

I'=82+2(Apl9—6.4yA515)?, (20 terium in parahydrogen was measured by the steady-state
where vy is the Grneisen constant. The Klemens model is method. The sample was grown in a stainless steel tube with

used only in the case of longwave acoustic phonons. Thi&n inner diameter of 4.5 mm and length of 38.5 mm. Two
condition is fulfilled for quantum crystals whose melting &rbon resistance thermometers TRQVANIIFTRI) were

temperatures are essentially lower than the Debye temperfXed on the external surface of the tube. One of the ther-
ture O . S0,T,=13.81K, Op(T—0)=118.5 K for solid mometers served as a gauge for temperature stabilization, the
parahydrogen in equilibrium with vapor. second served for measuring a temperature difference along

Another approach is used in the model by Antsygina andn€ sample. o B _ _
Slyusarev(hereafter A$ It is based on the successive solu-  Hydrogen preliminarily purified by a palladium filter

tion of kinetic equation for scattering by a heavy impurity in With the content of chemical impurities E‘Ot more than 10
a rigid lattice taking account of local change of force con-and deuterium of chemical purity 99.67% were used to pre-

stants. The rate of phonon relaxation is described by th8aré solutions. Parahydrogen with 0.21% of orthohydrogen
expression and orthodeuterium with 2% of paradeuterium were obtained

) by conversion of liquid hydrogen and deuterium as a result

1 0:+09> of contact with FEOH); at T=20 K. Gaseous mixtures were
T =2Cw —+9192P(0)) Rz(w) i [
imp 2 prepared in a glass vessel at room temperature. An error in
the measurement of deuterium concentration in the mixture
w14 91+92_[P(w)_Rl(w)] was less than 15% of the indication. .
2 The crystals were grown from a gaseous mixture under a
2 pressure of 50 Torfsomewhat lower than pressure at the
—019,P(@)Ry(w) triple poipt of pure parahydrogeémwith the rate 0.13 mm/
min. During the growth of the crystals the temperature of
g1+, 2 bottom of the cell decreased linearly with time and the dif-

J’_

-1

R%(w)] , (3)  ference in temperatures between the top and bottom of the
cell was kept up equal to 7 K. After crystallization the

whereg,; andg, are the parameters of the model; the func-sample was annealed. The temperature along the sample was
tionsP(w), Ri(w) andR,(w) are determined by the phonon equalized over a period of two hours, fixed equal to 12.5 K
spectrum of the matrix. The parametegs=—=¢c/(¢+1), and kept constant for two hours as well. Further, when pass-
wheree is the mass defeddM/M =(M;—M)/M, M; andM ing from one measurement to another the sample tempera-
are the masses of impurity and matrix molecules, respedure changed so that the maximum temperature difference
tively. The local changes of force constants are taken int@long the crystal should not exceed 0.3 K. The procedure
account by the parametgs=M;s/Ms?—1, wheres; ands  described above made it possible to obtain good-quality
are the sound velocities for pure components. In the Debysamples and avoid the influence of anisotropyhop lattice
approximation the functionB(w), R;(w) andR,(w) have a  of parahydrogen on thermal conductivity of sampfes.
form

> +019,P(w)

P(w)=1-1.50/wp+3(w/wp)?—3(w/wp)® EXPERIMENTAL RESULTS AND DISCUSSION
XIn(1+ wp/w), Thermal conductivity of three samples pfH, and five
5 5 solutions p-H,);_.(0-D,). at deuterium concentratior{s)
Ry(w)=—1-1.50/wp—3(w/wp)”~3(w/wp) 0.01%; 0.05%; 0.1%; 0.5%; 1% were measured.
XIn|1—wp /o] Thermal conductivity of purg@-H, agrees well with the

literature data obtained for polycrystals with grain sizes
Ry(w)=3m(wlwp)?, about 1 mm. The data on the thermal conductivitypeH,
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G=k3/(2m%h3%s);  f(x)=x*e/(e—1)?
X=hwlKkgT;

O is the Debye temperatureg(x,T) is the relaxation time
of resistive scattering processesj(x,T) is the relaxation
time of normal phonon-phonon processes, ap@,T) is the
combined relaxation time:

7o (6T =121 (%, T) + 7 2, T).

100

In the solutions p-H,),_.(0-D,). the resistive processes
are formed by phonon-phonon processgs processes
[7u(x,T)], scattering by the boundaries of crystalline grains
[m5(x,T)], scattering by molecules @-D,[ 7,(x,T)]:

T (X, T) =7 (X, T)+ 5 (X, T)+ 7, 1(x,T). (5)

10

K,W/(m-K)

The characteristics of three-phonthand N processes are
determined only by the properties of the crystalllmep lat-
tice of hydrogen and practically do not depend on the pres-

L e ence of impurity molecules at a small impurity concentra-
2 4 6 810 tion:

T.K
oM T =AuXPT3e T 7 (X, T) = AgKTE.

FIG. 1. Temperature dependence of thermal conductivity of
(p-Hp1-c(0-Dy), for different concentrations af-D, ¢, %: O (solid line, ~ The boundary scattering depends on an average size of crys-

purep-Hy); 0.01(00); 0.05(A); 0.1(0); 1 (+). talline grainsL and sound velocitg:
rgi=slL.

crystals made it possible to conclude that the samples pre- The intensity ofN processes is taken from the data of
pared by the technique described above are polycrystalRef. 19 Ay="6.7x10's™*.K™), and the parameters &f
without a selected crystallographic direction. processes are obtained from the data on thermal conductivity
Figure 1 presents the experimental data obtained in thef ~ pure  parahydrogen (A,=5.6910"s 'K,
given work for pure parahydrogen apeH,-0-D, solutions.  E=36.57 K.*® It is worth noting that to describe the thermal
The thermal resistivity of the samples depends nonlinearigonductivity of samples without impurities it was necessary
on the concentration. As shown 1 the nonlinear concen- 0 introduce an additional mechanism corresponding to im-
tration dependence of thermal resistivity arises due to interPUrity scattering at the deuterium concentration 0.01%.
ference of normal three-phonon scattering processes and irkater it was taken into account when analyzing thermal con-
purity scattering. In the temperature range hbeld K the ductivity of impurity crystals. Note that the natural content
thermal conductivity curves for different concentrations have?f deuterium —atoms in  hydrogen changes within
various slopes. This shows that in addition to impurity scat{1-39—1.56) 10~
tering it is also necessary in this temperature range to take The analysis of the experimental data was made sepa-
into account the scattering on the boundaries of crystallinéately for the impurity scattering models of Klemens and
grains, which intensity changes from sample to sample. Théntsygina-Slyusarev by using dependencgs or (3), re-
form of temperature dependences of thermal conductivitgPectively.
corresponds to the analogous dependences obtainétidor To fit the calculated curves to the experimental data we
with 4He .2 used a mean free path of phonons at boundary scattérjng
The analysis of the experimental data was made in thand the parameters characterizing the intensity of impurity
framework of the Callaway model, taking account of normalScattering &e.I) as the fitting parameters. A parameggr
phonon-phonon scattering proceséidprocessesin the ap- in the AS model was calculated using the average sound
proximation of a Debye phonon spectrum. The thermal conVelocities for purep-H, ando-D, obtained from the data on

ductivity was calculated by the formula Debye temperatures of these substances. pdi, ©
, , =118.5K® and sy, =1342.34m/s, foro-D, 6=111.5K®
KM=GCT (I +13/13), (4) andsD2= 1202.8 m/s, andj,=0.606. For each of the impu-
where rity scattering versions the calculated thermal conductivity
o o curves agree satisfactorily with the experimental ones. Fig-
_ ) _ 7e(x,T) i ure 2 gives the experimental data for deuterium concentra-
I, (X, T)f(x)dx; 1, (x)dx; :
™(X,T) tion c=0.1% and the calculated dependences of thermal

o conductivity versus temperature for two models of impurity
|3:J 7e(x,T) f(x)dx: scattering. The table presents the optimal fitting parameters
o T™NXT)7R(X,T) ' as a function of the deuterium concentration.



Low Temp. Phys. 25 (8-9), August—September 1999 Korolyuk et al. 711

effect decreases from 3 to 1, approaching the classical value
with decreasing molar volume from 21.56 to 11.5%mole.

It is interesting to comparex of crystalline hydrogen and
helium at equal reduced volum®4 =V/(No?), whereo is

the gas-kinetic diameter of molecul@$js Avogadro’s num-

1or ber. If one takesr=2.62 A for “He and 2.96 A for H and
-~ [ D, then the molar volume of helium V(4he)
x L =15.95cni/mole corresponds to the molar volume of hy-
E | drogen at equilibrium vapor pressure and helium tempera-
; | tures (V=23.16 cni/mole). On the basis of the dependence
o of @ on molar volume of solid helium; we have obtained

- a=1.5 for solid ®He—*He solutions atvV=15.95 cni/mole
that is somewhat less than the valae=1.64 for solutions
. D,—H, at equal reduced volume.

Let us now estimate the relative change of the force
constantA¢/e and the relative radial distortion of a lattice
Adl6in the vicinity of the impurity molecule Pin solid H,.

In the framework of Klemens modgsee formula2)] these
effects cannot be determined independently. The magnitude
T,K Al e can be calculated independently from the data on heat
FIG. 2. Temperature dependence of thermal conductivity of solid solution aFapaClt,y of solutions of orthodeuterium in parahydro@fen.
c=0.1%: the experimental dat), according to the Klemens model)  According to Ref. 21A¢/¢=0.3. If one uses this value and
and to the AS mode(2). formula (2), then we obtain the valuad § given in Table I.
The last value can be compared willd/ 5 evaluated by the
formula

At deuterium concentration<0.1% the parameterE Vv 13_(y 13
ande ¢ do not depend on concentration within the limits of A_5_ ( O_Dz) ( D—Hz)
the experimental error. This means that the deuterium mol- & (Vo)™
ecules can be considered as independent scattering centers in, )
this concentration range. At>0.1% I' and e decrease USing the following values of molar volumes/,.p,
with increasing concentration. =19.9cnf/mole and V,,=23.16cn¥/mole we obtain

When treating the results of the thermal conductivity A 8/ 6= —0.049. Since both methods of determining the rela-
study of solid solutionsHe—*He,*~° the authors practically tive radial distortion are rough approximations, the agree-
used only the Klemens model. This model makes it possiblenent of the valued /5 obtained by these methods can be
to compare the increase of intensity of phonon scattering bgonsidered as satisfactory.
impurities (@=T"/(AM/M)?) due to the quantum effects for The analysis of the experimental results has shown that
the cases of solid isotopic solutions of helium and hydrogenthe deviations from classical scattering of phonons by an
In our opinion, the most accurate thermal conductivity meaisotopic impurity are observed in crystals of parahydrogen
surements of solutiondHe—*He were made in Refs. 8,9. with orthodeuterium impurity. At the same time both the
According to Ref. 9, at molar volum¥=20.56 cni/mole  simple and physically rather clear Klemens model and the
and ®He concentration from 0.05 to 0.5% the valueseof more consistent AS model describe satisfactorily the impu-
changed within 3—3.4. According to Table |, for solutions atrity contribution to thermal resistivity of a crystal. Both mod-
equilibrium pressure of vapor and low deuterium concentraels show the deviation in the behavior of impurity scattering
tionsa=1.64(a=1I", asAM/M=1). Thus, at low pressures from the classical case. However, the Klemens modlike
the quantum isotopic effect in helium is twice as greatthe AS model permits one to estimate the distortion and the
though the mass defect is four times less. It should be noted¢hange of force constants in the vicinity of an impurity mol-
however, that the magnitude characterizing the quantum ecule. The main result of the present work is the discovery

TABLE I. Fitting parameters of impurity scatterii e and averaged mean free path of phonon at boundary
scatteringlL, obtained from the experimental data K(T) for (p—H,);_.(0-D,). .

Klemens model AS model
c, % r AdlS L, mm Eeff L, mm
0.01 1.64 —0.021 0.879 2.14 1.08
0.05 1.64 —0.021 2.50 1.98 2.68
0.10 1.69 —0.022 0.464 2.03 0.698
0.50 1.49 -0.015 0.276 1.95 0.436

1.00 1.19 —0.001 2.18 1.72 2.68
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Specific features of exciton states in neon are analyzed in the approximation of a rigid lattice,
taking into account its easy deformability. Regular alteration of atomic and molecular

states upon a transition from heavy inert elements to light elements leading to the emergence of
a number of typical distinctions of band excitations in neon is considered. Dynamic

parameters of electrons, holes, and excitons associated with resonant energy transfer in the
crystal and with self-trapping of quasiparticles are specified. It is shown that the strong coupling
of the lowest exciton state with local vibrations of the surrounding lattice results in mixing

of free and self-trapped excitations and in a considerable decrease in the mobility of excitons. A
comparison of experimental and theoretical absorption spectra of mixed states makes it
possible to refine the parameters of the exciton—phonon interaction for the singlet and triplet
components of the exciton. @999 American Institute of Physids$§1063-777X99)02008-3

INTRODUCTION spectroscopy of condensed media at the Institute. After an-
other 20 years, the results of scientific achievements in this
The physics and spectroscopy of cryocrystals of inerfield were summarized in the monograph “Cryocrystafs.”
element or rare gas solidRGS were chosen as a basic Three of the four parts of this book are devoted to the phys-
trend from the very outset of investigations in the low tem-ics of cryocrystals grown at the Institute. This trend was
perature physics in Kharkov. At the beginning of the thirties,recognized all over the world and still retains its scientific
[. V. Obreimov, the founder of the first physicotechnical in- priority.
stitute in the Ukraine, was interested in the problem of light  Since the 1970’s, when it became possible to study ex-
absorption in the condensed phase and attracted attention périmentally the excited states of RGS cryocrystals, rich sci-
Ya. |. Frenkel to the astonishin@t that tim¢ emergence of entific information has been accumulated, which is reflected
discrete(narrow) absorption bands and luminescence in thein the well- known books and reviews® Nevertheless, the
spectrum of solids during their cooling to low temperatures experimental results do not agree with the theoretical models
This formed the basis of the concept of excitons in the crysused for describing excited electron states of solid n@sn
tal lattice. The basic model in the Frenkel theory of excitonswell as solid heliunh and various approaches exist for their
was the atomic argon crystalHowever, experiments on description. This paper is the first of two articles devoted by
RGS spectroscopy were impossible at that time since thethe authors to the memory of respected Boris lerimievich
required the development of special technique for farVerkin. In the present paper, we touch upon the central prob-
vacuum ultraviolet region in the energy rarlge10 eV con-  lems of the structure and dynamics of excitons and electrons
taining the lowest excited states of Ne, Ar, Kr, and Xein the Ne lattice on the basis of new concepts developed on
atomic cryocrystals. the basis of experimental results and theoretical investiga-
Thirty years later, outstanding theoretical, experimentaltions carried out at B. Verkin Institute for Low Temperature
and technical achievements of scientists in the field of lowPhysics and Engineering in recent years.
temperature physics stimulated the creation of a new special If we consider a series of classical cryocrystals of rare
Institute of Low Temperature Physics and Engineering ingases(with the exception of the Ne quantum crystadolid
Kharkov. The organizer and inspirer of behind the foundaNe occupies the extreme position in view of the simplicity of
tion of this institute was Boris lerimievich Verkin. At that its structure and the smallness of the forces of interaction
time, one of the author of this papér Ya. Fugo) put forth  between atoms in the crystal lattice. Neon behaves as a mar-
the idea of low-temperature experiments aimed at studyinginal crystal in some aspects of lattice dynamifs ex-
excitons in atomic cryocrystals. Boris lerimievich showedample, as regards the applicability of the theory of elasticity
his interest in this idea and supported it since it naturallyand band structuréor example, the correctness of exciton
matched with his plans for the development of cryocrystalmodel is doubtful in view of the smallness of the dielectric
physics at the Institute for Low temperature Physics and Eneonstank.
gineering. During all subsequent periods of time, B. I. Ver- It is still unclear whether the energy structure of excited
kin facilitated the establishment and evolution of this trendexciton states of the Ne crystal can be connected with those
which has become a leading direction in the department ofor an individual atom or moleculeThe answer to this ques-
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tion for the ground state of the crystal is almost obvious. Itis=21.56 eV and (1/2)=21.657 eV so that their SO splitting
well known that the approximation of paired molecular po-amounts toAgo=0.097 eV. The lowermost excitation of
tentials of Ng, taking into account small corrections for a 2p®3s corresponds to the terﬁf?o,l,z(j =3/2) andP4(j
many-particle system, can serve as the basis crystal potential1/2), the oscillator force of }P;—'S,) transition
and provides a correct description for most effects in lattice=0.16) for free atoms being an order of magnitude higher
dynamics. Generally speaking, the approximation of atomighan for €P, ; ,~'S;) transitions; from the latter three tran-
or molecular excitations is not indisputable for the band andsitions, we will be interested only in the observable transition
exciton states of Ne cryocrystals. On the one hand, it is gerfp, —1S;. The energy position of energy levels witk=1 in
erally accepted that the effective mass approximaiMA)  the gas is determined by the interaction of an electron lo-
presuming a weak coupling between an excited electron anghted at a large distance from the atomic core with the effec-
a hole (exciton in a medium with dielectric screening is tive charge of the nucleug*. If the radiusr, of the atomic
valid for describing excitons in the quuid and solid phases ofcore is much smaller than the radiusof the excited state,
heavy inert elements such as Xe, Kr, and Ar. On the othejve can assume that the charge is point-like and that the prob-
hand, it was proposed recently that the exciton model is nofem is similar to that for a hydrogen atom. In other words,
applicable altogether for describing excitations in condensegie assume that the quantization of energy leggjgn) oc-
helium, and that the best agreement with experimental resulisurs in accordance with the quantization of the radiys
is attained in terms of trapped excitations of the molecular=n2a, of the electron orbit &, is the Bohr radius The
type? For this reason, a detailed analysis of situation in Neinfluence ofz* differing from unity can be effectively taken
cryocrystals is undoubtedly essential. In addition, recent exinto account by introducing the correction to the quantum
perimental investigations of relaxation of excitations and ennumber (quantum defects) in the expression for energy
ergy transfer to impurity centers and crystal boundai€'s  terms as well as in the expression for radii. If the radius of
necessitate a more exact determination of the dynamic pahe atomic core cannot be neglected, the familiar simple de-
rameters of electrons, holes, and excit¢gisch as the posi- pendenceE, (n) and/orr,(n) is violated. Bearing in mind
tion of band and local energy levels and band widtb well  that we subsequently compare the result with the exciton
their transport properties associated with the electron-series(the indexn labels excited statgswe describe the
phonon interaction for a correct interpretation of experimendefective Rydberg atomic series as follows:
tal data.

In Sec. 1, the relation of atomic and molecular excita- . R@*)? . R
tions with crystal excitations is established on the basis of " = (n+1)2 = (n+1-46,)%’
their description with the help of Rydberg series with a quan- . o . P
tum defect. New estimates of exciton band widths as well a/N€re! is the ionization potentialR=mge"/24"=13.6 eV
effective masses of electrons, holes, and excitons are o€ Rydberg constant, ande are the mass and charge of a
tained. The effect of mixing of the lowest states of free and‘crfee electron, and, is the correction to the quantum number
self-trapped excitations due to strong coupling between ex? =N+ 1 (8,<0.33 for inert atoms which has a tendency

citons and the local deformation of the neon lattice is inves:[0 a noticeable decrease with increasing atomic number of

tigated in Sec. 2. The theoretical absorption spectrum and thté‘e inert glement and to a slight decrea;e with increasing
experimental spectrum are compared to obtain the values & €ach inert atom. For the singlet series of the Ne atom,

the exciton—phonon coupling parameters for the singlet and1—0-32 andds=0.31, the former value describing the po-
triplet components of the exciton transition. sition of absorption band of the entire series to within 0.01

eV. The parameterg, for the triplet series virtually coincide

with those for the singlet series. The first terms of atomic
1. MOLECULAR POTENTIALS, BAND MODEL, AND series correspond toE;(3/2)=16.67eV and Eq(1/2)
STRUCTURE OF EXCITON STATES =16.84eV. For calculating the series, we used the data for
. . ._atomic spectra from Ref. 12. In order to outline the peculiari-
Let us analyze the evolution of electron excitations in_. . : . o

o . ties in the structure of the Ne atom leading to inapplicability

the transition of Ne from atom and molecule to the solid state . . .
ﬁ; the Wannier model for the lowest excitons in the crystal,
tion of the energy structure. We shall first consider an ideal € compare them with the corresponding excitations in Xe
. ) o . . T for which the model mentioned above was used successfully.
ized model in a rigid lattice without taking into account the

electron—phonon interaction and easy deformability of NeFOr example 5, =0.08 andd,=0.01 for the triplet series of

cryocrystals. We start from atomic and molecular electro the Xe atom. The application of descriptil) for electron
yocry N . Yransitions together with corresponding quantization of the
excitations in Ne in the free state.

: , orbit radius is substantiated by the requirement of weak cou-
A Ne atom in the ground staf, has a closed configu- ling between an excited electron with the atomic core, i.e
ration of 10 electrons: £2522p®. The lowest excitations "9 SR

transfer one of p-electrons to the next (2n)s-orbitals (n
=1,2,3,..) forming a defective Rydbersyseries whose each Wh=r—"—"7<R; ro<r,. 2

) _ ) (n+1-9)
term splits into two components due to the spin—ofBiD)
interaction with the total angular momenga=3/2 and The terms withn>1 for all inert atoms undoubtedly satisfy
j=1/2 of the hole core of the atom. The seriesthis requirement, and the radii of electron states can be de-
(2+n)sz,1 are limited by the ionization potential§3/2)  termined from the formula

n=1.23,.., (1)
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rn=(n+1-46,)%a,, ay=0.53A, ©) 225 Nei .
Let us now consider the lowermost excitations for which (1/2) (2p )
condition (2) is not satisfied exactly. We haw;=R/2.8 2.0} ute
=4.85eV for the neon atom and/;=R/3.7=3.67 eV for > ! 2p
the xenon atom. Estimating the radii by using form(83, o4 N L, 172
we obtain ¢,=(r) from Ref. 13: calculations are made in 5 21.5F ™ (3/2) P, ) Par
accordance with values oj: @ | ut s
fy - 210k | D*=1.17ev
Ne: ro=0.51A, r,=149A, r,=3.85A, =292 | r+=1.746 &
r 205k (1/2) (%P3 5)
Xe: ro=1.24A, r;=1.95A, r,=451A, =157 ) —— ——
ro 18.0 T .
(4) ‘\ N92 b
\
The ratior /r is small and is larger significantly in the case 175k \"/ 1,('P,)
of Ne. The mechanism of the influence of the atomic core on \ 1u(3p1)
excited states typical of light atonfisle and N¢ is associated > X 0'('P.)
with a considerable part of the nuclear charge uncompen- = 170t 2\ ‘\L/" 1 0-(3P,)
: ()] . -~ u, " 0flp
sated by shells lying deeper than the valence dkiedre are 5 == A
four electrons in ajl which is manifested in the Coulomb 5 l‘\ 3';0
potential through an increase in the effective nuclear charge 165} +,3 * 1
Z* (the potential is pulled downwargsin the case of Ne, Oy P‘l) D:O'467 eV 3P2
this leads to a very large potentibland a relatively large 0;(3P2} re=1794
defects, in the terms of excited states. The first requirement 160+ —1 1 L
in (2) is not satisfied exactly. On the contrary, conditi@ 1.0
for radii holds much better since uncompensated charge . Ne a
compresses the valence shell to the size of the hydrogen @ 12;
atom (by the way, He has the same radiysand exhibits a 5 05 Dy=0.0036 eV
similar effect for an even larger potentigl and the estimate 2 ro=3.102 A
(3) taking into account the quantum defect can be regarded W
as reliable to a certain extent. The mechanism typical of 0Ff
heavy atomgKr and Xe is associated with the presence of a ottt
large number of electrons in deeper shells of the atom. On 1 2 3 r A 4 5

the one hand, they create a very high electron density around
the nucleus Z* =54e for Xe) and screen it to the value of FIG. 1. Potential of the neon molecule in the ground statefor lowermost
Z* ~1 even for electrons of the valence shell. The ionizatiorexcited levels(b) and for a positive ior(c). Only antisymmetric stateu)
potentiall (3/2): 12.13 eV for the Xe atom is close B (we making contributions to the band states in the crystal are presented. Dashed
L . . curves denote doubly degenerate energy levels.
can formally compare it with the casé=1), while the first
excited state is close to the position of the electron energy
level in the hydrogen atom with the principal quantum num-
bern’=2, i.e., we obtain a sma#i in the positions of terms In the case of spherically symmetric excited states, the
and better fulfillment of the energy requirement(®). On  effect of the environment can be taken into account in the
the other hand, five electron shells of the atom occupy dirst approximation by using pair potentials for an isolated
large volume in view of orthogonality of wave functions excited molecule. In Fig. 1, the potential curves of the, Ne
with different quantum numbers. A correction to the poten-molecule are shown in three fragments: in the ground state
tial appearing in the form of repulsion from the atomic core[Fig. 1(a)], lower states of excited Nemolecule[Fig. 1(b)],
shifts the peak of the density of the excited electron to theand potential curves for the molecular ion NEFig. 1(c)].
region of larger;>r,. In this casery>2a, (which contra- The curves in Fig. 1 are plotted according to the results of
dicts the value of), and the estimate of the radiug ob-  ab initio calculation$* which were subsequently confirmed
tained by formula(3) is very rough. Thus, the “non- in experiments. The vertical straight line crossing all the po-
Rydberg” nature of the lowermost excitations is manifestedtentials is drawn at the atomic spacidg 3.15 A in the crys-
in one way or another for all rare gases; for these reasonsal. It should be noted that the curves contain no contribution
such excitations should be classified as states of intermediateom long-range forces, viz., dipole—dipole interaction and
coupling with the atomic core. In the formation of the con- polarization attraction, that give a relatively small contribu-
densed phase, this peculiarity is manifested in the obviouson to potentials. In the framework of our analysis, these
genetic relation between excited and atomic states and iresults demonstrate the effect of the most short-range com-
unconditional predominance of the contribution from nearesponent of atomic interaction due to the overlapping of the
neighbors to the interaction of an excitation with the lattice.electron wave functions of two atoms approaching each
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other. According to calculations,the potential curve of the
ground'X | state of Ng has a shallow well with the disso-
ciation energyD ,=0.0036 eV forr,=3.102 A. Much more 6+
stable molecules can be formed as a result of interaction of a
normal and an excited atom.
Figure Xb) shows the part of lowest molecular states
which dissociate to the atomic energy levels (&
+ Ne(3s;1°P) and correlate with the fcc symmetry of the Ne
crystal lattice with a single atom in the unit cell. This condi-
tion preserves only odd terms(nondegenerate Dand dou-
bly degenerate J) which form together thé-,, crystalline
states with the weight contributidf,,= (1/3)0,+ (2/3)1, .
It can be seen frorfFig. 1(b)] that along with a large number
of repulsive terms(all the n-termg, there exist strongly
coupled states with the dissociation limit to the trip?@tm
states and a deep wdl* ~0.5eV forrf=1.79A. For the
singlet terms (J , a shallow well is formed for® =2.7A. A
distinguishing feature of the lowest molecular states of Ne
as compared to heavy rare gases is the presence of potential T ———
maxima(humps at distances;=2.9 A>r,. According to ~4r
estimates; the height of these humps in Klés of the order
of 0.07 eV forry, while the repulsion whose magnitude at
0, and 1, is +0.04 eV still dominates in the regian=d. - 6r
The long-range repulsion peaks of this type emerge as a re- ‘ y
L . C 7 ¢
sult of quantum symmetry effects in view of the Pauli exclu- _o1t \
sion principle. The origin and the height of far-lying humps As A3 y
on the interaction potentials of the normal and excited he- / \ AE
lium atoms were discussed in Ref. 16. It was found that the Es A h
height of the hump for helium is~0.14eV for ry ~22t A, 2
=2.65A, and its origin is connected with the predominance
of the positive contribution to energy in the case of simulta-
neous exchange of an excited electron and the nucleus in X A I A L
antlsymme,mc states. . FIG. 2. Energy band diagram for Ne cryocrystals: hole bafistom),
According to Cohen and Schneidérthe resonant at-  conduction bandg&op), and exciton bandéelow, in the region of dielectric
traction cannot compete with repulsion having a longer ranggap.
when two neon atoms approach each other to a distance
r~d. In this case, the excitation preserves the spherical sym-
metry relative to the ion, although the resonant coupling bestate, and a very weak attraction dominates for the long-
tween valence electrons at shorter distances leads to the famnge ¢~d) interactions(repulsion humps are absgntt
mation of a deep molecular state with the symmery;, . should be noted that the potential curves for, Ng2) for
Generally speaking, the magnitude of resonant attraction is~d almost coincide with the ionization limit(1/2) of the
an important parameter determining one of the contributionatom, indicating a small width of the hole band for the sin-
to the exciton band widtiit determines the nondiagonal glet.
matrix elementT ,, of excitation transfer between neighbor- The long-range polarization interaction plays a leading
ing sitesn andm in the latticg. Unfortunately, Cohen and role in the formation of energy structure of RGS. In the
Schneide?* did not separate this contribution for the excited series of inert elements, Ne has the smallest polarizalitity
state. Its magnitude can be estimated indirectly from the mois an order of magnitude smaller than for Xe in the ground
lecular ion potentials responsible for the formation of thestatg, and hence a small permittivity=1.24. For this rea-
hole band of the crystal. son, the Coulomb potential for electron excitations in the
Figure Xc) shows the potential curves for the Neno-  crystal is slightly “compressed.” This effect, in turn, is com-
lecular ion formed as a result of interaction of a normal Nepensated by the above-mentioned increase in the excitation
atom (Sp) and an atomic ion taking into account its SO energy due to repulsion from nearest atoms, and as a result
splitting Ne" (2p°; 2P, and®Py;). The ion withj=3/2  the dielectric gajEE, in Ne almost coincides with the ioniza-
corresponds to a deep well witb*~1.2eV for r* tion potential of the atom. At the same time, the ionization
~1.75A, whose depth is twice as large as that for an exciteénergy in Xe crystal §=2.18) decreases significantlfef
Ne; molecule. The ion withj=1/2 has a weakly coupled =9.33eV), as a result of which the excitations become
state forr,=2.7A. Since all interactions are constructed weakly coupled. Figure 2 shows the band diagram of states
only with the participation of valence electrons, the upperin the k-space for the high-symmetry poinks L, andX in
repulsion potentials are of the same type as for the grounthe Brillouin zone. The dispersion alori@d) or (A) direc-
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tions determines the widtAE,, of the hole band including The weak coupling approximation is based on Bloch
the SO splitting which changes in the crystal insignificantlyfunctions describing an additional electron in the conduction
as compared to the gad {5~0.1eV). The series of exciton band and a hole in the valence band, which are separated by
bands 6=1,2,3,..) lying above the hole band converges to the gap E; and interact with the effective charge.
the bottom of the conduction band at the pdint The low-  =e/\/so. The remaining valence electron and atomic cores
est conduction band is plotted savave orbitals and has an are taken into account by introducing the crystal potential
isotropic dispersion relation in the lower part. The availabledetermining effective masses of an electrop and a hole
results of calculations of the band structure of Ne exhibit am;, in corresponding bands. In this effective mass approxi-
spread of a few electron-volts in the value of conductionmation, the motion of an electron and a hole relative to their
band width!’~° but most of authors admit that the disper- common center of mass is characterized by the reduced mass
sion in a considerable part of the band resembles astonisfk, while the motion of their center of mass is characterized
ingly the dispersion of a free electron with a purely parabolichy the sum of effective masses{+m;). The expression
dispersion relation, i.e., the electron massin the band is  for exciton band energ¥,(k) (Wannier—Mott exciton se-
close to the mass, of a free electron. It is well known that ries) and general relations between parameters can be written
electrons in Ne relax rapidly to the upper part of the bandjn the form typical of rare-radius excitons:
and only low-energy particles are observed in experiments 212

o ; ; ; G fick
on photoemission during the scanning of the entire conduc- g (K)=Ey— — +
tion band even for quite thin samplé&or this reason, it is " 9 n® 2(mptmy)’
sufficient to estimate the transport properties of electrons in 4
the region of quadratic dispersion relation in order to analyze = Rﬂz L= % ﬂz iz i+ i (7)
the recombination of charges and their trapping. The mid- €0 20" g5’ m Mg My
point of the band in thd"—X direction corresponds to the
value ofk= m/a for which we obtainE (w/a)~2 eV from
the data obtained by Rossl€rIn this case, in the effective
mass approximatiofEMA) we can equate

n=123,..., (6)

weren is the number of the exciton band a@dthe binding
energy for excitonfan analog of the Rydberg energy in the
solid phasg and u is expressed in the units afiy. The
second term ir(6) determines the position of the bottom of

1 2 9 the nth exciton band with the width described by the third
—AE§=—772~2 ev, (5)  termin(6). The binding energy can be determined in accor-
2 2mea dance with the values of masses obtained above for Ne:

which givesmg~mj,.

The hole band widthAE,, also exhibits a considerable
spread in the values obtained by using different theoretical
models. According to the results obtained in Refs. 17—20f0r Me=mg, M,=4.7 Mo, andu=0.82 my. _
the total width of the overall hole band in the absence of SO  The absorption spectrum for solid Ne indeed contains
splitting amounts to 0.5 eV, while the value calculated takingtWO series of bands with a blue matrix shift relative to the
into account the SO splitting for subbands wjte 3/2 and ~ 9aS, which converge virtually to the ionization limit for
j=1/2 does not exceed 0.4 eV. On the other hand, the exatom. All exciton bands are in one-to-one correspondence
periments on energy distribution of electrons in Ne in extrin-With atomic lines. Figure 3 shows absorption bands for a Ne
sic photoeffect make it possible to determine the density ofTYOCTystals aff =8 K according to Saile and KocH,while
states in the hole bands and give the valug eV for the the top of the figure shows the energy levels for gas and the
total width of both 22 bands in Né. On the basis of experi- ionization limits 1(3/2) and1(1/2). We tried to select a
mental data, we find that the maximum half-width of an in- hydrogen-like series for the serié§1/2) which would de-
dividual subband ifA\E,/2=0.4 eV, which is twice as large Scribe the experimental positions of bands witk:2,3,4,
as the corresponding half-width obtained from theoreticah@ve the binding energe=7.25eV, and converge to the
analysis. The corresponding effective mass of a kictécu-  IMit Eg(1/2)~1(1/2). These requirements are met only for a
lated in analogy with(5)) is found to bem,=4.7my,. series Wlt.h a quantum defe@torrection to an integral value

A discrepancy also exists between theoretical and exff n) having the form
perimental results concerning the exciton bands in Ne. Exci-
ton states are classified according to the parantetar,/d En(k)=E4— 6,=6=0.32,n=1,2,3,...
into cases of strong and weak coupling, i.e., we have twice as ©)
stringent criterion as criteriof®) for atoms. As a rough es-
timate, we use the radii of atomic excitations in Ne given by  In Fig. 4, we choose the denominator @) as the ab-

(3) and (4). The first excited state corresponds &  scissa in order to demonstrate the coincidence of the depen-
=1.49/3.15=0.5, the second t@,~1.2, and the condition dence(9) (dashed cunjewith experimental positions of ex-
&,>1 of weak coupling is satisfied rigorously only starting citon bands(solid curvg. A similar series can be also
from the third term in seriegl). It can be seen that the proposed for describing(3/2) excitons taking into account
approximation of weak coupling describes correctly the highthe fact that the series must converge to the liEj¢3/2).
excited statesr(=2) and is naturally valid for an analysis of The corresponding exciton radii can be estimated from the
the conduction band itself. formulas

G=R§z=8.83u=7.24ev )
0

(n+6,)2%
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Gas — l 3s )|3s' 4s||4s' 55”53‘ II
~
In (3/2)” |
2 T [(1/2)
S l L(1/2 FIG. 3. Absorption(dashed curjeand
.e' \ (172) luminescence(solid curvg spectra for
« } ‘l I(4s) . solid Ne; absorption bands for isolated
— l ‘ I" (4s) I'(5s) atoms in the gas are shown on the top.
l/r(f?‘S) ™~ , T'(5s) The inset shows the repulsion of the
l \ A / pe nearest neighbors in the lattice by an ex-
S ' \ \’_ r cited atom for one-center self-trapping.
/
Yoo\ U E,
2 .\\4—-——/. (.3/2) yd
15.5 16.0 16.5 Energy, eV 18 19 20 21 22
€9 A(dp) 1
ra=—1(n+4)%ay, 10 = : 12
" (MO 0 RO T[T 42
r,=139A, r,=4.30A, r;=8.82A, r,=14.92A. Its smallness determines the accuracy of the EMA. For the

it ithn=1in N is gi by (10 h
The use of a defective hydrogen-like series of the ty@e exciton withn in Ne[ry is given by(10)], we have

naturally makes the descriptions of solid-state and atomic  A(dp)
absorption alikgcf. formulas(1) and(9) as well as the lower A(0)
dot-and-dash curve in Fig. 4 corresponding to experiment . . .
energies of atomic absorption bands and the upper straigaP'thordcoTpa”s on,tr\:v N nOtTI that}?g Ar\a(ttﬂ)dfor ttyrzlfgl)l semi-
line]. It should be noted that using the reliable theoretical an Or? SV?tr?rnS— fﬁn l\?sma:rnessndt thhorirlmr:grn? di ,texm-

experimental estimates of effective masses of electron ang"s - € correspond {0 the Intermediate case.

hole, we had to write the exciton series in the fa@h with b Tref[. fa(z;)tr}at thle:_sta;e W'ﬂ;): 1 |s|c_o rr(ejctbly Shescrtl)bed
a positive correction to the quantum number+5). The y relation see Fg. 4 can be explained by e above-

necessity of introduction of a quantum correction to thement|oned effect, when the repulsion of an excited electron

) - - . from the nearest surroundings plays the same role as a de-
Wannier—Mott exciton series for cryocrystals was consid- gs piay

ered by some authdi? from a general point of view, but crease in the effective charge of the nucleus, and this effect is

the pragmatic argumentatidohoice of parametersequired tal<en Into account just by permittivity. At the same Flme, for._
for its unambiguous application was missing. A few seriesﬁ._ 0.32 we obtain a gOOd. agreement for the exciton radi
with a quantum defect were propoééé®*for solid Ne with with the lowest atomic excitation far=1 [cf. formula (3)],
different initial approximations. It should be noted that ac-WhICh is natural 1o exp_ect for;<d. In other _vvords,_ I ap-
cording to Restat al,?® one of these series was character-P€3rS that the model with a quantum_ defect is applicable in a
ized by the same parametess G, andE, which were un- certain sense for the lowermost exciton state also. It should
ambiguously chosen by us i(8) as the most reliable
parameters.

In the weak coupling approximation, the kinetic energy 22} 1(1/2)
of exciton is determined by its mass,,=(m.+m,), and
hence the half-width of the exciton band along the
I'-direction for excitons witm=2 can be estimated as

=0.04 for qp=1.4A"1. (13

Mey= Mg+ 4.7Mmy=5.7mg,

ena_ R2m
Bex :W =0.3eV. (11)

The described model of excitons disregards their lowest
excitation state witim=1. A rigorous criterion for the appli-
cability of the EMA involves the estimation of the ratio of

the Fourier transform of the wave functidk) for exciton 16 L L 1 4 . 1
at the center of the Brillouin zonéwith k=0) and at its 0.1 0.3 20'5 0.7
boundary k=qp), whereqp is the radius of the Debye 1/(n+0.32)

sphere n thek-space, whose volume is equal to the VOIumeFIG. 4. Rydberg series fdr(1/2) excitons(solid line) and for an atom in

of _the Brillouin zone QQ:6-2_/3- for an fcc latticé). The the singlet statédot-and-dash curye The dashed line corresponds to de-
ratio of these functions is defined?as pendence9).
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be noted that Andreorgt al?®> managed to obtain a satisfac- whereV,=a%/4 is the volume of a unit lattice ari is the
tory coincidence of the theoretical position of the lowest ex-energy of the transition. The ener@/7) corresponds to the
citon band with experimental data for a certain modificationband width of transverse excitons to within the coefficient of
of the EMA; however, they did not analyze the dispersion ofthe order of 0.5 depending on the crystallographic
exciton states. direction?® According to the estimated obtained in Ref. 29,
Inzgccordance with the general principles formulated bythis value for solid Ne amounts to
Knox,”® a number of theoretical calculations of the width and N _ i _
position of the exciton witm=1 in Ne were made in the L7(3/2)=0.087eV andL=(1/2)=0.097eV. (18)
strong coupling approximatiof(:?® Using orthogonalized The position of exciton§'(3/2) and(1/2) was determined for
atomic wave functions as the basis, Sribnayaal?® esti- E1(3/2)=17.5eV andE{(1/2)=17.63eV taking into ac-
mated the width of the lowest exciton band &=20.4eV.  count(14) and(16). The discrepancy between these data and
However, difficulties were encountered in explaining the po-experimental resulf$ (with a blue sify amounts to 0.15 and
sition of the bottom of the exciton band with=1. In this  0.13 eV, respectively.
respecta priori calculations made by Boursest al?® who It should be recalled that the matrix elemént, (and
used potential curves of excited Nenolecules for inter- hence the exciton band widtlsontains the contribution not
atomic distances =d proved to be more successful. The only from the long-range dipole-dipole interaction, but also
energy of transition to the exciton state witl=1 was cal- from the exchange energy responsible for the formation of

culated according to the algorithm typical of Frenk&hall-  the hole band, which is not negligibly small. In this connec-
radiug exciton in the form tion, we shall mention one more version of the modified
strong coupling approximation developed by Ratner and

E(k)=Eor+Ds+Ly(k), (14 Tarasova® in which the band width must be determined by

whereEy; is the energy of the Of-transition in a free atom, the sum of the cor)trib.ution due to the dipole—dipole interac-
D, is the displacement of the transition energy due to thdion and the contribution from the hole baahder the as-
interaction of the excited atom with all the surrounding at-SUmption that\E,<1). The result can be written in the form
oms in the crystalmatrix shif), andL;(k) is the resonant B=L'+yAEy/2, y~exq—0.48d/r,)%?]. (19
contribution due to dipole—dipole translation of the excita-
tion over the lattice. The value & was calculated from the
data on repulsive molecular potentials ford according to
Cohen and Schneidéi{see Fig. 1b)] and using the theoret-
ical crystal potential of polarization attraction taking into ac- y=0.23, yAE,/2=0.09eV andB~0.2eV. (20
count the Van der Waals ternR™ ¢ and R™8. Using the
results obtained in Ref. 29, we can estimate the matrix shift
and positions of matrix level§.e., the midpoints of exciton
bandsE,iq=Eq¢+ D;) for the lowest atomic transitions with
j=3/2(P,) andj=1/2(*P,):

D¢(3P;—1S,)=0.916eV; D('P;—'S,)=0.881eV; (15)

If we use in this formulas the values of and AE,, deter-
mined above, we obtain the following expression for estima-
tion the half-width of the exciton band with=1 in Ne:

hus, the contribution to the total half-width of the band
rom the dipole—dipole and exchange interactions are almost
identical, which sharply distinguishes the situation with Ne
from that for heavier RGS in which the first contribution is
negligibly small.

(Egf+Df)3p=17.587eV; (Egi+D¢)1p=17.729€eV. (16) 2. MIXING OF STATES OF FREE AND SELF-TRAPPED

o . EXCITONS IN EASILY DEFORMABLE Ne LATTICE
It should be recalled that the resonant contribution which

was not separated in potentials was included by u€l8. Since the lowest states of excitons witk-1 in Ne are
The exciton band width was estimated in Ref. 29 taking intocharacterized by an intermediate radius, they can be de-
account only the contribution from the long-range dipole—scribed taking into account the interaction of an excited atom
dipole interaction. In this case, the oscillator fofeén solid  only with the nearest neighbors in the lattice. This peculiarity
Ne was assumed to be equalRe-0.11 for the two exciton also determined the choice of the approach to the description
transitionsI'(3/2) andI'(1/2), which corresponds to com- of the exciton—phonon interaction which is put in correspon-
plete mixing of singlet and triplet states in the solid phase. Itdence in this case to the potentials of interaction of the ex-
is well known that exciton states experience crystal splittingcited atom with the surrounding atoms in the ground state in
in the cubic lattice into transverse and longitudinal excitonshe lattice[see Fig. 1b)] and is mainly determined by the
depending on the mutual orientation of the exciton waveelectron— electron repulsion. The exciton—phonon interac-
vectork and the dipole momer of the optical transition. tion is manifested in the exciton—phonon scattering ensuring
Transverse exciton({ k) lying below the matrix level and the energy relaxation of excitons in the band as well as in the
having a dispersion relation with a positive effective massntensity of interaction between excitons with a local defor-
are manifested in absorption. The decrease in energy ahation of the lattice, leading to self-trapping of an exciton.
transverse excitons to the bottom of the band as a result @elf-trapping of excitons is a very important factor determin-
dipole— dipole energy transfer is given®y ing the dynamics of excited states, the distribution of relax-
5 2,2 2,2 ation channels among intrinsic, impurity, and defective
:477 P®_8m ek . Eh°F 17) states, as well as the transport of excitation energy in the

Ll — = =, - ’
3V, 3 a’mgEqeg P a*moEre, crystal.
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#tE fested in dynamic narrowing of the absorption lif@s com-

E
\\‘ _IV// E_ (T..=0) 7 pared to the local centeand its displacement to the region
NUTH mid "nm™ / of the bottom of the bands=Eq—B(E=0). If E g>B
\ N
\&
\

-1 —éﬁ// Gh! (condition of strong coupling we must also take into ac-
1 // Eir B ’;\‘ count simultaneously the probability of exciton transition to
“J1] E/ /,' the self-trapped stat&351(E). In this case, the coherence
1] E. condition for the exciton has the forfd"(E) + Gg(E)]/E
FT10 a, RNy <1.
A, In order to characterize the intensity of the exciton—
A . phonon interaction, the experimentally observed Stokes lu-
2 A q1 Aq minescence shifé=E g— B is normally used. Knowing the
E ex ﬂ 1 valueB, we can determine the value Bf g and then find the

value ofD using formula(21). The probability of a transition
o to the self-trapped state can be estimated on the basis of the
KT q‘r formula

2 2
FIG. 5. Diagram of coupling of the states of free and self-trapped excitons GedE)= \/Z_(E_ Emia) _ (E—Emia) 23)
in the space of configurational coordinates. The corresponding absorption siBE)=v2m D 2D? ’

and luminescence spectra are shown schematically on the right.

which is valid for|E— E g >D.?
For a one-center self-trapping of an exciton witk 1 in
It should be recalled that Ne displays intense luminesne, we have the following parameterS=0.65eV, E,
cence of one-center self-trapped excitofd the quasi- =0.85eV,w=0.0075eV,D=0.08¢eV, and\=0.21. Thus,
atomic type, denoted by in Fig. 3,'* and much weaker in accordance with the chosen approximation, we observe in
luminescence of two-center excitofsf the quasi-molecule  Ne the situation with a relatively weak exciton—phonon scat-

type, denoted b).* The formation of quasi-atomic cen-  tering and strong coupling with a local deformation:
ters is accompanied by the repulsion of nearest neighbors in
the lattice by the excited atofsee the inset to Fig.)3Figure o<D=B<ER. (24)
5 shows schematically the process of self-trapping accompa- . 10 1ations 065{(E) made in Ref. 33 proved that
nied with the formation of a quasi-atomic center in the model . ) .
of configuration coordinates. The state of an excited atom ir.'ﬁhe following r_elat|on holds.for any values of exciton energy
the crystal corresponds to the local crystal excitation level” the band withn=1 in Ne:
Emia in the undeformed lattice in the absence of excitation G (E)>E>TI'(E)~\E, (25)
energy transfer to a neighboring atom,(=0). The reso-
nant coupling lowers the energy of band quasiparticles relaand hence the situation in Ne can be classified according to
tive to the local energy level bB=0.2 eV. Self-trappingisa the intensity of the exciton— phonon interaction as an excep-
competing process lowering the energy of a local excitationtionally strong couplingas compared to heavier cryocrystals
The ground-state potential determines the amplitude off inert elementsleading to a considerable mixing of the
atomic vibrations in the lattice, and the quantilycharac- states of free and self-trapped excitdhsn this connection,
terizes the corresponding fluctuation of electron energy durseveral problems appear simultaneously in the description of
ing the time#/w of lattice vibration and determines the properties of excitations with=1: (1) the problem of the
width of absorption spectrum of a local centef.The depth ~ energy spectrum for quasiparticlég) the description of the
E_r of the potential of the self-trapped state in the approxi-2bsorption spectrum and analysis of its peculiarities as com-
mation linear in deformation and in the elastic approximationpared to the spectrum of conventional excitons, &)cthe
for the lattice is connected with the exciton-phonon couplingapplicability of the approximation linear in deformation for
parameteD through the relation determining the constam.
_ 12 The only source of information on exciton states in Ne
D=(wEr)™, (22) prior to relaxation to the self-trapped state is the absorption
wherew is the characteristic energy of phonons in the lattice spectrum since luminescence spectrum does not display such
A band exciton stays at a lattice site for a short tiff®  states. The absorption spectridashed curve in Fig.)%has
<hlw (adiabaticity condition and the extent of its scatter- a very large widthAE~0.3eV and an asymmetric shape
ing at the local potential is determined by the nonadiabaticitywith a long blue tail. Such a shape can be described neither
parameter by a Lorentzian with a typical one-phonon dampiihy
\=D2/B2 (22) (which corresponds to the spectra of free excijpner by a
’ Gaussian with the characteristic dampig(which is used
It should be recalled that the fulfillment of the condition for local centers The description based on an asymmetric
A<<1 corresponds to a weak exciton—phonon scatteringtorentzian with the overall dampings(E) +I'(E) used by
I'(E)/E<1, wherel'(E) is the probability of one-phonon us in Ref. 33 can be regarded only as an estimate since it is
scattering for an exciton with the kinetic energy In this  applicable only when the band properties of excitons are pre-
case, coherent nature of notion of a band exciton is maniserved. Thus, it remains for us only to analyze the the pos-
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a b E=Eq4, the parameteys has the maximum value #w/D,

0 E C Em'd>: and the effect of mixing of states is manifested most
— E strongly. The width of the energy region with a relatively
| e —— = strong mixing in the band is of the order bf (see Fig. 5,
——————— D — which embraces almost the entire band in the case under
> 0{————F— |8 = investigation. As a result, the branches of exciton—vibron
[ T —— et . . 3
- — S | = states in Ne have a gentler slope than in*Afthe dashed
% | P se— [ — curve marks the region of strongest variation of the shape of
5 __’_——'———'E ,‘—¢__—“ the curves, which corresponds to the dispersion relat{dg)
-0.2; e s — AE —_— for F excitons, which is stretched in the downward direction.
e e R The absorption spectrum calculated taking into account the
1 e —— contribution from each branch fde=0 by the formula
-0.3- ~
i 1 1 L E 1 2 jS - 2
0 02 04 T AlE)= B"{ s (Ei—ey)” @
k/kn 1, arb. units

FIG. 6. Dispersion curves for'mixed states of frge excitons and high-energys shown in Fig 6b). The envelope of the spectrum is char-
;ﬂzr%‘;‘i}; ;;';’tt;?gspid;’g;?tgff)' The absorption spectrum correspond- tarized by a large width, long blue tail, and the shift of the
peak to the red part of the spectrumdiE-_ | relative to the
position of the bottomE; of the band for F excitons in a
sibility of describing the absorption spectrum by calculatingrigid lattice.
the dispersion relation for mixed states of fri¢g and self- Naturally, it is important to describe numerically the ac-
trapped(ST) excitations. tual absorption spectrurtsee dashed curve in Fig).4An
The idea of configurational mixing is based on theanalysis of the spectrum carried out using the valueDof
quantum-mechanical analysis of motion of atoms in the latestimated by formul421) led to an inadequately narrow ab-
tice. The states of free excitons as well as the energy levelsorption band. In this connection, we must consider a pecu-
of vibrational excitations of a self-trapped tyfgee Fig. 5, liar feature of the Ne lattice, viz., its easy deformability as-
which differ in the configuration of nuclear wave functions sociated with a small value of binding energy per atéy,
the more significantly, the stronger the lattice deformation=0.02eV. At the initial stage of self-trapping, the deforma-
around a local excitation, lie above the bottom of the bandtion (i.e., expansion of the cavity around an excitatiog-
The process of self-trapping in the nonadiabatic approximaeurs with preserved point symmetry of the crystebordi-
tion can be regarded as the transformation of the kinetic emateq; in Fig. 5). The metastable state corresponding to the
ergy of a band exciton to the kinetic energy of local vibra-elastic limit of the lattice emits radiation in the form of the
tions of atoms around the excitation. The application of suctA, band. As a result of a high probability that the value of
an approach leads to a renormalization of one-site excitonenergy decreases with a change in the coordination number
vibrational (for brevity, vibron) energy levels of ST states of the surroundingconfigurational coordinate; in Fig. 5.8
(which are equidistant in accordance with the linear approxia state is formed which emits radiation in the form of e
mation for the exciton—phonon interaction and the harmoniband shifted to the red region by 0.1 eV<E i
approximation for the lattioeto a set of narrow bands with a =0.85eV). In view of the small value @&, the two bands
peculiar dispersion relation. The equation describing the disare close to the emission line from an isolated atoRe-
persion relatiorE (k) for mixed exciton—vibron narrow-band turning to the potentials of an excited molecikee Fig.
states has the forif 1(b)], we see that the energy of the electron—electron repul-
j 1 sion decreases nonlinearly with increasing distance to the
2 __k , (26) position of isolated atoms. The value Bf g used by us for
s E(k)—es e(k) determining the value dD has a contribution from the av-
ho (B—erng)? eraged value c_)f deformation potential, while the cpntribution
js=§exp{ - T} to the absorption spectrum comes from the maximum _vaIue
of the deformation potential, which can be noticeably higher
Here e, is the energy of thes vibrational level of the self- than its average value.
trapped stateg (k) corresponds to the dispersion branch for ~ Thus, in order to describe the experimental absorption
an exciton in a rigid lattice, measured from the lattice-sitespectrum, we must vary the value Bf Figure 7 shows the
level e.iq (es ande,q are measured from the bottom of the spectra corresponding to the positionEyf,4 of the exciton
self-trapped stajeandj corresponds to the Frank—Condon singletI'(1/2) with the different values of the parameter
factor for a local center. The asymmetric broadening of the absorption band and a
Here we calculate the energy spectrum corresponding tooticeable increase in the shiftEg_, with increasingD is
Eq. (26) with D=0.145eV. The results of calculation are observed. Each spectrum is normalized to unity in the sum of
presented in[Fig. 6a)]. At the middle of the band the contributions from narrow bands.
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These effects were used to explain not only the width of
n spectra for xenon, but also the doublet structure of absorp-
0.15f tion spectra for Kr and Ar with a clearly manifested addi-
tional peak at the frequency corresponding to longitudinal
excitons just for the singlet transition. For this reason, it was
natural to propose a similar interpretation for a high-intensity
0.1+ exciton singlet transition in Ne also. Calculations made by
different author® lead to values ofA 1~0.25—-03eV,
which formed the basis of such an interpretation.

Here we propose an alternative explanation of the abnor-
mally large width of the absorption band, which appears as
more logical in the case of exceptionally strong exciton—
phonon interaction. It was proved above that the effective
0 : masses of exciton—vibron states of all narrow bands in this

. 18.1 case are very large, and the spectrum is quasi-linear. Conse-
Energy, eV quently, the possibility of observation of polariton effects on
) , o the basis of spatial dispersion becomes problematic in this
FIG. 7. Calculated absorption spectra for the singlet withl in Ne for . . . . L. . .
different values of the exciton—phonon coupling param@ereV: 0.09 situation and obV|ousI_y requires additional o_letalled ana_l;_/5|s.
(curvel), 0.12(curve?), 0.15(curve3), and 0.20(curved); B=0.2 eV and In order to explain the fact that the singlet transition
Emia=17.82eV. corresponds to the larger value Bf we recall that the sin-
glet*P, forms only repulsive terms with a normal atom, but
the triplet 3P, forms a very deep bound statg (due to

In Fig. 8, the experimental absorption spectr@golid  resonant coupling, which modifies the shape of the potential
curve is compared with the sum of two theoretical spectracrve for the crystal.

(dashed curve for the triplet with the parameteD In accordance with the decomposition of the absorption
=0.145eV and the singlet with the paramef@~0.2eV  pand into the contributions from the triplet and singlet states
(the individual contributions from these states are shown beee F|g 8’ a Comparison of the Corresponding integra' in-
dot-and-dash curveésThe coincidence can be regarded astensities leads to the following ratio of oscillator forces for
satisfactory except two singularities. A low-intensity lirf®) (  excitations in solid Ne:

observed on the red side of the triplet péd&noted by “3")

is reliably identified as absorption of surface excitdtiss

line is not considered by us h@reAnother (L) band ob- l1:13=Fy:F3=5:1. (28)
served on the blue side is separated approximately by 0.3 eV

from the singlet peak™1” ) is attributed b}l/ some authors 10 |+ sho1d be recalled that the corresponding ratio for a gas
the emergence of longitudinal excitoh$:*" It should be re- i 101 "and its value for a solid according to experimentally-
called that polariton effects in active optical transitions in the,, Jcaq estimatdsmust vary from 5 to 1Gthe contributions
presence of a considerable spatial disp_erﬂba criteria O_f of the bands in the spectrum cannot be separated accurately
this effect can be found, for example, in Ref.&e mani-  \ye ghtained the minimum ratio due to the fact that the blue
fested in the broadening of transmission and reflection SPeGxi| of the triplet band calculated by us makes a significant
tra to the magnitudd | ; of transverse—longitudinal splitting. contribution to the observed peak of the singlet band. A
leveling out of band intensities due to the mixing of states
in the solid phase is typical for cryocrystals of inert elements
ml D,=0,2eV (mostly for heavier atoms® Theoretical estimates obtained

Djy=0,145 eV for Ne differ by an order of magnitude in publications
which appear most realistic as regards the positions of the
bands(from the ratio 1:1 in Ref. 29 to 50:1 in Refs. 24 and
25).

The values of transition energies corresponding to the
local energy leveE,,q were also determined by fitting the
theoretical spectrum to the experimental qog the values
given in (16): (Eoi+Dy¢)3p=17.60€V; Eot+Dy)p
=17.82eV. The following values were obtained for addi-

1\

1, rel. units

0.05

I, rel. units

o tional shifts of the bandsAEr (see Figs. 6 and )7
17.3 17.7 18.1 AEF_(3/2)=0.05eV,AEr_ (1/2)=0.12¢eV.
Energy, eV Thus, the effect of the exciton—phonon interaction on the

_ _ _ _ position of the peak of the absorption band is comparable
FIG. 8. Comparison of the experimentédolid curvg and theoretical with the values of both contributions to the exciton band

(dashed curveabsorption spectra for excitons with=1 in Ne. Dot-and- . . . . .
dash curves describe the contributions from the trig®tand singlety)y ~ Width, which were considered in the previous sectjeae

states. formulas(18)—(20)].
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The thermal expansion coefficients of pure fullerite are determined on the basis of powder x-ray
studies in the temperature range 30—293 K. The obtained results are in good agreement

with dilatometric and neutron-scattering data. The data on thermal expansion are used to analyze
the heat capacity at constant volui@g. The intramolecular component &, is analyzed
consistently and accurately taking into account the complete set of temperature-dependent
intramolecular eigenfrequencies. The rotational component of heat capacity is obtained by
subtracting the intramolecular and phonon contributions from the @talThe phonon component

is evaluated on the basis of the Debye model using the Debye temper@@?e 65.4K)

calculated from the known sound velocities. The general and partiale&en parameters are
calculated as functions of temperature. The results obtained for the high-temperature

phase indicate that rotations ofgnolecules are strongly hindered and intercorrelated.1999
American Institute of Physic§S1063-777X99)02108-9

INTRODUCTION neighboring moleculgpentagon molecular configurations
and the local minimum when the third-order axis of a mol-
The peculiarities observed in the physical properties ofecule is directed to the midpoint of the double bond of a
fullerite Gy, are determined to a considerable extent by varianeighboring molecule(hexagonal configurations As the
tions in the orientational subsystem. A deeper understandingmperature decreases, the frequency of molecular rotations
of the origin of these peculiarities necessitates a detailedecomes lower, and the concentration ratio for these two
analysis of the structural and thermodynamic properties obrientational states changes in favor of the former state. The
fullerite crystals and requires information on its rotationalretardation of rotational motion of molecules affecting sig-
and vibrational spectra. Peculiarities in the physical propernificantly the form of temperature dependences of a number
ties of G, appearing as a result of variation of the rotationalof physical parameter@attice constants, intensity of reflec-
state of the molecules in the order—disorder phase transitiolions, thermal expansion coefficients, and so starts being
region (T.=260K) and at lower temperatures were studiedmanifested even af<160 K. Below 90 K, molecular rota-
in detail by many authors who used various methods includtions are frozen completely, and the orientational glass state
ing x-ray*~° and neutron diffraction®=!2 nuclear magnetic is formed.

resonancé®~’ calorimetry®*°Raman and infrared spectro- A number of aspects, however, remained not quite clear.

scopy>*~*inelastic neutron scatterind; * electron diffrac-  For example, is was not proved completely whether molecu-

tion**'and dilatometry??~44 lar rotation above 260 K is noticeably retarded or completely
It was found that in the high-temperature phaggr@ol-  free. It has not been established unambiguously whether phe-

ecules are orientationally disordered. A decrease in temperaomena observed near 90 K correspond to a thermodynami-
ture leads to consecutive freezing of rotations and to theally equilibrium structural phase transition, or the observed
formation of a number of phase states differing in the type opeculiarities reflect kinetic phenomena, or are features of a
rotational motion of molecules. At 260 K, a phase transition“glass” transition. In addition, the data on thermal expan-
to the orientationally ordered phase takes place, in which theion, which are often used for an analysis of the physical
molecules with the third-order axes are oriented along fouproperties of crystals, were obtained in a wide temperature
spatial diagonals((L11) directions of the cubic lattice. Dur-  range only by the scanning dilatometry meti{éand it was

ing their rotation abou¢111) axes, molecules consecutively interesting to compare them with the results obtained by
occupy six orientational wells which are quite de@pe  other methods.

height of the barrier separating them is approximately 250 In this paper, we present the thermal expansion coeffi-
meV) and differ in depth approximately by 10 mé¥These cients obtained by x-ray dilatometry and carry out an analy-
states correspond to two different energy minima for the musis of thermodynamic propertig¢seat capacity and the Gru

tual orientation of neighboring molecules: the global mini-eisen parametgrof fullerite Cgy in the temperature range
mum when one of the fifth-order axes of a molecule is di-30—300 K. We used the experimental data on the crystal
rected to the midpoint of one of the double bonds of astructure of fullerite G,, temperature dependence of lattice

1063-777X/99/25(8-9)/8/$15.00 724 © 1999 American Institute of Physics
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parameters, molar volumes, and density which were obtainefABLE I. Lattice parameter, molar volumeV, X-ray densityp, volume

by us earliet?=%8 as well as the available data on the mea_coefflments of thermal expansuﬁl velocities of longitudinal/, and trans-
versev, sound of ultrapure fullerite &.

surements of heat capacity at constant pressure, compress-

ibility, sound velocities, and othe_r thermody_namic param- T a, v, P, B,10°5 v, 16 v, 1¢°

eters. As a result of our calculations, we singled out and K A cmmole  glent Kt cm/s cm/s
analyzed the contrlbutllong to thermodynamlp properties of 14043 41693 17285 - vy 146
Ceo due to thermal excitations of the translational and_ rota- 40 14.044 41698  1.7283 1.50 3.03 1.46
tional subsystems. Our conclusions are compared with theso 14.045  417.07  1.7279 2.16 3.02 1.45
conclusions drawn by other authors from independent con- 60  14.046  417.13  1.7277 2.88 3.01 1.45
siderations. 70 14.047  417.32  1.7269 3.69 3.01 1.44
80 14.050 41755  1.7259 5.10 3.00 1.44
90 14.053  417.85  1.7247 - 2.99 1.44
100 14.058 41830  1.7229 1.05 2.98 1.43

THERMAL EXPANSION

S0 110 14.059 41834  1.7228 1.29 2.98 1.43
In our previous publication&*8 we reported on x-ray igg ﬁ‘-gg‘i jig-ig i;gi ;-ig ;-g; 1-232”
stud.les of polycrystalline samples of pure (99.98 /9) fullerite 140 14062 41861 17916 PP 204 141
Cf§0 in the temperature range 5-293 K. We obtained a de-150 14063 41874  1.7210 3.45 290 1.39
tailed (with a step 2-5 K temperature dependence of the 160 14.065  418.94  1.7203 4.22 2.86 1.37
cubic lattice parametex (shown graphically in Fig. 2 in Ref. 170 14.068  419.12  1.7195 4.50 2.82 1.36
45) for the low-temperature orientationally ordered ( igg ii-g;g ﬁg-gg i-;igg 2-3; g-gé igi
<260_K, symmetryPa3) and high-temperature orientation- 500 14076 41987 17164 6.84 278 133
ally disordered T>260K, symmetryFm3m) phases. The 510 14079 42017 17152 751 276 1.33
error in determining the lattice parameters wa$®.02%. 220 14.083 42051  1.7138 8.25 2.74 1.32
The temperature dependeng€l’) was plotted on the basis 230 14.087  420.88  1.7123 9.00 2.72 131
of experimental data obtained for several samples subjecteg‘s‘g ii-gg? 351-;2 i-;ég; 13-22 3'22 1—2‘;
to he;atmg and qoollng. The large body of experimental da’[a255 14099 42195 17079 i 268 198
qbtalned f(_)r _Iattlce parameters enabled us to carry out @ rengs 14154  426.92  1.6881 456 255 1.92
liable statistical processing by the least squares method7o0 14.155  427.02  1.6877 4.65 2.55 1.22
(LSM) and to reconstruct the temperature dependence of 280 14.158 427.24 1.6868 5.22 2.54 1.22
14161  427.49  1.6858 5.76 2.50 1.20

from the average values in the entire temperature range un29

der investigation. The absolute value of the lattice parameter
at room temperature and its temperature variétianithin

the above-mentioned error are in good agreement with thgtudieéo

available data obtained by x-ray and neutron diffraction

of the temperature dependence of the lattice param-
eter for a polycrystalline sample of fulleriteg& The ob-

H ,11,49 P
methods on polycrystalline sampleS and single tained values of linear thermal expansion coefficient gf C

,8,50 . s
crystal§ of fullerite Cgo. Here we report on the numeri re in accordto within possible error in their determination

;? ! valt:es of Iat_t Ice parfefi_metet;s,bTo:)arT\;]olulnltes, denSIBy, ana/ith our results and with the results of dilatometric measure-
ermal expansion coefficienFable ). The latter were de- ments(see Fig. 1

termined by differentiating the averaged temperature depen- It follows from Refs. 10, 45, 46, and 51 that the tem-

: i 0 .
dentce fo{r:att;ce para;neterstW|th lan eg_bﬁ /oitl;(ig(tyhe_m?]or perature dependence of lattice parameters near 155 K has a
part of the temperature interval, and up o In the . typical kink corresponding to an insignificant singularity on

immediate v.icinity_ of phase transit?ons due to an incrgase "he temperature dependence of the temperature dependence
the spread in lattice parameters in these regions. Figure £ the linear thermal expansion coefficieisee Fig. 1 It is
shows the x-ray linear thermal expansion coefficieats

=(Aa/a)AT obtained by us for polycrystalline samples to-
gether with dilatometric values of obtained by Gugen-

bergeret al*? for single crystals. It can be seen that out 8 o - Our results

results are in good agreement with dilatometric values in the - Gugenberger etal. [42]
major part of the temperature interval. Some discrepancy is ; 6 - David etal. [10]
observed only in the immediate vicinity of the temperatures

T, corresponding to the orientational phase transitidy, ‘g 4r

corresponding to the end of formation of glass state, and at -
low temperaturesT<50K. The difference in the thermal 8 ol

expansion coefficients in these regions can be attributed to (;"'

different microstructural states of the samplpslycrystals X ; IJ,TO .

and single crystajsas well as to experimental difficulties in 0 50 100 150 200 250 300
the study of anomalous behavior of thermodynamic quanti- T,K

ties near critical points and different sensitivities of the x-ray . . .
. A . FIG. 1. Temperature dependence of x-ray linear thermal expansion coeffi-
and dilatometric methods to crystal lattice defeCtS-. ~ cients for pure fullerite G in comparison with the dilatometric d4feand
We also analyzed the results of neutron diffractionthe results of processing of neutron diffraction d&far lattice parameters.
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assumetf26°1that the anomaly aT,~155K is associated TABLE Il. Temperature dependence of heat capacities at constant pressure
. . . 0 . . Cp and constant volume€,,, intramolecular heat capacity;,, adiabatic
with freezing of molecular rotations, leading to the formation - - 0) )
. L compressibility ys, characteristic Debye temperatu@af3 heat capacity
of glass state in . It should be noted that the beginning of ¢ of the rotational subsystem, and @gisen parametey.
glass formation is manifested more clearly on the tempera

ture dependences of elastic properties and sound absc‘??ptionr Ce Cv Cin e, 101 OO c
as well as in photoconductivift’. Besides, superstructural cal(mol-k) cfr;zldyne K callmol-k Yot
reflexes forbidden for th®a3 symmetry are observed &t
<160K.? It was proved by us earli¢t that structural dif- 30 95 - 04 099 552 - -
o o Lo 1075 107 16  0.9Q 55.1 3.4 1.8
fraction lines are broadened in this temperature region, indi- 5 74 79 12 22 09 549 34 2.4,
cating the emergence of a nonuniform local deformation of g0 1218 123 3.3 0.93 54.7 33 3.5,
the lattice. 70 1337 133 4.4 0.92 54.6 3.2 4.4,
In addition to x-ray thermal expansion coefficients ob- 80 1648 16 73 093 54.5 33 5.9
tained by us here and the results of dilatometric measure-° 1991 191 103 093 543 3Q -
. . o 100 2030 202 122  0.94 54.1 2.3 1.3
ments on single crystafé thermal expansion of thin films of 110 2388 238 161 094 540 2q 17,
fullerite Cgo was studied recently by the electron-diffraction 120 2866 286 200 095 53.9 2.7 2.0,
method®® while high-sensitivity dilatometry was applied for 130 3248 324 237 095 537 28 25
powder samples compacted under a pressure up to *GPal40 37.02 369 279 097 53.3 3 32
The average value 25610 °K ! of the linear thermal ex- 120 4180 4l 323 093 526 34 3%
. - . . : . 160 4658 463 36.8  1.03 51.8 35 3.8
pansion coefficient obtained for films having a thickness of 6;,5 5, 55 522 416 1.05 512 46 40,
nm in the temperature range 80-273 K was found to beigo 5804 575 463  1.08 50.9 5.3 4.2,
higher than for bulk poly- and monocrystalline samples. The190 6568 65§ 515  1.0% 50.7 75 4.0,
measurements of linear thermal expansion of compacted®0 7165 708 557  1.08 50.4 9% 4L

sample®® were made in the temperature range 2—9 K. The20 7882 774 608 110 500 119 374
P P 9 220 89.09 877 652 112 497 165 31

results optained at .5—9 K are in good agreement with the,; 14151 998 704 113 493 235 2.7,
data obtained for single crystdfsIt should be noted that 249 13256 1306 755 1.15 48.9 49.1 15
even before the experimental d&tavere reported, the as- 250 179.13 1778 808  1.1% 48.5 90.5 -
sumption concerning the presence of anomaly in the therma365 10557 105J 89.0 1.3 45.9 103 23
expansion of g, near 0 K and probably the emergence of 270 10748 1070 909 133 458 101 2.2

: i . 112.26 1118 964  1.32 45.7 9.4 2.6
negative coefficient could be made on the basis of an analysq; 77703 1163 1013 133 45.0 9.0 2.8
sis of the low-temperature part of thgT) dependence ob-
tained in Ref. 4Zstrong tendency of the value afto zero in  Remark s is calculated for polycrystalline samples.
Fig. 1 of Ref. 42 away froml'=0 K). Indeed, Aleksan-
drovskii et al*® subsequently proved experimentally that
thermal expansion coefficients become negative eveh at In order to analyze heat capacity and separate contribu-
<3.4 K. The negative volume expansion of crystals is a rargions of various types, we shall require the values of adia-
phenomenon which can be dd¢o tunnel transitions in the batic ys and isothermaly; compressibilities. Low-disperse

rotational subsystem of the cryst4r>’ samples can be regarded as isotropic, and hence we can use
the following relation:
Xs=p(Vi=4/3v{) L. (1)

HEAT CAPACITY )
We calculated the value gfs on the basis of our results on

An analysis of thermodynamic parameters of fulleritethe densityp of fullerite Cgy as well as the results of mea-
Ceo (including its heat capacifywas carried out earlier by surements of the longitudinal, and transverses, sound
many authors(see Refs. 23,26,33,58-63n view of the velocities®*%47% The absolute values of the velocities of
absence of sufficient experimental data, various theoreticalound were determined in Refs. 64 and 66 for polycrystalline
model€326:33.60.63yere often used to single out heat capacitysamples and are given only for one temperat(#80 K)
components corresponding to different degrees of freedonwhere v,=(2.49+0.02)-10°cm/s and v,=(1.20+0.01)

The most comprehensive analysis of heat capacity compo-10° cm/s. The relative variation of the sound velocities with
nents was carried out recently by Tewarial?® on the basis temperaturev(T)/v(300K) at T<290K was measured by

of models containing cubic and planar collective and localthe ultrasound method on polycrystals in Refs. 52,6568, the
ized modes that reflect correctly the dynamics of the diaresults of measurements being very close. Using the above
mond and graphite lattices. However, none of these authonglues of sound velocities at room temperature and their
took into account extensively the anharmonism and correlavariation upon cooling from Refs. 52, 67, 68, we recon-
tions of rotations and vibrations of molecules near the phasestructed the absolute values wf andv, in the temperature
transition temperatures, consist or separated the heat capacignge 30—300 Ksee Table)lL The values of compressibili-
component associated with pure rotation of molecules in orities yg calculated on the basis of E€Ll) (with an error not
entationally ordered and disordered phases on the basis ekceeding+5%) for polycrystalline samples are given in
experimental data, which is an important problem in anTable Il. Recently, the sound velocities for single crystals
analysis of lattice dynamics and phase transitions. were determined by Soifer and Kobef&/The estimates of



Low Temp. Phys. 25 (8-9), August—September 1999 Aksenova et al. 727

In the temperature range under investigation, the heat
150r capacity at constant volume under the assumption that the
contributions are additive can be presented in the form
N
E 100 Cv=Ciot+ Cy+Cin, (4)
8 50_
o where the individual terms on the right-hand side correspond
to rotational, translational, and intramolecular degrees of
0 freedom respectively. The rotational heat capa€ity, was

obtained by separating the well-defined translatidbgland
intramolecularC;, contributions from the total heat capacity
FIG. 2._Temperature_ vgriation of intramole_cuﬁrn, rotational C,, and Cy. According to the results obtained by Yat a|_,60 the
;Lel‘lr;i'f:galc" contributions to heat capacity at constant voluBefor | atice and intramolecular modes are separated by a large gap
o (of the order of 22 meY}, which enabled them to use the
approximation of rigid molecules for calculating the low-
the macroscopic bulk compression modulus given in Ref. 6¢emperature thermodynamic parameters gf @ystals.
for polycrystal proved to be 25% higher than the values ob- A detailed analysis of heat capacity offat low tem-
tained from measurements of sound velocities on polycrysPeratures was carried out for the first time by Beyermann
talline samples. It should also be noted that the values of thet al>® who proved that the heat capacity in the temperature
bulk compression modulus are in good agreement with diredttnge 1.4-20 K can be described correctly by the sum of
measurements of compressibility of polycryst&é! Since  three types of contributions associated with translational
the data for single cryst&fwere obtained only at room (Debye modeland librational(Einstein modelvibrations of
temperature, we could not use them for an analysis of th&so molecules as well as the linear contribution emerging
temperature dependence of thermodynamic parameters. \ile to the presence of two-level states in the crystals, which
are aware of the fact that the absolute valuegggiven in  are similar to those observed in glasses. The phonon compo-
Table Il for polycrystals can differ significantly from true nent of the heat capacity ofgg-was described in different
values. However, this does not affect considerably the estiversions using two @p;=49K and ©p,=67K) or one
mates that will be obtained by us below. characteristic Debye temperatur® =74 K).?° The value
An extensive analysis of heat capacity and separation ®% ©p=50K was obtained by Ataket al'®* from an
different types of contributions to thermodynamic propertiesanalysis of heat capacity. However, some other authors re-
were carried out by us on the basis of the most reliablg?ort on much higher values of the characteristic Debye tem-
datd”® on heat capacity at constant press@g, which  perature. For example, according to Olsenal,”* @
were used to calculate the heat Capacity at constant volune 80 K. The estimates obtained on the basis of the results of
Cy: investigation of elastic properties of single crystals by the
B ) ultrasound method at room temperature gi9g =66 K®°
Cy=Cp— B VTixr, (2 and 100 K3Y Such a large spread in the data on the char-
where S is volume thermal expansion coefficieht,the mo-  acteristic phonon temperature is primarily not due to errors
lar volume, andyy the isothermal compressibility defined as in the measurements of heat capacity, but due to indetermi-
B 9 nacy in the choice of the temperature interval for separating
XT=xstBVTICp. G the dependencAT? from the total heat capacit¢p, and
It can be easily verified that y= yt— xs varies in the entire  hence considerable errors in the separation of the “glass”
temperature range form 0.8%t 40 K) to 0.6% (at 290 K), and phonon contributions. Besides, a possible reason behind
which allow us to use i1f2) any compressibility almost with-  the large spread in the values®f can be the difference in
out increasing the error in the calculation®§ . The values the purity of experimental samples. It is well kno{frihat
of constant-volume heat capacity calculated according to foradmixtures of G, molecules considerably affect the phase-
mula (2) are presented in Table Il and in Fig. 2. It can betransition temperatur@; in Cgy, decreasing it linearly with
seen that the differenckC=C,—C, is comparable to the an intensity 65 K per percent of impurity. In our opinion,
error in the calculation o€, and is much smaller than the the high values of obtained by Greveet al?® are due to
absolute values of heat capacl®y (or C,) and hence does the presence of £ impurity in the samples. According to
not affect the results of separation of the contributions taOlsonet al,?! the cubic temperature dependence of heat ca-
heat capacity. It should be noted that in contrast to classicglacity for pure fullerite G, is manifested most clearly at
simplest molecular crystals, the differencEg(—Cy) ob- <1 K, while an analysis of the phonon heat capacity was
tained for fullerite Gqis small even at high temperatures, but carried out by many authors at temperatures above 4.2 K.
exceeds the error of its determination by a factor of several In order to separate the phonon heat capacity of fullerite
units. The main reason behind the smallness@¥{C,) is  Cgg, we calculated the Debye temperature from the data on
the value of thermal expansion coefficients which are at leagongitudinal and transverse sound velocities and molar vol-
an order of magnitude smaller than the values typical of moumes by using the well-known relation for the zero-point
lecular cryocrystalé? Debye temperatufe
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h Most of the authors investigating the lattice dynamics of
®(DO):E(9N/47TV)1/3(VI_3+2Vt_3)_1/3! (5 fullerite Cgo emphasize that above the high-temperature
phase transition point, gg molecules become orientationally
whereh andk are the Planck and Boltzmann constants andlisordered and rotate freely. In such a situation, we should
N is the Avogadro constant. In our calculations, we used th&xpect thatC,,, must be smaller than or equal tdR2
values of sound velocities and molar volume given in Table(~3 callmole-K)), which is the classical limit for a three-
. The limiting value of the zero-point Debye temperat(a@e  dimensional rotator. However, the results of our analysis of
T=0K) was found to be®®)=55 4K, heat capacity indicate that the rotational motion of fullerene
The variation Of@)l(jo) with temperature(Table ) was  Ceo molecules in the fcc phase is retarded considerably. The
taken into account for calculating the lattice contributidp  rotational heat capacity at>T, is noticeably smaller than
to heat capacity, associated with translational vibrations oBR and decreases from 10.2 to 8.9 galdle-K) in the tem-
Ceo Molecules. The obtained results show that the phonoRerature range 260-300 K. These results indicate the pres-
component of heat capacity &t>30 K varies with tempera- €nce of collective pre-transition phenomena and considerable
ture only slightly and amount to 5.62 cafiole-K) at 30 K correlation of molecular rotations in fullerite. It should be
and 5.94 Ca(mo|e.K) at room temperature. Consequent]y, noted in this connection that a similar reSL(MthOUt a de-
the lattice heat capacity of fullerite ¢ attains its high- tailed analysiswas actually obtained by Akatet al.*® who
temperature limitC,=3R (R is the gas constaneven at described the temperature dependence @fC;,). The
quite low temperatures. values obtained for the high-temperature phase correspond to
In the temperature range under investigatiespecially ~our values of Cy+ C,) to within the error of their measure-
in its high-temperature partthe contributiorCy, of intramo- ~ ments. The conclusion about strong retardation of rotational
lecular vibrations to heat capacity can be significant for supmotion of molecules in the high-temperature phase &fi€
stances formed by large molecules of the fullerene type. Thalso supported by the results of investigation of IR spetira,
spectrum of intramolecular vibrations of &ontains a large indicating that some of low-frequency librational modes are
number(174) of optical frequencie&®~"8In an analysis of Preserved in samples heated above the orientation phase-
Ci,, we used the values of the lowermost frequendias transition temperatur&. up to 300 K. Evidences of strong
cm 1) experimentally observed in the Raman and infraredcorrelation of rotational motion o€, molecules in the fcc
spectra at 40 Kthe degeneracy is indicated in the parenthePhase were also obtained in experiments on inelastic scatter-
ses: 272(5), 433(5), 496(1), 533(3), 567(3), 709(5), 772  ing of x-rays?
(5), 1099(5), 1252(5), 1425(5) and 1575(5). These values
make a noticeable contributiom@t least 0.5 calmole-K) to
the heat capacitZ;,. The temperature variation of the fre-

quencies and the jumps observed for some of their values An analysis of the lattice dynamics in the harmonic ap-
during the phase transition at 260 K were taken into accoungroximation shows that vibrations of particles at the bottom
using the data obtained in Ref. 78, while for the remainingof a parabolic potential well do not affect the values of force
frequencies we used the average statistical values of the terfonstants of the crystal and the vibration frequemgyf the
perature gradient and the jump at the transition. It is worthparticles. In this case, thermal expansion of the solid must be
noting that intramolecular modes are characterized by higlaqual to zero. In actual practice, however, vibrations are an-
harmonicity(Raman frequencies coincide to a high degree oharmonic. The anharmonism of lattice vibrations and its en-
accuracy with the sum of corresponding fundamental frehancement with increasing temperature lead to a noticeable
quencies and a weak coupling with the lattideveak tem-  dependence of force constarigad vibrational frequencigs
perature dependenceThe values ofC;, were calculated in  on the separation between particlesystal volumé. A mea-

the Einstein approximation taking into account the degensure of anharmonicity of lattice vibrations can be the 1Gru
eracy for each of the optical modes listed above. The resultsisen parameter defined as

of calculations are presented in Table Il and in Fig. 2. As

expected, the temperature dependence of the heat capacity 7i~ —dinwi/dinV, ©®
componenC;, does not experience noticeable changes in thevhere w; is the frequency of théth mode.

region of orientation phase transition. Pay attention to the In thermodynamics, the Gneisen parameter connects
fact that intramolecular vibrations make a noticeable contrithe basic thermodynamic characteristics of a substance and
bution to the total heat capacity, which increases almost linean be calculated on the basis of experimental data from the
early above 100 K and becomes predominant in the highformula

temperature phase. At the same time, the rotational

componentC,,; of heat capacity increases noticeably as we Y=BVix:Cy. @)
approach the phase-transition point, and then decreas&®r atomic cryocrystalécrystals of inert gasgsvhose lattice
abruptly in the high-temperature phase. The rapid increase idynamics is determined only by phonon vibrations, the value
C,ot at temperatures above200K is associated with inten- of the Grineisen parametey is constant in a wide tempera-
sification of orientational disordering of molecules. Otherture range and is equal to 2:0.3 on the averad®.Close
molecular crystals also display a similar behavior of the ro-values ofy=2.2—2.9 are also observed for most simple mo-
tations heat capacity in the region of orientational phaséecular cryocrystalé’® at low temperatures and away from

transitions’>"® phase transitions, where the influence of the librational sub-

GRUNEISEN PARAMETERS
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system and correlation effects is weak. The valuesgf
characterizing the anharmonism of librational vibrations are
slightly lower for simplest molecular crystals like nitrogen
than yyans @nd vary from 1.6 to 1.9 for different substances.
The determination ofy,, is normally based on relatiof®)
using direct experimental data on the temperature depen-

--- -7 . Whiteetal. [82]
...... - Yjat » Whiteetal. (82]
a - ¥ , Lundinetal [70]

dence of librational frequencies.

The Grineisen parameter for fullerite g crystals was o
determined earlier in Refs. 43,70,81, and 82. Further, the T
values ofvy for intramolecular vibrations were estimated on ) ¢ X ) . roea
the basis of Raman and IR investigatittf¥ leading to quite 0 50 100 150 200 250 300
small values of the order of 0.04—-0.09 indicating a high har- T.K

monicity of intramolecular vibrations of & molecules dur- . . . . temperature of the tote}) and lattice ) Grineisen

ing the excitation qf first |eVe|§ for ?-” |9W'|ying frequencies. parameters for fullerite g according to our results and the results of analy-
The most detailed analysis of Greisen parameters and sis carried out in Refs. 70 and 82.

their temperature dependences was carried out by White
et al® who calculated consistently the total ®eisen pa-
rameter y characterizing all the three types of vibrations shows for comparison the results obtained in Refs. 70 and
(translational, librational, and intramoleculathe parameter 82. It can be seen that the valuesyadnd y,,; obtained by us
v1at COrresponding to translational and librational modes, andwre close in the temperature range 70 K, where the con-
finally y,,. The calculations made in Ref. 82 were based ortribution to heat capacity from intramolecular vibrations is
a not quite correct assumption concerning the smallness aftill small, but in contrast to Ref. 82, the values of these
the contribution of the librational subsystem to thermal ex-parameters decrease almost linearly with temperature. This
pansion of ;. Such an assumption is completely correctcircumstance can be explained by the difference in the ther-
only for low temperaturesT<30K) but not at all for high mal expansion coefficients and the form of their temperature
temperatures, when this contribution can constitute a noticedependence obtained by us and by Gugenbesgal*? since
able part of the contribution from the translational subsystenWhite et al®? used in their calculations the results obtained
or even exceed it. For this reason, we shall disregard in than Ref. 42. ForT>100K, the difference between the values
subsequent analysis the results obtained by Waiia 82 the  of y andy,, is large in the wide temperature range 120—230
data on the temperature dependence of the total coeffigientK. The values of the total parametegiin this range are close
were also obtained by us for fulleriteggsamples with dif-  to 1.0 and are almost independent of temperature, vhije
ferent purity®® It should be noted, however, that the valuesattains values=4.0. In the high-temperature phase, the total
of y obtained in Refs. 82 and 85 do not correspond to theparametery is small (<0.5) and practically constant up to
Grineisen parameter characterizing the anharmonism of 1aB00 K, while y,,; exhibits a weak temperature dependence
tice vibrations especially in the temperature range where thand is equal to 2.86 at room temperature. This value is close
contribution of intramolecular vibrations to heat capa€ty  to the upper boundary of the valuesypfypical of disordered
becomes significanfthe heat capacity componef},, see phases of simple molecular crystdibe dispersion ofy is
Fig. 2). In this temperature range, the valuesyofalculated described above Figure 3 shows that our results ferand
from the experimental data g8,V,Cy, and y1 give values 5 in the temperature range 100-300 K are close to the
much lower than those typical of monatomic crystals sincevalues obtained in Refs. 70 and 82.
the contribution of intramolecular vibrations to the lattice While calculating the values of,4 in the region of ori-
volume and thermal expansion is practically equal to zerogntational ordered phase above the glass-formation tempera-
while the contribution to heat capacity is quite large andture (T,<T<T.), we must bear in mind that the change in
increases with temperature. Consequently, purely latticéhe volume of a fullerite g, crystal is determinedsee Ref.
characteristics should be used for determining then€isen  82) not only by the anharmonism of translational and libra-
parameter corresponding to translational vibrations alone. tional vibrations of molecules, but also by the variation of
In accordance with formulé7), we calculated the effec- the composition of pentagonal and hexagonal configurations
tive Gruneisen parametey,,; determined only by frequencies of molecules. An increase in the content of hexagonal com-
of phonon and rotational vibrations of molecules in the tem-ponent having a smaller volume upon heating of the crystal
perature range 30—300 K. We used the values of the thermédads to lower values of actual thermal expansion coeffi-
expansion coefficienB, x-ray densityp, molar volumesv, cients, and hence lower values gf,. White et al® believe
isothermal compressibilityt, and heat capacit@,, for pure  that this effect is responsible for noticeably higher values of
fullerite Cgy, which are given in Tables | and Il. While cal- the dilatometric thermal expansion coeffici&rin the region
culating vy, We took into account only the component of of orientational glass with a “frozen” concentration of the
heat capacityCy associated with the phonon and rotationalhexagonal component than at temperatures afigveglass
subsystems of fullerite £ (see Table Il and Fig.)2 formation poinj. Knowing the temperature dependence of
The results of calculation of the Quaisen parametey,,,  the composition of orientational configurations, we could try
are presented in Table Il and in Fig. 3, where these data ait® separate the corresponding contribution to the volume and
given together with the total parameter The same figure thermal expansion of fullerite. However, this does notcom-



730 Low Temp. Phys. 25 (8-9), August—September 1999 Aksenova et al.

plete the solution of the problem on determining the 1Gru 0.5 cal(mole-K). It is proved that intramolecular vibrations
eisen parameters since the variation of composition of orienaffect significantly the total heat capaciy, even atT
tational configurations in crystals apparently also affects the-100K, and their contribution is decisive in the high-
compressibility and heat capacity. This leads to the conclutemperature phase. Under the assumption of additive contri-
sion that the sign of the expected variation gf; and its  putions to heat capacit€,, we separated the phondd,
temperature behavior cannot be predicted even qualitativelsind rotationalC,.; heat capacity components reliably. The
without a detailed analysis and complete account of all thgghonon heat capacity was calculated in the Debye model
above-mentioned factors. In other words, we must take intsing the zero-point Debye temperature determined from
consideration the thermodynamic parameters determinesbund velocities and found to 1)=55.4 K. It turned out
only by translational and rotational motion in calculations. that the value ofC, is virtually constant in the entire tem-

It should be noted that the temperature dependences @frature range under investigati¢®0—293 K and corre-
Y1t Obtained by Whiteet al®* and by us in the temperature sponds to its high-temperature limiR8R being the gas con-
rangeT <T<T, are different(see Fig. 3 In our opinion,  stanj. It should be noted that the total Greisen parameter
the continuous increase i, observed by Whitet al®’can  in the high-temperature phase is constant, while its partial
be explained by the fact that they used the values of rotacomponenty,,; exhibits a weak temperature dependence and
tional heat capacity calculated on the basis of the Einsteifs equal to 2.86 at room temperature. This value is in good
model for a three-dimensional oscillator with the CharaCter-agreement with the values of Greisen parameter typical of
istic temperaturé g=46 K without taking into account dis- completely disordered phases of simple molecular crystals.
ordering and correlation effects. The value ©f, deter- The analysis of the rotational component of heat capac-
mined in this way attains its high-temperature constant valugy clarified the origin of the orientationally disordered sta-
3R in the temperature range under consideration, while théstically, phase of fullerite §,. The obtained results indicate
temperature variation ofy is mainly determined by the that G, molecules in the high-temperature phase are orien-
continuous increase in the crystal volume and its thermajationally disordered statistically, but their rotation is consid-
expansion coefficients. For this reason, the valuegpbb-  erably retarded(especially in the vicinity of the order—
tained by us here appear as more realistic. disorder phase transitipnThis conclusion is confirmed by

Dilatometric measurements of thermal expan$idrave  the experimental observation of librational bands at room
made it possible to trace the tendency in the variation of thgemperaturé®
Gruneisen parameter far— 0 K. It was proved on the basis The possibility of describing the thermodynamic proper-
of calculations that the parametgrabove the helium tem- ties of orientationally ordered and disordered phasesggf C
perature have almost a constant value close to those obtainggystals on the basis of the model of additive contributions
by White et al®” and equal to 3.4 on the average. Fbr from translational and rotational subsystems demonstrated
<4.2K, a catastrophic drop ity takes place, rending to by us here indicates that the deformation of the lattice spec-
the range of large negative valuésf several tensat tem-  trum of fullerite due to the libron—phonon interaction is
peratures below 3.4 K. Aleksandrovskii al*® attribute this  small below the room temperatufat least for thermody-
effect, as well as the negative thermal expansion of the crysnamic parameteys This conclusion corresponds to the re-
tal, to the presence of tunnel energy levels in the energyuilts of theoretical analysis of fulleriteggspectr® and is
spectrum of the crystal, whose nature is not completely cleagiso valid for most simple molecular crystals.
as yet. The authors are grateful to R. S. Ruoff who presented

ultrapure fullerite for our experiments and to V.D. Natsik for
CONCLUSION fruitful discussions.

Reliable experimental data on lattice parameters, den-

sity, and molar volumes obtained in a wide temperaturel)'é"m"’“':'S"""'”i‘s@"t'kha‘rko"'“a .
. . reveyet al,”> who analyzed the results of their measurements of heat
range enabled us to determine the X-ray thermal expansionapacity of crystalline extractsgg/Cy, in the temperature range 4—10 K,
coefficients of pure fullerite g to a high degree of preci-  obtained even a higher value 6f,=188 K.
sion. The obtained results are in good agreement with the
results of dilatometrit? and neutron diffractiol! measure-
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Exact analytic expressions for local densities of atoms of the system as functions of the distance
to a defect as well as defect paramet@mariations of mass and force constarase

derived for an semi-infinite linear chain with an impurity at the end as well as for an infinite

linear chain with an interstitial or substitutional impuritg triatomic defect cluster in

the general caseThe dependences of the conditions of formation and frequencies of local
vibrations and of the amplitudes of vibrations of these frequericies the form of their damping

on defect parameters are determined for different atoms of the system. Exact analytic

expressions determining the threshold values of the defect parameters as functions of the distance
between and impurity atom and the end of the chain are derived and analyzeltP9®

American Institute of Physic§S1063-777X99)02208-3

The most common method of obtaining compounds withGREEN'S FUNCTION FOR A SEMI-INFINITE LINEAR CHAIN
preset thermodynamic, optical, and electron properties is th&/ITH AN IMPURITY AT THE END
introduction of various impurities to the crystal mattix. Let us consider a semi-infinite monatomic chain whose
For this reason, the derivation of exact expressions descriké'xtreme(“surface”) atom is replaced by an impurity differ-
ing analytically various aspects of the effect of impurities ONing from the matrix atoms in mass as well as constant of
quasiparticle spectra of excitations in the crystal lattice is aoypling with a neighboring atorfFig. 1a. The operator of
important problem even if the model used is extremelyperturbations describing such a defect has the form
simple. The interest in quasi-one-dimensional systéras- R N , ,
ous chain, microscopic, and nanostructures, linear macro- A¥(n,n")=—L(n,n)O(-nO(-n")

molecules, etg.is due to advances in the technology of N 7+ 1 Am| 147
growing perfect low-dimensional single crystafS. The T 7 %o 5| =m——="1
4 ¢g+1 "™ ' 4 V2(1+e)

quasi-low-dimensional behavior of electron and phonon pa-
rameters is a distinguishing feature of HTSC systems as well X (80007 17 O 00n 1)- (1)
as many traditional superconductbriie to the presence of o C

chain elements in their structure. This necessitates the de#e(;enzo,lt,ﬁ,... ’8:(n]3 - m)/.T (mzss dtefect,t where
vation of exact analytic expressions for vibrational param.an m are the mass of Impurity and matrix atom, respec-

. . . . o . tively), n=(a' — a)/ a (defect of force interaction, whee’
eters of one-dimensional chains with local violation of peri- . . : .
L : and « are constants of force interaction between an impurity
odicity in the arrangement of atoms. A simple type of such a . :
T - . -._atom and matrix atoms, and between matrix atprasdL
violation is the presence of local substitutional or interstitial

. o . is the operator describing vibrations of atoms in a perfect
impurities in the chain. :

i . . . chain
In this paper, we obtain exact analytic expressions

for local densities of vibrations using the method of —1[r—r'|=a;

. . . . . . m ’ .
J-matrice§~1% and the amplitudes of vibrations of impurity Lo(r,r)=Lo(r—r")=—"¢ 2, [r=r'|=0; 2)
atoms as well as atoms located near a substitutional or inter- 0, [r—r'|>a

stitial impurity in a linear(semi-infinite or infinit¢ chain (\,=4alm is the square of maximum frequency of vibra-
with a monatomic unit cell are analyzed. An impurity differs tiorr:s of the perfect linear chain

from an atom in the matrix lattice in the mass and force  The Green’s function of such a system, i.e., the first

constants of interaction with nearest neighbors. diagonal element of the operat@= (Al —L—A% "1 (\ is
Among other things, situations are considered when thene square of the frequenicyan be easily determined by the

amplitude of vibrations of atoms adjacent to an impurity canmethod ofJ-matrices(see, for example, Refs. 8—1Gimilar

be larger than the amplitude of vibrations of an impurity calculations for one-dimensional systems are described in

atom at the local frequency are considered. A more generaletail in Refs. 11—14

case of an impurity separated from the end of a chain by an  The operatord. and A® are presented in the form of

arbitrary number of atomic spacings is also analyzed, and thg-matrices of the forna; 8ix+ b;( 8 x+1+ 8 x—1) in the basis

dependence of threshold values of defect parameters on thl,};_,={(—1)"|n|1)},_o, Where the index labels atoms

location of the impurity atoms is derived. starting from the surface. The rank of the matrix of the op-

1063-777X/99/25(8-9)/8/$15.00 732 © 1999 American Institute of Physics
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FIG. 1. Schematic diagram of the systems under investigation: semi-infinite

chain with a substitutional impurity at the free eta, infinite chain with
substitutionalb) and interstitial(c) impurity, and semi-infinite chain with a
substitutional impurity separated kyatomic spacings from the free ef).

eratorA® is equal to two, and all the matrix elements of the

J-matrix of the operatot. (whose rank is equal to infinity

exceptay are equal to the limiting values of matrix elements
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in our case, an® (x) is the Heavisideg)-function.
For the system under investigatiam=2 and

1
Goo N m,8)= RSO\—??%?)[ —7\[7\71

M L et 3)+(2e41
_?H_l[”( €+3)+(2¢+1)]
Am (7+1)2
+z<x)§m A= N)t, D
e+1
where
Amptl
s — —\2 -m7 -
R\, 7m,¢) )\[ N+ 7 o701
1 . 7\ﬁ1 nt+1 2
X[(n+D(e+2)-2]+ 35| 7
®)
The functionGg4(\, 7,£) has poles at the points
Am [ nt1l
s __mf7 - _
7\|1,|2—877(8+1>{(7l+1)(8+2) 2
=+ D(n+ 1) (e +2)°—4(e+1)]. 9

of the J-matrix of the operator, whose spectrum has no gapshe poler;=\$ corresponding to the plus sign of the radi-

and lies in thg O\ ,,] band, i.e.a=\,/2 andb=\/4.

If the matrix elements of thd-matrix starting from a
certain numbemn are equal to their limiting values, the
Green'’s function in Ref. 9 satisfies the following relation:

Qn(A) = by 1Qn—1 (M) K (N)
Pn()\)_bnflpnfl()\)Koo()\)
The orthogonal polynomial$P,Q}(\,7,e) appearing in
this expression under the initial conditior®_;(x)=0;

Po(x)=1; Qo(x)=0; Ql(x)=b51 satisfy the following re-
currence relations:

bm{PvQ}m+1(X) =(X— am){PaQ}m(X)
—bm-1{P,Q}m-1(X) (4)

while the functionK..(\) is determined by the form of lim-
iting values of the elements of thematrix, i.e.,

Goo(N) =(hg,Ghg) =

)

Koo (M) =4N 1 2[20— Nt 2Z(ON) VNN = Al 1; (5)
ZON)=iON)OAp—N)—O(A—\), (6)

1
gs()\inae): ;Im ggo()\,ﬂys)"',w&()\_)\l)

cal in (9) coincides with the upper boundary of the continu-
ous spectrum band fop}=(2e +1)/(2¢ +3):

)\?( 7]Is) =Nm
and increases in proportion to the coupling constahtand
to the massm’ (i.e., e and #) if the inequality »=(2¢
+1)/(2e+3) holds. Consequently,; defines the square of
local frequency emerging in the given system. The intensity

of this local vibration is determined by the residue at this
pole and is given by

|, (p+1)(s+1)
H ot Dl(n+1)(e+2)7—4(e+1)]
2¢+1
X0 n— 5513 (10

The local phonon density of vibrations of an impurity
atom at the end of the chain as a function of squared fre-
quency and parameters of local distortion of coupling and
mass has the form

A8 (7+1)%/(e+1)]N(Ay—N)/IN

- — N2+ AN AD[(p+ D) (e+D)][(p+1)(e+2)— 2]+ (NZ/1O)[(n+ 1)/ (e +1)]?

+M|§()\_7\|). (11)
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It should be noted thay= 5, corresponds to the emergence In each of these subspaces, the operatorduces the opera-

of root singularity in the local densitpS(\,7,e)* (A,  tors L(®) and L1 respectively, which have the form of

—\) Y2 at the upper boundary of the continuous spec-J-matrices whose matrix elements can be calculated edsily.

trum band. The first diagonal matrix elements of operators induced
The local density of vibrations of an atom in the chainby Green’s operator in each of the invariant subspaces

separated by atomic spacings from the free end is given (Green’s functioh can be written in the form

b 12
g GO\, 7.e)
95(N,7,8)=0g%\,7,8)PA(\, 7,2), (12 — AN+ N1+ ) (L+e)][(1+ p)(2+&)—2]
~ = 0
whereP,(\, ,e) are orthogonal polynomials generated by RN 7.)
the J-matrix of the operatot + AS (4). (1+ )2 Z(\)
A comparison of formulag9), (10), and (11) with ex- N \/|(>\—7\m)/>\|m, (15
pressions for the square of frequency and intensity of a local n
vibration as well as the local density of vibrations of anWwhere
impurity atom derived in Ref. 11 for an infinite linear chain +7
with a substitutional impurity shows that they are trans-R©(\,7,e)=—4N?n+\\, 174 [+ (B +e)—4]

formed into one another under the substituticnt2l— ¢ in
formulas(9), (10), and(11), i.e., local parameters of vibra- ,(1+7 2
tions of an impurity at the free end correspond to similar TAn 1+e)’
parameters of a substitutional impurity with a mass twice as o ) o
large in an infinite chain. For this reason, we shall analyzdafter the substitutions—2e+1, this expression is trans-
these parameters for both these systems simultaneously. formed into(7)), and
"™ 4 [20=Am(1+ 7)+2Z(N) VAN =N pl]

God =3 RED(N ) ’
LOCAL VIBRATIONS IN SEMI-INFINITE AND INFINITE (16)
CHAINS where

We analyze the behavior of local vibrational densities of ~ RED(\, 7)=— 4\ + A (1+ 7)2
a monatomic linear chain with interactions between neares{.he quantityZ(x) is defined in(6).

neighbors, which contains a substitutional or interstitial im- Proceeding from the form of basis vectdi$) and(14)
purity (the on_ly differgnce between these types (_)f impuritiesWe can easily verify that the Green’s functigﬁa%)()\ 7€) is'
IS tha’F direct mteractlon betiween the negrest n(_a!gh_kjors c.)f ?trl]1e same for substitutional and interstitial impurities, while
impurity atom is preserved in the case of interstitial |mpur|ty,the functionG = D(x, 7, 8) for an interstitial impurity can be
Fig. 1b and c respectivelylt can be easily seen that a semi- 0o 7

infinite chain can contain only a substitutional impurity. We

obtained from(16) through the substitutiom— 7+ B/ «.
i 0 (£1)
shall assume that an impurity atom is located at the origin OE The roots of the function& (), 7,) andR™="(\, 7)
coordinates.

A® and A1), respectively lie beyond the continuous
Nearest neighbors of an impurity are also defect atomgpectrum band

and form with the impurity a defect clustériatomic in an (O)_xm 1+79 l1-¢ 3+e¢
infinite chain and diatomic in a semi-infinite one M=l T &= T"' (1+2)

An impurity atom in an infinite chain is a symmetry
center for the system under investigation, and the sphoé 1-¢ 2+ vz - 17)
atomic displacements can be presented as a direct sum of 3+e 7 me
subspaces of symmetric and antisymmetric displacements in- (1+ )2
variant relative to the operatotsandL + A. NFD= )\m_77>)\m. (18

The subspace of symmetriantiphasg displacements is 4n
a linear envelope stretched aver the vectors These roots determine the squares of the frequencies of local

N vibrations, while residues at these points determine the inten-
h(:l):(_l) n+l )1 > (13  Sity of these vibrations £ and u§"), respectively.
n vi |—n—-1]-1
p 0 =, 0 —

An impurity atom located at the symmetry center is at rest inr%ﬂfo)Goo("v’?’S)_Mo 6( T 2%e) 19
the given subspace. 1+ 7 1/2

The subspace of antisymmetrisynphasg displace- w=puP(n,e)=1—(1+¢)
ments is a linear envelope stretched over the vectors

7(3+e)’+(1—¢)?

2
, . . n—1
res,—x(=1Ghe (N, ) =pb Y 0(n—1)= —7—6(7—1).

! (14) 7
1 (20

(=1)| n
hP=lof2); hP=— >

V2
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n
a 10
8l 10[ 8t
© - 8
";* 10 6
6F |< 101 8 6} 4 j
I 8t 6‘: 4 2l
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A B ~a 6 F 4 -E. 2 S 4
S 4 u - 3
o 2R
2 B .,
2
0 n=e/(2+¢) Koo -
\ , . . 0 0204 06 0810
0 2 4 6 8 € Al Am
FIG. 2. Region of existence of local vibrations in the cyclic spat® R
generated by a displacement of an impurity atop™E/(2+¢)) and its b 10
division into regions of predominant localization of these vibrations at the 107 g}
impurity itself (A) and at its nearest neighbor8). The region withy 107 8 ;
>1 containing local vibrations in the cyclic subspad&™?) generated by 6
antiphase displacement of nearest neighbors of the impurity atom is also 10 8f 6f 4}
shown(the impurity is at rest in this subspace = 8t
+1 6} 4 2
-0
< 6t 4 5
The range of values of ande for which the intensity differs o 4} 2
from zero is the range of local vibrations with the frequency N Riime——
\/)\f'). In other words, local vibrations are formed in the | e N4 [
subspacéd (1) for P Y
P 0 02 04 06 08 1.0
7>1,; (21) A Am
; 0
and in the subspade(® for FIG. 3. Local and spectral densities characterizing vibrations of defect clus-
ter atoms for values of defect parameters corresponding to the formation of
7> € (22) local vibrations in various subspaces: the functigae)\)ngo)(x) (solid
2+e curves and the functionsp(lo)()\) (dashed curvesa), the functionsg;(\)

(solid curve$ and the function$zgi ) (dashed curvegb). Curvesl-3 cor-

(Fig. 2. It 5h0U|d_ be _nOted that fOf;>1,. two mutually or-  respond to threshold values for the formation of a local vibration in the
thogonal local vibrations are formed in the system undekubspaceH©®[5=¢/(2+¢)]:np=—1/3, s=—0.5 (curves 1), n=s=0

investigation irrespective of the mass of impurity. (curves?), 7=0.2, £=0.5 (curves3) and n=g=1 (curves4) correspond
A root singularity emerges fok =X\, at “threshold” t:{)(tthl?(t:fi;“)ld value for the emergence of a local vibration in the subspace

values of parameters of the defegt=1 in the subspace
H&Y and >¢/(2+¢) in the subspacel () for the corre-
sponding values of spectral densifyig. 3).
It was proved in Refs. 12—-14 that the intensity of a localsion in the region of existence of local vibrations for the
vibration varies with increasing atomic numbemccording  cyclic subspacél*1) (for >1), and the amplitude of local
to the law vibrations in this space attenuates exponentially with increas-
fin=126P2(\, 7,2). 23 ing distance from the defect. The sum of intensities of local

vibrations at all atoms is given by

It is well known (see, for example, Ref.)&hat the con-
tribution from local frequency to the root-mean-square dis- - (£)7
placement of an atom is proportional to the intensity of the nzo po () =1, (24)
local vibration, and hence the amplitude of the local vibra-
tion attenuates with increasing distance from the defect inwhich is in accord with the familiar formulas for the varia-
proportion toP,(\, 7,¢). tion of the total phonon spectrum of the crystal due to an

An impurity atom does not participate in motion occur- impurity in the presence of local vibrationsee, for ex-
ring the cycling subspace(“%), and hence the ratio of vi- ample, Refs. 8,15-20
brational amplitudes at the local frequend)(,(ﬂ) of atoms Similarly, we can write the change in the amplitude of
with numbersm andn is vibrations of atoms witm=0 at the local frequency\,™ in
PEY(ED the cyclic spapel—|‘°? generated by a displacement of the
=T — impurity atom itself in the form
P (AI ')

um

It can easily be verified that the valudd"V(\(*V 7) om_
=1/5", i.e., form an infinite decreasing geometric progres-  Un

Um
Un

PR 7
PP )
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Using the method of mathematical induction, we can e—1
prove that starting fronm=1, the values of the polynomials 77<5_8
[PON®, 5,£)]? form a geometric progression. We shall
prove that (naturally, we speak only of the values of defect parameters

for which the local vibration exists in the cyclic spaldé®,

0) _ (0 0)/+ (0) 2 i.e., n>el(2+¢)).
ngo H (7:8)= o (77’8)”20 [Pa (N7 72)]7=1, These conditions are satisfied for regiarin Fig. 2.
(25) In regionB in the same figure, we have
which gives, among other things, the common ratio of the 0< € e €
progressio PN, 7,6)/ PO | ,8)12< 1. 2+ TT1—g

We transform the left-hand side @5) as i.e., the local vibration in the cyclic subspaldé” generated

* by a displacement of the impurity is localized mainly at near-
1+ 2 [P\ ,77,8)]2} est neighbors.
=t It should be recalled that substituting 2 1 for ¢ in the
= u0(n,e) subspaceH(® leads to relevant results for a semi-infinite
chain with an impurity at its free end, while the substitution
[P, 7,6)]* of »+ Bla for 5 in the spaceH*) leads to the results for
(PO, 7,6)2- PPN, 7,e) 2] an interstitial impurity.

no(1,€)

|1

use the identity
IMPURITY RESONANT LEVELS IN CONTINUOUS

[P 7,8)]? SPECTRUM BAND FOR A LINEAR CHAIN
PO, 7,6)+ PO 5,) Itis well known (see, for example Refs. 16 and) 1fiat _
= 2 V2(1+e), an isotopic impurity cannot be responsible for the formation

of a linear chain of sharp resonant peaks in the continuous
whose validity can be verified easily by substitutiig) into  spectrum band for the density of stat@giasi-local vibra-

the recurrence relatior(@), and write(25) in the form tions). However, such states quasi-localized at an impurity
0) (0)/+ (0) 5 _or1_(0) atom can be formed in the presence of an impurity in the
to (w,e) [P (N, 7m,8) V2(1+2) =2[ 1= pg chain differing from the matrix atoms not only in mass, but

X(7,e) PPN, 5,e) - PO 7.6)]. (26) alsointhe force interaction with nearest neighbitight and
weakly coupled impurity The possibility of such a localiza-

The Va||d|ty of this expression can be verified eaSin with thetion was pointed out, for examp|e, by Sknpﬁﬂ(wh”e a
help of (4), (17), and(20). detailed analysis of the evolution of local density for an im-

Thus, the amplitudes of both local vibrations attenuatepurity atom during the formation of such sharp resonant
exponentially with increasingy beyond a defect cluster. peaks was carried out in Ref. 11. However, the behavior of
Within this cluster, the ratio of the amplitudes(A{”,T)  |ocal densities and other spectral parameters of neighboring
andu;(\{¥,T) depends on the defect parameters. The amatoms, especially nearest neighbors forming a defect cluster
plitude of local vibrations of an impurity atom exceeds thattogether with the impurity, in the vicinity of such a quasi-

of similar vibrations of its nearest neighbor if local frequency is also of considerable interest.
2 Let us consider the frequency distribution of vibrations
[PONY, 7,6)]P<—, (270 in the continuous spectrum band for the system under inves-
1+e tigation. The spectral densitigd®)(\, 7,&) andp*1(\, )
ie., are defined on the interv@0,\,] and are given by
(1+n)(1-e)—4n 1 , 5 O, pr6) = A [+ 9?1+ ) INAm— N/
— <;J(1+ Mn(3+e)*+(1—¢)?] p(Nme)= o RO\, 7.2) ;
(28)
(1+7n)(1l—e)+4y
< . 8 JANApZ—A
7 p V(N p)= (—m) (29)

m™\m REY(N, )
The left part of this inequality holds identically, while its

right part holds if the following two conditions Local densitiesg,(A,7,e) can now be obtained easily

with the help of the formula

e—1
s E
5-¢ gn(N,7,8)=| p O\, 7,8) + u ( ~5rs

&
1-s ' [P\, m,8)+[p VN, )+ b Vo

n=

5(>\—>\§°>)}

n>

are satisfied simultaneously, or for X(n=1)SAN-N"DIPETP(N 7). (30)
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3 107 formed, the spectral density nogé”(x,7,e) (\* =al? is
10[ gl the root of the polynomiaP{”)(\, 7,&) or, according ta4),
127107 g 6 the square of the Einstein frequency in the given cyclic sub-
10} 8l space falls in this half-width. This can be easily grasped
5' 4 since the quasi-local frequency approaches the Einstein fre-
8 5‘ 4 quency upon enhancement of localization. Consequently, vi-
@Q— 6 4l [ — brations of nearest neighbors of an impurity virtually do not
cé’, 4 o] W DLkt o ‘\3/ Tteract*wnh V|brat!0ns of the |mp|_,|r|ty atom fo)[ e_[)\
b LK kz/ AN A" +AN]. This leads to localization of vibrations at
27 4)/ L 1 / frequencies for which not only the total phonon density for
" St e an ideal system, but the spectral density in the corresponding
0 0204 06 08 1.0 invariant subspace is not small at all. The local densities
Al Am 01(\, ,¢&) of nearest neighborsolid curves in Fig. 4bare
mainly determined by vibrations from the cyclic spat& )
b orthogonal to displacements of the impuritize correspond-
10y ing spectral densitiesp{"*(\,7) are shown by dashed
10r 8¢t curves in the same figure
10; 8} 6
10; 8} 6} 4; DEPENDENCE OF THRESHOLD VALUES OF DEFECT
-~ 8} gl 4l 2} PARAMETERS ON THE SEPARATION BETWEEN IMPURITY
50 AND THE END ATOM IN THE CHAIN
& 6§48 2rnE i ) .
= 4 kz J ) """"" : : It was proved in the previous sections that only a local
N A\ 7 S 2 frequency(9) can be formed in a semi-infinite chain with a
2 substitutional impurity at the free end, while the presence of
: =7 . ! the same impurity “in the bulk” of the chain generates two
0 02 04 06 08 1.0 local frequencieg17) and (18). This important fact reflects
A Am the difference in the number and types of independent vibra-

FIG. 4. Local and spectral densities characterizing vibrations of defect clustlons which can involve an impurity atom under the surface

ter atoms for values of defect parameters corresponding to the formation gtnd on it(in other words, we are speaking of the number of
vibrations localized at a light weakly coupled impurity with frequencies possible orthogonal displacements within a defect cluster,
lying in the continuous spectrum band of a linear chain: the functionswhich generate different subspaces of displace)nEn’r ex-
=, i ions© _ 2 X o .
9o(A)=po (1) (solid curves and the functiongy ‘(1) (dashed curvesta), 516 “independent vibrations of atoms in an infinite chain,
the functionsg;(\) (solid curve$ and the functionspy™~’(\) (dashed . . .
curves (b); n=e=—-0.9 (curves 1), p=s=—038 (curves 2), n=s=  Which are affected by the presence pf an impurity, corre-
—0.5 (curves3) and p=&=—0.2 (curves4). spond to the general scheme of splitting into the subspaces
(13) and(14). One of the subspaces corresponds to displace-
ments of the impurity and subsequently to synphase dis-
hplacements of its nearest neighbors, while the other subspace
corresponds to antiphase displacements of the nearest neigh-
bors of the fixed impurity atom. Obviously, the situation

For example, we can easily verify and prove rigorously wit
the help of mathematical induction that for any

o p@(X,0,0)+p=P(N,0) must not change radically until the impurity becomes a sur-

Un(X,0,00=p"(X,0,0= > face atom with only one neighbor. In this case, the number of
independentorthogonal types of vibrations involving the

1 1 impurity atom decreases to one. This type of vibrations is

T )\()\m_)\)’ determined by the displacement of the impurity itself and

corresponds to the generating vechgr=|0|1) in the sub-

i.e., is equal to the density of states for an perfect lineaspaceH?®.
chain. The confirmation of these arguments by calculations and

Figure 4 shows the evolution of local densities and thethe derivation of exact analytic expressions for vibrational
spectral densities for atoms in the impurity cluster appearingparameters in the model of a two-parametric substitutional
in them upon a change in the defect parameters. For all thenpurity separated from the chain “surface” by an arbitrary
curves, n=¢<0, and a localized vibration is gradually number of atomic spacing$ollowing the general algorithm
formed at the impurity atom. The squared frequeiryof  of application of the method of-matrices described in the
this vibration is approximately at the midpoint of the bandprevious sectiongenerally encounters unsurmountable diffi-
corresponding to allowed values bf culties of computational nature. This is due to the need of

Figure 4a shows local densitiego()\,n,s)ngo’ taking into account the mutual arrangement of lattice defects
X (\,n,e) of an impurity atom(solid curve$ and the spec- separated by large distances, i.e., with an arbitrary large rank
tral densitieﬁ)(lo)()\,n,s) (dashed curvegslt can be seen that of the perturbation matrix. However, a certain modification
as a sharp resonant peak with a half-widshh <\* is  of this algorithm allows us to derive analytically the exact
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dependence of the threshold values of parameters describing _ e+1
the defect on the “depth” of the given impurity under the P Am,7m,e)=
surface. It will be shown that the behavior of this dependence
is in good agreement with the above conclusions. ~

Let us consider a semi-infinite monatomic chain with a ~ Pk+1(Am.7,8) = W—1)2(28+1_ ml2k(1=mn)+(1
substitutional impurity differing from the matrix atoms in
mass and interaction with nearest neighbors. We assume that +n)]—(2k—=1);
the impurity is separated from the surfacelbynatrix atoms 2
_(see Fig. 18l We obtain the compl_et_e _sy_stem o_f basis vect(_)rs Piiom,7,8)= ———={(2— ) (2e +1—7)
in the only subspace for the semi-infinite chain by choosing (7+1)

71 [2k(1=7n)+(1+ )]

the displacement of the end atom as a generating vector. The X[2K(1—5)+(1+ 7)1}

Jacobi matrix of the dynamic operator for the given system

has the following elements: —2k(3—=27)+(1-27). (39

"a/2b 0 0 00 .. Consequently, expressidB4) is simplified as follows:
bab 0 00.. ROum =Pr 200 = Priah). (36
""""""""""" Substituting (35) into (36), we can obtain the depen-
(LEA)i=| e e b ~ a b + 3D dence of the threshold value of the coupling parameter of the

""" b Di(ne) b .. .. defect on the separation between the impurity and the “sur-
--------- b ab.. face,” i.e., the extreme atom of the chain corresponding to

--------- n=0, in the form of the solution of the equation

wherea andb are the limiting values to which the elements 7[4k(e+2)— (26 +3)]—27y[4k(e+1)+1]
a, andb,, of the Jacobi matrix tend upon an increase in the

numbern (in our casea=\/2 andb=X\./4). The Jacobi +[4ke+(26+1)]=0. (37)
matrix whose elements correspond to distortion of mass an®ihus, we finally obtain

force constants at the distankdérom the end of the chain is 5 5
denoted by Ak(e+1)+1*+2\4k +(e+1)
771,2(k!8): —
4k(e+2)—(2e+3)

’ak*l( 7]) Bk( 7]18) 0 . L . . .
~ |5 ) Adme)  Bea(me |, (32 Analyzmg the limiting cases of the problem,_l.e., an |mpur|ty
Di(7.2) (7. K ke 1U718) s in the form of a surface atonk(-0) and an impurity in an

(39

0 Dbya(ne)  Fraln) infinite chain k— =), i.e.,
where -1
= ~ U lim 7, Ak,e)=9 1+2¢ (39
A-1(7)=3y1(m)=2a 1+ E), k—0 2613
B (7.6) =By 7.6) =b o
_1(m,e)= €)= ,
k—1{77 k7 \/m 1
lim 7y Ak,e)= € (40)
A(7,e)=a 1+_77 ko e+2
k77,8 1+¢e)’

) _ , _ ) respectively, we can easily see that the replacement of the
Using the expression for Green’s function of syst8nin  extreme atom of the chain by an impurity is the only case

states from the continuous spectrum band, we can write thgariation of {7,=}. The solutiony=—1 corresponds to a

fect parameter$zn,e}q: —1(a’<0), which allows us to disregard this value as a real
= =T * = = _ “threshold” ensuring the formation of a discrete state.
RO =P 1A, 7.2) =Di(7,8) PiAm, 7,2 ) Ko M) (3% Figure 5 shows the evolution of the threshold values of

the parametery; ,(k,e) with increasing distance from the
In the lattice region unaffected by direct interaction with theimpurity atom to the “surface.” It turns out that in the lim-
defect, the polynomial®,(\) at the upper boundary of the iting case(40), the threshold curves tend asymptotically to
continuous spectrum of the chain have the simple form  the dependences typical of an impurity in an infinite chain.
P.(\)=2n+1 _ The cqincidence betwegB9), (40) and analogous_ rela-
mam : tions obtained for subspaceés® H(*V andHS confirms
where n=0,1,.. k—1. However, starting froom=k, the the correctness of the above analysis.
functions P,,(\,,) become dependent on the defect param-  Thus, we have used the methodJematrices to demon-
eters and acquire a cumbersome form: strate that the exactly solvable model proposed here for in-
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LOW-TEMPERATURE PHYSICS OF PLASTICITY AND STRENGTH

Empirical evaluation of electron and phonon drag coefficients for dislocations in Pb-
and Al-based alloys
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B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences of the
Ukraine, 310164 Kharkov, Ukrairie
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The impurity concentration dependence of the temperature threshold of low-temperature
anomalies of plasticity associated with the influence of inertial effects on the dislocation mobility
is analyzed using the experimental data on the kinetics of plastic flow in five lead- and
aluminum-based fcc solid solutions. It is shown that the results of such an analysis can be used
for evaluating the electron and phonon drag coefficients for dislocations in these metals

and to derive an empirical expression for the temperature dependence of phonon drag in the low-
temperature range. @999 American Institute of Physid$$1063-777X99)02308-7

1. Experimentally detected regularities of plastic defor-deforming stress upon transition in a superconducting alloy,
mation in solid solutions in the range of moderately lowemerging due to inertial effects during plastic flow, whose
temperatures are in good agreement with the ideas on themagnitude exhibits a peculiar dependence on temperature
moactivated motion of dislocations through impurity barriersand concentration.

(stoppers However, peculiaritiefanomalie$ of plasticity A typical form of anomaly inro(T) that can be obtained
observed in the range of hydrogen—helium temperaturesn the basis of the thermoinertial theory is a curve with a
could be explained only on the basis of several new hypothpeak located below;, the value ofT; increasing with the
eses(see Refs. 13 It was proposed that one of the main impurity concentration. Other types of experimentally ob-
reasons behind the anomalies is the effect of inertial propeiserved anomalies, e.g., the low-temperature plateau, are pre-
ties of dislocations on the dynamics of their motion throughdicted by this theory only when special assumptions are
impurity barriers® As the temperatur@ is lowered, the av- made concerning the dependenceBobn temperature and
erage lengthL of a dislocation segment and the dynamic concentration of stoppers. The possibility of a transition from
drag coefficienB decrease, and the dislocation segment bethermoinertial to quantum-inertial form of motion of dislo-
comes undamped. Under these conditions, collisions of discations through impurity barriers at low temperatures should
locations with impurity atoms is accompanied by a dynamicalso be taken into consideratiériln all cases, however, the
increase in the average values of the angle of attack, leadirgpnditions of undamped dislocation segment should be sat-
to a sharp increase in the probability of overcoming of im-isfied for manifestation of inertial effects. These conditions
purity barriers by a dislocation and to a considerable changéan be written in the form of two inequalities:

in the kinetic of plastic flow of the alloy.

The most consistent analysis of the influence of inertial m(T.C)= 70— 7>0.5r,
effects on the thermo_activated mobility of d?slqcations in an B(T)L(7*,C)<2m(ME,)¥2 (1)
alloy was proposed in Ref. 5. The analysis is based on a
statistical description of motion of dislocations through aHere 7, is the deforming stresyield stresy andr*,7;, and
random array of point barriers taking into account the dy-7, are the effective, internal, and critical stress of activation-
namic increase in the angle of attack for a dislocation lindess motion of dislocation€&, andM are the linear densities
approaching a barrier. This makes it possible to use the conwf intrinsic energy and mass of dislocations.
puter simulation method for calculating the average velocity  In order to prove that nondamping conditions can be
of a dislocation over distance considerably longer than the&atisfied for a specific crystal, we must determine the tem-
mean distance between impurities and to describe typicglerature and concentration dependences of quantities appear-
features of manifestation of inertial effects, that can be obing in (1). For this purpose, we can use the rigorous proce-
served in a macroscopic experiment. They inclilethe  dure of thermoactivation analysi§;’ which makes it
emergence of an anomaly on the temperature dependence missible to determine the* (T,C) dependence appearing in
the yield stresso(T) below a certain threshold temperature (1), to calculate the value af,(C), to determine the type of
T; depending on the impurity concentrati@) (2) a sharp statistics of the impurity barrier distribution along a disloca-
increase in the strain-rate sensitivity of deforming stress irtion, and to establish the dependertde™,C). A compari-
the vicinity of the temperature;(C), and(3) a jump in the son of theoretical and experimental temperature dependences

1063-777X/99/25(8—9)/4/$15.00 740 © 1999 American Institute of Physics
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TABLE I. Plasticity parameters for some alloys.

7, K, a-10° 7-10°, B- 107,
Alloy C MPa MPa T, K Pas Pas Pas
0.001 0.30 12
0.005 0.37 15
Pb-Bi 0.01 0.57 5 17 0.7 9 1.6
0.03 0.99 22
0.06 1.35 25
0.01 0.89 22
Pb-Sn 0.02 1.26 11 26 0.8 3 4.4
0.03 1.50 30
0.004 1.62 18
Pb-Sh 0.007 1.87 16 20 1.0 3 4.2
0.015 2.51 28
Al-Li 0.038 12.70 90 34 0.9 200 2.8
0.07 19.90 39
Al-Mg 0.0062 8.70 110 21 1.0 280 1.8
0.0152 15.40 27
0.0197 15.60 28
0.0380 18.10 31

Notation C is the impurity concentratiory, the critical stress of the activationless motion of dislocatiarthe
proportionality factor in(6), T; the threshold temperature of anomalous plasticityhe coefficient defined by
(7), n the constant ir(4), andB the electron drag coefficient for dislocations.

of plasticity parameters makes it possible to determine to a It would be interesting to study the microscopic mecha-

fairly high degree of accuracy the value of the thresholdnism of motion of dislocations by using the scheme of em-

temperaturdl;(C) below which inertial effects influence the pirical evaluation ofB(T) proposed in Ref. 11 in a wider

motion of dislocations through impurity barriers consider-range of alloys.

ably. 2. In this communication, we analyze the concentration
The main mechanisms of dynamic drag for dislocationsdependence of the threshold temperaftiyeC) of the low-

in metals in the low-temperature region are electron and phaemperature anomaly for a number of Pb- and Al-based fcc

non viscosity?~1° solid solutions. For this purpose, we use the data on the
kinetics of low-temperature plasticity of polycrystals and
B(T)=Bu(T)+Be. (2)  single crystals of solid solutions, which were reported in ear-

lier publications: Pb—Sh2 Pb—Sb® Pb—Bil? Al-Li,** and

The temperature dependence of the drag coefficient in thidl— Mg.** The empirical values of some plasticity param-
expression is determined by its phonon compor&(T), eters for these alloys that are required for subsequent calcu-
and B, is the athermal contribution of conduction electronslations are given in Table I. Unfortunately, the error of mea-
to dislocation drag. Special experimental methods reviewegurements of these parameters for Al-based alloys was
in Refs. 9 and 10 are used for measuring the phonon dragensiderably larger than for Pb-based alloys: for Al-Li,
coefficientB. Two methods that are used more often are théhese parameters were estimated on the basis of the data on
recording of tracks of individual dislocations or slip lines low-temperature plasticity only for polycrystalline samples;
under impact loading and the measurement of internal fricfor Al-Mg, we had no data sufficient for a rigorous thermo-
tion and separation of the contribution of dislocation seg-activation analysis.
ments trapped by impurities in it. It can be seen from the table that the critical strestor

Reliable experimental data on the values of the electroi@ctivationless motion of dislocations and the threshold tem-
and phonon components of the coeffici®{fT) have been PperatureT; corresponding to the beginning of manifestation
obtained by the above-mentioned traditional methods onlf anomalous plasticity increase with the impurity concentra-
for a narrow range of crysta|s_ In this connection, a ne\NtiOﬂ. According to the results of thermoinertial theory, the
method for obtaining empirical estimates of low-temperaturel i(C) dependence for* (T,C)>0.57; can be determined
values of the phonon drag coefficieBy,(T) and the electron ~ from the solution of the equation
drag coefficientB, in solid solutions was proposed in Ref. * 112
11.gThis method E:joes not require specialpexgerimental tech- [Bet Bpr(T)IL(77,C)=2m(ME)™ ®
nigues and is based only on the results of a detailed thermo- Theoretical analysis of phonon drag for dislocations
activation analysis of macroscopic parameters characterizingroved''° that at low temperature$<® (0 is the Debye
the plastic flow of alloys in the region where inertial effects temperature of the crystalthe B(T) dependence is cor-
are manifested. rectly approximated by a power function of the form
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FIG. 1. Concentration dependences of critical stres$or activationless In order to obtain numerical values of the parameter

motion of dislocations through impurity barriers in solid solutions: Pb-based
alloys (a) and Al-based alloygh). we used the values of the parameterfrom Table |, the

estimatesVl = 0.5pb? andE, =0.5Gb? obtained on the basis
of the continual theory of dislocations in the isotropic me-
dium approximation, the values of shear modulGS®
Bon(T)~n(T/0)". (4)  =10"Pa andG”'=2.7x 10'°Pa typical of pure Pb and Al,
the densityp”’=10"kg/m®> and p"'=0.27x 10* kg/m®, the

agnitudes of the Burgers vectbf®=3.50x 10 **m and
I;[?A'=2.8®< 10 °m, and the Debye temperature®"”
=98K and ®"'=390K. The results of calculations are
given in Table I.

The experimental values df;(C) for all the alloys in-

vestigated by us indeed satisfy relatiof) if we choose the

Here 7 is a constant, and the value of the exponens

determined by the process of interaction of dislocations wit
phonons: if the dominating mechanism of dislocation drag i
phonon wind(elastic scattering of phonons by the deforma-
tion field of dislocationg we haver=5, while in the case

when the flutter effectinelastic scattering of phonons by an
elastic dislocation linedominates, a weaker temperature de-

pendence of the drag coefficient with=3 is observed value of the parameter= 3. Figure 2 illustrates the linear
Thermoactivation analysis of the low-temperature plas_approximation of relatiort7) in appropriate coordinates, and

ticity parameters for fcc alloys proved that in the range Ofthe geometricaliparameters of the straight lines in the figure
intermediate impurity concentration6~103-10"! and allow us to pbtam the values of the para'metﬁramd B. (see
the effective stresses* =(0.1-0.5)r., the impurity barrier Table ). This result leads to the conclusion that t_he tempera-
distribution along a dislocation line is correctly described bytUré dependenc&(T) for Pb and Al atT<40K is deter-

the Friedel statistic¥ In this statistics, the following rela- Mined by inelastic scattering of thermal phonons by disloca-
tions hold: tion lines (flutter effec).

The values 0B, andB, obtained by us are of the same

L=(2E.b/7*C)"3, (5)  order of magnitude as the empirical values of the dynamic
T ©6) drag coefficient for pure lead and aluminum obtained by
¢ other experimental method§&ig. 3). A detailed analysis of

The curves illustrating the validity of approximati®®)  the data presented in Refs. 9 and 10 indicates a wide spread
in the concentration range under investigation are given if experimental estimates &, which are as a rule one or
Fig. 1, and the corresponding values of the constade-  two orders of magnitude higher than the theoretical esti-
pending on the strength of impurity barriers are given inmates. The reasons behind such a discrepancy remain un-
Table I. Unfortunately, the error in determining the empiricalclear. The spread in the values Bf and the coefficient;
values of the parametarin some cases is quite large in view obtained by us can be partially due to a large spread typical
of the absence of detailed information on the dependencasf the measured values of low-temperature plasticity param-

7.(C) (as in the case of Al-Li alloys eters and a large error in determining the threshold tempera-
Assuming that the value of effective stress in the vicinityture T; .

of the threshold temperaturé (T;)~ 0.5, for all alloys and 3. The analysis of the parameters of low-temperature

substituting (4) and (5) into (3), we obtain the following plasticity for five fcc solid solutions carried out by us here

relations: confirmed the efficiency of the method for empirical evalu-

ation of the dynamic drag coefficient for dislocations in the
low-temperature region proposed in Ref. 11. The method is
based on macroscopic data on the kinetics of thermoacti-

7(T;/®)'=aC¥?—B,,

a=2m(ME) Y k/2E b)Y3 @
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It is found that the first-order phase transition from a nonmetallic antiferromagi#d®id) state

to a metallic ferromagneti@=M) state in manganite N@Sr, sMnOj; is accompanied by a

significant change in the reflectivity of the visible light. This effect is used for visualizing the
AFM—FM phase transition in NgkSrp sMnO5. The coexistence of AFM and FM phases

was observed visually during spontaneous and field-induced AFM—FM transitions. In both cases,
the transition occurs through nucleation and expansion of domains of the phase that is

favorable from the energy point of view. However, the periodic domain structure of the
intermediate magnetic state was not formed during the phase transition. A striped domain structure
was formed in the AFM state while the FM phase had a uniform structure19¢9

American Institute of Physic§S1063-777X99)02408-1

Over the last decade, manganites, viz., oxides of manganagnetic field causes a dissolution of charge ordering in
nese with the perovskite structure; RA,MnO;, where NdgsSKHsMNO; and induces a transition to the metallic FM
R=La®*, N&®", PP*, EP*...; A=C&", SP*, B&", state.

PI?*,... have aroused considerable interest following the de-  The metallic  FM-insulating AFM  transition in
tection of giant magnetoresistance in these compobifitiss ~ Ndo.s5T0sMNO; was studied earlier through conductivity and
effect, which is observed in manganites in the vicinity of themagnetlzat_mn measureme_ﬁt’Sradmgraphm methodSand

. o . neutron diffraction techniqu®. It was found that the
Curie temperatur@, is important not only for studying the . .

- . . L Ndy sSrp sMnO5 crystal in both states has an orthorhombic
origin of the phenome.non and its pra(?tlcal a_lppllcatlgns, b_ugtructure(space grounma). > The conductivity varies by
also because manganites are fascinating objects of investiggiyre than two orders of magnitude upon PT while the mag-
tion in view of a number of interesting properties, €.9..petization changes by about 25/Mn.23 The crystal lattice
charge and orbital ordering, Jahn—Teller effect, as well aparameters also change significantly X0~ 3—10"2) during
spontaneous and induced phase transiti®i3. Some man- PT2%Upon a transition to the AFM state, the volume of the
ganites exhibit spontaneous and magnetic field-induced Pinagnetic unit cell increases and a CE type AFM structure
from nonmetallic AFM state to metallic FM state. Among is established*® It is reported in the present work that
others, the Ngl-St, MnO; crystal undergoes this PT# A the intensity of the visible light reflected from the
decrease in temperature Te=255K leads to FM ordering NdosSTosMnO; crystal decreases considerably upon a PT
in Ndy St MnO;, while a spontaneous first-order PT me- from the metallic FM s_,tate .tq the msulatlng AFM state. This
tallic FM—insulating AFM is observed at a temperatureeffeCt was used for visualizing and studying the two-phase

Ty, close to 160 K. The FM—AFM transition in this crystal state formed during the PT.

L . o Crystals of Ng Sty sMnO5; were obtained by the zone
coincides with charge orderirfg,e., the emergence of a spa- melting technique and had cylindrical form. Samples were

tial ordering of holes, and hence of Mnand Mrf* ions. ¢t in the form of plates at right angles to the cylinder axis.
Note that the transition temperatuf,—, in manganites The plates had an average size of about 3 mm and their
does not always coincide with the charge ordering temperahickness varied from 0.5 to 2 mm. X-ray investigations
ture T.,. For example Ty _<T., in Nd;_,CaMnO; and  showed that the samples were not monocrystalline. However,
Pr,_CaMnO; Ty _ <T..> At temperatureI<Ty,_,, the  they were highly textured with preferred orientatiofi©0)

1063-777X/99/25(8—9)/3/$15.00 744 © 1999 American Institute of Physics
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and (010 of the crystallite axes ifPnmaspace group at an T,K
angle of 15° to the cylinder axis. The mutual disorientation
of the crystallite axes did not exceed a few degrees. The
lattice parameters measured at room temperature coincided
with those obtained in Ref. 4 for NdSr, sMnO; up to third
decimal place. The surface of the plates was polished me-
chanically to mirrorlike reflection state. The stresses emerg-
ing in the crystal as a result of mechanical polishing were
removed by annealing the polished samples in air at a tem-

1, rel. units

perature of 950 °C for 20 hours. The metallic FM — insulat- i 8 30f

ing AFM transition in Ng S, sMnO; was studied by mea- A < 20

suring the intensity of light reflected from the polished i x 10\
surface of the plate and visual observation of the two-phase 0 0

140 145 150 155 160

state formed during PT. Samples were placed in an optical 1 oF b T K

helium cryostat with a superconducting solenoid. The sample
temperature could be varied in the interval 18 K<300 K
and was measured with the help of a copper—constantan ther-
mocouple. The optical circuit for measuring the intensity of
the reflected light consisted of a He—Ne laser, a light inten-
sity modulator, and a photoelectric multiplier. The light from
laser withA =633 nm was reflected from the plate, modu-
lated in intensity, and supplied to the photoelectric multi-
plier. The angle of incidence of light on the sample was |
~10°, and the signal from the PEM was detected by a syn- N DT B B B
chronous amplifier. Visual observation of the domain struc- 0 10 20 30 40 50
ture was carried out in visible light with the help of a micro- H, kOe
scope. The image of the sample with a domgm Strucu.”e WaEG. 1. Temperature{=0) and field =144 K) dependences of the in-
observed and recorded by a video camera with a monitor a nsity of reflected light. Discontinuities on the dependences correspond to
a VCR. The obtained image was also subjected to computefie insulating AFM—metallic FM phase transition. The inset shows a frag-
processing. ment of theH—T phase diagram of NdSr, sMnO; obtained from optical
Figure 1 shows the temperature and field dependencégea_surements. Dark circles (;orres?pond to the transition ir_u_juc_ed byincre_as—
I(T) andI(H) of the intensity of light reflected in the vicin- |f_ng field or temperature, and light circles to the same transition in decreasing
ield or temperature.
ity of the first-order phase transition metallic FM — insulat-
ing AFM. Figure 1a shows the dependeh¢€) measured in
zero magnetic field. The phase transition corresponds to @ion insulating AFM — metallic FM in NgsSry sMnO; oc-
jump in the intensity of the reflected light. In the insulating curred through nucleation and expansion of domains in the
AFM state, the value of is about half that in the metallic energetically advantageous phase. The expansion of such do-
FM state. The transition occurred at=154 K during cool- mains was accompanied by a decrease in the concentration
ing and atT~162 K during heating. In other words, it dis- of the energetically disadvantageous phase whose domains
played a temperature hysteresis having a width of about 8 Keventually disappeared and the sample was transformed
The intensity of the reflected light also changed abruptly incompletely into the energetically advantageous phase. Do-
the field-induced phase transition metallic FM — insulatingmains were formed in different parts of the sample, and the
AFM at T<154K. The dependencg(H) measured al  emerging two-phase domain structure was not reproduced
=144 K is shown in Fig. 1b. It can be seen that the transitiorcompletely during repeated observations of the transition un-
is accompanied by a variation bty a factor of more than der identical conditions. In other words, the domain structure
two, and a field hysteresis of width around 16 kOe. The insetvas not defined uniquely by inhomogeneities of the sample,
to Fig. 1 shows a fragment of the—T phase diagram for temperature or field. However, no periodic domain band
Ndp 5Sr,sMnO3 reconstructed from optical measurements.structure of the magnetic intermediate stét8) was ob-
Note that the results of investigation of the phase transitiorserved during the transition. The existence of AFM and FM
insulating AFM-metallic FM in NgsSr, sMnO; obtained by  phases was observed at temperatures ar@ui in thefield
measuring the reflected light are in good accord with thdanterval 5—7 kOe.
results of transport and magnetic measurements data ob- Visual observations also revealed that the insulating
tained by Kuwaharat al? AFM phase is inhomogeneous. The band domain structure
The observed effect of variation of the intensity of re- observed in the AFM state remained unchanged in a mag-
flected light was used for visualizing first-order PT from in- netic field right up to the field corresponding to the transition
sulating AFM state to metallic FM state in the manganiteto the FM state. In the FM state, the sample was practically
Ndy 5515 sMNnO;. Visual observation of the two-phase state homogeneous but revealed in some cases weakly contrasted
under phase transition was carried out in reflected white lightraces of the domain structure prevailing in the AFM phase
with the help of a microscope. The first-order phase transibefore the onset of the transition to the FM state. The domain
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decrease in symmetry frotd/mcmto Fmmmaccompany-

ing the PT from metallic FM state to insulating AFM state.
However, a transition to the AFM state in pgbry sMnO; is

not accompanied by symmetry variations, although the pa-
rameters of the rhombic cell change significaritMoreover,

the investigated samples are not monocrystalline. Hence the
formation of a band domain structure in such samples with
boundaries passing through the entire sample can be attrib-
uted to long-range interaction. There are no demagnetization
fields in the AFM phase. The formation of the domain struc-
ture in the AFM phase is probably due to elastic stresses
emerging in the crystal during PT as a result of strong varia-
tions in the crystal lattice parameters.

The absence of a magnetic intermediate state in
Ndp sSrp sMnO5 during the FM—AFM phase transition in a
magnetic field also requires an explanation. This transition is
accompanied by a magnetization jump of about 400 G. Ac-
cordingly, the field interval corresponding to the intermedi-
ate state in thin films of NgSry sMnO; must have a width
of about 5 kOe. This value is comparable with the experi-
mentally observed field interval corresponding to the exis-
tence of a two-phase state in the investigated samples. Hence
the absence of the intermediate state cannot be attributed to
sample inhomogeneities. In jESrHsMNO;, the intermedi-
ate state may not be formed during PT on account of an
extremely large value of the interface walls energy associ-
ated with elastic stresses emerging at the boundary as a result

FIG. 2. Domain structure observed in \N&r, sMnO; during insulating ot —2 ; _
AFM—-metallic FM phase transition. The black and white domains corre-f)f variations (~10 ) of the CryStaI lattice parameters dur

spond to the AFM phase and the gray one to the FM phase. The dashed lif89 th_e pha;e transition. o
shows the interface between AFM and FM states, which is displaced in  Finally, it should be noted that the variation of the re-

increasing field. The sample temperatdre 152 K, and the applied mag-  flectivity observed by us during the metallic FM — insulating

netic fieldH~14 kOe(a) and 16 kOg(b). AFM phase transition in NgkSr, sMnO; made it possible to
visualize the two-phase state, determine the nature of the
phase transition and the main properties of the two-phase

structure in the AFM state was not repeated in numerougomain structure. A domain structure was observed in the

observations of the transition from the FM to the AFM AFM phase. However, the origin of this domain structure

phase, but the orientation of domain walls in the sample wagnd the reasons behind the absence of a magnetic intermedi-

preserved. In some cases, the transition from the FM to AFMte state during phase transition remain unexplained and re-

state was accompanied by the formation of a homogeneou#ire further investigation.

AFM phase, i.e., the transition to one of the two possible

AFM states was realized. Different valueslain the hyster-  «g_ i1 gnatchenko@ilt kharkov.ua

esis loop for the AFM statéFig. 1) are associated with dif-

ferent concentrations of two types of AFM domains.

Figure 2 shows a sqmple segment in which domains oflA b, Ramires, J. Phys.: Condens. MaBeB171(1997

the AFM .(bIaCk aer whitg and !:M. (gray phases _can be _2H.. Kﬁwahara, 'Y..Ton{icil.(a, A. Asaﬁwitset al, Scienceé?Q 961(1995.

seen. An increase in the magnetic field leads to an increase ifly. Tokura, H. Kuwahara, Y. Morimotet al, Phys. Rev. Lett76, 3184

the volume of the FM phase at the expense of the black and(1996.

white domains of the AFM phase. The dashed line in the*H. Kawano, R. Kajimoto, H. Yoshizawet al, Phys. Rev. Lett78, 4253

figure indicates .the. bo.undary region bgtween th.e FM .andsffizl'(unaga’ N. Miura, Y. Tomioka, and . Tokura, Phys. RevSB

AFM phases which is displaced upon an increase in the field. 5559 (199¢.

The formation of a domain structure in the AFM state °E. O. Wollan and W. C. Koehler, Phys. Red00, 545 (1955.

of PrysSihsMnO; was observed by electron microscopy "F. Damay, C. Martin, M. Hervieet al, J. Magn. Magn. Materl84, 71

techniqué’ In this manganite, the crystalline domain struc- (1998.

ture is formed as a result of structural phase transition with &ranslated by R. S. Wadhwa

0.2 mm
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