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The enormous contribution of Academician Boris I. Verkin in laying the foundation of the
biophysics research school in Kharkov are recalled in the Jubilee year commemorating his 80th
birthday. This review describes the development and realization of his ideas during the

last two decades at Molecular Biophysics Department of the Institute for Low Temperature Physics
and EngineerindILTPE) in Kharkov. Main results of the studies of physical and chemical
properties of biopolymer fragments and biologically active compounds using methods of low-
temperature electron—vibrational spectroscopy, low-temperature secondary-emission mass
spectrometry, and low-temperature luminescence spectroscopy are presente@®9 @merican
Institute of Physicg.S1063-777X99)00110-3

1. INTRODUCTION important economic programs on the application of cryo-
genic technologies in agriculture, food industry, medicine,
The multi-faceted talent of Academician Boris and fabrication of medical and cryosurgical instrumérits.
leremievich Verkin was manifested, among other things, in At the behest and under the guidance of B. I. Verkin,
his interest in the application of physical ideas, techniquesiew experimental and theoretical methods developed earlier
and methods for studying the physics of biological mol-in the physics of condensed state and low temperatures at
ecules. His untiring organizational activity over the entire|]LTPE were applied for studying the physical properties of
span of his creative lifetime culminated in the foundation ofbiomacromolecules and their components. Beginning from
the biophysical research school in Kharkov, which won1969, various problems in biophysics were studied in several
widespread recognition in the erstwhile USSR as well aslepartments of ILTPE under the supervision of leading spe-
abroad. Several biophysics research departments wergalists in various branches of physics, e.g., physics of the
opened at the Institute for Low Temperature Physics andiquid state(head of department Yu. P. Blagpphysics of
Engineering(ILTPE) at the end of 1960’s. The chair of mo- biological molecular crystalshead of department B. Ya.
lecular and applied biophysics at the Radiophysics Faculty oSukharevskii, tunnel spectroscopghead of department I. K.
the Kharkov State University was instituted in 1978, andYanson, molecular interaction of biomoleculékead of de-
Boris leremievich was its head for several years. In 1972, th@artment L. F. Sukhodyptheory of the properties of bio-
Institute of Cryobiological and Cryomedical Problems waslogical macromolecules(head of department A. M.
opened in Kharkov by the Ukrainian Academy of SciencesKosevich, and theory of superconductivithead of depart-
with the support of B. I. Verkin. Kharkov became the centerment I. O. Kulik. These investigations are being carried out
and meeting point of scientific fraternity comprising special-even today in the department of molecular biophysics headed
ists in the field of biophysics. The Departments of Biophys-by Yu. P. Blagoi* New unorthodox and unique techniques in
ics at the Institute of Radiophysics and Electronics and ILtunnel spectroscopy, temperature-dependent field mass-
TPE of the Ukrainian Academy of Sciences organized sevespectroscopy, low-temperature quartz resonator, vibrational
All-Union conferences on the “Spectroscopy of Biopoly- spectroscopy of molecules isolated in the host matrix of so-
mers,” five seminar-cum-schools on the biophysics oflidified inert gases, and luminescence spectroscopy were de-
nucleic acids, and two schools on the application of masseloped and successfully used for solving a number of prob-
spectrometry in biology and medicine. The Institute of Cryo-lems. Many new results were obtained from the molecular
biological and Cryomedical Problems organized several Inbiophysics research with active participation, persistent inter-
ternational Conferences on “Achievements and Prospects adst and support of Boris leremievich.
Growth in Cryobiology and Cryomedicine Research.” Aca- Conformational and phase transitions in polymer DNA'’s
demician B. I. Verkin was a member of the Organizing Com-were studied experimentally and theoretically. The interac-
mittees of these scientific forums. tion of native DNA with synthetic oligonucleotides with
Under the guidance of B. I. Verkin, scientists at ILTPE heavy metal ions was investigated. The heat capacity of
completed several academic projects on fundamental rédNA and proteins was studied for the first time in the tem-
search in the field of biopolymer physics. The results of thes@erature interval 4.2—400 K, and the dynamics of DNA con-
investigations were published in several hundred scientifisidered in the glass-type model. A series of pioneering works
papers. generalized in monograpfs* and used in many was aimed at studying the energetics of molecular interaction
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of nitrogenous bases simulating intramolecular interaction in D
DNA and RNA, hydration of bases, evaluation of the contri-
bution from various types of interactions to the stabilization
of the DNA molecular structure. The inelastic tunnel spec-
troscopy method was used to study the energy spectra of
nitrous bases. The interaction of DNA and its components
with pharmacological, chemical and therapeutical prepara-
tions and dyes was studied and the molecular mechanism of
action of many anticancerous preparations was determined.

Many inventions associated with the fabrication of cryo-
surgical instrument and application of cryogrinding and sub-
limative drying in food industry were patentéd.

Over the years, the research activity started by B. I.
Verkin has continued to develop. Special attention has been 0
paid to the use of experimental low-temperature technology.

{

i
1600

1
For example, the method of matrix isolation was consider- 1200 v om!
ably modified for investigating thermally unstable molecules,

and a new method of |Ow_temperature mass SpectroscoﬁryG 1. IR Fourier spectra of uracil in different states of aggregation:

. : —gaseous phas&,=570 K (curve 1), amorphous uracil filmr=12 K
involving bombardment of fast atoms was developed fo (curve 2), 3—Ar matrix for molar ratioM=1:1000,T=12K, D is the

studying frozen aqueous solutions of biologically activeytical density and: the wave numbetcurve 3).
compounds. The present review is aimed at describing the

main results obtained with the help of the above-mentioned

methods of biophysical research.

spectroscopy of matrix isolation in comparison with the gas-
2. LOW-TEMPERATURE HIGH-RESOLUTION OPTICAL eous phase spectroscopy is its high sensitivity and lower
SPECTROSCOPY OF ISOMERIC AND CONFORMATIONAL temperatures of evaporation of the thermally unstable bio-
TRANSITIONS IN NUCLEOTIDE BASES AND AMINO organic materials under investigation. The required amount
ACIDS . AR

of the substance is accumulated over a long time in the ma-

The application of modern methods of low-temperaturetrix. At low temperatures, the matrix acts as a trap for vari-
experiment, which are not conventional for molecular biol-ous isomers of the evaporating substance. The efficiency of
ogy studies, has shed new light on the properties of biologithis trap depends on the height of the barriers between en-
cal objects. Many important questions concerning the storagergy states of isomers and temperature of the matrix. Hence
and reproduction of genetic information are connected witlthe temperature must be below 10 K for the investigated
the isomeric nature of the simplest fragments of biopolymergow-barrier conformational isomers.
in various molecular surroundings. Spectroscopic methods In order to realize the potentialities of the modern tech-
are the most effective among the wide range of physicahique, two universal setups were developed. One of them is
methods used for studying molecular isomerism. In manybased on the modernized IR spectrophotometer Specord-IR
cases, the low-temperature matrix isolation spectroscopy off5 and the UV spectrophotometer Hitachi-M65. The other is
fers the only possibility of recording isomers of isolated mol-based on the evacuated Fourier spectrometer FS-01. Unlike
ecules. This technique was employed for the first time in thehe widely used closed-cycle microrefrigerators which also
biophysics department of ILTPE in 1981°and was devel- lower the temperature to 10 K, we cooled multiple position
oped side by side with other European and American reholders of optical substrates by using helium cryostats de-
search centers; 3 thus laying the foundations of a new signed at the experimental construction bureau of ILTPE,
trend in the matrix isolation spectroscopy, viz., the low-which were capable of cooling the substrate to 3 K and pro-
temperature spectroscopy of isolated bio-organic moleculesziding several matrix samples.

Under conditions of matrix isolation, the method of low- In addition to the traditional Ar, Kr, and Xe matrices, we
temperature molecular spectroscopy has received wide reedso used in our experiments Ne matrices requiring tempera-
ognition owing to a number of unique advantages over stantures below 5 K. The obtained matrix samples were transpar-
dard spectroscopic techniques. It is based on freezing of thent over a wide spectral range from vacuum ultravigléy)
gaseous phase of the molecules under investigation in a rigig far infrared(IR) region. An important part of the devices
inert medium(matrix), which considerably reduces the width designed by the authors is a low-temperature differential
of spectral bands due to weakening of molecular interactiomuartz microbalance (QMB) having a sensitivity of
and the absence of rotational broadening. This phenomendtd ° g/Hz, used for measuring the rate of condensation of
is illustrated quite well in the infrared absorption spectra ofsample components and thus for obtaining the required con-
uracil obtained in gaseous phaéemorphous film, as well centration of substances in the matrix with a high degree of
as in Ar matrix(Fig. 1). The high resolution of spectra in the accuracy. The QMB were directly calibrated at 5¥yhich
matrix makes it possible to isolate the nearly degeneratenade it possible to carry out experiments on the measure-
spectral bands which completely overlap one another iiment of absolute intensities of absorption bands in infrared
other states of aggregation. A significant advantage of thepectra of isolated bases and amino atids.
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D moassociategurve?2 in Fig. 2) decreases the intensity of the
1.20 n7* bands, blurs the vibrational structure and displaces the
™ /\’\ bands towards the shortwave spectral region. However, the
\ / identification of isomers of nucleotide bases from the absorp-
\ tion spectra in the UV region is complicated. Hence it was
0.80 L2 oo
necessary to use the vibrational characteristics of molecules
V / which help in identifying the structure of one-ion molecules
i - and their isomers.

0.40+
2.2. Studies of rare prototropic tautomers of bases of
nucleic acids and model compounds
In 1953 Watson and Cri¢R proposed the molecular
U3 . . . mechanism of violation of the precision of copying the ge-
200 250 300 netic information through tautomeric transitions. However,
A, nm rare tautomers of nucleotide bases were not observed experi-
FIG. 2. Electron-vibration spectra of cytosine in Ar matrix Bt 12 K, menta”y althoth the presence of Carbonyl and amino

curve 1 corresponds tdl =1:500 and curve to M=1:50. groups as well as heterocyclic nitrogen in molecules leads to
the possibility of formation of tautomers. High-resolution vi-
brational spectra were obtained for the canonical bases of

- - i nucleic acids and over 20 model compoufds?2°-2%t was

2.1. Ultraviolet absorption spectra and electron transitions : ) p . )

of nucleotide bases in Ar matrices found that, in the isolated state, some of the nucleotide bases

exist in the form of two structures in thermodynamic equi-

librium, viz., the traditional ketoamine structure and the

amino-enol structure which was discovered experimentally

Yor the first time”1%2° Owing to the high resolution of the

Traditional methods of UV spectroscopy are not useful
for solving a number of problems in molecular biophysics.
Hence we used the low-temperature technique for directl

obse.rvmg electron transmons_ responsible for 'charge_ trans; atrix isolation spectroscopy and the characteristic nature of
port in gomplexes of nucleotide bases. The mterappon Othe vibrational bands of the proton-donor groups, the tautom-
bases W'th a strong electron acceptor_revealed specific bro_ Eaism is determined unequivocally right at the level of the
absqrppon_ bands whose peaks are "”ea”g’ connecteq wi henomenological group-function analysis with the help of
the ionization potential of nucleotide basés® The experi- | spectra of auxiliary compounds. The proton participating

mental proof for the _formation of purine and pyrimidine in the tautomeric transition is easily identified by replacing it
bases of complexes with charge transfer can be used for COllith the methy! group in 1-methylcytosir(&ig. 3.2 In this

sidering the possibility of charge transport in stacks of DNAcase, peaks of OH as well as NH vibrations

bases and intercalating biologically act.ive compounds. (v=3468 cm’Y) disappear. The remaining two bands corre-
'The. longwave bgnd of the. absorption spectrum of a Cy'spond to the vibrations of the NHyroup, their frequencies
tosine film at 77 K differs considerably from that of cytosine coinciding with the frequencies of the corresponding peaks

in solutions. Studies of the electron absorption bands of PYot 2-aminopyrimidine. Such an analysi§ig. 4) together
rimidine nucleotide bases under conditions of weak molecus- ith the calculations.of the vibrational spéctra led to the

lar interaction in inert matrices at low temperatures showe%viscovery of rare enol tautomers of 9-methylguan?ﬁ1e,

that ~elecron  absorption  spectra  of CYLOSINe, oy evtosing?® and hypoxanthing®2® The intensities of the

1-n.1et.t(1jylcyt05|m‘e|, ést(?]cytqsmg ' 2—oxy—ta_nd h 2—arE|no— pectral bands were used to determine the keto-enol equilib-
lpyrlml Ine, l;)raC' ,t_an b ygnne .|t|?1argon”m; ][!cez e}ge t.roal ium constants for studying the moleculese Table )l It
ongwave absorption bands with a well-detined vibrational 5 shown that guanine and hypoxanthine have the peculiar

structuré (curve.1 in Fig. 2). The obtained values of the roperty of existing in two tautomeric forms. A transition of
low-frequency vibron bands correspond to the 0-0 eIeCtroa’fhese molecules to the enol form can apparently cause the

transition_in the compounds under investigation. Theoretic ormation of “incorrect” pairs in DNA and lead to a viola-
computations of the electron spectra of nucleotide baseﬁon of the genetic code

available in literature can be compared correctly only with '

the values for the electron transition obtained in inert matri- ) ) ) )

ces. An increase in the concentration of matter in matrice§-3- Molecular interactions of nucleotide bases and their

causes a broadening of vibron bands and their smoothing, é@Odd compounds in matrices

well as the disappearance of the vibrational structateve The spectroscopy of matrix isolation offers great poten-
2 in Fig. 2. A distinguishing feature of the electron spectratialities for studying the spectral characteristics of homoas-
of pyrimidine bases in argon matrices is a clear manifestatiosociates, and of hydrogen-bound complexes in particular.
of the n7* absorption bands with a well-developed vibra- Broad bands of hydrogen-bound vibrations with a low peak
tional structure(curve 1 in Fig. 2, v5o=300nm. These intensity are seen clearly in autocomplexes of cytosine,
bands are connected with the transitionsneflectrons of 1-methylcytosine and uradl. Investigations of spectral
heterocyclic nitrogen om* level of the pyrimidine ring as a characteristics of model molecules in argon matrices over a
result of excitation. The formation of hydrogen bonds in ho-wide range of concentrationd:1000-1:60 and tempera-
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0.4 3560 A 25100 A 10100 FIG. 4. IR spectra of tautomers of 9-methylguanifeurve 1),
N,-9-trimethylguanine  (curve  2), isocytosine  (curve 3,

q

vV,cm’ N,-methylisocytosine (curve 4), 2-aminopyrimidine (curve 5),

4-oxypyrimidine(curve 6), and hypoxanthinécurve 7) in Ar matrix.
FIG. 3. IR transmission spectra of tautomers of cytosmeve 1), deutero-

cytasine(curve 2), 1-methyl cytosingcurve 3), 1-methyl deuterocytosine

(curved), and 2-oxypyrimidingcurve5) in Ar matrix; A is the transmission

coefficient.

trices with the benzene rings oriented in a single plane. The
experimentally observed peculiarity of formation of pyrimi-

tl;res(I1.2—30 K) led tp qgtéantltatlvehdata c;]n thﬁ c:])rr:jposmon dine bases of stacking dimers in matrices correlates with the
of multimers in matrices. It was s ownt_ a'_[t € hydrogen- stacking structure of pyrimidine and purine bases in the
bound complexes of phenols in Ar matrix, in the concentrapna molecule

tion range 1:500-1:100, are mainly represented by dimers.

Upon annealing of the Ar matrix with impurity molecules of

geometric size of benzene or naphthalene type, orientational

d!ﬁus!on of impurity molecules qommates and trans'_atlonalTABLE I. Thermodynamic parameters of the Keto-Enol equilibrium in
diffusion does not take place in the temperature intervahycleotide base . is the equilibrium constant at evaporation temperature
25-30 K. The quantitative experimental data obtained byr,,,AH is the difference enthalpy, aniS the difference entropy.
MacCarthyet al3%2 on the association of molecules in ma-
trices made it possible to study the mechanism of coupling o

f AH AS

L . . . =~ ~Compound Tev' K K kJ/mol J/mol.de
pyrimidine dimers. It was shown that the main contribution P e & 9
to the coupling during the formation of dimers of pyrimidine Cytosine 473 0.5 - -
and 2-oxypyrimidine in Ar-matrix comes from paired Van !socytosine 458 0.16 63  -15
der Waals interactions, and stacking structures of associat@s>Y/Pyrimidine 393 0.033 105 ~165

e : 9: ass G5nethyl guanyl 540 0.74 : A
are formed in this case. At the same time, oxy-derivatives of.iypoxamhine 553 322 130 5.4

benzene form predominantly hydrogen-bound dimers in ma
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FIG. 5. Effect of evaporation temperature on the population density of iso-
cytosine and 2-oxypyrimidine tautomers. Spectruiia the IR Fourier spec-  FIG. 6. Temperature dependence of the equilibrium constants of glycine II
trum of isocytosine in Ar matriXT=12 K, M=1:1000 at evaporation  and Il conformers.
temperatureT,, =378 K, spectrum2 is the difference spectrum &k,
=458 K, spectrum3 is the spectrum of 2-oxypyrimidine in Ne matrix
(T=5K, M=1:800 at T,,=315 K, and spectrurd is the difference spec-

trum atT,.— 380 K. molar absorption coefficients for bands of OHNH™ va-

lence vibrations and hence the keto-enol equilibrium con-
stantsK ¢, at the evaporation temperatufg, (see Table L
These data were used to determine the difference enthalpies
2.4. Experimental evaluation of the thermodynamic AH and entropiesAS of tautomers of 2-oxypyrimidine,
parameters of prototropic taqtomers of base§ and glycine isocytosiné?’ and hypoxanthing¢see Table 1
conformers from the data of infrared absorption Amino acids exist in the form of polar zwitterion struc-
spectra in matrices . . . .
ture in crystalline state and in solutions, but are transformed

Experimental evaluation of equilibrium constants, differ- into conformationally immobile neutral molecular form in
ence enthalpies, and entropies of isomers in the isolatethe gaseous phasé3®In this case, the matrix isolation tech-
state, for which only data of quantum-chemical calculationsique made it possible to obtain the vibrational spectra of
were available earlier, is of considerable practical signifi-amino acids of aliphatic seri¥s>®~%2and to record the low-
cance. Such experimental and theoretical studies were ekarrier conformée? of glycine Il (Fig. 6). The conformers of
tended widely to highly volatile thermally stable compounds,glycine | and Il (Fig. 6) with intramolecular hydrogen bond
but have not been used so far for bio-organic molecules. Tavere first detected experimentally by microwave spectro-
solve this problem, the matrix isolation technique was perscopic technique®. However, the low thermal stability of
fected and measurements were made for thermally unstabtgycine and the low sensitivity of the gaseous phase spectros-
pyrimidine and purine bases and amino acids. The tempera&opy hamper the investigations of thermodynamic character-
ture dependence of tautomeric equilibrium constant of thestics of conformers. Apart from Knudsen cells of different
gaseous phase, which can be fixed precisely in the lowefficienciest® the hot nozzle techniqu€which increases the
temperature matrix, can be obtained by varying the evaporaspper threshold of the molecular beam temperature due to
tion temperature. The temperature variation range was exhe short duration for which molecules remain in the hot
tended AT=80-120K) by using Knudsen cells of various band, was also used for varying the temperature of glycine
efficiencies'® In order to determine the temperature depen-molecular beam. Earlier, this method was used only for
dence of the equilibrium constant, all matrix spectra werehighly volatile molecules which were in gaseous phase at
reduced to the same intensity of the bands of one of theoom temperature. In order to increase the temperature of the
tautomers, and departure from equilibrium was measuredolecular beam of glycine, a heat exchanger was installed
from the ratios of intensities of bands of the second tautomeibetween the vaporization cell and the low-temperature mirror
It can be seen in Fig. 5 that an increase in the evaporatiosubstrate. The van't Hoff temperature dependences of the
temperature increases the intensity of the@ valence vi- conformational equilibrium constantk,, and K, are
brations, and hence the population density of the less stabEhown in Fig. 6. These data led to the following values:
keto-forms of 2-oxypyrimidine and isocytosine. The forma-AH, ;,=0.8 andAH, |, =5.5kJ/mole, as well aas, ;=
tion of tautomers in the Knudsen cell occurs as a result of-14.7, AS; ;;, =0.12 J(mole: K).® The considerably high
rupture of molecular hydrogen bonds accompanied by thealue ofAS, |, can be due to a significant contribution of the
transport of a proton between molecules. The proton trandew-frequency torsional vibrations about the C—C bond to
port in an isolated molecule and analogous redistribution ofhe vibrational entropy of the conformer I. This correlates
the population of tautomers were achieved by exposing thevith the experimental dat&*°*'which show that the barrier
matrix sample to shortwave ultraviolet radiatigh<<240  of rotation around this bond is much higher than in con-
nm), which made it possible to determine the ratio of theformer Il owing to a strong intramolecular hydrogen bond
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FIG. 7. IR Fourier spectrum of glycine in Ar matrif =12 K, M = 1:500 FIG. 8. Broadening of bands in the IR-Fourier spectra of nonplanar mol-
in the region of valence OH-vibratior(s) and valence Nhtvibrations(b). ~ €cules in Ar matriXT=12 K, M=1:500. Curvesl, 2 and3 correspond to
Curvel s the spectrum before UV irradiation of the sample, cuhis the  uridine, 5,6-dihydrouracil, and uracil, respectively.
difference spectrum after exposure, cuB/is the difference spectrum after
annealing of the exposed sample at 20 K.
matrix cell of the impurity molecule. For nonplanar mol-
ecules(5,6-dihydrouracil, nucleosides, sugahe set of con-
N—-HO. The considerable difference in the vibrational entro-formations of matrix cells is so large that the bands are
pies between conformers of type | and Il is also characteristibroadened to 3—10 cm (Fig. 8).
of other amino acids of the aliphatic series.

2.6. Fermi resonance in matrix spectra of nucleotide bases

. . . . . and Amino acids
2.5. Effect of inert matrixes and UV radiation on vibrational

spectra of nucleotide bases and Amino acids The splitting of intramolecular vibrational ban@Sermi
In spite of a relatively weak interaction between the inertresonanc)e caused by removal of random degeneracy, is ob-

matrix and an isolated molecule, the number of bands in thgerved frequently in vibrational specira of polyatamic

vibrational spectra of isolated polyatomic molecules exceedmOIeCUIe§ Itis possible to isolate spectral regions in which

the number of vibrational degrees of freedom. In this caseaqe probability of observing resonance splitting is the high-

the individual spectral bands are converted into groups oizts.e'?\?e?j“#)er, tglf Srﬁ(l)'}gzglgl Cv;ll; V‘::(Z?; el v;t;lrc?u?nnesﬂl]s IZ'::
closely spaced peaksultiplets. In order to single out the . . y yier
isomeric and matrix splitting of bands, additional informa- 9r0UPS. since the first frequency overtone of the deformation

tion is required and can be obtained by displacing the equi\_/?brations; of the C—H bond is close to the symmetric valence

librium of the isomers by evaporation temperature or by UVwbratlon of the same borf.In the matrix spectra of amino

irradiation of the matrix. The rapid relaxation of the excita- acids and bases, this effect is observed in the interval

_ _l . . . . .
tion energy and the matrix cell prevent the destruction of the2800 3100cm’, but it is more interesting to study its

molecule absorbing a UV quantum, while local annealing Ofmanlfestatlon in the region of €0 valence vibrations,

71 . . . .
the matrix cell facilitates the rotation of individual molecular .(1700_1800 cm ), which is very important for studying the

groups. It can be seen from Fig. 7 that the UV irradiation off(;r\?:é'zns]' I:tr:ina”o?ltjr?éeglod\?alt;sceesvisbt?adtliiﬁ t?gngg’cgjeseodb-
glycine isolated in the Ar matrix increases the intensity of pting

the valence vibration bands of low-population conformers IIby Fermi resonanceFigs. 5 and R Significant variations of

and 11, but decreases the intensity of the bands of the basig o 2 1c€ splitting can be attained by going over from Ar or

40 I%r matrix to the Ne matrix. This effect is associated with
conformer I

The splitting of the impurity molecule bands in the ma- notable variations of the valence vibration frequencies,

trix is mainly connected with the conformations of the matrix Wh.'Ch may differ in magnitude and.dlrelctlon from frequency
shifts in the overtone or Raman vibratioltst can be seen

cell. An increase in the number of conformations, which de- .
pends on the geometry of an impurity molecule, leads to g}r]om Fig. 9 that the fundamental and Raman bands @ C

broadening of the spectral bands. The large body of data thétymIne are reversed upon a transition from Ar or Kr matrix

has been accumulated from the spectra of bio-organic mof? the Ne matrix. This makes it possible to use the set of Kr,

ecules shows that the maximum narrowing of the spectra’la‘r and Ne matrices for identifying resonance doublets.
band (up to 0.2—-0.3cm?) is attained for plane nucleotide
bases of the type urad®, 2-oxypyrimidine®® or
hypoxanthin€® This effect is associated with the arrange-
ment of plane molecules in the matrix lattice b&hdnd In contrast to nuleotide bases and amino acids, it is much

hence a decrease in the conformational irregularity of themore difficult to important clasees of biomolecules like sugar

2.7. Intramolecular Hydrogen bonds and conformational
behavior of Nucleosides
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D matrix and in crystalline state is in anticonformation.

The results presented here show that the use of low-
temperature technique is quite promising in biophysics for
quantitative measurements of spectral and thermodynamic
characteristics of thermally unstable bioorganic molecules.
Among other things, the method of low-temperature matrix
isolation shows that

1. isolated purine and pyrimidine nucleotide bases and
their derivatives exist in the form of two tautomeric struc-
tures which are in thermodynamic equilibriugketo-amine
and amino-enol forms

2. the main molecular mechanism of tautomeric transi-

0.8

0.4

OF— ) ' - . tions in nucleotide bases is the synchronous transition of a
1770 1740 1710 proton in a system of intermolecular hydrogen bonds in as-
v cm’! sociates;

3. the main conformers of aliphatic amino acids are char-
FIG. 9. Frequency shifts and Fermi resonance in the region of valene@ C  gcterized by a considerable difference in vibrational entro-
vibrations of thymine in different matrices. Curvés2 and3 correspond to . .
Kr (T=12K, M=1:1000, Ar (T=12 K, M=1:1000 and Ne(T—5 K,  PI€S: caused by the effect of intramolecular hydrogen bonds
M =1:800), respectively. on the rigidity of the structure of conformers.

d | id f h ith h 3. INVESTIGATION OF FROZEN AQUEOUS SOLUTIONS OF
and nucleosides transform to gaseous phase without therm OLOGICALLY ACTIVE COMPOUNDS BY LOW-

destruction. Hence these classes of molecules were not stug= PERATURE SECONDARY-ION MASS SPECTROMETRY
ied earlier under conditions of weak molecular interactions.
In order to study these molecules, we increased the efficiency The emergence of soft-ionization mass-spectrometric
of the vaporizing system and obtained the infrared absorptechnique in the beginning of 1970's opened new possibili-
tion spectra of matrix-isolated sugars like glucose, riboseties for low-volatile thermally unstable biomolecules and for
2-desoxyribose, and nucleosides like thymidine, uridﬁqe, studying their nonvalent interactions. The rapid advance-
and adenosine. It was shown that, in the isolated state, sugdiRents in experimental mass-spectroscopic technigue over the
exist in cyclic form, and equilibrium of equatorial and axial last decades and the peculiar “conversion” of methods used
conformations stabilized by intramolecular hydrogen bondsarlier in nuclear physics removed practically all restrictions
between adjacent OH groups is observed. As a rule, nucle®n the molecular weight and state of aggregation of the in-
sides thymidine and uridine are in anticonformation in thevestigated materials and made possible the transition of mac-
crystalline state. However, syn/anticonformational equilib-romolecules of biopolymers to the gaseous phase. Such a
rium was observed in the isolated stdteThe syn- rapid and successful development of mass-spectrometric
conformations of uridine and thymidine are stabilized by in-techniques was caused by an ever-increasing public interest
tramolecular hydrogen bond between the hydroxymethytowards research in the field of health, medicine, pharmacol-
OsH group of ribose and the O group of the pyrimidine 0gy, and ecology. Mass spectrometry is being used at present
ring (Fig. 10. Unlike uracil and thymine, adenosine in the With great success in all these fields of scientific
research{®4°
However, the above-mentioned conversion did not cover
the low-temperature secondary-emission techniques which
were mainly employed for physical and chemical investiga-
tions aimed at obtaining large clusters of highly volatile
compounds?®In 1992, research activity was started at IL-
TPE to develop the experimental technique and equipment
for low-temperature secondary-ion mass-spectrometry
(SIMS) and its version involving bombardment by fast atoms
(BFA) for studying objects and phenomena that are of inter-
est in cryobiophysics, cryomedicine, cryobiology, and
ecology® %% These methods are based on emission of sec-
ondary ions from the surface of the condensed sample under
the action of a high-energy beam of primary id®MS) or
neutral atomgBFA).%4=%” An analysis of mass and distribu-
y tion of the sputtered ions provides direct information about
3450 ; o )
“ the chemical composition of the sample and possible mo-
lecular interactions of its components, as well as additional
FIG. 10. IR Fourier spectra of nucleosidthymidine (curve 1) and its  information about its physical and chemical properties. A
analog 1-methylthyminécurve2) in an Ar matrix(T=12 K, M =1:1000. specialized secondary-emission ion source with a cryogenic

3600
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block for thermal stabilization of the sample were con- I.%

structed for low-temperature investigatioksThe substrate 90 (3/GH 112 185 2GH" a 712000
containing the sample frozen preliminarily or directly in the ~ 80T MH* 410000
ion source was mounted in the cavity of the cryoblock. The Z;g : H8000 &
temperature was recorded by a thermal resistance installed 50 L 6000 S
on the substrate. An automatic control by the thermal stabi- 45| 7 5
lization system makes it possible to maintain a fixed tem-  3q L MGH" Ha000 =
perature of the sample, and to cool or heat it under the cho- 20 | 2042MH* 3GH* 12000
sen conditions. 10 | 1 223 277
It should be observed that for the few physical and Ot L0
chemical low-temperature investigations carried out earlier 100 150 200 250 300
on individual substances, there were no adequate models to m/e
explain the mechanisms of formation of ionic clusters, struc- 12 M b 5400
ture of mass spectra and its dependence on tempefiture. #10 gﬁ_’ 4350
The novelty of the proposed mass-spectrometric tech- MNa* {300 ,
nigue lies in the approach developed for studying multicom- 134 logo B
ponent aqueous solutions. One of the main achievements fa- . 2
cilitating the low-temperature secondary-emission studies is i 1200 0
the development of the method for interpreting low-
temperature BFA mass spectia&>°%°¢°°An important as-

pect of this approach is that the heterogeneous structure of
the condensed sample formed during freezing of the solu-
tions is taken into consideration, and a correlation is estab-
lished between phase diagrams for investigated systems and
the nature of their low-temperature mass spectra. FIG. 11. Low-temperature BFA mass spectra of frozen solutions of cytosine
An analysis of the data available in literature on the in-(C=10 *M) containing traces ¢=10°M) of alkali metal ions: in the
L . cryoprotector glycerinel =220 K. M stands for cytosine and G for glycer-
vestigations of the structure of frozen aqueous solutions b)ﬁe (a) and in deionized watef =210 K, corresponds to the cluster series
the method of electron cryomicroscpy®®led to the con-  of water (H,0),-H* (b).
clusion that the geometrical size of the structural elements of
the frozen sample surfacerystallites, grains, eutectic chan-
nel9, which varies on the average from 10to 10 ®m, is  the pH of the initial solution on the nature of mass spectra,
several orders of magnitude larger than the diameter 3. aqueous solutions of cryoprotectors, including
(~10"8m) of the zone excited by the impact of a single alcohols>>8¢3
bombarding particle under the conditions of BFA/SIRfS® 4. solutions of nitrous bases of nucleic acids in waters
An important consequence of such a relation is that eachnd cryoprotectors with addition of metal sats>*and
individual particle knocks ions from the surface domain of a 5. solutions of amino acids in alcohdfs.
certain chemical composition, and the integral spectrum is a The following main results were obtained by studying
superposition of the spectra corresponding to individuathe physical and chemical properties of the above systems.
components of the system. This observation explained sev- Peculiar differences were observed in the low-
eral aspects of formation of ionic clustéfs>8In particular, temperature BFA mass spectra of solutions of nitrous bases
the spectrum will contain only homoassociates in the case aéf nucleic acids in water and cryoprotectors, reflecting the
a complete phase separation of individual substances, whilgroperties of these two types of systems upon freegig.
the emergence of mixetheterd clusters in the spectrum 11).>*®° In the case of aqueous solutions, cooling leads to
indicates the emergence of a new compousaly, crystal phase separation and formation of water crystals, while the
hydrate in the system, or the presence of homogeneouslissolved substances are expelled into the space between the
amorphized regions, or the melting of the eutectic pia8&. crystallites. Two effects derogatory to the functioning of bio-
The observed regularities were used successfully for intermolecules are observed in this case: on the one hand, organic
pretation of low-temperature BFA mass specffa: Low-  molecules lose their hydrated shell, while on the other hand
temperature mass spectra and their temperature dependeramtacts of molecules in channels between crystallites leads
in the interval 77-273 K were obtained for the first time for to a stronger coupling of organic molecules with metal ions.
a large series of cooled and frozen solutions of organic andhese effects are reflected in the nature of the mass spectra.
inorganic compounds in water and organic solvents, includin addition to the series of water clusték$,0),,-H* clusters
ing sputtered from ice crystals and the protonized molecular ion
1. aqueous solutions of salts of alkali and bivalentMH™ of the biomolecule(in the present case, the nitrous
metal$®°" 63" which perform vital biological functions in base of cytosine the spectruniFig. 11(b)] also contains
live organisms and are parts of several cryoprotecting mixions of the monomer and dimer complexes of the base with
tures, alkali metal ions MN&, MK *, 2MNa", 2MK™, but no hy-
2. aqueous solutions of acidswhich are of interest in  drated clusters of bases are present in this case. Quantitative
ecological studies and can be used to determine the effect estimates reveal that if the molar concentration of alkali

100 150 200 250 300
m/e
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FIG. 12. Low-temperature BFA mass spectra of frozen aqueous-salt solu- .
tion of the nitrous base of uracil in Mngin equimolar concentrations UFIG' 13. BFA mass spectra of frozen 0.1M aqueous solution of the salt

(1073 M), T=190K, M stands for the base molecule. MnCl; T=210K.

metal ions in the initial solution is two orders of magnitude
lower than that of the organic mattét0 °M as against spectrum of the frozen aqueous solution of the salt MA€I
10 3M), the intensity of cationized peaks is5% of the  According to the phase diagram of this system, its freezing
molecular ion intensity. In other words, practically all the must be accompanied under equilibrium conditions by the
metal ions are associated with the bases. Unlike the aqueofsrmation of the hydrated crystal phase whose mass spec-
solution, the low-temperature spectrum of solutions of therum has the ions MN, (H,0),-Mn*, (H,0),-MnCI" cor-
same substances in the cryoprotector glycefkig. 11(a)] responding to it. The emergence of MnOHnd [ (H,0),
does not contain ions corresponding to alkali metals or their MNnOH]* ions in the spectra of this salt as well as other
complexes with bases. However, the spectrum does contaions was attributed to the precipitation of the phase of hy-
solvate clusters of the base and its dimer with glycerinedrated crystal product of hydrolysis, viz., the basic salt, from
(MGH™,2MGH"). These features of the spectrum characterthe solution as a result of rapid freezing employed in cryo-
ize the cryoprotector properties of glycerine which solidifiespreservation. Such an effect was not observed in the case of
amorphously upon cooling. The homogeneous distribution ohqueous solutions of alkali metal chlorides for which hy-
substances, which is characteristic of the solution, is predrolysis is not a characteristic phenomenr®n’
served in this case, and complexes of bases with alkali metal Studies of organic solvents possessing cryoprotector
ions are practically absent because of an extremely smafiroperties, e.g., alcohols and their aqueous solutions, led to a
coupling constant.However, hydrogen bonds of molecules correlation between the phase transitions in the sample and
of dissolved substances with the solvent are preserved. Thusharacteristic variations in the mass spect® % The
this method seems to be promising for further investigationgvaluation of the temperature intervél40—165 K over
of damaging factors during freezing of biomolecular solu-which the monatomic ethyl alcohol may exist in liquid state
tions and for estimating the efficiency of various cryoprotec-under  low  pressures  (16-10 "Pa) in the
tors over a wide range of temperatures. mass-spectromef@®? makes it possible to carry out mass-
Studies of the coupling of divalent metal ions with basesspectrometric  studies of liquid solutions at low
of nucleic acids revealed a certain similarity in the types oftemperature&® Figure 14 shows the mass spectrum of the
coupling in solutions at room temperature and in the frozersolution of amino acid proline in ethanol at 150 K. Together
state’! By way of an example, Fig. 12 shows the spectrum ofwith intense protonized hydrogen-bound clusters of ethanol,
aqueous solution of the uracil base with admixtures of thehe spectrum also contains a protonized molecular ion of
salt MnCl. As in the case mentioned abojeee Fig. 11b)],  proline and its clusters with alcohol molecules. Such spectra
the spectrum contains a series of clusters of water, protorprovide a qualitative estimate of the liquid eutectic compo-
ized molecular ion of the base and its clusters with bivalensition as the last fragment of solution left in the liquid state
metal ions. However, in addition to the simple associatiorbefore complete solidification of the sample upon coolihg.
M-Mn", coupling through expulsion of a proton from the We studied a number of effects associated with the hy-
[M—H+Mn]" base molecule is observed, as well addition ofdration of organic and inorganic compounds. The secondary-
the metal ion cluster with the counteripil-MnCI]*. These emission mass spectra of crystal hydrates of salts and acids
results show that products of interaction of the typewere obtained at low temperatures for the first time and
(M—H"+Mn?"), which were registered earlier in aqueousinterpreted®%%72 Atomization of gigantic clusters of aque-
solutions® are preserved as a result of freezing of the systemous solutions of the primary alcohols is recorded, reflecting
The observed effect of fixing the phase of hydrolysisthe presence of stable hydrates in liquid form at low
products during nonequilibrium freezing of aqueous solutemperatures®61®® The hydrate clusters obtained from
tions of chlorides of bivalent metals may have negative consamples of polyoxymethylene oligomers is the first case of
sequences upon heating of the biomaterial frozen in aqueousass-spectrometric observation of water with strong bonds
salt solutions. Figure 13 shows the low-temperature mas§.e., water which does not freeze into ice crystals but re-
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1.% a logically active compounds. The most interesting results in-
® g3 clude
9oL - 14000 1. .evaluation of the enhancgment of coupling between
® - nEH" metal ions and components of biopolymers as a result of an
increase in concentration during cooling and freezing of
80 -1 12000 aqueous solutions in comparison with analogous solutions in
139 cryoprotectors;
0 47 bt 2. establishing a correlation between the presence of cer-
o - 10000 . :
tain types of clusters hydrates in mass spectra and the pres-
60 - P ence of stable hydrates and water with strong bonds in
48000 S cooled samples; and
50 I 3 3. detection of the precipitated phase corresponding to
= the hydrolysis products, formed as a result of rapid freezing
40 | 16000 of bivalent metal ions.
Thus, the wide range of objects discussed above demon-
30| strates the potentialities of the low-temperature mass-
spectrometric technique in solving many problems of mo-
20 F lecular cryophysics associated with the processes occurring
in cooled and frozen systems on molecular level.
10
0 4. INVESTIGATION OF NUCLEIC ACIDS, THEIR

COMPONENTS AND ANALOGS WITH THE HELP OF LOW-
TEMPERATURE LUMINESCENCE SPECTROSCOPY

A distinguishing feature of the luminescence of nucleic
acids and their components is its low quantum vyield
(10 %-10 %) at room temperature, especially the quantum
yield of phosphorescence (1010 8).”* Hence low-
temperature techniques are widely employed for studying lu-
minescence of nucleic acids and their components.

In order to study the parameters of luminescence of
nucleic acids and their components at low temperatures, we
created a universal device which makes it possible to study
spectra of luminescence and its excitation, as well as the
polarization and phosphorescence attenuation times in the
temperature range 4.2—273’RThe device is equipped with
a PC which controls the experiment automatically, including
heating of the sample at rates varying from 0.5 to 50 °C/min.
In order to study biopolymer solusions, we constructed cells
1 . : x r with heating, intended for investigation of aqueous solutions

50 100 150 200 at low temperatures. For polarization studies, we designed a

m/e vacuumless optical cryostat, capable of working in continu-

FIG. 14. Low-temperature mass spectrum of a solution of the amino acid 0PUS flow as well as steady-state regiffie.

proline in ethanol, obtained from the liquid phase at 150 K complete spec-  This device was used to study ionic and tautomé&so-

trum (a) and gfrggment of_the spectruim) All ions are in protonized form, ~merig equilibrium states of minor RNA bases 4-thiouracil

Z’ufte??gnvsv_ indicate proline, ethanol and water molecules appearing m(4SU) and antitumor preparation 6-thioguanif@SG, qua-
siparticle excitations in DNA, RNA and polyG, as well as
structural and phase transitions in alcohols, aqueous solu-

mains bound to the organic molecules upon freezinghe tions of cryoprotectors and DNA in the temperature interval

solid phase®®3 4.2-273 K. Luminescence studies were supplemented by

Note that the secondary ion mass-spectrometry can alddV-absorption spectroscopy and circular dichroig@D)
be used in ecological studies and in simulation of processestudies, as well as by theoretical calculations on supercom-
in the upper atmospheric layers involving ice crystals withputers supplied by Silicon Graphics.
organic and inorganic compounds of natural and anthropo- Different isomers of 6SG in polar solvent were detected
genic origin adsorbed on their surfaCe. and spectrally isolated in low-temperature luminescence

The method of low-temperature mass spectrometry haspectra with a well-resolved vibrational structure. Detailed
proved its effectiveness in studies of the chemical composinvestigations of luminescence spectra of the ionic forms
tion, phase transitions and the effect of cooling on moleculadSU and 6SG led to the construction of a scheme for the
interaction parameters in frozen aqueous solutions of bioexygen-base and tautomeric equilibrium of these compounds

I, rel. units
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— =< L FIG. 16. Temperature dependence of the luminescence of the 6SGR probe
300 400 500 in aqueous solutions of propanediol for different concentration of pro-
A,nm panediol(%): 15% (curve 1), 40% (curve 2), 55% (curve 3), and transpar-

ency of samples with propanediol concentration 5&4rve 4).
FIG. 15. UV-absorptioricurve 1) and phosphorescenéeurve?2) spectra of
the N9H tautomer of 6-thioguaningeft ordinate axis corresponds to mo-
lecular extinction coefficient and the right ordinate axis to luminescence
intensityl ), as well as excitation localization in lower electron-excited state physical processes in the 4-thiouracil molecule ensures a
(inst_eta), ar_1d t_he diagram of electron-excited states of the N9H tautomer ofyide application of 4-thiouracil as a luminescence mark as
6-thioguaning(insetb). well as a target for the formation of photochemical bond in

the complex with the participation of 4-thiouracil for studies

of riboses and various protein-nucleic compleXes.
in polar solvents!~8Study of luminescence parametéra- It is well known that double-helix DNA molecules are
tio of intensities of fluorescence and phosphorescence, polaguasi-one-dimensional structures. In order to find the pecu-
ization, and phosphorescence attenuation timegether liarities of energy migration in low-dimensional systems, we
with UV and CD spectroscopy made it possible to construcstudied the low-temperature luminescence spectra and kinet-
a diagram of electron-excited states 4SU and 6%@. ics of phosphorescence attenuation of polyguanilic acid with
15).81-83 |t was shown that electron transitions induced byTh*2 ions playing the role of electron excitation tra3€® It
intramolecular charge transport exist in the investigated molwas shown that attenuation of the trap phosphorescence is
ecules. The existence aofr* -type low-energy electron tran- described by a nonexponential dependence as a result of mi-
sitions in bases of nucleic acids was reliably established fogration of triplet excitation in the quasi-one-dimensional sys-
the first time81:8284 tem, and that the triplet excitation jump occui a rate

Investigations of low-temperature luminiscence spectra~2-10°s%).
of DNA, RNA, polyG and model systems with different con- Low-temperature studies of biopolymers led to the cre-
centrations of 6SG, 4SU and Tbions made it possible to ation and development of the phosphorescence probe
study processes of energy migration in these polymers andechnique®®8# Detailed studies of the spectroscopic prop-
in particular, to determine the singlet transport radii, tripleterties of 6SG made it possible to use it as a phosphorescent
transport rate, et® 8 For example, studies of the lumines- probe for studying structural and phase transitions in alco-
cence spectra of aqueous solutions of DNA at 77 K with thehols (glycerine, propanediol, ethanoilvhich are used as
built-in technique of biosynthesis by 6-thioguanine and with-cryoprotectors in cryobiology. 6SG was also used for study-
out it revealed considerable differences in these spectra. Lung structural transitions in aqueous and alcohol solutions as
minescence spectra of DNA with 6SG are characterized byell as DNA solutions.
high-intensity emission in the intervah=450-550 nm, Studies of aqueous solutions with different concentra-
which is characteristic of 6SG phosphorescence. At the sanmt@ns of propanediol revealdfFig. 16) the existence of struc-
time, low concentration of 6SG in DNAelative concentra- tural and phase transitions in these solutions in temperature
tion of 6SG in DNA was 1:600 and 1:30Dand a very weak interval 150—-273 K, viz., devitrification of the amorphous
absorption of 6SG in the vicinity of the region 280 nm at phase of the solutions, secondary crystallization, and melting
which luminescence was excited in DNA do not make itof the crystalline phase. These investigations are in good
possible to explain the observed difference in the spectra bggreement with the calorimetric studies of these systems and
simply including 6SG in DNA. It was shown that the 6SG with nonequilibrium diagrams of the liquid—solid stdfe.
absorption spectrum overlaps considerably the DNA lumi-  Our investigations confirmed the existence of molecular
nescence spectrum. This is a prerequisite for effective transnobility in solid glasses of alcohols in the temperature range
port of excitation on 6SG in DNA according to inductive- 4.2—120 K. Structural variations in aqueous solutions of pro-
resonance mechanism. Calculation of the singlet excitatiopanediol in the interval 60—90 K were also detected. An
transport radius according to B&er's formula gives the analysis of the temperature dependences of the 6-thioguanine
valueR,=28 A .8 luminescence together with the calorimetric data lead to the
An analysis of the luminescence spectra of model sysassumption concerning the formation of the liquid-crystal

tems with different concentrations of 4SU imitating t-RNA phase in aqueous solutions of propanediol at temperatures
led to the conclusion about migration of energy in t-RNA below 170 K82
according to inductive-and exchange-resonance mechanisms, Studies of aqueous solutions of DNA with the built-in
and allowed an interpretation of the spectrum of t-RNAtechnique of biosynthesis with 6-thioguanine in the tempera-
which contains 4-thiouracf#®®’ Our investigations of photo- ture range 4.2—273 KFig. 17) showed the presence of struc-
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techniques, provides rich information about associated scien-
tific disciplines like cryobiology, medicine, pharmacology
and ecology. At present, pioneering results are mainly ob-
tained at the boundary of scientific disciplines by using non-
trivial methods for solving conventional problems. Large re-
search centers including ILTPE and, in particular, the
| _ department of molecular biophysics founded by Academi-
0 100 200 cian B. I. Verkin, are among the propitious combinations of
T, the experimental base, methodological designs and devel-
FIG. 17. Temperature dependence of the 6SGR emission introduced in@P€d theoretical approach, ensuring an integration of inter-
DNA, under different conditions: aqueous soluti¢curve 1), 15% pro-  disciplinary data and foundation of independent research
panediol solutior(curve2), 15% dimethyl su_lfoxidg solutiofcurve 3), an_d schools which have won worldwide recognition.
fr?gee @;‘;rigtei’?ﬁg%ig%?;tphiGS»?ﬁ emission in a hydrated DNAUm _ The results presented in the present review are a good
illustration of the potentialities of such investigations.

I, rel. units

tural variations in the DNA solutions in the interval 75—-90K.
It was also found that devitrification of the hydrated shell of
DNA occurs in the interval 180—200 #:8°

The investigations carried out by us reveal enormous
potentialities of the luminescentphosphorescentprobe LContribution of ILTPE in MedicineAnnotated Reference Book Listing
technique for studying structural transitions in biophysical Publications by Scientists at ILTPE in 19651989 Russiaf, ILTPE,

*)E-mail: blagoi@ilt.kharkov.ua
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An optical method of generation of the first and second sounds in supetfleidHe solutions

is proposed. The method is based on illumination by amplitude-modulated laser beam

with wavelength corresponding to a region of absorption. Numerical calculations of pressure and
temperature as a function of time are carried out. It was found that the preseftde of

isotopes in the solution provides strong coupling between these parameters. As a result, the waves
of the first sound involve oscillations of the temperature, while the waves of the second

sound involve oscillations of the pressure. 1®99 American Institute of Physics.
[S1063-777X99)00210-9

1. INTRODUCTION violet region~600 A with the absorption coefficient about 1
cm ! (Refs. 9 and 1pand is described by the absorption
As in He-Il, the waves of the first and the second soundgoefficienta. Then, generation of waves of the first and sec-
can propagate in superfluftHe—*He solutions: Rudavsky ond sounds by amplitude-modulated laser radiatfon ex-
and Serbif have considered generation of acoustical wavesmple, an excimer lasgis possible. The illuminated me-
involving oscillations of pressure and temperature in the sodium due to periodically changing temperature and thermal
lutions. They extended the method, which was developed bgxpansion emits waves of the first and second sounds. Due to
Lifshitz® for superfluid helium, to the superfluitHe—*He  the strong coupling betwee®' (t,r) and T’(t,r), the oscil-
solutions. It was shown that a surface with periodically vary-lations of one of these parameters give rise to the oscillations
ing temperature generates waves of both the first and secoied the other parameter.
sounds in the solutions, and that intensities of the waves are
of the same order of magnitude. Such an important differ-
ence between the solut_ions and He-!l is due to strong cou; EQUATIONS FOR WAVES OF THE FIRST AND SECOND
pling between the density of the medium and the concentragqonps
tion of *He isotopes. This coupling gives rise to a strong
relation between the oscillating parts of the pres$uté,r) We assume a solution dHe—*He to be confined in a
and the temperatur€’(t,r). As a result, the waves of the cylindrical container with volum&/ and radiusR. A mono-
second sound lead to oscillations of the pressure, while thehromatic laser beam with the amplitude and Gaussian shape
waves of the first sound give rise to oscillations of the tem-of the spatial distribution, changing in time is assumed to
perature. This effect has been observed and studied in detaiiove along the axis of the cylinder. Absorption in the sys-
experimentally*® Because of its simplicity, this method is tem provides dissipation of the radiation energy and genera-
now widely used. tion of acoustic waves according to the thermal mechanism
In this paper we propose an optical method allowing onedescribed in Ref. 7. We assume that the oscillation ampli-
to generate waves of the first and second sounds in superfluiddes of the hydrodynamic parameters are much lower than
®He—He solutions. The advantage of the proposed method itheir average magnitudes. This allows us to apply a system
that it is contactless. It is worth mentioning that there areof linear hydrodynamic equations. This system consists of
many theoretical and experimental studies of optical generdhe mass conservation law, the equation describing the
tion of acoustic waves in classical liquids and soligee the movement of the liquid, the equation for entropy taking into
review articl€). In the case of He-Il such a method of gen- account the heat source, the equation for concentration tak-
eration of the second sound was studied theoretiédtiwas  ing into account the solvent only to the normal mode, and the
shown that waves of the second sound can be generated Bgluation for the superfluid componénEurther, we ignore
laser radiation. In this paper our aim is to extend the resultéhe dissipation terms in the hydrodynamic equations and use
obtained in Ref. 8 to superfluitHe—*He solutions. the system of equatiohs
Let us assume that the system under consideration has
regions of absorption in various ranges of the spectffon ap .
example, théHe isotope has an absorption line in the ultra- EJFPSV'VSJF PV V=0, @

1063-777X/99/25(10)/5/$15.00 760 © 1999 American Institute of Physics
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Vg v, 3. SOLUTION OF THE SYSTEM OF ACOUSTICAL
PSW *+pPn ot +VP'=0, 2 EQUATIONS FOR THE FIRST AND SECOND SOUNDS.
ANALYSIS AND NUMERICAL RESULTS

!

1 The heat sources in Eq¥.) and(8) provide a transfer of
PO 5 +oopsV - (Vh—Ve) = T_o f(t,r), 3 electromagnetic wave energy to acoustical energy. The trans-
fer goes according to the heat mechanism, i.e., due to the

, , heat expansion, the strong dependence of the density on the
Jc Jo CO

To———Co——=— f(t,r), (4)  concentration [(co/po)(dp/dc)|>a7), and the periodic
at Jt PoTo changing of the temperature at the surface of the illuminated
volume.
07_Vs+v( _Z_C) ~0 5) Further, for simplicity we ignore the variation of the
ot H p ' intensity in the medium caused by absorption. We assume

that the laser beam propagates along the axis of the cylindri-
wherep=ps+p,, 0o andc, are the average values of the cal container. This allows us to set
mass, the entropy per unit mass, and the concentraiign, _
o', andc’ are their amplitudesps and p,, are the densities )= alop(Deu(r), (10
andvg and v, are the velocities of the superfluid and the wheree(t) is a function describing the oscillating part of the

normal components, respectively, and intensity, ¢(r) = (2/7w?)exd —2r?w?] describes its radial
distribution, andl, andw are the power and radius of the
Z=p(u3—pms), M=Cuz+(1—C)us, (6)  stretching of the light beam, respectively. We also assume

that w is much smaller than the radius of the cylindrical
where u3 4 is the chemical potential ofHe and“He, and  container.
f(t,r) is the heat source due to the absorbed light. Taking the Hankel transfer of Eqér) and (8) with re-
We then ignore the terms on the right sidg4y, i.e., we  spect tor
consider the case of small concentration. Excluding from

(1)-(5) vs, v,, and ¢’ and using the thermodynamic K’(t,s)=J A'(t,r)Jo(rs)rdr, (11
expressiohwhich connectg.’ ando’ with the perturbations 0
of pressureP’ and temperaturg’, we obtain where J, is the Bessel function, and’(t,s)=T'(t,s) or
P’(t,s), we obtain
azp, 2 Ps BaTC% POBCpcicg (t.s)
?_Cl 1+—ﬁ2+T AP,‘F?A ! (925/ p aT,BC% o
Pn v 07 7 +Cis? 1+ = B2+ — )P’
_ BCE ot . Pn
= Tooo It () B pOIBCpC:%CiSZ?, _ aloﬁC%Pl (9_(,0 (12
TOE TOO-O ot ’
> T’ ﬁaTC§> To [ = 2
—Cz(l— — AT — ci-cC3 T’ arBCI\—  Tos?
qZz 2 o poCp | (C1-CRar — +C3s? 1- TF LT+ Oc ar(C2-C)
20202 pPop
Ps 22Ps_,3a1'12}, 2R2A2
pn (AT P o + 0s g prcz- e gy BT 2N
Pn Pn o
(T BarCh 8 log(S) J
= o—Ba:C)) —, alopy — 2, 7@
C at =T o= s
poooCp 07oCo (0= BarCy) —. (13
_ do F(ﬁp) (&T) co(ap) © It is assumed thaT’(r)—0 and dT'(r)/dr—0 asr— .
o=09—Co——, =—\| == —| + == . i
0~ Coe po\ T o \da) " polac) We also use the notation

o0

1
Heat sources of sound are taken into account on the right-  #1(S)= fo ¢a(r)do(rs)rdr= Zexq_WZSZ/S)- (14)
hand sides of Eqg7) and(8). The system of wave equations
(7) and (8) describes the dependence of temperature anwe will consider two cases: instantaneous SWitChing and
pressure of superfluiBHe—*He solution on time and spatial harmonic law.
coordinates when an electromagnetic wave with varying am-
plitude and wavelength corresponding to the absorption L
range propagates in the sample. For example, the terms witfstant switching
the factorsAT’ in Eqg. (7) andAP’ in Eq. (8) due to large In the case of instantaneous switchia@t) is equal to
value of |8|~0.1—0.4 provide the strong relation between the Heaviside unit step functiof(t) and its time derivative
the amplitudes of temperature and pressure as the first ansl equal to the Dirac functioa(t). Using the Laplace trans-
second sound waves propagate. form of Egs.(12) and(13)
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. @ — _ algBCipy(s) 1 [o+i= dpp?exppt
A(p,s)=f dtexp( — pHA/(t,s) (15) p/(tis):_OB—lg"l_.J przz Hpy
0 Tooo 27 Jo—ie (PT=PpD(P“—P32)
with the initial conditionsT’ (0, s)=P’(0, s)=0, we obtain aloBCiUL |
== =77 |sin(sUjt)
o ,8C2<p (s) Toop(U1—U3)
A A 0. 1¥1
A1P(p,S)+ALT(p,S)=———, U,
o o Too ——sm( Ust) ‘01( i (22)
AxP(p,s)+ AysT( s)——o(Pl( )(_ Ba:C?), (16 = aloo :
21F(p, 221 (P, poooCp o aT T'(t,S)Zm (1+Gy)sin(sU,t)
where the coefficientsy; are defined as @1(S)
—G1 sm( Uit) |—— (23)
atBC2
Ay;=p?+s7Ch 1+&ﬂ2+$ : where
Pn o o o
_CilarBUi-oy)  _Ci(arBUi-ay)
12——p°TB P c2cis? (VT R E(uz—u@ |
c? ps ui-ci ci-
_ 2 _ 2
Tos? et e ot

A=

ar(C3-CY+ 2 arp?ci- 2 g
Pn Pn

PoCe Using the Hankel transfer of Eg2) and(23), we can write
222
T lBaTClCZ:| Pt ) aIOBC§U1 fwd ) )
e ' "tr)=———— S Jy(sr S
T ( Toﬂ'o(Ui_Ug) 0 b(sr) el
aBC? U,
Ay= p2+SZC§(1— Tg 1). X|sin(sUgt) — —= sm(sUzt)} (25
The system of linear equation€l6) has a solution if T'(tr)= algo j d
A11A— A,A51=0. This condition can be rewritten as (L= poCpooU, S b(SN ()

U,
p*+ p2s? C%JFCEJF E’Bzci) +s4C§C§=O. (17) X[ (1+Gy)sin(sUst) — Gl sm(sUlt)}
Pn
Th ts of Eq(17) be found ap? 2u2 (20
e roots o can be found ap;,=—s
q P12 L2 If we set in Eq.(24) U2~C2, we obtain
2
Ps arBU2U3 uz
C2 1+ ——= ﬁ2>, (18 7=0. G —;—G G.=G—= 2
C C Y=Y 2 (Ui_uz) 1= Ug (27)
c2 o -1 and Eq.(26) can be written as
—C 1+ -y =2 ) , (19)
Ci—Cs5 pn

, aIOF *
3 _ T'(t,r)= oCraoU, fo dsk(sr)ei(s)
whereU, , are the velocities of the first and second sounds,
respectively. It should be mentioned that we have simplified
expressions fomi2 using the small parametepd/p,) B>
<1. A solution of Eq.(16) is given by

X (1+G)sin(sU2t)—G%sin(sU1t) . (28
2

The first term in Eq(25) corresponds to impulse of the first

2 sound, and the second term corresponds to the variation in
aloBCT  @y(s)p? P

P(p,s)=— 7 (200  temperature of the first sound wave. It always has an oppo-
Tooo (p"=PL(P"~P2) site phase. Sinc@=(co/po)(dp/ac)<O0, the amplitude of
-~ the first sound,P = —aloBU3Too(Ui—U2), is always
H(p.9)= alopy(s) p(a— aTﬂC1)+US Ci (21) positive. The first term in the expression fbi(t,r) is a heat

PoooCp (p? pl)( p2) ’ impulse of the second sound, while the second term corre-
sponds to the variation of pressure when temperature waves
To find P'(t,r) and T'(t,r) one should use the inverse pass in the considered solution. It is worth mentioning that
Laplace and Hankel transforms of Eq20) and (21). The  according to Eq(26) or Eq.(28), a sign of the phase Gf(’z)
inverse Laplace transform gives rise to depends of the sign d&; and can either be opposite to the
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8 but keep in mind that we should finally take only the real
- a parts. We assume that all the other variables vary according
~ 6F to the same law:
£ _ _
% i P'(t,s)=P’(w,s)exp —iwt),
S 4r T T
i) 1 T'(t,5)=T (w,s)exp —iwt). (30
K f nd sound ;
e o} Pulse of seco Using
EL i dZE/ . 23, d2_r B 2?, a1
0 gz — @ P(ts), gz =—eT(Ls) (31)
-2 IS PR D S W S in Egs.(12) and(13), we obtain
0 2 . 6 8
t, 10 °s wZ—CiS ,8 + TB 2) E’(w,s)
3.0 >
n CpCiC3s’— al oBCTIiwe4(S)
2.5 N poBCp 2> 7 ©.8)= oBC1 1 ’ (32)
2 0’_ TOO- T()O'O
Vx ' T 2
' = S .
o 10 e an(CE-CY— 2 g P e
_ - 1.0 Pulse of first sound o=P
- ; a2C2C3|_ arBC?
0.5t +—'8 Lt 2}P’(w,s)— wz—szcg(l— LGk 1)
O— o g
o5 . vy L W T (.) i0(0— BarCl)alopi(s)
. w, = — .
0 2 4 _§ 8 10 poCp0o

The solution of Eq(32) is similar to that of Eq(16). It is

FIG. 1. Pressurga) and temperaturéb) against time for a superfluid given by
SHe—*He solution. The calculation was carried out for instantaneous switch-__

ing andr=1 cm. P'(w,s)
iawl oBCe1(S)w?
= 2 2 2 2~2o4
sign of the phase of the impulse or coincide with it. In the * Toool@®— w?s(CT+Ch+ polpnB2CY) + CIC5s7]
range of temperature and concentration whare<0 the (33

phases oP(Z)(t r) andT(Z)(t r) are opposne to each other, __

but for a1>0, which providesa;BU2<cy or G;<0, the T'(®,9)

phases coincide. . 2= 2
Figures 1a and 1b show the amplitudes of the pressure — Iwaloqol(s)[wz(a ZaTﬁcl) ;US ]2 _

and temperature against time. The calculation was carried poooCplw’— w?s’(Ci+C5+ps/p,B°CY) +CiC3s’]

out on the basis of Egs25 and (28) for r=1cm, w (34)

=0.05cm, a=1cm?l 1g=1W, Ty=15K, a;=-12 _ :

103K"L, B=—0.3 (Ref. 1D, U,=220m/s,U,=20m/s, The frequencyw must satisfy the equation

0=620J(kg-K) (Ref. 6, 0u=2.3x10%Jkg-K), po

=0.12g/lcr, andCp=3x10® J/kg’. It is easy to see in the 0= w’s

figures that there are signatures of impulses of the first and _

second sounds &,~r/U; andt,~r/U,. The amplitudes It roots can be written as

of the impulses are large enough to be recorded by using  2_ 252 ,2_ 22, (36)

modern methods. S

2 c2+c2+ % g2 +CiCist=0. (35
n

Simple calculation allows one to express E@3) and(34)
in the form
Harmonic law

— iwalgBUse(s) [ 1 1
Let us now consider the case where the intensity of the P'(w,8)= 2_1,2 27 212

o ! ) . Tooo(U1—U3) ki s°—k;
laser beam changes in time with acoustical frequencl is

), (37)

instructive to carry out calculations using the complex func-  _ iwalgp(s)o[1+G, GU3 1
tions T (w,8)=— pon(ToUg Sz_kg_ Ui Sz_k2>-
. Jde ) (38
e(=exp(~lwt), e “loe(), 29 The inverse Hankel transfer of Eq&7) and(38) yields
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P'(t,r)=

T'(t,r)=

where H{Y is the Hankel function. It is evident from Egs.
(39 and(40) that the system generates a cylindrical wave. In
the far zone, where>U ,/w, the needed expressions take

the form

P'(t,r)=—

T'(t,r)=

The expressions obtained by us show that the amplitudes
of excited oscillations are proportional tgw. There are
maxima at the frequenciezsmaxl 2=\QU 12/W in the depen-

Low Temp. Phys. 25 (10), October 1999

awlOBU§ [ 4 % 2)
_ H@ (K _
AToog(UI—UZ) | o (kahexp —

. kaw? .
~H kot expl — —g— | [exp(—iwt). (39
—walog 1+G)HWY (k
4poCpU2 ( 2 Hy  (kor)

ksw?\  GU3
xeXp(— 5 )— 57 Ho (kar)
1
k2w? .
Xexp — 8 exp —iwt), (40

awl o BUZ exp —i(wt+ 7/4))
2Tooo(UZ—U3)\27r

k22

w
X kll’zex% irk,— 18

) _ kgl/Z

o kaw?

Xexp irk,— 8 , (41
awlgoexp —i(wt+7/4))

2poCpooUs\27r

1+ G, p( ’ k§w2>
X exp irk,— ——

Vo * 8

G,U3 _ kjw?

—Ui\/k_lex irky——g— (42

T. Kh. Salikhov

impulses were reportétito be firmly recorded, and that their
amplitude is of the order of I® K. This allows one to re-
ducel by a factor of 10—100, whilev can be reduced to a
tolerable possibility(with allowance for the diffraction ef-
fects. The maximal amplitudes of the recorded signal of the
second sound can be increased t6-40F s,

4. CONCLUSIONS

We have considered the possibility of an optical genera-
tion of the first and second sounds in the superffiid—"He
solutions. It has been shown that a synchronous generation
of waves of the first and second sound is quite realistic if a
solution is illuminated by amplitude-modulated laser radia-
tion with the wavelength corresponding to the range of ab-
sorption of the system. It has been shown that this method
covers the range of frequencies of the second sound, which is
hardly achievable by means of other methods.

I wish to thank Prof. V. P. Romanov for detailed discussions
and Dr. A. A. Karabutov for useful advice.
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Vortex lattice melting in layered HTSC in the field of defects
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The effect of defect potential on the melting temperature of the vortex lattice in a layered HTSC
is investigated. It is found that an increase in the value of the defect potential leads to a
shifting of the phase transition point to the critical temperature, thus increasing considerably the
range of the intermediate phase “rotating lattice.” 99 American Institute of Physics.
[S1063-777%9900310-2

1. INTRODUCTION of the “rotating lattice”—vortex liquid phase transition as a
function of the defect potential.

Processes occurring in the vortex phase of _h|gh-2. DESCRIPTION OF THE MODEL
temperature superconductdidTSC) have been the subject ) ]
of intensive research in recent years. Both theoretical and dThi Mtc))nrt]e C_:arloEMhC) LnbeFEOd is used Irll mOSt_Ca:?rSStCO
experimental studies are being carried out, and the complef’-tu Iyt € " € ?;”%0 t T I” %SOV Vf?”ex it:]'cg mh' hal '
ity of the problems necessitates the use of numerical simula; h contrast to the molecular dynamics method which aiso
. o . . describes the dynamic characteristics, the Monte Carlo
tion (see our review in Ref.)1 It has been established reli-

. T . : meth rovi information t the configurational char-
ably that the Abrikoso¥lattice is not the only state in which © .Od. provides information abou e configurational cha
. acteristics of the system. By choosing an appropriate en-

the vortex system can ex!st In an HTSC. An_ Increase Ir‘bemble, say, canonical, we can use the Monte Carlo tech-
temperature results in melting of the vortex lattice and leadg,iq, e 15 calculate the observed physical quantities for fixed
to a vortex lattice-vortex liquid phase transition. The exis-5),es of the number of particles, volume and temperature.
tence of such a phase tr§n5|t|onswas proved convincingly,  The main advantage of the Monte Carlo technique is that
among others, by Schneidet al” who used numerical i goes not require any approximation, and takes interactions
simulation to analyze short-range correlations in the vorteXnto account exactly. The system is described by the most
lattice and calculated the melting temperattmelting point  convenient model Hamiltonian for the problémin this
of the vortex lattice. The melting point can be determinedwork, we use the standard Monte Carlo technique together
from the Lindemann criterion, i.e., from a comparison of thewith the Metropolis algorithm for a canonical ensembfe.
mean-square deviation of vortices and the lattice Let us consider a two-dimensional system of Abrikosov
parametef:® Ruy et al* also employed a convenient phase- vortices which can be treated as classical particles with long-
transition criterion, selecting the singularity on the temperafange interaction arranged over a rectangular mesh. The dis-
ture dependenc€(T) of the heat capacity of the vortex creteness of the three-dimensional mesh is chosen in such a
system for determining the phase transition point. way that its period is much smaller than the trigonal lattice
Defect field studie’s’ are especially interesting since a period. This model takes into account the contribution to the
change in the phase transformation pattern occurs in thignergy coming from the interaction of vortices with one an-
case. Thus, we discussed in our recent pub“cémbe melt- other and with defects. Calculations are made for the shortest
ing of vortex lattice in the presence of a pinning center. [tdistance between vortices, taking periodicity into account. In
was shown that melting occurs in three stages. In the begirtieéw of all that has been stated above, we can present the
ning, the trigonal lattice begins to disintegrate at low tem-model Hamiltonian in the form
peratures away from the pinning centers. Lattice islets are 1N N
formed in the complete absence of a rigorous long-range H=7 ; H(r; urj)ninj+_21 Up(rn;, (1)
order. The “islets” begin to rotate around fixed pinning cen- : "
ters, forming a “rotating lattice” phase. At the final stage, WNere
the lattice melts completelgvortex liquid phasg® The point
of transition from the “rotating lattice” to the vortex liquid
is expected to depend strongly on the magnitude of the de-
fect potential. The present communication aims mainly at =U0(T)Ko(|ri_rj|). )
deriving this dependence, i.e., at determining the boundary A(T)

T2 2 |ri_rj|
H(ry,ry) =[Pod/2mN"(T) molKo \(T)

1063-777X/99/25(10)/4/$15.00 765 © 1999 American Institute of Physics
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Here,U (1) is the energy of interaction of a vortex with

a defect at site, n; the occupancy of vortice® or 1) at the 0.35
ith site of the three-dimensional meshy=hc/2e the mag- 0.30 |
netic flux quantumK, the zeroth order Bessel function of
the imaginary argument] the superconducting layer thick- 0.25
ness, wo=4m-10 "H-m™ % and \(T)=\(0)/[1—(T/ 2
To)3%Y2is the magnetic field penetration depth. 5 0.20
0
8 015
Q L
3. COMPUTATIONAL TECHNIQUE 0.10

Parameters close to the characteristics for the layered
HTSC BiLSr,CaCyO, were used for specific computations:
d=2.7A; \(T=0)=1800A; T.=84K. The three-
dimensional vortices in BSr,CaCyO, disintegrate into
plane two-dimensional “vortex pancakes” connected with
one another through weak bonds. Hence in this case we can
speak of quasi-two- dimensionality of the vortex structureE'G_-1;e\jfg)pedatgfleoodriz\e/f}iim}eheoizszfio‘;\?sp?ﬁgyeﬁi:ctC(‘)?fsgteield
_and consider a two-dimensional mode_l. The external fizld Ccfncemratiomv’ on the melting pointN, =50 (&), 100 (@): 150 (A), for
is chosen equal to 0.01 T, corresponding to the real scale pr:7o mev.
field induction for which the melting of the vortex lattice in
bismuth-based HTSC's is observed.

Calculations were made on a two-dimensional spatial
mesh of size 208200 with periodic boundary conditions.

The main results were obtained for the numkeys= 150 of In order to confirm that the number of vortices is mac-
vortices andN4=5 of defects(two-dimensional concentra- foscopically large for the problem under consideration, we
tion of defects~10°cm 2. The defects were distributed calculated the heat capacity for the same value of the defect
randomly over the mesh. The actual concentration of vorticegotential, but for different numbers of vortices.g., N,
Corresponding to the given fie® was reproduced by vary- :50,100,15®. The results are shown in the inset to Flg 1.1t
ing the value of each division on the spatial cell in such acan be seen that even fiit, = 100 and 150, the values &f,

way that the perioav of the trigonal vortex network satisfies coincide within the error limits, while an increase in the
the relationa, = (2®,/B+3)"2 In other words, a variation humber of vortices from 50 to 100 displaces the heat capac-
of the external magnetic field changes only the vortex conity peak towards higher temperatures and increases its
centration, as reflected in the model: a variation of the magheight. The temperature peak does not shift any more for
netic field changes the area of the region under consideratioNy=150. This leads to the conclusion that the number of
for a fixed value of the simulation parameter, i.e., the numbe¥ortex pointsN, = 150 is macroscopically large for our prob-
of vortices. Thus the vortex concentration changes with théem. We also carried out test computations of heat capacity
field. for different numbers of MC-steps.

Defects were simulated as point-like wells with the same ~ The standard Monte Carlo procedure can be described as
potential, and the energy of interaction of a vortex with afollows (see also Refs. 8 and).9Initially, the vortices are
pinning center assumes the fdihit distributed at random over the phase space mesh simulating

the HTSC plane. Obviously, the initial arbitrary distribution

Up(r,T)==[Uo(T)/B] 5 si . 3) of vortices does not correspond to the minimum energy;

In actual practice, the concentration of vortex filamentshence the system is made to evolve and the most favorable
is much higher than the defect concentration in the magneticonfigurations from energy point of view are selected in ac-
fields under consideration. Moreover, our calculations were&ordance with the Metropolis algorithm realizing Gibbs’ dis-
based on the defect concentrations close to the experimentiibution. A typical value of the number of Monte Carlo steps
values'? was 60000. The number of steps leading to a complete ther-

The results of numerical computations were used for remalization of the systenfwhen the system assumes stable
producing the heat capacifas a function of temperature configurations with the minimum energis 30000, and the
which can be presented in the following form in terms of thesystem under consideration attained equilibrium after such a
internal energy fluctuationkg=1): number of Monte Carlo steps. The minimum variation of the

e 21 )2 instantaneous configuration of the system involves an el-

C(T)=KEH— (BT “ ementary displacement of a single vortex. By a Monte Carlo

By way of an example. Fig. 1 shows tif&T) depen- step we mean a single displacement of all vortices in the
dence and the melting poif, for two values of the defect system, i.e., each vortex is displaced on the average once in
potential, viz.U,=1 and 100 meV. Calculations were made each Monte Carlo step. Estimates show that such a number
for defect potentials between 1 and 100 meV for the numbeof MC steps is sufficient for calculating heat capacity with
of vorticesN, = 150. the minimum statistical error.

" S50 40 60 ]80
Tm T.K T
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80 this explains the increase in the valueTgf with increasing
depth of the potential well of defects in the complex “rotat-
ing lattice” phas€’. We believe that a slower increase in the
value of T, near the critical regiofiFig. 2) is simply due to

the temperature dependence of the depth of the defect poten-
tial well inherent in formula(3). Moreover, calculations
show that the renormalization of the potential well depth
taking temperature into consideration “linearizes” the
Tm(Up) dependence.

Finally, it should be noted that the experiments have
repeatedly revealed the existence of a certain intermediate
phase in the model considered by us with a non-trigonal
lattice and a vortex liquid dynamics. For example, Perkins
et al® obtained a scaling dependence of the normalized ve-
locity of screened currents relaxation in TmBagOg ¢ Crys-
tals: S/IT=fy(H/H,.), Wwhere S=dlogM,,/dlogy;

E v=dH/dt, M;, being the hysteresis width andthe mag-
0 0.02 0.04 006 0.08 0.10 netic field sweep rate. The dependenceSSF on H/H yay

Up,ev clearly shows three regions with different magnetic flux dy-

namics. According to Fuchet al,'* the first region is quali-
tatively in accord with the elastic theory of collective creep
for small vortex bundles. The second region was attributed
by the authors to the emergence of plastic deformation in the
vortex lattice, and the third region corresponds to the forma-

All three stages of melting of vortex lattice mentioned tion of the vortex liquid.
above were considered in calculatidriBhe heat capacity of The existence of the intermediate phase on the phase
the system was calculated for different values of the defectliagram of bismuth-based HTSC was proved experimentally
potential as a function of temperature. The singularities orin a recent publicatiotf according to which the solid phase
the temperature dependen€¢T) could be used for deter- below the melting curve is apparently divided into two
mining exactly the transition temperature at which the vortexphases. In the firgt) phase, the vortices are stationary, while
lattice split into islets trapped at the defects is transformedn the secondil) phase they begin to move, and a transition
into the vortex liquid phase. This is the temperatlifg (or ~ to the vortex liquid occurs upon a further increase in tem-
T, in the terminology used in Ref)7 perature. The authors define the first phase as a “weakly

Having determined the value &f,,, we obtained the disordered Bragg's glass,” while the second phase is treated
dependence of the transition temperature on the defect p@s @ “strongly disordered Josephson glass.” The effect of
tential (Fig. 2). It can be seen that an increase in the defecPoint pinning on the system of vortices and the formation of
potential leads to a monotonic increase in the melting tema reverse curve on the phase diagram was shown qualita-
perature. The obtained results can be interpreted in a simpléely by Nelsort® who proved that the point pinning in the
physical picture of the processes occurring in the vortex latiwo- dimensional case affects the vortex liquid in a certain
tice of an HTSC in the presence of defects. Let us consider Eggion below the melting curve. In our case, this region cor-
vortex lattice for a certain value of the defect potential. Threg€sponds to the “rotating lattice” phagerientational melt-
types of interactions compete in this lattice, namely, mutuaing), i.e., to phase II.
interaction of vortices which determines the lattice rigidity, =~ Recent publications on the experimental observation of
thermal fluctuations, and the interaction of vortices with dethe heat capacity of a vortex system also display clearly
fects. At low temperatures, the lattice preserves its rigidity. APeaks on the temperature dependences of the heat capacity of
vortex trapped in the potential well of a defect has a highYBa;CusO;_ s single crystals, corresponding to a transition
probability of being localized at this well. As the temperatureto the vortex liquid:>*” The origin of the transition remains
is increased, the lattice begins to lose its rigidity away fromunclear. However, since the emergence of the heat capacity
the defect at first. A vortex trapped at a defect holds an islepeak in the experiments is accompanied by a jump in the
of the coherent region of the vortex lattice aroun¢‘ibtat- ~ magnetization of the system, it can be only assumed that this
ing lattice” phas@). Away from the vortex, the lattice begins is a first-order thermodynamic transitioh:’
to crumble. A further increase in temperature increases ther-
mal fluctuations, and the size of the “confined” region de-
creases. This increases the probability that the voftex
gether with the coherent region confined by l@aves the Studies of the vortex system melting in HTSC in the
potential well. Finally, at still higher temperatures, the isletspresence of defects reveal that the defect potential affects
are destroyed, the vortices break loose from the defects, aradrongly the temperature of transition between the “rotating
the vortex system melts completely. For large values of thdattice” and the vortex liquid phases. An increase in the
defect potentials, the defect will trap a vortex around it, anddepth of the defect potential well increases the temperature

Tm, K

FIG. 2. Dependence of the melting point on the defect potential.

4. CALCULATIONS AND DISCUSSION OF RESULTS

5. CONCLUSION
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Effect of anomalously small dose of fast neutron radiation on the surface impedance
of a Pb single crystal near H ;3
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It is shown experimentally that the exposure of a Pb single crystal to an anomalously small dose
of fast neutrons £ 4x 10° neutrons/crf) leads to suppression of cyclotron resonance and

surface superconductivity. This effect is explained by geometrical factors1999 American

Institute of Physicq.S1063-777X99)00410-7

This research is a continuation of our previousnot subjected to any effeGtadiation by the electron beam in
publication$~® in which the results of analysis of the effect the electron microscope, deformation, or annealing in
of small doses of fast neutrons on the cyclotron resonanceacuun) except irradiation by neutrons.

(CR),* microwave (MW) impedancé of monocrystalline Further irradiation of the crystal led to unexpected re-
lead, and the effect of radiation on CR in a preliminarily sults. It did not cause a noticeable “damage” of the sample,
deformed single crystavere considered. but even improved its quality: the transmission band of the

Measurements were made on spectrometers with fremicrowave resonator was narrowed, and the CR was
quency modulatiof’ in the autodyne mode and with a observed. This is obviously due to homogenization of the
frequency-modulated Klystron. Stripline resonators operatedingle crystal surface by a neutron flow, when not only the
at frequencyf =9.6 GHz. The temperature of measurementsprder, but also the disorder can be violated. Neutron beam
T=1.4-1.25 K was attained by pumping helium vapor.giso stimulated surface diffusidh,and the surface is not
Single crystals of diameter 17.8 mm and thickness varyingny recovered with time, but also becomes smoother: the

from 0.8 to 1.8 mnrfor different s.ampslae);were prepared by harameter r of the Pb-13 sample became equal to 130 after
the method described by Khaiket al.” The quality of the i1 ee years following irradiation.

grown single crystals was estimated by the parameter It is well known that CR and surface superconductivity
whose values varied from 15 to 95 for different samples at e phenomena occurring in the skin layég,=2.8x 10~
T=1.4 K. The sample served as the bottom of the striplineCm at the frequencyf =9.6 GHz for CR? ;nd over the
resonator. The side facing the interior of the resonator i%oherence length gpb:-S 3x10°® cm for surface

Le;gzred to as the front and the opposite side is called thguperconductivity‘.3 Consequently, we can associate the sup-

_ ... pression of CR and degradation of surface superconductivity
emit-[gg ks);n;plgi_age ggg rjé’iv\\l/\iltek:einzgfaje?ntteonsrﬁsIa4“;m with the damage of the surface relief of the single crystal as

X 10P neutrons/crh- s in a solid angle 4. The neutron flux result of its bombardment by neutrons.

was measured by a radiation dosimeter KRAN-1 equipped LF?tt) us clon3|detr ||nbgreﬁterdd(;tzll the E)roces;es olccurrlng
with neutron-sensitive detectors for fast, intermediate, an a single crystal bombarded by neutrons. samples were

thermal neutrons. Anomalously small doses of neutrons Wergxposed to radiation from the back, Neutrons knocked C,’Ut '_Db
obtained by using a filter made of boron and paraffin. Mea21oMs from the sample surface and were capable of ejecting
surements led to the following values of neutron fluxes in thef@Scades of atoms to the front. These processes lead either to
region of location of the sample exposed to radiation:Scattering of Pb atoms in space and format!on of indentations
380 neutrons/cfn s for fast neutrons, 125 neutronsferafor ~ On the sample surface, or to the formation of humps of
intermediate phonons, and 65 neutrongafor thermal €jected atoms in the form of ant-hillén the case of the
neutrons(error of measurements was 30%). emergence of cascades at the surnfadéiis can be seen
Figure 1 shows the dependence of the microwave surclearly on the electron-microscopic photograph of the sur-
face impedance of Pb-13 single crystali=95) on the ap- face of irradiated Pb-15 samp(€ig. 2). The estimation of
p||ed magnetic field for unexposed Samp@ and after its surface defect size from the photograph proved that the de-
exposure for two hourgb). It can be seen from the figure fects have a size of the order of skin depta%0° cm) in
that irradiation leads to suppression of not only CR, but alsdhe plane; in this case, the scattering of microwave current at
the surface superconductivity. The electron beam “heats’frequencyf=9.6 GHz is most effective.
the sample surface during electron-microscopic photography ~According to De Genne¥, the nuclei of surface super-
to such an extent that it leads to an explosion of a gas bubbleonductivity are formed when the magnetic field is parallel
in the surface laye(as in the case of Pb-15 single crystal to the sample surface carrying microwave currents. But since
For this reason, sample Pb-1Being the best samplavas  wells and humps(“ant-hills” ) whose size is comparable

1063-777X/99/25(10)/3/$15.00 769 © 1999 American Institute of Physics
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with the skin depth(coherence lengjhare formed on the
sample surface as a result of irradiation, the magnetic field is
no longer strictly parallel to the surface. In order to verify
this assumption, a test experiment was maidewhich we
proved that the superconducting transition ndgg becomes
less sharp and has a smaller width even when the magnetic
field is tilted to the sample surface at an angle 2.5°. We
could estimate the average size of hills in the plane using the
H photograph of the front face of the Pb-15 sample shown in
t c3 b Fig. 2. It was found to be 5—3@m (with a microscope mag-
¢ nification X 1000 and a photographic enlargemen®.94).
The height of the hills could not be evaluated since the elec-
tron microscope has no vertical resolution. However, the
height of a hill can be estimated on the basis of the results of
560 10‘00 15'00 20'00 2500 special test experimefitand the present results. The genera-
H,Oe tor of the cone of the hill clearly forms an angle larger than
2.5° with the magnetic fieldsince CR or transition is not
FIG. 1. Suppression of CR af=14 K and v=9.378<1°s *: Pb-13  (hoared aH , are observed If the average diameter of the
sample not subjected to bombardméat and after its exposure to a fast . - .
neutron dose of 421 neutrons/chs (for 2 h in a flux of CoOne base is-10 % cm, the slanting angle between the cone
570 neutrons/cfhs) (b). generator and the base, which is equal to 2.5°, corresponds
to the average height of the cone2.2x10 % cm. The
height must be larger in the case of complete suppression of
the surface superconductivity peak.

The average density of large hills on the photograph of
the surface of irradiated Pb-15 sample~id.4x 10° cm™2.
Apart from large hills, there are many small hil(s/hite
spotg whose average density i$8.6x 10° cm 2. They can
also make a contribution to the violation of conditions for the
formation of surface superconductivity nuclei in a magnetic
field. For small hills, the ratio of the cone height to the di-
ameter must be larger, i.e., the angle formed by the cone
generator with the magnetic field is larger than for an “ant-
hill.” (Exact values of these parameters could be obtained
with the help of an atomic-force microscope.

Let us estimate the area of the surface of a Pb single
crystal left out due to the formation of wells and hills during
irradiation of the sample. The number of such surface defects
is n~10°cm 2 and the average size of a defect is 2
~10"2% cm. Consequently, the sought area $s=nmr?
~1cnf. The area of the front face of the sample S
=md?/4=2.54cnt, i.e., approximately 0.4 of the sample
surface is excluded. In actual practice, the excluded fraction
of the surface can be slightly smaller since linear microwave
currents actually flow in a certain region under the resonant
strip having a size 180.6x 0.1 cm.

According to our investigations, we can conclude that
the bombardment of the back of a Pb single crystal by ultra-
small flux of fast neutrons (570 neutronsfors) for two
hours leads to a damage of the front face which suppresses
not only CR, but also the surface superconductivity. This is
FIG. 2. Electron-microscopic photograph of the front of the Pb-15 sampledue to purely geometrical factors: the conditions under
irradiated from the back, obtained with JSM-50 microscope with the beanwhich CR is observed are violatEths well as the conditions
voltage 35 KV. The Pb-15 sample was bombardedch by a flux of  fqo the formation of surface superconductivity nuclei since
570 neutrons/chs (a radiation dose of 4:1.0° neutrons/crf). Typical . . .

the sample surface becomes corrugated, i.e., its considerable

“ant-hills” with craters are indicated by arrows. Magnification1000 and > ' ] A
% 3000, photographic enlargemex2.94. fraction is not parallel to the applied magnetic field.

dR/dH

dR/dH
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It is established directly, on the basis of investigations of the Shubnikov—de Haas effect at
microwave frequencies and nonresonance cyclotron absorption in solid solution of semimagnetic
semiconductor Hg ,_,CdMn,Te, that resonant acceptor states associated with mercury
vacancies of two types are present in its conduction band. The dependence of the ground state
energy of these acceptors on the energy gap is in agreement with the theoretical concepts
concerning the long-range Coulomb potential of mercury vacanciesl989 American Institute

of Physics[S1063-777X99)00510-1

It has been established that a semiconducting crystaltates onEy is comparatively weak. Difficulties appear
HgTe and the solid solution Hg,Cd, Te on its basis contain when these theories are compared with the available experi-
intrinsic point defects of three types: mercury vacancies, telmental results on observation of resonant acceptor levels ob-
lurium vacancies, and interstitial mercury atoms determinedained from an analysis of transport phenomena or magne-
by the extent of deviation from the stoichiometry. Defects oftooptical phenomena in zero-gap and narrow-band
the first type are acceptors, while defects of the second angemiconductors. The difficulty in experimental solution of
third type are donors.Obviously, defects of this type must the problem on determining, lies in identification of ab-
also be present in the quaternary system Hg,Cd,Mn,Te.  sorption spectra in a magnetic field and in the inclusion of
The determination of the influence of intrinsic point defectsthe exchange interaction. On the other hand, in an analysis of
on electrical parameters and on the course of nonequilibriuriransport phenomena we must take into account two or three
processes in it is especially important for application of thetypes of free charge carriers simultaneousepending on
solid solution Hg__,CdMn,Te as a material for preparing the temperaturd and magnetic field, the contribution of
active elements of electronic devices and for an analysis a¢ach type of charge carriers to kinetic coefficients varies,
physical phenomena occurring in it. Since theor p-type  which allows us to determine their concentration and mobil-
conductivity in zero-gap and narrow-band semiconductingty. The value ofE, can be determined on the basis of the
materials such as Hg,Cd,Te and Hg_,_,CdMn,Te is electroneutrality equation and from experimental tempera-
determined by the excess of chalcogen or metal vacancieB!ire dependences of concentratio(§) and p(T) of con-
the type of conductivity can be changed by appropriate therduction electrons and holes.
mal treatment of the crystal without additional doping with ~ However, the concentrations of donors and acceptors
an impurity, which is equivalent to the change in the ratio ofcannot be always determined to a sufficient degree of accu-
acceptor and donor concentrations. The strong dependent&cy, which leads to considerable errors in determirking
of electrical properties of a zero-gap semiconductor on thd hus, a certain discrepancy between the available data does
type and number of vacancies presumes a more intense stufigt allow us to draw a final conclusion concerning the origin
of the properties of their donor and acceptor states. An analyef acceptor impurities in narrow-band semiconductors. A
sis of galvanomagnetic and magnetooptical phenomena iRéW method developed recently makes it possible to estab-
Hg,_,Cd,Te mainly in the range of compositions in which lish directly the presence of acceptor levels in the conduction
the given semiconductor is a semimetal, i.e., for the energpand and to determine their ground-state enérgyvas also
gapEy=<0 proved that these phenomena can be explained bytéresting to apply the methddfor analyzing the
the presence of resonant states of the acceptor type in ttfependence oE, on E4 in semimagnetic semiconductor
conduction band of Hg ,Cd,Te. The theories developed for H91-x-yCdMnyTe and for determining the theoretical
determining the ground-state energy of the acceptor arBodel(first or secongithat correspond to experimental data.
based on two models: the strongly-localizettlta-shaped

potenugl of_the vacancy and the Iong—range Coglomb pOtenANALYSIS OF QUANTUM OSCILLATIONS AT MICROWAVE
tial taking into account the exchange interaction betwee

'EREQUENCIES
electrons. It follows from the first model that the acceptor Q

ground-state enerdy, depends strongly oBg, while in the According to Tsidilkovskiiet al.* the fixation of the
second model the dependence of the position of acceptdtermi levelEg at an energy level of the donor or acceptor

1063-777X/99/25(10)/4/$15.00 772 © 1999 American Institute of Physics
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TABLE |. Physical parameters of Hg,_,Cd,Mn,Te samples.

V. D. Prozorovskii and I. Yu. Reshidova 773

Sample X y Eqp, €V m/m; n,,10%cm3 Eq. eV Ee,, eV m./m, n,,10%cm—3
1 0.012 0.007 0.0024 0.0200 0.150 —0.250 - - -
2 0.050 0.020 0.0023 0.0100 0.053 —-0.127 - - -
3 0.057 0.023 0.0023 0.0073 0.031 —0.096 0.0110 0.0086 0.420
4 0.045 0.030 0.0070 0.0040 0.094 —0.056 0.0200 0.0070 0.800
5 0.130 0.005 0.0100 0.0035 0.094 —0.026 - - -
6 0.060 0.035 - - - —0.020 0.0042 0.0031 0.021
7 0.056 0.044 - 0.010 0.0041 0.0036 0.026
8 0.110 0.030 - - - 0.020 0.0040 0.0034 0.023
9 0.100 0.038 - 0.0036 0.050 0.037 - - -

origin located in the conduction band can lead to oscillations  For this reason, in order to determine the ground state
of conduction electron concentration in a quantizing mag-energy of a resonant acceptor in Hg ,CdMn,Te, we

netic field upon the intersection &g by Landau levels. In
this case, the relation betweanand E is described by the
following expressiorf:

_ Ncfio

N BT 2 Foue

)

EF_ ELO'
kgT

HereF _,,, is the Fermi integralE_, the energy of the

analyze the derivativd A/dH of absorption coefficient with
respect to magnetic field in the temperature range 1.6-8 K
on a radiospectrometer operating at frequencies 26.1 and 36
GHz. The construction of the radiospectrometer allowed us
to make measurements for ordinary and extraordinary
waved in two configurations: the Faraday configuration
with circular polarization of the microwave field and the

Landau level with the quantum number of a harmonic oscil-Y0igt configuration with linear polarization.

lator L=0,1,2,... and with the spin index==*=1. E, .
=hws(L+1/2+ ov/2), v=gm/2my, g is the Landefactor

of the electronm, the effective cyclotron mass of the elec-

tron, o, the cyclotron frequencyN.=2(m:kgT/27%?)%?
the density of states arlg; the Boltzmann constant.

According to formula(1), the Fermi energyeg for de-
generaten-type semiconductors far(H) = const is an oscil-
lating function of the magnetic fielti. On the contrary, if
Er(H)=Ra=const, oscillations of the concentratiorfH)
periodic in the reciprocal magnetic fieldHL.take place. This
in turn causes oscillations of the absorption coefficint
and hence of its derivativé A/dH with respect to the mag-
netic field for a certain configuration of the magnetic field
and the microwave electric fiel. The observed oscillations
of A or dA/dH must also be periodic in #.

dA/dH, arb. units

-

1 i

0 1 2 3
H,kOe

FIG. 1. Oscillation curve describingA/dH at temperatwe 2 K for sample
No. 1.

In the Voigt configuration,dA/dH for both waves
turned out to be an oscillating function of magnetic field,
whose typical shape for sample No(ske Table)lis shown
in Fig. 1. Oscillations of the absorption coefficieAt are
periodic in 1H (Fig. 2), the position of the extrema of
dA/dH in a magnetic field being independent of the sample
thickness and working frequency. In the Faraday configura-
tion, no oscillations ofdA/dH were observed, but nonreso-
nance cyclotron absorptiofNCA) in the form of a solitary
extremum is observed for an extraordinary wave in weak
fields>

Thus, according to Ref. 3 and our experimental results,
we attribute the observed oscillations to the quantum-
mechanical Shubnikov—de Ha&3dH) effect. On the basis

1/H koe ™!

FIG. 2. Dependence of the number of oscillation of absorption coefficient
on reciprocal magnetic field for sample No. 1.
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of the obtained experimental data, we can determine te posground-state energies of resonant acceptor levels in the con-
tion of Eg relative to the bottom of the conduction band, andduction band and are associated with stoichiometric defects
hence the ground-state eneifgy of the acceptor level in the of two types: singly and doubly charged mercury vacancies
conduction band foEy<0 or the energy corresponding to respectively, whose concentration is determined by the ther-
the position of the acceptor level in the conduction band formal treatment of the crysta? Moreover, it follows from
Es>0. Table | that a noticeable change in the acceptor ground-state

Shubnikov—de Haas oscillations at microwave frequenenergy occurs ned = 0. According to Gelmonét al.® this
cies were studied on a series of Hg ,CdMn,Te single means that the acceptor level is associated with vacancies
crystals (see Table )l grown by the Bridgeman technique with a long-range Coulomb potential amx(mp/mc)3’z,
with subsequent annealing in Hg vapor. The samples wer&herem,, is the effective mass of a heavy hole. For example,
subjected to different regimes of thermal treatment in ordeE,=0.006 eV for HgTe in the theory of local potential of a
to obtain samples with different values wfand to vary the vacancy, while the calculated value Bf =0.0023 eV when
concentrations of singly and doubly charged mercury vacanronlocality is taken into accouftThe latter value is in ac-
cies. It should be noted that each of the numbers 3 and 4 icord with the parameteE,; obtained by us in the experi-
Table | actually corresponds to two samples cut from thements.
same plate of a certain composition, but subjected to differ- It should be noted that in Hg, ,CdMn,Te samples
ent thermal treatments. For example, the energy of the Ferminder investigation for —0.026 e\ E;<0.037eV, we
level for samples annealed at a lower temperaturgds, could observe the fixation of the Fermi level only at a level
while its value for samples annealed at a higher temperaturdging approximately 0.004 eV above the bottom of the con-
is Eg,. The composition and homogeneity of the samplesduction band, although the concentration of conduction elec-
were determined with the help of x-ray microscopic analyzetrons varied from 1.810** to ~10'°cm™ 3. We attribute this
and the method of electron spin resonafESR since the to the fact that inversion of thds and I'g bands in
low concentration of Mn in the samples under investigationHg, _,_,Cd,Mn,Te occurs, according to Ref. 10, not &
could not be determined unambiguously with the help of a=0, but at a certain minimum value. In the given experi-
microanalyzer. The molar fraction of CdT&)(was deter- ment, this value is confined to the energy range.026 eV
mined directly with the help of the microanalyzer, while the <E,,;<<0.02 eV, which does not contradict the results of
molar fraction of MnTe ¥) was calculated from the ratio of Ref. 10. Consequently, in the case of band inversion, the
integral intensities of ESR absorption lines at Mn ions re-value ofE; becomes higher than the ground-state energy of
spectively for investigated and reference samples with théhe acceptor, the level “enters” the forbidden band, and as a
known concentration of Mn atoms, determined with the helpresult lies below the Fermi level. On the basis of the above
of the microanalyzer. arguments we can conclude that the acceptor IEygllies

We calculated the values & presented in Table | on in the forbidden band for-0.026 e\<E<0.02 eV, and the
the basis of determined values »fandy and the results fixation of the Fermi energy level observed at 0.004 eV
obtained in Refs. 6 and 7. Sin&(H) =const, we can use, above the bottom of the conduction band for the above val-
according to AkeroV,the following expression for determin- ues of Eq is attributed by us with the acceptor leveh,
ing Eg: which in turn enters the forbidden band fBy=0.037 eV.
This follows from the fact that no fixation of the Fermi level

(3772n)2/3h2 -
Pm————, (2)  Wwas observed for these valuestf and the conduction elec-
2me tron concentrations 1:810'-10°cm™3.
A(LH)=3.2x10°n~2F 0e 4]. (3) Thus, the following conclusions can be drawn on the

) ) basis of experimental data on SdH oscillations at microwave
It follows from (2) and (3) that, using the period (1H) of  frequencies, nonresonance cyclotron  absorption in
the SdH oscillations and the effective cyclotron mass of CO”Hgl,x,yCdanyTe and the literature data on intrinsic point
duction electrons, we can dgtermine the valu«EpfreIatiye defects in mercury chalcogenided) the presence of reso-
to the bottom of the conduction band. The peribdf oscil-  pance acceptor stat&s, andE,, in the conduction band of
lations in the given case is determined from the OSC'”at'or“Hgl_x_yCcL<MnyTe is caused by singly and doubly charged
of dA/dH, while the value ofm. is determined from the  nercyry vacancies, respectivel) the ground-state energy
nonresonant cyclotron absorption spectrum at two workingf acceptors measured by direct methods as a function of the

frequencies. forbidden gapE, is in accord with the theoretical concepts,
taking into account the long-range Coulomb potential of va-
DISCUSSION AND CONCLUSIONS cancies.

Using the experimental and calculated data, we obtained
the parameters of the samples under investigation given in
Table I. It should be noted that the valuesf; andE, for *E-mail: prohorov@pr.fti.ac.donetsk.ua
Eg<0 are equal respectively to the energigg andE,, of DExtraordinary and ordinary waveét) in Faraday’s configurationk({/H),
acceptor states. Comparing the parameters obtaine&gfor these are the waves in which the direction of polarization respectively

. - - coincides and does not coincide with the direction of cyclotron rotation of

<0 with the results obtained in Refs_' ]."2’9’ we note thgt thefree charge carriers of the same polarif2) in Voigt configuration
form of the E5(E4) dependence is similar to that described (k1 H), these are the waves for whigh H andE|[H, respectively, where
in these publications. This means thgt; andE,, are the k is the wave vector an€& the electric vector of the microwave field.
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In an approach of low transparency of the barrier the tunneling of electrons through doubly
degenerate local state has been considered with allowance for the Coulomb and electron-phonon
interactions. It is shown that in the case of weak electron-phonon and strong electron-

electron interactions the dependence of tunneling current on the applied voltage has a step-like
character at low temperature. The threshold value of the current was measured for small

applied bias. The bistable state of the tunneling current is possible in the region of large bias. In
the case of strong electron-phonon and weak electron-electron interactions, the threshold of
tunneling current can be bistable. This result is a direct consequence of the electron pairing in local
states. ©1999 American Institute of Physids$1063-777X99)00610-4

INTRODUCTION pearance of step-like current-voltage curves and the bistabil-
ity of threshold tunneling. Detailed consideration is restricted
It is well know that electron transport through quantumto one-dimensional case of resonant tunneling. The study of
low-dimensional structures in the ballistic regime is veryfluctuations shows that they can be virtually suppreSsed
sensitive to certain resonance conditiors.This circum-  such a structure. The latter is typical of double level systems.
stance can be used for effective driving of the tunneling pro-
cess. One of the most frequently used objects to study this
phenomenon_ is douple—barrier resona_mt tunneling SIructure |\ MILTONIAN OF THE SYSTEM
(DBRTYS), which consists of two potential barriers surround-
ing a potential wellthe quantum well Peculiarity of such a We consider a model of tunneling with a double-
system is the charge accumulation in interbarrier spacelegenerate local state in the barrier. The energy profile of
Therefore, many-patrticle effects can play an important rolethis structure is shown in Fig. 1. Electrons are assumed to
For instance, the dynamic charge accumulation within &nteract with one another through the Coulomb potential and
quantum well leads to an electrostatic feedback mechanisphonon field in the local state. The Hamiltonian describing
that shifts the resonance energy. Under some conditions, thiee electrons in this system can be written as follows:
can result in the appearance of nonlinear effects such as in- -~
trinsic bistability>® self-oscillations’;® Hamiltonian chaos, H=Ho+Hw*Hr. @
dissipative chao¥ and other effects. These phenomena asThe first term of the Hamiltonian
sume the presence of electronic states in the quantum well.
In the case of a local state this is not valid. However, asithas Hy= 2 e (K)ay,ay,+ Z sR(p)a;(,ap,, 2
been shown in Refs. 11 and 12, a doubly degenerate local ke po
state is sufficient for nonlinearity of resonant tunneling anddescribes electrons in the left electro@enitte) and in the
the appearance of intrinsic bistability. There is, however, anright electrode(collecton (regions 1 and 3 in Fig.)1 Here
other problem. The strong electron-phonon interaction s (ay,) anda,,(ay,) are the creatiorannihilation opera-
possible for the local staté'*that can essentially change the tors, respectivelyi, (K)=e, +#2k%2m, is the energy of
tunneling nonlinearity. In particular, it can lead to effective electrons in the emitterik and m_ are their quasi-
electron-electron attraction and appearance of the electramomentum and effective mass, respectively, anis the
pairing. electron spin. In the collectdwith an external potential/
In the present paper we consider this problem for theapplied across the barrier eg(k)=7%2k?/2mg+er—V,
case of double-degenerated electronic state where an acavheremyg is the effective mass.
mulation up to four electrons in the local state is possible. In Eqg. (1) the HamiltonianH,y describes electrons and
Taking into account interaction between electrons andheir interactions in a local stat@egion 2 in Fig. 1. We
electron-phonon interaction can lead to a number of propereonsider the case where the local state is doubly degenerate.
ties characteristic of nonlinear tunneling, including the ap-ThenH,, can be written as follows:

1063-777X/99/25(10)/6/$15.00 776 © 1999 American Institute of Physics
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Vo 2. DENSITY OF STATES
Before considering the density of states it is convenient
to transform the Hamiltoniahl,, using the unitary transfor-
1 2 3 mation
P
1] S=exp| — “ata,(bi—b")}. 5
L By boo- % 2 o Badulbimb) 5)
E . .
= 512 Vv We can thus writeéHy in the form
M  E3
fe o Hw=2 Eoaja,+ > fhwbb
a a a i
Lt R
[
L 1
1y - + o+
+5 a;:az Ua; a; 8,24, (6)
where
€r
FIG. 1. Energy profile under applied voltayeof a barrier structure with U=uU.— E |L'|2 Eo=go— yV— z |¢_'|2
localized energy levels. S FOTI T ho,
For the HamiltoniarH+ we obtain
Hi=2 TwaSar,ast > TpaSvar,a
Hw=> Eoala,+ X fiwb b+, ¢ ala.b+b) T % @ SbBoRa QE,J Pl
o 1 al
1 + ) Tyods a,+cC.C. (7)
- + o+ pTk “p '
+5 agaz V@ B BayBa,- 3 o

where

Here a; (a,) are the creatiorfannihilation operators for ok .
electrons in the local state,=(l,o), o is the spin number, Sp=expl — > 7. (BT
andl is the quantum state number which takes values 1 or 2. ' !
The energy of the local state, taking into account the applied  Next we restrict the analysis to the case of electron tun-
bias, is written as followsEy=¢y— vV, wheregq is the  neling without radiation and absorption of phonons. After
energy of the local state, angdis a coefficient;y=a, /a, averaging Hamiltoniang6) and (7) over the phonon states
a=a +ag, a_ andag are the distances of the local state we obtain
from the left and right borders of the barrier, respectively,
. ; i . 1

andV,_,, is a matrix element describing the electron inter-y = Eata += > Ua'a'a,a (8)

] 192 ) S ] . w 00‘“2# a1 Fa,%ay,%ay
action in the local state. For simplicity, we approximate it by @ a7 az
the positive constan¥,_ ,.=U., which corresponds to re-

. . 172 L _2 T+ 2 = _+ z +
pulsion,b;" (b;) are the creatioannihilation operators for Hi= ” TkaBio@at 25 TpaBp,8at 2 Typay apt+c.c., (9)
phonons of théth mode ¢ w; is their energy, ande;,, is the . .
matrix element of the electron-phonon interaction for localwhere
states. The explicit form of such interaction is not important
for our goals. It can be an interaction with the acoustic, op- '-“rpa:-rpa exp[ ->
tical or local vibration modegsee Ref. 14, for example [

The HamiltonianH in Eq. (1) describes the tunneling % 1

o . [Oh
transition of electrons through the barrier and has the con- p; ex;{ ﬁ) -1
B
The density of states(E) of local levels can be determined

ventional form®®
. N N with the help of Fourier transform of the retarded Green’s
HT:kE Tkaak(raa""zp Tpaap(raa+k2p Tkpax aptc.c., function G(a, a,E)
a (23

(4)

2
Pai

— | ni+
ﬁwi :

1
> ’ : (10

11

1
p(E)=——2 ImG(a,aE), (12)
whereT,, andT,, are the matrix elements of the tunneling ‘
transition to the local states from the left and right electrodeswhere
respectively, and, is the matrix element for direct tunnel- G _ +
. o . ya,t)=—i6(t){[a,(t),a,(0 , 13
ing transition from the emitter to the collector. In general, the (1) (([a, (1,2.(0)]+) (13
matrix elements depend on the applied bias. and 0(t) is a Heaviside unit step function.
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Using the HamiltoniarH,,, the Green’s function can be where

calculated explicitly. For example, for the stateve obtain 3 3
3 F(n)= 2>, Clgn(1-n)®> ™™ Cl=—— .
G(a,a,E)=ﬁ[1+2 > =y 3 5 mli(3—m)!
0 M7t LBy g, The functionsg,,=g(E,, determine the occupancy of new
m U states. Thus, Eq18) is a cubic equation for the occupation
x Il n. = ] , (14  numbersn. In general, this equation can have three solutions
m=1 "™ E'=Eo=mU in the interval G=n<1. According to Eq(11), for g,,=g we

obtainn=g. The equation admits three solutions whgn
=g,=0, i.e., if the two states are vacant. These solutions
have the form

where E'=E+i7 in the limit »— +0. Heren,=(a_a,)
are average values of the occupation numbers of e
state. The Green’s function has poles Bt=E,+mU,
wherem=0,1,2,3. The electron-phonon interaction and the  n =0,
electron-electron interaction therefore lead to a splitting of

the local degenerated states. New states are separated by the 3 o "
value U. In this case, howevet) may also take negative N2s=735 0s—30,
values. Using Eq.7), we can calculate the density of staes
for the local states in the barrier. These states depend on t
occupation numbers of statag, which are functions of the 30,

9g5+4(g3—3g,) |
4(g3—39)?
I‘féccording to the condition @n<1, expressior19) leads to

(19

applied voltage. This is the reason behind the nonlinearity of ~ 0< 3g,—9 <2,
the tunneling current. 3

995 —4(39g,~g3)>0. (20
3. OCCUPATION NUMBERS These inequalitie§l5) are compatible when

When the constant external voltage is applied to the sys- 2
tem, a nonequilibrium steady-state distribution of electrons  92= §(1+ V1—gs3), g3>3/4. (21)
sets in. It is assumed that the electron distribution functions
in the electrodes are at equilibrium because of their largd hus, Eq.(18) has three solutions when the valuegyefand
spatial extent, but their chemical potentials change. The latg3 are close to unity. The two solutioms andn; are stable,
ter are connected through the relatipn—ur=V (where  While the third onen, is unstable. The stable states corre-
. andug are the chemical potentials of the emitter and thespond to the cases in which the local state does not contain
collector, respectively The electron distribution function electrons or contains four electrons occupying two upper lev-
g(E) in the local state is essentially nonequilibrium. It canéls. The latter is possible since the system is essentially out
be determined from the condition of equality of the tunnelingof equilibrium.

current through the emitter and the colledtdr’ Matrix elements for tunneling in the one-dimensional
1 case are given in the Appendix by Eq8.1) and(A2). The
g(E)= [TL(E)f (E)+TR(E)fr(E)], (15) functionsI' (E) and I'x(E) can be approximated by the
I'(E) value
where ' r=a, rVE—&, R(0). (22)

I'(E)=T(B)+T'r(E), Herea| andag are the proportionality factors for the emitter

and the collector, respectively:
TUE) =2 [Tl ?AE-e (K], (16) ,
X m VEB(0,a. ;E)

L= )
4mmEsVo—eo(Vo—eL)

mgVeB(a ,a;E)
fL(E) and fgr(E) are electron distribution functions in the aR= ;
emitter and the collector, respectively. The occupancy of lo- 4TmEs\Vo—eo(VL~er)
cal states in the barrier can be determined with the help oénd
the expressiol? )
f
1 Ee=z——.
na=—;JdEg(E)lmG(a,a,E). (17) ° 2ma
Substituting(22) into (15) and taking into account that

ex E-uLr
kgT

where kg is Boltzman constant, and is temperature, we

n=F(n), (18 obtain the expression for the electron distribution function

a

PR<E>=§ | Tpal 2L E—er(P)],

As follows from (7), the expression fon, does not depend
on the indexa. Therefore, the mean values of the occupation

numbers are also independent of the number of the quantum
state, and we can assume thgt=n. Thus, we finally obtain

-1

+1| (23

LR™




Low Temp. Phys. 25 (10), October 1999 V. N. Ermakov 779

n voltage is lowered below,, the occupation drops abruptly
1.0 to zero at a lower value of the voltagh . Thus, there is a
voltage range fronV; to V, that contains a bistable region.
0.8f The voltage interval{,—V;) decreases with an increase in
temperature. Such character of bistability is a consequence of
0.6 the negative value dfl.
0.4
4. TUNNELING CURRENT
0.2 In the case of a constant applied voltage the tunneling
ok current through the double-barrier structure can be calculated
in various ways(see, for example, Refs. 17 and)19he
following simple expression was obtained for this quantity:
n e I' ((BE)TR(E)
1.0+ — b ch—gf d ~TE [fL(E)—fr(E)]p(E)
]
'
0.8r » + 2| dE PE)fL(B)— fa(E 24
» - (E)fL(E)~fr(E)], (24
0.6 .
E E wheree s the electron charge. The second term in 9) is
0.4+ o caused by the direct tunneling of electrons from the emitter
E ' to the collector. The transparency coeffici®{E) is defined
0.2} ‘ E as follows:
[
1
ot 1 1 I L 1 | 1 P(E)ZKE |Tkp|2§[E_8L(k)]5[E_8R(p)]v
0o 2 4 6 8 10 12 P
V/e whereT,, is given by Eq.(A3) in the Appendix. For a low

barrier transparencyl; <U, the density of statep can be

FIG. 2. Dependence of the population densitpf the local state on the : : :
applied voltageV' for U/e—0.2 (@) and —0.2 (b). Solid fine is fork,T  calculated using formulail2) and(14), which give

=0.01; dashed line is fokgT=0.05. 3
p(E)= 2 CH(1-n)* ™"S(E—Ey). (25)
m=0

Om- For more detailed investigation of the properties of Eq.

(18) we will consider the same particular cases. Equation(24) then becomes

e § TREmTL(Em)

a. The case of U >0 Jed=7 {fL(Em) — fR(Em)}
h =0 I'E)
A plot of the dependence of the occupancyon the
applied voltage obtained by solving E4.8) at low tempera- < (1—n)3—Mmem 4 Ef _
tures kgT/e=0.01 and 0.05and the parametems /mg (1=m™ P n"Cqt 7 | dE PB)LTL(E) ~TR(E)].
=1, y=0.5, ¢q/le=1.6, andU/e=0.2 are represented in (26)

Fig. 2a. Heree is a normalizing constant of the order of

magnitude . It follows that with increase in the applied The results of numerical calculations &f4(V) for the
voltage, the occupancy of the local state increases stepwi&Me parameters as those used for constructing the curves in
due to consecutive occupation of split states. Above the critiFig- 2 for different values of temperature are shown in Fig. 3.
cal valueV,, the occupation drops abruptly to zero due toA bistability of the tunneling current is due to the filling of
the departure of the local states from resonance. If the volt€!ectrons in the upper energy levels of the splitting state. The
age is lowered below,, a jump in the occupation number toothed shape of the current in Fig. 3b is due to the departure
is observed at a lower value of the voltayg. Thus, the ©f the local states from resonance.

voltage range fronV,; to V, contains a bistability region,

which is connected with the removal of electrons from theCONCLUSIONS

lower levels and with their attachment to the upper split  th,5 the electron-electron and electron-phonon interac-

states. tions in the local degenerate state result in the conductance
oscillations of the tunneling system. The later is connected
b. The case of U <0 with the splitting of electron states by the Coulomb or

In this case the dependence of the occupamon the  electron-phonon interactions. The value of splitting defines a
applied voltage is more complicated. This dependence iperiod of the conductance oscillations. The step-like shape of
shown in Fig. 2b atJ=—0.2. It follows that, with increase the current-voltage curve and its threshold character have
in the applied voltage, the occupancy of the local statesome analogy with an effect of single-electron tunnéfing
abruptly jumps to one above the critical valig. If the  when U>0. The bistability takes place in the interval of
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oF APPENDIX
a
8r When a constant voltage is applied to the system, the
U wave function of an electron in the barrier can be found in
o6 the WKB approximation
-
< 5} 1
B4l I l )
Y (x)=—=B(0,x;e.(k)),
=l / k(X) L ( L(k))
2r 1
r W ()= —=B(x,a;r(
p 14 CR p))!
0 1 1 1 1 1 | 1 \/ﬁ
0 2 4 6 8 10 12 1 (B(xa e, if x<a,
V/e VY, (X)=—= .
Jr | Bay x;e,) if x>a,
5F b
where
A
B(Xy %o:E) [ Ve E)
g X1, X E)=exp — | - V2m(V(X)— ,
23f no x h
—,82 B L andR are the collector and emitter regions, respectively,
andr is the radius of the local state. It is assumed that
il l r<a, ,ag. Under the condition thaE=¢ (k)=¢er(p)=¢,
1 is the energy of the tunneling electron, the matrix elements
o Tok» Tap, andT,, are
| 1 1 ] 1 ] 1
0 2 4 6 8 10 12 a _ a,
V/e Ta=J' PE(X)V(X)¥ ,(x)dx=V B(0,a, ;E) —,
/ k 0 k( ) ( ) ( ) L ( L )\/ar_L
FIG. 3. Dependence of the tunneling currehty/J,, where Jo=eu (A1)

-10™*/% on the applied voltag¥ for U/e=0.2 (a) and —0.2 (b).

a _ ag
T a=J T*(X)V(X)¥ (x)dx=VgB(a_,a;E) ,
p a p( ( ) ( R ( L \/ar_L
negative differential conductance. The signlbfletermines (A2)
the shape of the current-voltage characteristics. In the case of a o a
a strong electron-phonon interactiod €0) the bistability Tkpzf PE(X)V(X)¥p(x)dx=VB(0a;E) —, (A3)
takes place in the interval of positive differential conduc- 0 VRL

tance. Such peculiarity is due to the pairing of two eIeCtrOH%hereVL VR

) | PERLI andV are the average values W{x)
with opposite spins in local states.

An important feature of the present model is its stability - 1 aV d
with respect to the fluctuations. A simple consideration of “alo Ogdx,
the fluctuations of the occupation numbers of the local states

. o 1 a
results in VLza_f LV(X)dX’

(on?)=((A—n)®)=n(1-n). (27) L0
In the region of bistabilityn takes values in the vicinity of V. _i aV(x)dx
unity or zero. At these valueg(sn%)<n. However, in the R ag Ja '

region of the current steps the fluctuations are comparable _ ) _ .

with the charge value. This conclusion was confirmed’/NeNV(X) is a linear function ok and the applied voltage
experimentally’® With increase in the temperature, the steps

quickly smooth out due to the smoothing of the Fermi dis-

tribution functions. The region of their existence is limited ~ V(X)=Vo—V
by temperaturé&gT<U. The temperature dependence of the

bistability is due to the change in the functiogg, which ~ B(X1,X2;E) can be written in the form
are not so sensitive to temperature. The bistability disappears {exp[Z(Xl)—Z(Xz)} if X2<<Xg
when maxg(E)<3/4, which can be achieved at sufficiently B(Xq,X,;E)=

agta’

high temperatures comparable to In the range of these exp{Z(Xy)} if X2>Xo
temperatures one can ignore the spin dependence and thgere

situation becomes similar to the one considered in Ref. 5. Vv

WhenU_<O, !r)creasing the temperature leads to suppression X0=X2_X1 1V(x1)+ X1 —E],

of the bistability. X2~ Xq
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The surface resistance of Be of different purity and its alloy with(30%Be—50%A) is

investigated in the temperature range 4.2—300 K in the frequency region'®Hz01t is shown

that in the temperature intervéh the vicinity of 77 K) where beryllium is a dc

hyperconductor, the surface resistance of pure beryllium and the alloy has the lowest value as
compared to other metals including aluminum. The temperature dependence of the surface
resistance of Be and its alloy is successfully described by classical formulas of electrodynamics.
© 1999 American Institute of Physid$S1063-777X99)00710-(

INTRODUCTION samples were annealed for four hours ix 50’ mmHg
vacuum at 900 K for beryllium and 700 K for aluminum.
After annealing, the surface of the samples under investiga-
tion was subjected to chemical polishing. The samples of
Al-Be alloy were not subjected to annealing and polishing.

In view of an anomalously high Debye temperat@ref
beryllium[®(Be)=1160 K], its dc resistivityp in the vicinity
of 77 K is lower than the value g for metals with a high
electrical conductivity(such as Ag, Cu, and Aby a factor
of 5—8. At the same timg(Be)>p(Ag, Al, Cu) at room and

; e : EXPERIMENTAL RESULT
helium temperaturek:® Since the surface resistanég of SULTS

metals is a function op in the region of classicalR) as The measured values of dc resistivity of the materials
well as anomalousRp) skin effect!®it is natural to as- under investigation are presented in Table .
sume that, like resistivity, Rs(Be) is lower than Figure 1 shows the temperature dependence of resistivity

Rs(Ag, Al,Cu) in a certain temperature rangg;>77K  p(Al) of aluminum(curvel) as well asp(Be) for Be samples
>T,. However, the information on high-frequency proper- of purity 99.98%, 99.97%, and 99.96%urves2, 3 and 4
ties of beryllium itself and its alloye.g., with Al is not  respectively. Curves5-12 describe the temperature depen-
available! while the functional dependence betweg(r) dence of surface resistance of Be of purity 99.98%4rves
andRg(T) is not valid for all compound$:® For some com-  with even numbepsand aluminum(curves with odd num-
pounds, it is not observed in view of peculiarities on theberg for frequencies 10Hz (curves 5,6), 10°Hz (curves
temperature—frequency dependence of their surfacg,8), 10° Hz (curves9,10), and 10°Hz (curves11,12), re-
resistanc&1° For this reason, the hyperconductivity of Be spectively. It can be seen that ohmic los&&Be)< R4 (Al)
and its alloy at high frequencies remains unclear. in the temperature range,—T,(T,>T,) as in the case of dc
In this communication, we report on the results of ex-measurementsT was found that for the same Be sample,
perimental investigation of the resistance of Be with 99.98%f ;= const at all measuring frequencies, while the valu& of
purity in the frequency range 0—¥Hz and of Be with decreases with increasing frequency. For this reason, the
99.97% and 99.96% purity as well as the 50%Be—50%Alktemperature rang&,—T, expands with increasing frequen-
alloy at frequency 1%Hz in the temperature range 4.2—300 cies(see Fig. 1, while the ratioR4(Al)/R¢(Be) increases for
K. The measured values of resistance are compared with tiE<T, and decreases far,<T<Tj;.
values of p and Ry of aluminum of gradeA9995. It is The impurity concentration in beryllium affects its resis-
knowrP® that the surface resistangg,,(Al) of pure alumi- tivity as well as surface resistance. The following regularities
num in the anomalous skin effect can be lower thanwere established in this case.
Rsan(Cu, Ag), which dictated the choice of Al as a reference

metal. TABLE |. Resistivities of materials under investigation.

SAMPLES AND MEASURING TECHNIQUE Sample p(300 p(4.2 p(300/p(4.2)
We investigated Al and Be samples prepared in the fornfnaterial t-m

of rods of diameter 1.5—3.5 mm and samples of Al—-Be alloygeg9.98 4108 2.10 10 200

(AB) in the form of a foil of thickness 0.1 mm. DC mea- Be99.97 451078 2.910°% 155

surements were made by the bridge technique and ac me&€99.96 4610_788 4'10:12 115

surements by the resonator method. Measurements were c§ﬁ995 2.75 10,8 5-10 - 550

. ) ) . B50 3.7510 1.1-10 35

ried out in a cryostat in helium vapor, and the temperature

was varied from 4.2 to 300 K. Before measurements, th&emark p(Al)/p(Be99.98=6 atT=77 K.

1063-777X/99/25(10)/4/$15.00 782 © 1999 American Institute of Physics
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FIG. 1. Temperature dependences of resistivity of alumid8895 (curve

1) and beryllium of purity 99.98curve 2), 99.97 (curve 3), and 99.96%
(curve4) (on logarithmic scalg and of the surface resistance of Al and Be
of purity 99.98% at frequencies 16z (curves5 (Al) and6 (Be)), 10° Hz
(curves? (Al) and8 (Be)), 10° Hz (curves9 (Al) and10 (Be)), and 18°Hz
(curves11 (Al) and 12 (Be)); curve 13 describes theRy(T) dependence
calculated for Be at frequency 1Blz. The inset shows the concentration
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dependence of the ratjg300)/p(4.2) for beryllium.
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FIG. 2. Temperature dependence of the surface resistance of Be of purity
99.98 (curve 1), 99.97 (curve 2), and 99.96%(curve 3) and of aluminum
(curve 4) at frequency 1DHz. The inset shows the concentration depen-
dence ofR for Be at frequency 1OHz andT=10K.

face resistance of Be of purity 99.98%urve 1), 99.97%
(curve 2), and 99.96%(curve 3) measured at frequency
10° Hz. The temperature dependenceRaffor Al (curve4),
measured at the same frequency, is shown for comparison.
The inset to Fig. 2 shows the surface resistance of Be at
frequency 18Hz andT=10K as a function of impurity con-
centration in it.

Figure 3a) (curvel) shows the temperature dependence
of resistivity of the Al-Be alloy, while curv@ describes the
p(T) dependence for Al. Figure(B) shows the temperature
dependence of the ratio & of the alloy andRg of alumi-
num at frequency Hz in the temperature range 50—250 K.

DISCUSSION OF RESULTS

The values ofp(T) for Be and Al in the temperature

As the impurity concentration increases, the resistivity ofrange 300—4.2 K are close to the valuesp¢T) for these

Be increases in the entire temperature rafsge Fig. L The
inset to Fig. 1 shows the dependencep(800)/p(4.2) on the
impurity concentratiorx (in percent for the Be samples un-
der investigation. It was found that the rapéx,)/p(x,) for
Be samples withx;>x, at T=300K is smaller than at
T=4.2K. As the value of increases, the temperatufg
becomes lower, while the value ®% increasegsee Fig. 1

metals reported by other authofsee, for example, Refs.
1-3, 11, and the ratiop(Al)/p(Be)=6 obtained at 77 K is
also close to values given, for example, in Refs. 1 and 2.
Consequently, the surface resistance of beryllium was stud-
ied on samples with typical dc parameters for this metal.
According to Papirov and Tikhinskiip(Be) can be pre-
sented in accordance with the Matthiessen rule as the sum of

Thus, an increase in the impurity concentration narrows théhe residual resistivity, and the temperature-dependent re-
temperature rang&,—T,. This also applies to the surface sistivity p,, and the temperature-dependent resistivity com-
resistance. In this case, the valueTof is constant for the ponentp, for Be can be described by the Grisen—Bloch
sample with a given impurity concentration in the entire fre-equatioi? to a fairly high degree of accuracy.

guency rangéthis is not indicated in the figurgswhile T,

The fact

that {p(x1)/p(x2)}(300)<{p(X1)/p(X2)}

xx. Figure 2 shows the temperature dependence of the sui(4,2), forx;>X,, which is typical of berylliuni as well as
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nificantly atT=300 K, p(Be) becomes equal to(Al) even at
T,=200K, andp(Be)<p(Al) for T<T;.

At temperatures below 100 K, the value @5(Be)/dT
decreases gradually, and as the temperature decreases, the
resistivity of beryllium goes over to the region of residual
resistivity (i.e., dp(Be)/dT=0). However, the relation
T/®(Al)<0.5 is observed for Al in this temperature range,
i.e., the dependenge(Al)=T> can now be observed for Al,
and hencedp(Al)/dT>dp(Be)/dT. For this reasonp(Be)
becomes equal tp(Al) at a certain temperatufg,, and for
T<T,, p(Be)>p(Al) again(see Fig. 1 Thus, the relation
p(Be)/p(Al)<1 is observed in the temperature rarige-T,.

The temperature dependence of the surface resistance of
Be can be described by the familiar formulas in electrody-
namics in the region of classical as well as anomalous skin
effect. Curvel3in Fig. 1 shows the temperature dependence
of Ry(Be) for purity 99.98% at frequency 2@z calculated
by formulas Sondheimer and Chamb&ts.

An analysis of the temperature dependeR€T) for
aluminum and beryllium calculated by the formulas pro-
posed in Ref. 5 leads to the conclusion that the classical skin
effect in both metals ai=170K is observed at all measur-
ing frequencies, while at=70K it is observed at frequen-
cies up to 10Hz. It follows hence that, firsfT ;= const for
the same sample at all measuring frequencies including di-
rect current, since this temperature is in the temperature
range of the classical skin effect. With increasinghe re-
sistivity of Be at high temperatures increagahough more
slowly than at low temperaturesConsequently, the equality
of p(Be) and p(Al) is observed at a lower temperature, i.e.,
the value ofT, decreases with increasing

According to Chamberthe surface resistand®y,, of
a metal in the region of anomalous skin effect can be pre-
sented in the fornRg,=Ro+Rs(p). Here Ry (Af?)13 is
the extremely small value &, independent op, Ais the

FIG. 3. Temperature dependences of resistivity of aluminum—beryllium alygtio of the Fermi velocity to the charge carrier concentra-

loy (curvel) and of aluminum on logarithmic scafeurve?2) (a) and of the
ratio of R, of the alloy toR, of Al at frequency 18Hz (b).

tion, and Ry(p) ~A?f(0:304,(0821) (The exponents 0.4
and 0.82 correspond to specular reflection of electrons at the
metal surface and 0.3 and 1.1 to diffuse scatteying.

It should be noted that the value Affor Be is smaller

for other metal, can be explained by the Matthiessen rule. Athan for other metals, and hen&g(Be)/Ry(Al)<1. How-
high temperatures, the componest associated with the ever, in view of a very large value of the ratipeBe)/p(Al)
electron—phonon scattering dominates over the residual rend henceR¢(p)(Be)/R¢(p)(Al) at T<T,, the condition

sistivity componentp,. For this reasonp(x;) and p(X,)
depend only slightly on the impurity concentration, and
hence differ insignificantly. According to the Greisen—
Bloch equation, the temperature dependent compomeat

Rs(an)(Be) > Rs(an)(AI )

These facts lead to the following conclusions.

Since dR,y/df > dRg/df for any metal under the condi-
tions of anomalous skin effect affd= const, itsR, increases

low temperatures is smaller than the residual resistigfy with frequency more rapidly thaRg(p). Consequently, the
which increases with impurity concentration almost linearlyratio Ry/Rg(p) will increase with frequency, i.eRyy tends

(see inset to Fig.)1 For this reasonp(Be) at low tempera-

to Ry more rapidly. And sinceRy(Be)<Ry(Al), the ratio

tures is mainly determined just by residual resistivity, i.e.,Rqan(Al)/Rgan(Be) increases with frequency fof <T,,
resistivity depending on the impurity concentration.
At temperatures below 300 K, beryllium obeys the rela-should be noted that according to calculations based on

tion T/®(Be)<0.5, i.e., a strong dependenpéBe)(T) is

while the value ofT, decreases in accordance with Fig. 1. It

Chambers equatioﬁsthe relationR(Be)<R¢(Al) must be

observed in this temperature region. As the temperature debserved for samples of ultrapure or monocrystalline beryl-

creases, it approaches the dependem@e)=T°. On the
other hand the ratid@/®(Al)>0.5 for Al near 300 K, and
hence p(A)~T
>dp(Al/JT near 300 K. Since(Al) andp(Be) differ insig-

[O(A)=420K].

Thus,

ap(Be) T

lium with the ratiop(300)/p(4.2)=3- 10 for any tempera-
ture belowT, irrespective of the residual resistivity of Al at
frequencies~ 10'°Hz.2 In this case, the concept of tempera-
ture T, becomes meaningless.
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The skin depth decreases upon an increase in frequenc@ONCLUSIONS
However, the temperature dependence of the mean free path
remains unchanged. Consequently, the temperature corre: ¢
sponding to the onset of anomalous skin effget, the tem-
perature at which the skin depth and the mean free pat
become equalincreasesto 70 K for Al and to 100 K for Be
at frequencies~10'°Hz). This means that the anomalous
skin effect is observed at high frequencies and at temper
tures for whichp(Al)/p(Be) has the maximum value and sup-
presses the effect gfon the surface resistance of Al and Be.
For this reason, the ratiBg(B€)/Rgan(Al) increases and The author is pleased to dedicate this work to the blessed
tends to unity forT,<T<T;. memory of Academician B.l. Verkin who is remembered

As in Ref. 3, the samples under investigation display awith gratitude by all his colleagues.
nearly linear dependence of resistivity of Be on the impurity ~ The author thanks Prof. V.M. Dmitriev for his interest in
concentration in it(see inset to Fig. 1 According to this research and fruitful discussions.

Chambers, the experimentally obtained dependerRgx)
in the region of anomalous skin effect is also close to linear
(see inset to Fig. 2
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(T1=Tp) in which the value op for the alloy is smaller than | "Axad Nauk. SSSR, Mehlo. 3, 907 (1979.
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Qt_ which r_esidua_l resistivity dominategsfor Be with impu- 4G. E. H. Reiter and E. H. Sondheimer, Proc. Roy. S95, 336(1948.
rities dominates is higher than the analogous temperature fofR. G. Chambers, Proc. Roy. So&215, 481 (1952.
beryllium of higher purity. This apparently explains the ex- °F.F. Mende, I. N. Bondarenko, and A. V. Trubitsyyperconducting and
istence of the temperature intervej—T, for the alloy, the — ,C00led Resonant Systefis Russiar, Naukova Dumka, Kiey1976.
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\(alue of T, for the alloy being higher than for pure beryl-  garyakntay, vol. 1 (1998.
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brittle Be phase and Al-Be eutectic. Translated by R. S. Wadhwa

It has been established experimentally that just as in the
e of direct current, the surface resistaRzeof Be of
Hifferent purity and its alloy with Al is smaller thaRg of

any other metal within a certain temperature intefival T, .

The surface resistance of Be can be smaller than the surface
resistance of Al by a factor of 1.5-2.5, and the temperature
%nd frequency dependence R{ for Be and its alloy is suc-
cessfully described by classical electrodynamic formulas.

E-mail: dmitriev@ilt.kharkov.ua
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Granular tellurium films deposited on rough surfaces of NaCl and KCI single crystals heated to
150 °C consist of two layers in each of which a resonance band is excited simultaneously.

A band with frequencyw, of natural electron oscillations is excited in isolated granules of the
upper layer. The plasma frequency of bulk tellurium is calculated from the measured

values ofwg and the known permittivities of NaCl and KCI. @999 American Institute of
Physics[S1063-777X99)00810-3

This paper is dedicated to the memory of Acad. B. l.wg which emerges in the aggregate of dipole granules of a
Verkin (National Academy of Sciences of the Ukraine)given metal with permittivitye,,, e, being the permittivity

evinced keen interest in this field of research of the medium surrounding the granules. In addition to the
dependence on permittivities,, and ¢, the plasma reso-
1. INTRODUCTION nance frequency exhibits a considerable dependence on the

. _ filling factor . Eliminating the dipole—dipole interaction be-
Plasma resonance in granular Te films was observed bt30veen granules, i.e., going over to an aggregate of isolated

us fo_r the first “T“e n Ref' L. Continuous _Te films are char- ranules, we can determine the frequengyof natural elec-
acterized by an intense interband absorption band in the |OV\?—

f | : ih th K 39 ron oscillations in a granule. For granular films of noble
req“?”f’}’ spectral region with the peak near=3. metals and metals of the third group deposited on quartz
X 10°s ! [Refs. 1-3. After annealing at 150 °C, the con-

: . , . substrates, only one plasma resonance band of frequency
tinuous tellurium film decomposes in small granules, and g always excited. However, for Awand I granular films

resonant absorption band whose optical properties are ide'&'eposited on specially prepared rough surfaces of NaCl and

tical to those of the plasma resonance band in granular ﬁlmRCl single crystals, two plasma resonance bands could be

pf noble metals as well as metals of the third group emergegy -ined: the Iow-fr,equency band with frequeneyand the

in the near UV spectral range. _ . high-frequency band with frequenay,. For a tilted inci-
The resonance frequency Of plﬁsma oscillations "Nence of light on a granular film, the latter band does not

granular films of these metals is given‘ty split into thes- andp-component§ which is possible only in

2 3 the absence of dipole—dipole interaction between granules.

2
15 o
P S= wg—w’z, (1)

o

a

wi=— P P
S ent2ey 3

wherew, is the plasma frequency defined as

47N€?
wp= , 2 We describe here the results of investigation of simulta-

m neous excitation of two plasma resonance bands in granular
N, e, andm are the number density, charge, and mass offe films deposited on rough surfaces of NaCl and KClI single
electronswy is the frequency of natural electron oscillations crystals, the measurements of natural frequengyof elec-
in a granule,e, the permittivity associated with interband tron oscillations in a Te granule, and the calculation of the
transitions in the metalc;_m the permittivity of the medium  plasma frequencw,, of bulk tellurium.
surrounding the granules=qen+(1—-q)e, is the permit- The method of preparing rough surfaces of NaCl and
tivity of the granular film, andj the filling factor, i.e., spe- KClI single crystals is described in Refs. 6 and 7. Granular Te
cific volume of granules in the film. The second term(In  films of various thickness were deposited on rough surfaces
was derived for a model in which spherical granules of theof these single crystals heated in high vacuum to 150 °C and
same radiusa, are at the sites of a quadratic lattice with then held in this vacuum for 30—40 min. After measuring the
constanta.? The factors appearing as a result of summation spectral dependence of transmissioon a SF-26 spectrom-
of the fields of dipoleggranule$ is equal to 2—3. The ratio eter, thick layers of NaCl and KCI were deposited on the

2. EXPERIMENTAL RESULTS

ap/a can be expressed in terms of the filling factpr obtained films in high vacuum at room temperature. The
a 3q)\ 12 films were held in vacuum for one hour, and then the spectral
0 q . .
a2 2—) (3 dependences of transmissidrwere measured again, and the
v

spectral dependences of optical dendityw)= —log T(w)
The field E4 appearing as a result of dipole—dipole in- were plotted. For each film prepared in this way, two spectral
teraction noticeably affects the plasma resonance frequenaependences oD were obtained: for the initial Te film

1063-777X/99/25(10)/3/$15.00 786 © 1999 American Institute of Physics
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D g recorded for thg-component for oblique incidence of light
a on the granular film at an angle=45°. The peaks of high-
09 frequency resonant bands for normal and oblique incidence
on the granular film coincide. In contrast to Refs. 6 and 7, the
0.8 - dependenceB (w) for initial granular Te films deposited on
rough surfaces of NaCl and KCI single crystals display only
0.7 one band of frequencyg. As the effective thickness of
granular Te films increases, the intensity of resonance bands
0.6 increases sharply, and their frequeneydecreases. The lat-
ter is associated with an increase in frequency i.e., with
05+ an increase in the field created by dipole granules. The sec-
ond (high-frequency plasma resonance band appeared after
04l the deposition of the corresponding insulator on the initial
granular Te films. The fact that the peaks of these bands are
03k independent of the effective thickness of granular Te films,
i.e., of the size of the granulgsurves1’'—3") and of the
0.2k angle of incidence of light on the filfcurve 3" in Fig. 1(b)]
indicate the absence of dipole—dipole interaction between
0.1 corresponding granules.
1 Simultaneous emergence of the low-frequency plasma
resonance band determined by the dipole—dipole interaction
D between the granules and the high-frequency resonance band
b excited in isolated granules is possible only when the granu-
10 F lar film consists of two layers. Most of granules penetrating
the roughness form the lower layer whose granules are sur-
09} rounded by the corresponding insulator. A small fraction of
granules is deposited on the peaks of the roughness, forming
08| 3" the upper layer of granules that do not interact with one
/ another. Electron vibrations with frequenay, are excited
07k 3 just in these granules.
3 The Te granules deposited at the tips of the roughnesses
06 in the initial granular films are surrounded by the medium
) with a small value of permittivitye . After the deposition of
05 - 2 the insulator, the permittivity of the medium surrounding
) 7 granules increases abruptly, and high-frequency resonance
bands lying at frequencies inaccessible for the SF-26 spec-
04 - 1 trometer are shifted to the UV spectral regigourves
1'-3").
03 After the deposition of the insulator on granular Te
films, the spectral dependences Df for low-frequency
02} plasma resonance bands differ frob(w) of the initial
o1 . . ' 1 L granular films insignificantly since in this case the permittiv-

1 ; é 4 5 6 7 8 9 10 ity gy of the medium surrounding the granules penetrating
15 -1 deeply in the roughness increases insignificantly. The in-
®-10°7, s crease in the effective thickness of granular Te films leads to

FIG. 1. Spectral dependence of optical den§ityof granular Te films de- an increase of optical density of plasma resonance bands.
posited on NaCla) and KCI (b). Other conditions being equal, the resonance bands of granu-

lar Te films in which granules are surrounded by Nste

Fig. 1(a)] are displaced due to high values of the permittivity
deposited on the rough surface of a N&CI) single crystal ¢4 of the surrounding medium to the low-frequency spectral
and for the same granular film whose granules were surregion relative to the bands of Te films in which granules are
rounded by an insulator. surrounded by KCJsee Fig. 1b)].

Figure 1 shows the spectral dependences of optical den- It follows from Fig. 1 that the interband absorption band
sity D of granular Te films with various effective thick- of Te is superimposed on the low-frequency edge of the low-
nesses, deposited on rough surfaces of N&@. 1(a@)] and  frequency plasma resonance band. At the frequessy3.2
KCI single crystals[Fig. 1(b)]. Curves1-3 correspond to X 10®s ! (which is naturally independent of the permittivity
initial granular films, while curved’ -3’ correspond to the &), the absorption peak of this band is seen clearly. The
same granular films which were deposited in high vacuum omsymmetry of plasma resonance bands was also observed in
NaCl and KCI. Curve3” describes theD(w) dependence Ref. 1 for granular Te films deposited on quartz substrates.
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For Te granules surrounded by NacCl, the frequency of natu-
ral electron oscillations isvg=9x10s™1, while wy=9.2

X 10'°s™1 for Te granules surrounded by KCI. For these fre-
guencies, the permittivity iso=3.2 for NaCl ande =2.88

for KCI.>*Interband absorption is not observed in tellurium
granules in the frequency range of natural electron oscilla-
tions, and hence we can calculate its plasma frequency using
formula (4). The plasma frequency for isolated Te granules
surrounded by NaCl i&,=24.5<10"*s*, while the value

of plasma frequency for the KCI surrounding dg,= 23.9

x 10'%s71, These values coincide to within the error of mea-
surements and are in good agreement with the plasma fre-
guencyw,=25.5<10"°s ™! obtained by measuring electron
energy losses in thin Te fillsas well as with the plasma
frequencyw,= 23.4x 10"*s™* calculated for six free valence
electrons per atorh.

4. CONCLUSION

In addition to the interband absorption band in granular
Te films, a plasma resonance band is also excited. The opti-
cal properties of the latter band are similar to those for
plasma resonance bands of noble metals and metals of the
third group. The elimination of the dipole—dipole interaction
between granules leads to the excitation of a resonance band
FIG. 2. EIeF:FrorT-microscopic photographs of granular Te films deposited oryith the frequency,)o of electron natural oscillations in a Te
KCI (magnification 200000 .

granule. The plasma frequency of Te is calculated from the

measured value obvy and the known permittivity of the

Figure 2 shows electron-microscopic photographs offnedium surrounding the granule. The obtained results indi-
granular Te films deposited on the rough surfaces of KCFate that metallic properties dominate in the granular state of

crystal [the spectral dependences bf for these films are tellurium.
shown in Fig. 1b)]. The larger the granule size, the higher

the intensity of the plasma resonance bands. In contrast of

’ _ : of_ _
granules investigated in Ref. 1, Te granules have a regular®™al yuri.y.bondarenko@univer kharkov.ua

spherical shape, some of them forming well-defined chains———
as a result of decoration of steps of single crystals formed

.dunng.annez.almd'lt IS ImpOSSIb|e to Smgle ou.t the granUIeS IR. B. Al-Abdella, V. P. Kostyuk, and I. N. Shklyarevskii, Opt. Spektrosk.
in which high-frequency bands are excited. Electron- ,g 1143(1980.
microscopic photographs of granular Te films deposited on?J. N. Hodgson, J. Phys. Chem. Solg 1737(1962.
rough surfaces of NaCl single crystals are similar to those’J. Stuke and H. Keller, Phys. Status Solfdi189 (1964.
shown in Fia. 2 41. N. Shklyarevskii, P. L. Pakhomov, and T. I. Korneeva, Opt. Spektrosk.
g2 34, 729(1973.
5L. A. Ageev, V. K. Miloslavskii, and I. N. Shklyarevskii, Ukr. Fiz. Zh.
3. PLASMA FREQUENCY OF TELLURIUM (Russ. Ed. 21, 1681(1976.
) ) ) ) 6N. A. Makarovskii and I. N. Shklyarevskii, Opt. Spectrosgl, 248
In the absence of dipole—dipole interaction between Te (1996.

granules, the frequency of natural electron oscillations in a’Yu. Yu. Bondarenko, N. A. Makarovskii, and I. N. Shklyarevskii, Zh.

. . . . Prikl. Spektrosk65, 799(1998.
granule in the spectral regions of Te which do not dISplaySI. N. Shklyarevskii and G. S. Blyashenko, Opt. Spektre®k.545(1978.

interband absorption is given by 9Handbook of Physical Quantitigsn Russiar, ONTI, Leningrad(1937.
0Tables of Physical Quantitisn Russian, Atomizdat, Moscow(1976.
@ 113, J. Robins, Proc. Phys. Soc. Londt® 119 (1962.
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LOW-DIMENSIONAL AND DISORDERED SYSTEMS

Reorientation phase transition in temperature in a two-dimensional ferromagnet taking
magnetoelasticity into account

Yu. N. Mitsay, Yu. A. Fridman, and D. V. Spirin

M. V. Frunze State University, 333036 Simferopol, Ukralne
(Submitted October 20, 1998; revised February 16, 1999
Fiz. Nizk. Temp.25, 1056—-1059October 1999

Elementary excitation spectra are investigated in a thin ferromagnetic film. The temperatures of
stability of phase transitions “easy axis”—angular phase and “easy plane”—angular phase

are obtained. It is shown that the reasons behind the formation of the angular phase is the presence
of magnetoelastic interaction. The Curie temperature of the system under investigation is
determined. ©1999 American Institute of Physid$$1063-777X99)00910-X

1. Two-dimensional ferromagnetic systems have becoménteraction. It is well knowh that LMO is not observed for
objects of intense investigations in recent years due to som2D-isotropic and easy-plane ferromagnets. This is due to the
peculiar properties of these materials. For example, it waact that the frequency of elementary excitatiansk, and
found"? that the magnetization of thin films of Fe/(@0  the integral determining the average fluctuation of magnetic
and Fe/Ag100) is perpendicular to the plane of the film at moment along the equilibrium direction acquires an addi-
low temperatures and is parallel to the film surface at highional factor«1/w(k) associated with the—v transforma-
temperatures. Such systems display reorientation phase tratien. This leads to divergence of fluctuation integral at the
sitions (RPT) not only in temperature, but also in the con- lower limit and to the absence of LMO.
centration of an impurity responsible for the emergence of MaleeV showed that the inclusion of magnetic dipole
perpendicular one-ion anisotrop@A), while parallel OA is interaction in D ferromagnets leads to a root dispersion
associated with exchange anisotrdpy. relation > \k for magnons for smalk. This indicates the

We analyze possible RPT for a simple model, i.e., weconvergence of fluctuation integral and stabilization of LMO
approximate the temperature dependence of OA by a funat temperatures beloWw, .
tion ensuring the dominance of OA of the “easy axis” type The inclusion of ME interaction stabilizes LMO inC2
at low temperatures and OA of the “easy plane” type at highferromagnets not due to the root modification of the disper-
temperaturesz(T)=B(1—T/Ty). Consequently, an easy- sion relation, but due to the emergence of ME gap in the
axis (EA) phase with the magnetization parallel to thaxis ~ magnon spectrum.
is formed in the system &t<T,, while an easy-plan€EP) 2. We analyze elementary excitation spectra of the sys-
phase with magnetization lying in the basalplane is real- tem in the EA phase. The quasiparticle spectra will be ob-
ized atT>T,. The temperatur@, corresponds to PT in the tained by using the method of Hubbard operafots.
absence of magnetoelasti®/E) interaction. The Hamil- The energy levels of a magnetic ion determined from the
tonian of such a system can be presented in the form solution of the Schidinger equation with a one-node Hamil-

tonian forS=1 have the form

1
H=-3 3 I(n=n)$,Sy ~ 4N ()2
n,n’ n E1—§+_(u(0)+u(0)) X

+>\Z [(S5) Ut (S)2Uyy+ (SESE+ SIS Uy ]

Eo=A(uy+ul);
E 2 2
dV 2(1=0?) 77 [Ulxt UGy +20UyUyy E_,=(+ —(u<°)+u(°>)+x,
+2(1—0')ny], (1) \2
_ 2_12 (0)_,,(0)
wherel (n—n’) is the Heisenberg exchange const&jtthe =ity 4 (Ux Uyy) ' @

spin operator at the lattice sitg A the ME coupling con-
stant,u;; are the deformation tensor componertsjs the I,=1(S%;
Young modulus, and the Poisson coefficient.
It was proved in Refs. 4 and 5 that the long-range mag-  (0)_ 0 _ _ N1l-o0)
netic order(LMO) in the EP phase is stabilized by the ME Ty 2E
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uy =0. , 1 {+N3(1+20)/4E

® T9NUE+n—NA1-0)ylE

2
1+5#§—¥

Solving the dispersion equatidsee Refs. 8 and)9we
can easily find the spectra of quasiparticles. It was found that
the interaction of the magnetic and elastic subsystems in the
EA phase leads to the emergence of spontaneous deforma-
tions in the sample, i.e., the appearance in the spectrum of
the magnon branch (k) = ak?+ {(T) + b, of the additional

X{1l+

A2 N(1—0)
6E =T {n— —E 7

term by, viz., the ME gap. Thus, the gap in the magnon N2(1+20)| 2|12
spectrum has the formw(0)=bg+{(T), where by ( +—0> ) %)
=—[A%(1-0)]/2E, a=1,R? andR is the range of interac- 4E

tion. The magnon spectrum becomes unstable at the tempera- 4. Let us now analyze the RPT from the EP to the an-

ture gular phase. Two-dimensional easy-plane ferromagnets were
N2(1— studied in detail in Ref. 5, taking into account the ME inter-

T =To(1— ( U)), 3) action. In the case under investigation, the magnetic and
2EB elastic subsystems interact actively in the vicinity of the RPT

(in contrast to the EA phag€eThe quasiphonon spectrum has
determined from the condition that the gap in the magnon,q form

spectrum is equal to zero.

3. Let us consider the behavior of the system at a tem- , YETo— 720l E1d — a0l (K) +agl 2(K)/|Eyq
peratureT=T,. We assume that the magnetization vector® (K)=w ( K) 7E1 '
deviates from a direction parallel to tteaxis through a (8)

small angleg (¢=<1). . : nd the quasimagnon spectrum acquires a ME gap. In rela-
The energy levels of a magnetic ion can be determined. - . - 9"
. ) X . ion (8), we have introduced the following notation:

easily from the corrections to expressiof@s in ¢. For the

lowest energy level to which we confine our analysis, we { 3)\2 B 21 (k) |2(k).
obtain (to within ¢°) Bu=3*ht g »=1- gt e
AUy, + ¢ AUy + ¢ NUyy+ ¢ w(k)=c,k is the dispersion relation for free-polarized
yy yy yy
Ei=E{"+¢? —! 6 +<P677—2 : phonons, ¢, is the velocity of sound, anda,=\2%(1

(4) +0)/(2E).
The quasiphonon spectru(B) becomes unstable at the

whereE{? is the energy level for=0,7=0.0(4). temperaturél, determined from the condition
The dependence of spontaneous deformationg can |2
be determined similarly and has the form YElo— v20|Ed — I 020+ B 0a0| =0
ElO .
4
ul=— L[ 1—o—o| p2— LA 7]<P6) } T_h_is temperature is called Fhe temperature of absolute insta-
2E 3 bility of the EP phase and is given by
2
A o ( N (1—20'))
(0)___ _ 2_ ¥ 6 T,=To|l1-——%—— 9
uy ZE[l ot 3+7](,D (5) 2= 1o 2EB

5. Thus, the inclusion of the ME interaction leads to the
emergence of angular phase in the thin film. The PT from
EA to angular phase and from EP to angular phase are first-
order transitions. The temperature interval in which the an-
gular phase is formed is determined by formul@sand (9)

Using relationg4) and(5), we obtain the free energy of
the system under investigatigto within ¢°):

. N(1-0)) o ¢ N¥(1+20)
Fle)=¢? 57 T 2 + o

3 2 8E and is given by
2 201 _
5 )\_+§_7]_7\ (1-0)7y ' ©) B B No
12E 2 2E AT=T,-T,;=To 25 (10)

This relation shows that & =T, the coefficient ofp? It follows from this expression that this temperature interval
is equal to zero, AT=T,, the coefficients ofo? and¢* are  is determined primarily by elastic and ME constants. In the
negative, while the coefficient af® is positive. Such a be- absence of ME interactiod, T=0, and the PT EA—EP phase
havior of the free energy density indicates tfigt is the  occurs jumpwise at=T,.
temperature of absolute instability of the EA phase, and the Figure 1 shows schematically the temperature depen-
system experiences a first-order RPT from the EA to theadence of the magnetization of the system under investigation.
angular phas& The equilibrium value ofp is determined Pappaset al!! studied experimentally the behavior of mag-
from the condition of the free energy density minimum andnetization of thin films of Fe/C.00 and described the tem-
is given by perature dependence of the magnetization. The results
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<S> 2
4o ~ 3\
] <SZ> l <sY> Te= . bo=7p- (1)
A fi In[47al\bo(bo+ £(T))]
_.E AT L__ It can be seen from this relation that the ME interaction is

i : decisive, andlc—0 for by=0.
! |
P
T1 T2 TO T *)E-mail: man@expl.cris.crimea.ua

FIG. 1. Temperature dependence of the order parameter of a biaxial two-
dimensional ferromagnet.
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Temperature dependence of resistance ggfa, :gMInO; thin films prepared by pulsed laser
deposition method are studied in the temperature range 4.2—-300 K. It is shown that an

abrupt change in the temperature dependence of resistance is observed in the region of
antiferromagnetic ordering temperaturg. The experimental data are analyzed in the framework
of modern theoretical concepts concerning the transport mechanism and perovskite-like
manganites. ©1999 American Institute of Physids$1063-777X99)01010-3

The compound RrsCa, 3gMnO; belongs to the class of motion of polarons in a small-radius lattié&:he main argu-
perovskite-like manganites of the typge RM,MnO3, where  ments in favor of this hypothesis are the giant isotope effect
R is a trivalent rare-earth elemefita, Nd, or Py and M a  observed for oxygen atortfs and indicating a strong
bivalent atom(Ca, Ba, or Sr substituted for it, exhibiting electron—phonon interaction as well as experiments on neu-
colossal magnetoresistan¢EMR).? The interest in this tron scattering in which strong local lattice distortions of the
class of compounds is due to wide prospects of their practiJahn—Teller type were detectéd.
cal application as magnetic heads in electronic recorders and Another point of view is based on the assumption that in
sensitive elements for measuring magnetic fields. The CMRnalogy with hight. superconductorscupratey mangan-
phenomenon is essentially a phase transition experienced s can acquire regions “enriched” and “depleted” in
doped manganites from the high-temperature paramagnetfdarge carriers as a result of phase-separation effect.
state with a large dielectric resistance to the ferromagneti€0r'kov and Sokot;” for example, proved that such phases
(or “tilted” antiferromagnetio phase in the concentration C&n appear in the form of a “foggy” state with a drop size
range 0.16x<0.4. The resistance in this case can drop b etermined by the Coulomb interaction energy. It is natural

several orders of magnitude in a narrow temperature intervdP assume that the temperature dependence of resistance of
in the vicinity of the phase-transition point. The applied SUCh systems is determined by the thermally activated

magnetic field elevates the Curie temperature and leads tobrgec;anism of conductivity ratk?erlv'lthan bydptleculiarities of the
giant negative magnetoresistarice. and structure appearing in the Mott model.

In most publications, the transition from a paramagnetic An analysis of transport properties of high-quality

insulator to a ferromagnetic metal is described on the basi§ample.S such as films W't.h a h'gh degree of perfectlon (.)f
crystalline structure make it possible to determine the main

of the double exchange mechanism and is explained by thé - o . .
) 9 e . : . conductivity mechanism in manganites to a certain degree of
formation of an extra “hole” in positions of Mn ions, i.e., acCUrac
Mn3*—Mn*".%® The ground state of the basic compound Y L
. . ) . In this communication, we report on the results of mea-
PrMnG; (without doping with bivalent atomscan be re-

ded as the state of tic band insulator in whi urements of the temperature dependence of resistance of
garded as the state ot a paramagnetic band insulator in whi I 6:Cap 35MN0O5 thin films prepared by pulsed laser deposi-

an increa;e in the concentration of extra charge garriers mu%n method. A detailed analysis of experimenfa(T)

lead to disappearance of the Mott-Hubbard gap in the ele,céurves proved that the transport properties of the object un-
tron spectrum and to a metal—insulator transition at certaigy,, investigation can be described quite accurately on the
temperature$.In this case, the behavior of electrical resis- basis of thermally activated conductivity mechanism. The
tance in the high-temperature range can be described by thgyserved change in the resistance at temperatures Balow
well-known Mott formula in the VRH(variable-range hop- |a54s to the conclusion that the compoung B8a, sMnO;

; 8
ping) model. is a paramagnetic insulator with inclusions of the drop phase

~ However, other opinions concerning possible mechagnriched with free charge carriers and can be described in the
nism of transport in these materials have been expressed rfgamework of the model proposed by Gorkbv.

cently.

Strong deformations of Mn{bctahedrons emerging as a 1- EXPERIMENTAL TECHNIQUE
result of introduction of a bivalent atom in a unit cell suggest  The films were prepared by the method of pulsed laser
that the charge transport at high temperature is due to théeposition(ablation. The main advantages of this method
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include the possibility of deposition of materials with differ- 7

ent conductivities(including insulatorg less stringent re- 10 ' ;; ; ;; » "~ #24
guirements on the vacuum conditions of deposition, the pos- [ 1 s o - #25
sibility of obtaining films with the stoichiometric composi- 106; 4 - #31
tion corresponding to the composition of the target, and rela- e o oo 8 v - #32
tive simplicity of the technological process. In our experi- e 105‘ e ® B ] s - #33
ments, we used Nd—YAG lasers with wavelength 1064 nm, S F 2 s

pulse duration 7.8—10.5 ns, and pulse energy 0.3 J. Films % 4 ‘.

were deposited at a pulse-repetition frequer@0 Hz. The 10k \

power density of a laser beam focused on the target varied e .

from 9.5<10° to 2x10°W/cn®. In order to decrease the 103 T =130k "8
probability of deposition of coarse fractioridrops of the N~ .
target on the substrate, the dggosition scheme in crossed 102: , X 1 | | | |
beams from two lasers was usedThe targets were hot-

pressed cylindrical samples of diameter 15 mm, prepared 0 50 100 1!5(:( 200 250 300

from Pr g=Ca 3gMNO; powder of the stoichiometric compo-
sition. At first, a powder consisting of individual componentsFIG. 1. Temperature dependences of resistivity for fivgs#ra ;gMnO;
Pr;O,;, Ca0, and MgO; was mixed in proportions corre- films prepared under identical cor_1ditions put having different thickned;_sfes
sponding to the stoichiometric composition of the compoun m: 10(c_urve1), 200(curve?); Ty is the point of magnetic phase transition
. . . or the given compound.

and annealed in air at 1000 °C for three days with interme-
diate crushing. The targets were then prepared by hot press-
ing and annealed in air for four days at 1200°C. The sub-
strates were made of LaAlOsingle crystals with the any Ca concentration down to very low temperatures since it
working plane(100. The temperature of the substrate duringexhibits charge ordering at Mn ions, preceding magnetic
deposition was-750°C. The oxygen pressure in the cham-transformation® Figure 1 shows, however, that film samples
ber was~200 mTorr during film growth anek 600 Torr dur-  exhibit an abrupt change in thgT) dependence just near
ing deposition. Under these conditions,; RCa 3gMNO;  the antiferromagnetic ordering temperature. Although a com-
films of thicknessd=10-200 nm were prepared. According plete transition to the metal phase is not observed, predeces-
to x-ray diffraction analysis, all the samples had thexis  sors of such a transformation appear quite clearly. At any
grain orientation perpendicular to the substrate plane with aate, an insignificant drop in the resistivity was observed for
deorientation angle<1°. The crystal lattice parameteta  thick films in the temperature range beldv .
=0.542nm,b=0.545nm, ancc=0.767 nm were in com- On the other hand, the measurements of temperature de-
plete accord with the available data on neutron diffraction foppendence of resistance of the films in magnetic fields up to
the given compound® The absence of additional peaks on 0.2 T did not reveal any noticeable change in the value of
diffraction patterns except the lines belonging to the subR(T) at T>Ty or at T<T\y. it was proved by De Teresa
strate suggests that the obtained samples contain practicaky al!® that a magnetic field higher than 6.0 T must be ap-
only one phase. Resistivity measurements were carried oyied in order to observe the CMR phenomenon in this com-
by the conventional dc four-probe method on high-resistanceound.
instruments. The current from 5.0 nA to J0A was con- In recent years, the physical nature of transport of charge
trolled and could be commuted in two directions. Measure<arriers in perovskite-like manganites in the temperature
ments were made in the temperature range 4.2—300 K. Thenge preceding the emergence of magnetic ordering and
prepared samples had a very high resistivity at room temmetal-type conductivity has been studied intensely. As a
perature (p300=0.405Q2-cm (d=10nm) and p3,0=0.375 rule, the exponential behavior of resistance is explained ei-
Q-cm (d=200nm) which varied insignificantly with the ther on the basis of the Mott—Hubbard insulator mbaed
film thickness in the high-temperature range. with the help of the well-known approximation of thermally
activated conductivity without carrying out a detailed analy-
sis of fitting parameter¥.

Figure 2 shows the theoretical dependenpé€$) de-

Figure 1 shows the temperature dependence of the resigved with the help of the Mott expression for hopping con-
tivity for Pro g<Cay 3dMNnO; films of different thickness. It can ductivity of charge carriers over localized states with a vari-
be seen that above the &le@emperature, which corresponds able hopping range(dashed curve and by using the
to Ty~130K for the given compountf,the p(T) curves for thermoactivation modekolid curve. In the Mott model, the
the films are virtually identical and are of a clearly mani- €xpression for resistivity can be written in the form
fested exponential nature. However, the temperature coeffi-

2. DISCUSSION OF EXPERIMENTAL RESULTS

cient of resistance tends to zero at low temperatures ( p(T)=p.. exd (To/T)¥4, D
=<Ty), and the values residual resistivity for thick and thin
films differ considerably. wherep,, is the resistivity at infinitely high temperatures or

Until recently, it was generally accepted that the com-the saturation resistivity, and the value Tif determines the
pound Py_,CaMnO; remains a paramagnetic insulator for localization energy for charge carriers.
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al . s valence of MA™ equal to 0.403% we obtain kg~3.75
10°} X 10 cm L. The minimum electron mean free path esti-
5 = mated in this way i$~0.27 nm, which is approximately half
3l g 107} the period of the crystal lattice in theb plane. The obtained
a . result is not unexpected and just reflects the fact that the

] 103} transport of charge carriers in these compounds involves the
o | 3 2p-band of oxygen atoms. Knowing the width of tagband

L 102} 7 which is equal to Egg=0.3eV according to some
L estimates® we can estimate the expected value of the mini-
mum resistance:

0.003 0.004 0.005 0.006 0.007
1

P, 105 mQ - cm

1r ' 17, K™

+ VM(2EgE) 3
e )

1 " 1 . | i 1
150 200 250 300 wherem is the electron mass amdthe charge carrier con-
T,.K centration which can be determined if we know the valence
of Mn ions and the unit cell volume calculated from the
FIG. 2. Temperature dependences of resistivity fgrsEa, ;gMNnO; films at x-ray data. In the given case~1.87x10%1cm™2 and the
T>Ty. The solid curve is the approximation base on the model of ther- y ' gT T ’
mally activated conductivity and the dashed curve is the approximatiorf@lculated value op..=2.2m-cm. It can be seen that the
based on Mott'VRH) model. obtained value differs from the experimental value by thir-
teen orders of magnitude, thus proving the inapplicability of
. o . the Mott model for describing the transport properties of
In the thermally activated conductivifTAC) approxi-  pp .ca .MnOs, films. A similar situation takes place in an
mation, the expressmn.f@r(T) can be written in the form of analysis of the second fitting parameter. The valud ofn
the well-known Arrhenius formula: Mott's model depends on the electron localization lerigth
and the densit\N(Ef) of electron states at the Fermi level:
p(T)=poT exp(To/T), (2 KkgTo=1813N(Eg)."™ Choosing the width of thee, band
. . ) _ _equal approximately to 0.3 eV and the number density of
wherepo_ls a fitting parameter_ whose phy5|_cal meaning will charge carriers~1.87x 1(*'cm 3, we obtain the electron
be conS|dered below andl, is the activation energy of | .ajization length ;=2.3x 10"2 nm, which is deprived of
charge carriers. , - _any physical meaning.
Both expressions contain two fitting parameters which ™~ rpa thermally activated behavior of the resistance of
must be varied during an analysis of experimental CUNVeSp.  Ca .MnO; films can be analyzed on the basis of two

The best agreement between experimental and theoreticghncents concerning the diffuse nature of motion of charge
curves is observed for the following values of the parameterg, riers which are responsible for transport properties of
p~10"BmQ.cm, To=4.4 1K for expression(1) and these compounds

_ -1 T _ ; :
po=0.003 m2-cm-K™, To=1800K for expressio2). The One of them is connected with the formation and move-

mean statistical error in fitting the parametprsandTo for ot of |attice polarons of small radigklolstein polarons
the Mott model amounts to 100 and 25% respectively for a"vvhose si

13.5%. Moreover, dashed line in the inset to Fig. 2 COIe0hanism at high temperatures. In the adiabatic approxima-

sponds to the theoretical dependence obtained in the Moff,, ‘the temperature dependence of resistivity can be written
model with optimal fitting parameters, which differs notice- ;.. 1o orni9:20

ably from the experimental curve. Thus, we can conclude

that only the model of thermally activated conductivity can

describe the temperature dependence of the resistance of (T)= kgT F{E@J/Z“LWH
Pry 65Ca 3sMN0O; films in the high-temperature region to a P Ne’w,,a’ kgT
high degree of accuracy.

On the other hand, a more detailed analysis of possiblevherea is the hopping length of a polaron, the polaron
physical nature of the fitting parameters is required for cornumber density\V,; the energy of polaron formatiok the
rect establishment of the transport mechanism for charge caenergy difference in the lattice deformation states with and
riers in these objects. without a polaron, and,, the optical frequency of phonons.

If we assume that the value pf, determines the bound- If we choose the optical frequency of phonons equal to
ary of the minimum metal-type conductivity of the given w,,~10"s™%,° and identify the number density of polarons
compound, the electron mean free path can be estimated avith the concentration of hole carriers, the first fitting param-
the basis of the loffe—Regel criteridgl=1 assuming that eter in formula(2) can be used to estimate the hopping
the electron wave vector is-= (37°N/V) Y3, whereN isthe  length of a polaron, which turns out to be approximately
number of electrons and the sample volume. Choosing the equal to 0.31 nm, i.e., virtually coincides with the crystal

, 4

p
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lattice period. If, however, we identifJ, in formula(2) with description of the transport properties of doped manganites
the energy of polaron formatiofas a ruIeEg<WH),9'21 and in the temperature range preceding the magnetic transition
estimate the polaron radius following Jaireeal.® it turns ~ than Mott's model or the polaron model. This approach was
out to be~0.97 nm, i.e., larger than the hopping length. Inconfirmed by the results obtained in Refs. 22 and 23, in
this case, we must probably speak not of the hopping mechavhich the existence of small-radiy&.5—-2 nm ferromag-
nism of polaron transport, but on continuous flux creep ofnetic clusters in an insulating paramagnetic matrix was de-
local lattice deformations. tected with the help of small-angle neutron scattering. Under
Proceeding from the idea proposed by Gorkand the action of the external or intrinsic magnetic figkklow
concerning the possibility of formation of a “foggy” or the magnetic transition temperatyresuch clusters can be
“drop” phase of excess charge carriers, we can present theeansformed into ferromagnetic domains in which the metal-
samples under investigation in the form of an insulator matype conductivity emerges due to the double-exchange
trix with metallic inclusions. It is well known that the con- mechanisnf? It should be noted that the size of discovered
ductivity of such a system can be described with the help oferromagnetic clusters are in good agreement with the elec-

the following expressions: tron localization length obtained by us from an analysis of
the temperature dependence of resistance.
ne? 1 To This hypothesis also provides a reasonable explanation
o= kT D,, D(,=§ Ia?, TI'=w, exp< - ?) , (5)  for the experimentally observed fact of incomplete transition

of films to the metallic phase at temperatures below the mag-
netic ordering point{see Fig. 1 If we assume that the fer-
romagnetic order ensures the transport of charge carriers
along the MA"—O-Mrf* bonds due to double exchange, we
' can expect the formation of percolation clusters consisting of
growing ferromagnetic domains with metal-type conductiv-
ity below the transition temperature. At a certain critical con-
centration of domains, an infinitely large conducting cluster
determining the transition of the sample to the metal state
. .~ 7 can be formed. The value of the percolation threshold in this
ve=~1.02¢<10°cm/s and present the hopping probability in model depends on the concentraption of bivalent substitution

the form_wova/a. . ions as well as on the extent of ferromagnetic ordering in the
In this C‘?‘S?v.the expression fqr the temperature deloerMn—o planes. Precisely this pattern was observed experi-
dence of resistivity can be written in the form mentally. The transition to the metal state inLaSr,MnO;
compounds occurs at the threshold values®»1.15, while
To 2kg in bulk Pr;CasMNO; samples the transition takes place
p(T)=poT ex;{T), PO heZav, 6) only in magnetic fields above 6 *f.If the volume of the
ferromagnetic phase is insufficient for the formation of an
If we assume, following Gor'ko{,that the C&" ion infinitely large percolation cluster, complete transition to the
transporting a hole to the Mn ion is responsible for the mMmetallic phase might not occur as in the given case. On the
formation of metal “drops,” the mean length required for an other hand, an increase in the size of ferromagnetic clusters
electron hop can be defined as the product of the ratio of thBlUst lead to complete suppression of the thermoactivation
number of Pr atoms to the number of Ca atoms followingconductivity mechanism since one-electron localized states
from the chemical formula of the compound by the separadegenerate into a band ensuring the metal-type conductivity
tion between nearest sites averaged over all possible dire®ithin individual domains.
tions of hops, i.e., a=~226nm. The value ofpg
=0.0031 nf)-cm calculated in this way corresponds with an
astonishing accuracy to the value of fitting parameter thag ~oncLusiON
was obtained from an analysis of the experimental curve on
the basis of formuld2). If we again use the expression de- We obtained experimentally the temperature depen-
rived by Viretet al® for estimating the electron localization dences of the resistivity of PgCay 3qMNnOs films of various
length and choose the parameter obtained in the thermoacthickness. In contrast to bulk ceramic samples, a change in
vated conductivity mode(2) as the activation energy, the the p(T) dependence was observed in the vicinity of the
value ofl3=~2.65 nm virtually coincides with the mean elec- magnetic phase transition temperature, which can be attrib-
tron hopping length(The fact that the value df turns outto  uted to an incomplete transition of samples to the metal
be slightly larger than the electron hopping length is rathephase. The results of experiments were explained using three
due to approximate nature of the given estimation in thelifferent models: Mott's model, the polaron model, and the
Drude model than due to physical peculiarities of the com-‘foggy” model of dynamic phase separation of carriers. The
pound under investigation. best agreement with the obtained results is attained in the
Thus, we can conclude that the thermal activation modeframework of the “foggy” model presuming the existence
of conductivity based on the assumption concerning phasef small-size ferromagnetic clusters in a paramagnetic insu-
separation of charge carriers can provide a more corredating matrix.

wheren is the charge carrier concentratiom the electron

charge,D, the diffusion coefficient,I" the hopping fre-

guency for charge carriera,the mean length of carrier hops
Ty the activation energy, and, the attack frequency or
hopping probability. Assuming, as in the previous analysis
thateg-band electrons are mainly responsible for the conduc
tivity of the film, we can determine the number density of
charge carrier;i~1.87x 10?*cm ™2 and the Fermi velocity
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The interaction of electromagnetic radiation with a low-density disordered system of fine metallic
particles located in a dielectric matrix is considered in a quasi-static approach with allowance

for dipole-dipole interaction. The electric dipole moment of the system is calculated in a pair
approximation. The case of nonidentical particles differing in their sizes or dielectric

functions is presented. Allowance for particle nonidentity leads to doubling of the number of
their surface modes and to the appearance of band gaps in the spectrum. The spectrum
peculiarities are revealed in the fine structure of electromagnetic absorptiod99@ American
Institute of Physicg.S1063-777X99)01110-X

Examination of oscillation spectra of metals is of greatresonance caused by the existence of a surface (&Mgin
importance in connection with the problem of investigationa single particle at the frequerlcy
of their absorptive properties. The nonuniform metallic lay-
ers, whose thickness is small compared to the skin depth, = _

.. . . S .
demonstrate an anomalously large absorptivity. Thin metallic Vet 2gg

gratings possess a variety of unusual transmissive and reflec- . | . _ .
i . . ' Here it is assumed that a metal dielectric function has the
tive features in a wide frequency ranbeé\ layer of fine

@p

)

metal particles soluted in a host insulator absorbs nearly tof—0 m
tally the radiation incident onto its surfaé&@hese properties wg
are attributed to the resonant excitation of the proper oscil- &(®)=&.— w(wtiv)’ 2

lation modes in a system and are very sensitive to the inter-

action between metal particles. Here we consider the lagvheree.. is the lattice dielectric functionp, andv are the
case—a small density system of disordered fine metal paglectron plasma frequency and the collisional frequency, re-
ticles placed into a dielectric material. The volume fractionSPectively; ande, is the dielectric function of the environ-

of metal particles determined by the filing factdr ~ Ment. o _
=4/37r3n, wherer is the particle size and is the particle This mode usually called Fhtich’s mode is related to

density, is assumed to be smalic1 (in fact, f~0.1-0.2. uniform di'po'le electron psci'llaticlms' ina partic?ldap thg elec-
Because of this circumstance, we can restrict the discussiotﬁ(?Stat'C limit the polarlza'Flon inside the particle is deter-
to only the pair interaction between metal particles which wemlned by well-known relatioh
consider as electric dipoles. This approach is developed in e(w)—gg
the theory of interacting hard sphere §asd is commonly P(w)= mfsEo,
used to describe the vibrational spectra of a crystal lattice. 0
In this paper we study the interaction between nonidenwherer is the particle radius, anf, is the external alternat-
tical particles that differ in their sizes or dielectric propertiesing electric field which we consider quasistatic. Using the
(permittivities. This nonequivalence leads to the appearancélielectric function of a metal particle in the for(@), we can
of new spectral branches and band gaps. These results dfVrite itin the form
similar to those found in one-dimensional vibrational chain 21— a.)
of atoms when some of them are replaced by atoms of other P(w)=| @+ —5——5——
kind.>® It would be interesting to trace this analoggnd ws— o Tlov
distinctions in the case of infinite chain of metal particles where a..=(e..—¢0)/(e..+2¢8,) is the Clausius-Mosotti
with long-range multipole interaction. However, this will be factor. This expression clearly shows the resonance at the
the subject of another study. frequency of the surface mode. Thus, the interaction of an
The specific feature of the electromagnetic radiationalternating field with a metallic particle results in oscillator
(EMR) absorption in a system of fine metallic particles is aexcitation at the Filolich frequencyws.

r°Eo, ()
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on=—Eqg ;n AR =ral'Yim(R=Ry), @

where R=R, is a unit vector alongR—R,, and Y;,(R
=R,) are spherical harmonics. The potentials at the pRint
outside sphera can be represented in the form

(Pgut: —Ey ;n CI|m| R— Ra|lYIm(R_ Ra)

—Ep % Bi@|R—Rs| 'Y (R R,)

FIG. 1. Geometry of the particle location.

—Eo X X Bl(,bn)*llR_Rb|7lilYl,m(|R_Rb|),

b#a I,m

The EMR absorption in a system of metallic particles is ®)

sensitive to the magnitude and character of the direct multi- ) . . ,

. ) . . where the first term is the potential of the external field, the

pole interaction between particles even though their concen- . : .

Co -~ 11 second term is the potential created by the pariciend the
tration is sufficiently smalf;

This problem was analyzed theoretically by manyth'rd term includes the effect of the remaining particles.

authorst?~?%|n those studies alternative methods of calculat- The potentials(4) and (5) must satisfy the standard

ing the effective dielectric parameters of the disperse system%Oundary conditions at the surface of sphare

containing different inclusions were developed. At the same in| = 0 6)
time, comparatively not much attention was given to the in-  *2/R=Rsa~ ¥a IR=Rey

vestigation of the proper surface mode spectra in these sys- in ou

tems. Even when considering a very simple system of two or ~ £a(V¥ ®aNa)r=r., = €0(V ¢4 tna)R:Rsa' @)
three particles one finds there some peculiar singularities . .

caused by multipole interaction between partiCte%2° Accordingly, we must reduce the expressions for the poten-

In this paper we investigate the spectrum of surface plast-ia|5 to a single center Qf the sphere, Whi.Ch can be done with
mons of two nonidentical metallic particles with different US€ of the - following transformation of tesseral
radii and different dielectric functions. In determining the harmonics’
polarization of the system with allowance forétg]e interaction, Y, (R-Ry)
we have used the results of the previous erhere the PUUSANNRL -J I,m _
calculation formalism for the effecF:)tive dielepctric function of IR—Ry| " |Em Qir,m(Ro Ra)
disperse systems with metallic inclusions was proposed. In y A
the present analysis we restrict the discussion to a very X|R=R4|" Yir m(R=Ry), (8)
simple model:

1. The analysis is carried out in the long-wave approxi-Where
mation, i.e., the wavelengths are large compared with the v (Ro=R.)
size of the particle and the mean distance between the I,,m (Ry—R )=(—1)!*m l+1’m-m\ b Ta
A>T L. m 2 |Rp— R, ¥t

2. The particle size is assumed to greatly exceed the
electron mean free path>1. Az2l+21)(1+1"+m=—m")I (" +1+m’'—m)!

3. The allowance for the interaction between particles isx(2| I+ 21+ D) +m) I —m) 1 —m) (1 +m)!
carried out in a pair approximation, which we assume to be
sufficient because of a small concentration of inclusions. Here|R—R,|<|Rp—R,/.
After putting expression$4) and (5) in the boundary
conditions(6) and (7) and using(8), we obtain a system of

1. THE N-PARTICLES CASE equations for the coefficien®{?),

Let us choose two particlesandb from the ensemble.
We can now find the polarization of coupled particles with B|,ar31 2 E () Al'm’ d
allowance for multipole interactions with oth&—2 par- al® +b¢a o Bl m Qi (Ro=Ra) =~ m. ©)
ticles.

We defineR, as the radius-vector of the center of sphereEquation(9), in principle, gives the general solution for find-
a, Ry as the radius-vector of the center of sphierandR is  ing the polarization of a single particlsﬁ) with allowance
an arbitrary point outside the spheres in the medisee Fig. for the multipole interactions with other particles.
1). In the case of a uniform external fielg,, the potential In the case of two particle@=i; b=j) we obtain the
inside sphere (which is regular aR=R,) has the formi* following expressions fronf9):
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(1)
B|,.m+ Z B(J) (_l)m’+l'
aV ~ I",m’

| I",m

Yirrmm(R=R)
X R:j+|'+1 Kim | =~ dim,
B{, .
, (i) T
W—'—/ ’ B|r’mr(_1)m+
| I",m

(10

I+1"+1 I,m

Yierrmem (R=R) 0
x I+17,m m( j I)KI 'm}:_d|m
ij

Here we define

K"

B 421"+ )(I+1"+m=m" ) (I +1"+m’—m)! 12

TlEer+nei+20+ ) +Fmytd—mrd +mH)r I —mHr|
(11

and a{)=1(e;—eo)r? " M[le;+ (1+1)e,], whereR;=|R;
—Ri|, andr; is the radius of the particle
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A(w)Ay(w)—A%c5=0 (18

for the longitudinal and transverse modes, respectively.

Relations(17) and(18) determine the frequencies of the
electron homogeneous oscillations of particles of different
sizes and different dielectric functions.

2.1. In the case of the same particles=r,=r, &4
=g,=¢) we haveA=1, A;(w)=A,(w), the extra poles in
expressiong15) and (16) are cancelled, and we obtain the
two known surface mode€:for the longitudinal mode

. o, 1-2(r/R)?

W= wg m, (19

wherew is Frahlich’s surface mode defined Ky), and for
the transverse surface mode defined frid®), which is

3
, o, 1+(1/R)

wl=wsm. (20)

We see, therefore, that allowance for the dipole-dipole
interaction between particles in the presence of an external
alternating field leads to doubling the proper mode

We will discuss only the case of the dipole-dipole inter-number—to the appearance of longitudinal and transverse

action (=1"=1). We choose the axig along the vector
(Rj—Ri). From(5) and(10) we then obtain the dipole mo-

ment of the particle:!!
1

pi(i)-m=—Eom > B{Yin(R>R;)
m=-1

=[X{gnm,+X{(n,m,+n,m,)1E, (12)
wherem=(R—R;)/|R—R;|, n=Ey/Eq, and
0 . 1t2aRy?
Xi0= @Y T el IR,©” 9
_ ()p=3
= g - Ry (14)

=Q1 T (=—86
11 1 1—0(1|)CY(1])R” 6

are the longitudinal and transverse polarizabilities, respec-
tively, and a{) = (g;— £o)r’/(e;+2s,) is the polarizability

of an isolated single particle.

2. SURFACE MODES IN A SYSTEM OF TWO PARTICLES

To obtain the spectrum of surface modes we represent

the expression&l3) and(14) in a convenient form
3.3
- Ay(w)+2A%07 i 3 15
Ar(@)Ag(w)—4A%2 Y

« Ay(w)—A303
= r
1A (0)Ay(w)—A%0S

3, (16)

where A=r,/ry, o01=r/R,
+2g¢]/[g;(w) —gg] (i=1,2).

and  Aj(w)=[gi(w)

modes.

Note that in the case of identical particles with arbitrary
orientation of the external field the dipole interaction be-
tween particles shifts the longitudinal mode to low-frequency
side and the transverse mode to high-frequency side. These
nonsymmetrical shifts lead to some absorption peculiarities
in the many-particle systefisee Eq.(10) in Ref. 11.

Let us now consider the changes in the surface mode
spectrum caused by the nonidentity of the particles.

2.2. Let us consider particles of different sizes#1)
but with the same dielectric properties;& ¢5). In this case
from Egs.(17) and(18) we obtain, in contrast with the case
of identical particles, the four surface modes instead of two:

1-2A%r,IR)®

i =} 1-2A%%1,/R)3a,’ (21
50t £ @
L 2
o2 1-A%r,/R)® (2

LTS 1-AY 1 IR e

We see from these formulas that allowance for the interac-
tion between particles with different sizes leads to splitting
of the longitudinal and transverse frequencies, which are
shifted (for longitudinal and transverse modés the oppo-

site sides. The dependence of the proper frequencies on the
particle size ratio is shown in Fig. 2. Note that by setting

The spectrum of surface modes is determined by thé\=1, i.e., passing to the case of identical particles, the extra
polarizability singularities, i.e., from the following relations: modes®, and @, formally do not disappear. The point is

Ai(0)Ay)0)—4A%05=0 17

and

that the oscillator forces corresponding to these modes turn
to zero whenA=1 [see below Eqs(30) and (31)]. The
situation considered here reminds one of the appearance of
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wA

a

=

g =
3 \ / B=1/16
/1 0 X1 %) 0% x2 X

FIG. 2. Dependence of proper frequencies on the particle size tatio:

o lws; 2—o)lws; 3—o, log; +—o, |og. . .
FIG. 3. Graphic solution of Eq29) for I'>1.

an optical mode in the one-dimensional infinite chain of two
kinds of atoms with different masses in the unit cell.

2.3. Let us examine now another limiting case of par-  As is shown in Sec. 2, allowance for the particle non-
ticles with the same sizes but with different dielectric prop-identity leads to doubling of the number of proper modes in
erties E,#¢,). In this case Eqs(17) and (18) give the a system of two spheres. Two supplementary modes, analo-

3. DISCUSSION OF THE RESULTS

following relations for finding the surface modes: gous with the optical modes in the one-dimensional lattices,
for the longitudinal mode appear together with two known surface modes for equiva-
lent spheres. The longitudinal and transverse parts of the
+2 +2 r\é SPTETES. : .
e1(0) + 260 £3(w) + 280 _ (—) ; (25)  polarization, in accordance with expressiad$) and (16),
e1(w)—eo e2(w)—eg R can be represented in the form
for the transverse mode y _1 , 1+ A3 N 1—A32 i
e1(w)+2eg &5(w) + 280 :(L>6 26 1072 " A0)- 2873 T Alw)+ 2873 30
e1(w)—eg ex(w)—egp R y 1, 1 A2 14 A32 .
. . . . =— +
Using Eq.(2), we can write these relations in the foffmere u=3 " A(w)— A3 " A(w)+ A% (31)

we seteg=¢,=1)
1 (16 where the poles of the denominators correspond to new
(wz_wgl)(wz_wgz)ﬂzy(_> , 27) modes. The factors tA%? are oscillator forces which
s1@s2 R characterize the appropriate oscillations. All the expressions
entering into Eq(30) [Eq. (31), respectively, can be repre-

where ) :
sented in the appropriate form; for example,
We1 0= P12 (29) 1+4%  (1+A%)
v3 Alw)— 207263~ (1-A)(1— @A)
are the proper modes of surface oscillations of the separated wz(l—a )
spheres;y=4 or 1 in the case of the longitudinal or trans- x| a(1—A)+ 2“ 5 - ’
verse mode, respectively. wi— 0 —iwv

Introducing a variable= w?/ w2, we transform(27) to wherew, is given by(21), andA=2A%%r, /R)®
the form ’ '

r 6 (I)pl 2

(x—1)(I'x 1)—'y( R) =B, F_(a)pZ) . (29

The graphical solution of29) for I'>1 is shown in Fig.
3; x4 andx, are the roots of E¢(29). We see in this figure
that the frequency region betweerf,/3 andw?,/3 creates -
the band gap. For the longitudinal mode=4), when the
distance between particles is&=2r, we havex;=0.22 and
X,=1.02. In this case the analogy with the appearance of
band gaps in the one-dimensional vibrational chain is appro-
priate.

The dependence of the proper frequencies on the dis- 0.5
tance between particles is shown in Fig. 4. Y(1/R )6

The general case of nonequivalent sphefes#r,,
£,7# €,) Will be reported elsewhere. FIG. 4. Frequency spectrum versus the distance between particles.
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The collective electromagnetic wave excitations in layered conductors in an external quantizing
magnetic field are studied theoretically. A set of coupled equations for the electric field
components and the Green'’s functions describing collective electromagnetic modes in such a
system within the linear-response approach are obtained on the basis of a model of

conducting planes embedded into a dielectric matrix. These equations, written in the layer-site
representation, provide a basis for studies of the electromagnetic waves in the general

case which does not imply either the spatial uniformity across the layers or the homogeneity
within the conducting planes. The dispersion relations are obtained for the uniform and
homogeneous layered conductors, which give a rich structure of collective electromagnetic modes
in layered conductors in an external magnetic field. The dispersion and damping of helicons

in layered conductors in the regimes of conventional and quantum Hall effects have been studied,
both analytically and numerically. Two new modes propagating perpendicular to the

magnetic field with frequencies of the order of the plasma frequency have been fourth9®
American Institute of Physic§S1063-777X99)01210-4

1. INTRODUCTION conductors?? The electromagnetic wavéselicons in lay-
ered conductors under the conditions of the QHE have been

It is known that weakly damped electromagnetic wavesconsidered in a number of theoretical studfe&'~2within
of different types can propagate in metals in a strong magthe model of periodic array of 2D electron gas embedded in
netic field at low temperaturé<. Among them are the spiral a homogeneous dielectric substrate. In this model electrons
waves, or helicons, whose frequensys proportional to the  have no dispersion across the layers so that the quasiclassical
intensity of the magnetic fieldl (Ref. 3, the magnetoplasma approach of the standard electron theory of metals based on
waves,” the Alfven waves, the cyclotron wavéssurface the concept of the Fermi surfdc¥ and its version adapted
waves! magnetoimpurity wave? and other waves. for the semiconducting superlatti¢Bsshould be modified.

A progress gained in fabrication of various artificial su- The dispersion relation for the electromagnetic waves propa-
perlattices as well as recent extensive research of differenfating along the field(i.e., across the layersin such
types of layered metallic, organic, and otlieem) conduc-  quasi-2D superlattices is governed by the interlayer electro-
tors and superconductors, including hi§h-cuprates, en- magnetic correlations described by the Maxwell's equations.
hances activity in studies of collective electromagnetic oscil-  The relationship between the electromagnetic field and
lations in these systems. the current within the layers is determined by the 2D con-

A quasi-two-dimensional2D) nature of the electron ductivity tensoro,z(H), which is the key quantity for the
spectrum in superlattices exerts a substantial impact on thelectromagnetic wave dispersion. The dispersion of helicons
shape of a 2D conductivity tensor which, together with Max-is determined by the Hall componenis, = — o, Which
well's equations, determines the spectrum and the dampingre quantized in quasi-2D conductors under the conditions of
of the electromagnetic waves in superlattices. the quantum Hall effect and by the longitudinal component

The practical interest in such systems is determined byr,,, which is nonzero at frequeney+ 0 due to polarization
the possibility of varying the spectral properties of the elec-and displacement currefts®in QHE. The role of the elec-
tromagnetic waves in superlattices by modifying their structron dispersion across the layers in high-frequency phenom-
tural parameters and varying the strength of the externadna and propagation of electromagnetic waves have been
magnetic field. considered in Ref. 34. Some specific features of helicons in

Extensive literature on the plasma and electromagnetitayered conductors related to the quasi-2D electron energy
modes in different types of superlattices is availdfié! At  spectrum were discussed in Ref. 35.
the same time, the electromagnetic waves in layered conduc- The purpose of this papéwhich is the first publication
tors in an external magnetic field have been studied lessf a series of studies on the wave propagation in layered
extensively?>~?° The 2D dynamics of electrons in a quantiz- conductors and superconductoiss twofold. First, we derive
ing magnetic field produces some nontrivial phenomena and basic system of equations describing electromagnetic field
concepts such as the quantum Hall effd@HE) (Ref. 27  propagation in layered conductors and superlattices in the
and anyongRef. 28, for example. The QHE was observed most general form, in particular, for nonuniform spatial dis-
experimentally in a superlattitée and layered organic tribution of the dielectric substance between the layers, non-

1063-777X/99/25(10)/8/$15.00 802 © 1999 American Institute of Physics
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periodic layer sequence and inhomogeneities within the con- iq
ducting layers. These equations provide a basis for Ez:—qTE Ey. (8)

subsequent studies of the problem in question which will be
published elsewhere. q \? de(2)

Another aim of this paper is to study further some prob- U(q,w,z):(q (z)) e (2) et 9
lems, which have so far not been resolved completely, on the ¢
basis of our model in the limiting case of a uniform and Thus, we see that all three components of the electric field
homogeneous layered conductors. In particular, we considéie determined by the two equatiof® and (7), which can
the dispersion and damping of the helicon waves in layere§€ rewritten as follows:
conductors under conditions of conventional and quantum

Amiw

Hall effect and study their coupling to the intralayer plas-  E,(n)=— > Gé (n,n")[owEx(n")
mons. © W
+ogEy(n')], (10
2. THE MODEL AND BASIC EQUATIONS "
4miqs,

Consider an infinite stack of conducting planes separated Ey(n)=—
by dielectric layers of thickness which is large enough so
that one can ignore hopping between adjacent layers. This +ayxEX(n’)]s‘1(an).

model is known to be a good approximation for some natura\IN took int th that th N f |
layered crystals, such as Tl or Bi-based highsupercon- '€ ook Into account here that the current can Tow only
within the layers and therefore izsaxis distribution contains

ducting copper oxides, for example, and evidently it may be .
perfectly well realized in an artificially fabricated semicon- a system ois-functions
ductor or metallic superlattices.
In this section we consider the wave equations within the ~ Jo= 2} T4p5(0,0,H)8(z—an)Eg(q,w,2). (11)
frame of the above model. To this end, we direct thexis b
perpendicular to the layers and assume that a constant extdrhe subscriptsy and 3 can take two valuex andy. The
nal magnetic fieldH is also directed along this axis. We Green’s functions i(10) Ggw(n,n’)EGgw(an,an’) satisfy
assume that the permeability of the substance between thRe equations
layers equals to unityx=1, and also assume its dielectric )
constante =¢(2z), to be a_functlon otz _ _ ‘9_2_ qZ(Z))Gx (2.2)=8(z—17'), (12)
Under these assumptions, the Maxwell's equations, writ- Jz ¢ 9o
ten in terms of the electric field,

2 Gy (n.n")[oy,Ey(n')

9? d
| e PE 4w ) 7 +U(002) E—qim)egw(z,z'):5<z—z').
(dVE)-AE=— 5 —7+ = = J, 1) (13
after the substitution The in-plane conductivity tensar ,z has off-diagonal Hall
_ Lo _ components because of the external magnetic Feldhich
BEi=B(aze)exdi(gp= o], (1=xy.2), @ we assume to be applied perpendicular to the layers.
take the form The principal difference of our approach from the one
J P dmie developed in the previous pap&#$’is that we do not imply
—q(gE, )+ iq(— E,|+|q3— —2) == J, a spatial uniformity of the:(z) across the layers. We also do
9z 9z ¢ 3) not imply periodicity of the layer sequence in EqD) since

e(z) between the layers in fact may have an arbitrary con-
10 . stant value.[In the case of aperiodic layer sequence the
E.=-— @ iz (iqE.), (4)  quantitiesa andn in Eq. (11) should be replaced by,—the
¢ discrete coordinates of the conducting plahes.

9 , O In this paper we consider the bulk modes in the case of a
9u(2) =07~ ? £(2). 5 regular and uniform layered conductor under conditions of
the conventional and quantum Hall regimes, leaving the non-
uniform case for separate publication.

In the case of an infinite regular and uniform(z)
=const, layered crystal thd-term in Eq.(13) vanishes and
the Green's functionsGéw(z,z’) and G‘Q’w(z,z’) become
identical since they both satisfy EQL2), in whichq,(2) is

2

Herep, g, andw are the in-plane coordinate, the wave-vector
and the frequency of the collective mode, dadandJ, are
the in-plane field and the current, respectively.

Choosingq to be parallel to they axis, we obtain the
system of equations

>, 47w independent of. The Green’s function of Eq12) can then
~———q =——>—1J (6) .
gz% e X g2 vxo be easily found
9 a Amiq? 1
2 _ [0] PN — _ -
(ﬁ—qw Ey+U(q,0,2) - By= - we(z) W 7) Gy, (z.2") 2. exp(—q,|z—2']). (14
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Making the Fourier transform

mla

Es(n) dkexp(ikan)Eg(k) (15

2w —mla

and completing summation over the layer index in E§8),
we can rewrite them in the matrix form

27w
2, | 0ep g7, Tas(di@H)VepS(GK )
XEg(q,k,w)=0. (16)
The structural form facto8(q,k,w) in Eq. (16) is given by
- . sinh(q,,a)
= —dgaln+ikn_ @
S(q.k ) n:E_w © cosh{g,a)—cogka)
7
and the components of the math,; are
Vi1=Vo=1, V=V Czqi 18
11— V12— +» 21— V22— T Wa ( )

whereny= e is the refraction index.

The system of two uniform equations has nonzero solu-

tions if the following condition is satisfield:

2miw

de{5aﬁ—w Uaﬁ(q,w,H)VaBS(q,k,w) =O, (19)

V. M. Gvozdikov and R. Vega-Monroy

Here l=eH/mc stands for the cyclotron frequency;

=1/7is the Landau level damping due to the impurities, and

N is the 2D electron density.
Substituting Eqs(20) and (21) into the dispersion rela-
tion (19), we have

PELECLTD («»ia‘» g,

1+ 20, 0.2 %o +S%(q,k, w)
w,\%2 1
X(Q—*) 4—no=0. (23
The dimensionless notation adopted in this relation is
L o L (24)
C Wy wp

and w§= 47Ne?/mais the plasma frequency.

The helicons, as is well known, propagate along the

magnetic field direction in the bulk conventional metdls
and in the layered conducto?s?® Thus, to study their dis-
persion and damping we must consider the apase 0. The
layer form factorS(q,k, ) in this case takes the form

i (O ’(I)no
1—-cogka)’
We have taken into account also thaj wny<<1 (this state-

ment will be verified beloy so that we can approximate
cosh, ‘wng)~1 in the denominator of Eq17). Using (25),

S(0k,w)= (25)

which is the dispersion relation for the bulk modes whichwe rewrite the dispersion relatid23) in the form

determine the frequency= w(q,k,H) of a wave that can 14 (T —iX)2—i(I—iX)X2A— X2A2=0 26)

propagate in the volume of a layered conductor. The key '

quantity in (19) is the 2D conductivity tensow s, which where

depends on the layer structure and the external magnetic ’ © w2

field. Thus, the specific type of the electromagnetic wave is T'=—, X=—, A=-—* | (27)

determined by the particular form of the tenseg,. We Q Q 2(1—coska)

consider some types of bulk waves in the following sectionsThe equatior(26) has an exact solution in the complex form

on the basis of the dispersion relatic®). X=ReX—ilm X, which determines the dispersion of heli-
cons along the magnetic field

Q sirf(ka/2)
3. THE HELICON MODES Rew(k)= (0 127 siP(kal2)" (28)
According to the Eq(19) the wave dispersion in layered and their damping
conductors is determined by the in-plane conductivity tensor, (ka2
which depends on the electronic properties of the layer and |, w(k) = VS; ( _ ) . (29)
the intensity of the external magnetic field. (w,/2)*+sir?(ka/2)

The in-plane conductivity may be anisotropic without | the long-wavelength limitka— 0, the helicon dispersion
the external magnetic field as is the case, for example, iRgjation (28) gives the well-known resi@#?3

some layered organi@upej conductors?3! N
- We consider here a more simple case of a two- Rew(K)= — K2C2. (30

dimensional electron gas in a perpendicular magnetic field. wp

The conductivity tensor for this model was calculated else-

where(see Ref. 3pand has the following components. The da.mp'“g of hehcon;, as one can see from @8), is
proportional tor and vanishes in a pure conductar=0).

o= 00Y(1+97) 7Y o= — oot Yoy, (200  The small quantityw, <1 may vary in a wide range, de-
pending on the values of the plasma frequeagyand the
Oxx=0yys  Oxy= =~ Oyx: (21)  distance between layera. The appropriate dispersion
where Rew(k) and the damping Imu(k), considered as functions
of the wave vectok, are shown in Fig. 1 for different values
_N62 v-ioe - of 1.
Tma’ YT T a (22) It follows from Egs.(28) and (29) that the ratio
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Early theoretical studies of helicons under the conditions
1.0 of the QHE(Refs. 22, 24, and 2Xdisregarded the effect of
the polarization currents on ther,z(w) at nonzero
frequency?®* which makes the Inr(w)#0. The longitu-
dinal conductivity in this case is

o
Txx( @) =1 (5) Oxy» (32

Re(w/Q)

where o,,= — o, is the quantized, in units of the conduc-
tance quantume®/h, static component of the conductivity
tensof’

ny=$, (n=1,2,3..). (33

With respect of Eq(33), the dispersion relatiofil9) gives

1-B9(q.k,w)

)
Q)7

+apS%(q,k,0)0%,=0, (34)

1+ aS(q,k,w)(%) Oyxy

where

2mq,

27w
a= q and B= (35

w

wno '

0 0t4 0.8 Setting in Eq. (34 qa=0 and using the form factor
' ka S(0,w,k) in the form (25), we obtain a very simple disper-
] ) ) ) ) ] sion relation for helicons under the QHE regime
FIG. 1. The dispersion relatioe) and the dampindb) of helicons in a
layered conductor under the condition of the Hall effect. The parameter l+2X2An—AﬁX2(1—X2)=O, (36)
w, =0.01 for both pictures. Re is independent of the Landau level broad-
ening, whereas Imv is proportional to v, taken ifb) equal to 0.1, 0.01, and whereX=w/), and
0.001, respectively, from the top line to the bottom Ifsee also Eqg26)

and(29)]. B Nag Qa B
A”_l—cos(ka) o (n=1,2,3,.). (37)
Imaw(k) v Here ay=c?/fic=1/137 is the fine structure constant.
ReT(k): a (31 The solution of Eq(36) is trivial and yields two modes

w4 (ka) andw_(ka);

is independent of the wave vectky so that forv<() heli- 5 —
cons are damped only slightly at akg. The above-required (ﬁ ZZ_A”i n(An—4) o (39)
smallness of the parametet, wn, holds since, according to Q 2A,

the Eq.(28), @~Q/w, and w*ano~ﬂ?4c<l,5becausg iN" For smallka<1 (whenA,— 1) we have the following rela-
attainable fields for thicknesses=10"'-10"cm, Q) is  tjon for the w_(ka) mode, which corresponds to the «mi-
much lower frequency/a~10"—10"s %, nus» sign in Eq(38),

4. THE HELICON WAVES UNDER THE CONDITIONS OF THE o_(ka)= _2C Sir? k_a (39
QUANTUM HALL EFFECT ana 2

The dispersion relationl9) is a general relation which Formally, the magnetic field does not enter £89) but, in
may be applied to various layered conductors with differenfact, it does since39) is valid only for fieldsH which fall
types of conductivity tensors. The helicon waves of the prewithin the plateaus in the quantum Hall conductivify.
ceding section are caused by the Hall currents and formally —Another branch of thes(ka), which corresponds to the
stem from the Hall components of the conventional conducPositive sign in the dispersion relatiof38), in the long-
tivity tensor o5 of the 2D electron gas. On the other hand, wavelength limit is given by
o, has a very simple form in a 2D system under the con- c
ditions of the quantum Hall effect. In view of this circum- o (ka)=Q-
stance, it is rather logical to consider the problem of the
helicons in layered conductors under the QHE conditions ofThus, we have two types of wave in a layered conductor in
the basis of our approach, especially since QHE was obthe QHE regime: one with the acoustic disperdien (ka) ]
served in some layered organic conductdts and and one with the optic-like dispersiofw.,(ka)]. The
superlattice$® w, (ka) branch has not been considered before. It appears in

~_ka
T sir? - (40)
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the problem in question owing to the tewq,(w) (32) in the
dispersion relation(34). This term enhances by unity the
power of the polynomial inX? on the left-hand side of Eq.
(36) and, correspondingly, gives an additional rpic¢., the
new branch of w,(ka)]. Physically, the frequency-
dependent longitudinal conductivit{g2), as was shown in
Refs. 26 and 33, is caused by the polarization currents.

It follows from Eq. (38) that under the condition
An(ka) <4 the right-hand side of E¢38) acquires an imagi-
nary part, which implies that Irma(ka)#0.

An analysis shows that fok less than the threshold
value,k*, the quantum waves in question propagate without
damping[ Im w(ka)=0]. The threshold value is

2 [ 7n Qa\?
k*(n)= a arcsi

4a0 Cc

(41)

For k>k* the Imw..(ka)#0.

The dispersion and the damping of the two modes in
layered conductors in the QHE regime are shown in Fig. 2
for the first three values of the integer1,2,3. We see from
Fig. 2 that the decreasing modes (ka) do exist only for
k<k*(n) [they terminate exactly dt=k*(n), as is shown
in Fig. 24 whereas the modes increasing whtaw _ (ka) are
damped whenk>k*(n), because —Im w(ka)#0. This
damping, as one can see in Fig. 2c, increases rapidlykajth
so that the ratidlm w_(ka)/Rew_(ka)|<1 only in a small
vicinity of the threshold valud* .

5. THE BULK MODES WITH DISPERSION ALONG THE
LAYERS

The dispersion relatiof23) which we have used in Sec.
3 for studies of the helicon waves that propagates along the
magnetic field may be also employed for analysis of different
types of waves in this model. In this section we will briefly
discuss the waves that propagate perpendicular to the mag-
netic field, i.e., parallel to the layers, and then will consider
the casey# 0, k#0, both analytically and numerically.

The analytic solution of Eq(23) can be obtained, in
particular, for the case of waves propagating exactly paraIIeF
to the layers, i.e., whek=0, provided thatq,a| <1, where

Re (0, /Q)

05

0.5

Re(w_/Q)

1.0

im(ow_/Q)
=]
(4,]

0

V. M. Gvozdikov and R. Vega-Monroy

K ik'2ik'3)

Kt '@« (3)

1 ka

2

IG. 2. The dispersion relation and the damping of helicons, given by Eq.
38), under the conditions of the QHE is a layered conductor are shown in
(a—0 for integersn=1,2,3. The decreasing modes (k) in (a) do not exist

d, is given by Eq.(5). Under these conditions, setting above the threshold valu&s-k* (n) [see Eq(4) for k* (n)]. The increasing
v=0 and taking into account that the layer form factdr) modesw_ (k) in (b) are damped whek>k*(n) since Imw_(k)#0 in (c)

in this limit is under this condition.
q.a 2
S(q,o,w)~cotr< T) ~—, (42
9.2 The modew; belongs to the so-called propagating sector
we have from EQq(23) qfu<0 (Ref. 23, which can be checked by the direct substi-
2 _ tution of Eq.(45) into the definition forg,, (6), which yields
y -y(d+ )+ p=0, 43 q>a’=—w2. Thus, |q,a]=|w,|<1, which has been as-
where sumed in the course of the derivation of E45). We also
w2 17 qa)? assume thaty| =|w/Q|>1, which is true for modes, and
y:(—) ng, B=—|1+|— (44) w, sincew,>().
@p Nol Wy The mode w, after substitution into Eq.(6) yields
The solution of Eq(43) gives two modes: g2a®=(qa)?>—now?, so that the conditiong,a|<1 holds
o2 qa\?] 2 for ga<1. o _ . _
aﬁ:(_") 1+ — and wgz_P_ (45) Qn the other hand, it is possible to obtain an analytic
No Wy No solution of Eq.(23) when ga>ngw, w/w,. In this case
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g,a~qa, so that the form factor of the layer is independent
of w:

sinh(ga)
cosiiga)—cogka) "

S(q,k,0)~ (46)

Under these conditions the dispersion relati@3) in the
limit v=0 yields

02 w, |2
2_ P
=2qa ——=~ +| 5| S|. 4
¢ a4 2g0a+ Swj (Zno (47
Settingka=0 in Eq. (46), we have for smalga (i.e., for | | . ,
Now, w/ wy,<gqa<l) §(q,0,0)~2/qa, which, after substitu- 0 0.4 08
tion into the Eq.(47), yields ga
2 2
202+ @p ~ ﬂ (48) FIG. 3. The dispersion relation(qa) for electromagnetic waves in a lay-
w No ng/ ° ered conductor in an external magnetic field plotted as a function of the

in-plane component of the wave vectprcalculated on the basis of EQ3)
We see, therefore, that in this limit the dispersion relationfor three different values of the component parallel to the magnetic field:

(47) equals thew; mode, given by Eq(45). Since w, ka=0.01(1); 0.1(2); 0.5(3). The other parameters are, =0.01, Q/w,
=wyalc is of the order of 10*-1072 for w,=10"-105  ~000L»=0. andno=1.
and a=10""-10"°, the inequality ga>nyw, w/w,~w,
holds forw, given by Eq.(48).

The second term in Eq47) is exactly the bulk plasmon
dispersion in a layered conductér®

2ga sinh(qa) T
2 coshlga)—cogka)" (49

This equation differs from(26) in the terms containingj?.
The latter is defined by the relation

ga

W, =—
Now,

wp|(Q)=(—

No

(59

TheT? terms make the dispersion relation be cubic in powers
of X [in constrast with the quadratic equati@g)] so that
when v#0, it can be solved only in linear oW/ Q<1 ap-

The first term in Eq.(47) under the condition&a+0, ga
<1 may be rewritten in the helicon-like form

Sw2 |t QO2sir2(ka/2) proximation. The result is
2qa sirf(kal2) + (w,/2) . Q sirf(kal2) 112 (56
e = H 1
We thus conclude that when the wave vector has both com- “7 (0,127 +si(kal2) p
ponents, parallelq) and perpendiculatk) to the layers, the v sirt(ka/2) v

waves in question are the mixture of helicons and plasmons. |m e
For g=0 only helicons are excited.

The damping of the modet7) in the linear approxima- where
tion on the small paramete/ (<1 is given by

" (0, 2)%+siA(kal2) ﬁazA' (57)

) B=1+A(1+A)G>. (58
Im w(q)= K(1+ S)7Y(2+9) ﬂ) - @} (51) These equations give corrections to the dispersion relation
2 @p No and damping of helicons given by Eq23) and(29) due to
where the small terms proportional to the parameter,
2
. S(q.k0)w? wan|— 22 |
e (52 OA=| oL 2 sinkaiz) | <t (59
and (w/w,)? is determined by Eq47) The numerical calculations of the dependenef), ob-
b A47).

tained for different values of the paramekarboth in propa-
gating @,,a)2<0 and in nonpropagatingy(,a)*>>0 sectors,
are shown in Fig. 3.

In the cas&ka=0 and for smallga<1 the form factor
S(q,0,0)~2/ga and the damping is estimated to be

v ga v
Imao(q)~35[5(0,00-1] 7~ 5. (53
Mo Mo 6. SUMMARY AND DISCUSSION
Itis easy to find the dependence of heliconsjarin the case We have considered the electromagnetic waves propa-
of a smallga, ga<1. The dispersion relatiof23) in this case  gating in a stack of conducting layers embedded into a di-
yields electric matrix in the presence of an external magnetic field

G2 perpendicular to the layers. We ignored in our model the
1+(I'= iX)Z—(X+iF)A( 2X~ Y) interlayer electron hopping and do not imply either periodic-
ity in the layer stacking or uniformity of the dielectric con-
+A?(§%—X?)=0. (54)  stant across the layers. The latter distinguishes our approach,
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which is based on Eq$10) and those for the Green’s func- analytically[Eqgs.(47) and(48)] and numerically(see Fig. 3
tions[Egs. (12) and (13)], from those presented in the pre- their dispersion relations for different valueslodndg. For
ceding papers on this subjeét?® As a first step toward the k#0 these modes may be considered as a mixture of heli-
studies of the electromagnetic waves with the help of thecons and plasmons, since their frequerey () for ga<1
equations which we obtained, we have considered the case [gfee the Eq949) and (50)]. The dispersion shown in Fig. 3
the bulk modes in the regular and uniform layered conducis qualitatively similar to that found in Ref. 39 for the
tors and superlattices. coupled hole-like and electron-like two-dimensional magne-
The fundamental quantity which determines the specifidoplasmons in a semiconductor-insulator structure with met-
form of the electromagnetic wave dispersion is the conducallized surfaces in the presence of a magnetic field perpen-
tivity tensor of a two-dimensional layer in a perpendiculardicular to the layers.
magnetic field. We tookr,; in the Drude-like form(20)— In summary, we would like to stress that there is no way
(22), which yields in the casga=0 the well-known heli- to consider all the possibilities of the dispersion relations
cons that propagate along the magnetic field in layered10) and(19) in one article. In particular, we leave for the
conductor$? Our new finding here is the expression for following separate publication our results obtained, together
damping of these helicons, given by EQ9). It is shown with A. M. Ermolaev, on the magnetoimpurity modes in the
that Imw(K) is proportional to the Landau level broadening layered conductors considered above. Studies of the surface
and is independent dfi, so that the ratid31) of the wave modes in the system in question also will be published else-
damping to its frequency equalg() and is independent of Where.
the wave vectok. The dispersion and damping of helicons =~ We wish to thank A. M. Ermolaev for reading the manu-
under the conventional Hall effect regime are shown in Figscript and for valuable discussions.
1. The corrections to the dispersion relation and damping of
helicons due to the deviation of the wave vector from the
field direction(i.e., a small portion of the components which *'E-mail: viadimir.m.gvozdikov@univer kharkov.ua
are parallel to the layergja<<1) are given by Eqs(56) and
(57).
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A tunneling structure NbZr/NbQAI/AIO , /NbZr with a thin barrier in the NbZr/NbQ Al

junction and 4 to 6-nm-thick Al interlayer was prepared and studied experimentally. A proximity
effect between NbZr and Al through Nh®arrier has been observed. An electrical voltage

was generated in the Nharrier and a coexistence of the proximity effect and applied voltage

in the junction NbZr/NbQ/Al has been observed. This experiment could be described on

the basis of a model for coherent charge transport in superconducting/normal proximity structures.
© 1999 American Institute of Physid$51063-777X99)01310-9

1. INTRODUCTION Pa for 60 min. After pumping of the vacuum system, the top
layer of NbZr was deposited at 2 Pa with the deposition rate

Tunneling process permits to obtain information on the X .
superconducting density of sta@30S) over a wide energy 160 nm/min. The top layer was deposited on a cooled sub-
strate holder at about 10 °C.

range with high-energy resolution, both for superconductors This technology provides nonsymmetrical operation of

in the equilibrium state and for those in the nonequilibrium : -
state. The proximity effect between a superconductor anH1e double-barier tunnel s;ruc';ure. Thev charactenstlcs
of the structure are shown in Figs. 1-3 for various tempera-

normal metal has been discussed for a long time, and it hat%res

recently attracted new attention because of the dramatic

progress in nanotechnology, which allows the fabrication

and study of metallic structures in the mesoscopic redime.

The electron transport in normal diffusive conductors in thes. piscussion

presence of proximity-induced superconducting correlation

was studied theoretically in Ref. 2. It was demonstrated in ~We have investigated a superconducting tunnel junction
Ref. 2 that superconducting correlations and electrical fieldvith two potential barriers like as NgGnd AIQ,. One can
can penetrate in the case of transparent barriers, causings&e in Fig. 1(curve 1 the presence of a Josephson current
whole range of novel nonequilibrium effects. In this paper(the 1=V curve from p.0 to p.Lthat flows through the
we report on the observation of the coexistence of proximity-double barriers. The NbCbarrier resistanc® is smaller in

induced superconducting correlation and electric field. order than that of the Alpbarrier. It is assumed that the
AlO, barrier limits the Josephson critical current through the

double junctions, but for the NhObarrier the Josephson
critical current must be higher than that for the Alarrier.

Superconducting thin films were deposited by dc mag4n the experiment the same current flows through both bar-
netron sputtering from Nb target with admixture of Zr, andriers simultaneously; at small currefb point 5 a voltage in
clean target of Al. After the deposition of 100-nm-thick the NbQ, barrier does not exist. One can see from point 1 to
NbZr film (T.=12 K) the first tunneling barrier (NbQ) was  point 5 that the measurdd-V curve is a characteristic of a
prepared in two technological steps. At first, the thermal oxi-superconducting tunnel junction. For example, the proximity
dation of NbZr in Q at room temperature was provided and modef* of NbZr/NbQ,/Pb and of NbN/NbQ/Pb tunnel
then the tunneling barrier was prepared by rf sputterjunctions, fabricated using similar technology, with the ex-
oxidation in Ar and residual gas for about 10 min. In this ception of thermal oxidation instead of rf-oxidation, shows
step thin, dirty NbZr layer, implanted by,@t energies 250— good agreement between the calculated and experimentally
500 eV, was prepared. Specific contact resistéRad this  determined values of the proximity layer. Now we can mea-
junction is smaller in order of magnitude than that of the topsure the current step voltage on the junctiéor example,
tunnel junction (AI/AIQ,/NbZr) resistance. After this proce- point 2 or point 3 on thé -V curve) and estimate the value
dure thin Al layer was deposited by dc sputtering at a depoef the proximity energy gap of Al. We conclude that the Al
sition rate of 100 nm/min at 2 Pa of Ar. Then the thermalproximity energy gap value is approximately equalﬁ§|r
oxidation of Al was carried out at room temperature at 100~1.2—1.3meV aff=4.2K.

2. EXPERIMENTAL

1063-777X/99/25(10)/4/$15.00 810 © 1999 American Institute of Physics
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FIG. 1. The I1-V curves of the double-barrier structure -0.03- o L
NbZr /NbQ, /AI/AIO , INbZr . -8 -4 0 4
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The nature of this gap is in the proximity effect between T=13.0K
the NbzZr and Al through the NhQbarrier. Also in the ex- 0.04 ) 2 1
periment th&f\[ values change slightly because the Al film
has a nonequilibrium quasiparticle distribution function in-
duced by the current through the Al®@arrier upon increas- 0.02
ing the voltage on this barrier.

We see that thé-V curve is linear from point 4 to point <
5. This part of thd —V curve can be fitted by a linear func- - Or
tion like I =4.6 V; this fitted curve is shown as curze At
point 5, there is voltage also on the Np®arrier. At this
point the current attains values of the critical current for the -0.02}
NbO, barrier. Let us now analyze thke-V curve as the
“sum” of the two | -V curves for the two junctions, because -004 o
from this point the measured voltage is the sum of the volt- "~10 -5 0 5 10
age on the AlQ barrier and the voltage on the Np®arrier. V. mv

We believe that between point 5 and point 9 the voltage on

the AIQ, barrier can be calculated by using the fitted cLlve FIG. 3. The I-V curves of the double-barrier structure
and corresponding value of the current through the junctiongybZr /NbQ,/AIAIO , /NbZr .

VA,Oy:I/4.6. We then calculate the voltage on the NbO

barrier aSVNbOx:V_VAIOy and we plot the graph of the

-V curve for the NbZr/NbQ/Al junction using the corre-

sponding values of andVy,o (see curved in Figs. 1-3.
We see that above point 5 there is voltage on the NbOcould be analyzed on the basis of the new theory for coherent

barrier, and simultaneously the nature of the Al-“gap” is the charge transport in superconducting/normal  proximity
proximity effect between NbZr and Al through the same gtrycture

0.04

0.02

1A
o

-0.02

-0.04

FIG. 2. The |-V curves
NbZr/NbQ, /AI/AIO, /NbZr .

of

the

double-barrier

structure

NbO, barrier. We believe that this very complicated situation

Thel -V curves were measured in the range of tempera-
tures T from 4.2 to 13 K (see Figs. 1-8B Since at
T>TNPZ" the | -V curve is linear(see Fig. 3, NbZr and Al
are in the normal state, and the large voltage does not exist
on the NbQ barrier. WhenT>TN°?' the voltage on the
normal Al and NbQ barrier is negligible.

Recall that unusual quasi-superconducting state exists in
Al; we will compare the measurdd-V curves with thd -V
curves of the superconducting Josephson junctions. The con-
striction model for SNS Josephson junctions is well known.
In this model the approach developed by Blonder, Tinkham,
and Klapwijk (BTK) for calculation of the quasiparticlgp)
current in NcS contacts is generalized to the case of ScCNS
and SNcNS contacts with disordered NS electrodes. The re-
lation between the gp current and the energy spectrum of NS
proximity sandwich is found for arbitrary transparencies of
the constriction and NS interfaces. We have plotted for
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FIG. 4. The dependences of the critical currefit Vyap, VguasigagOn tem-

perature. conducting state on the junctioh—V curves. The junction
geometry is shown in Fig. 5. The voltmeter measures
the voltage vz—v‘{). But potentialsV; and V, could be
functions of the coordinatx and y just asVy(x,y) and
V,(x,y). We can describe the junctidn-V curve as fol-
lows:

NbZr/NbQ, /Al junction the temperature dependence of the
critical current(point 10 on curve3 in Figs. 1-3 (see Fig.
4). Our curve, like curve? in Fig. 2 (Ref. 5), is a case for
ScNS or SNcNS withdy/éy=1, yg=1, and y=0 (yp I =f,(Vo—V,) (1)
=Rg/pnén, v=pséslpnén; here y is a measure of the

strength of the proximity effect between the S and N metals®'

and yg describes the effect of the boundary transparency v, v, =f#(|). )
between these layerp;, s and &, s are the normal state re- _ _
sistivities and coherence lengths, @glis the product of the If the voltage ¥/,—V,) is applied, then the currerit

resistance of the NS boundary and its a}ewe can there- flows 'through the tunnel jUnCtion with unit square. We can

fore assume that the Nb/Al interface is a series of constricdescribe the electrode-V curve as follows:

tions in othe_rW|se Iower_ transparent barrler_. _ | =f5(Vyp—Vyy) 3)
From point 10 to point 13 the-V curve is like anl -V

curve for a tunnel Josephson junction. With such shape ther

|-V curves are described in Ref. 6 for the stacked Josephson , _,, _ £5(1) )
tunnel junctions Nb/Al-AIQ/Nb of overlap geometry. This 22 T2 in
kind of 1-V curve can exist if the Al is in a quasi- If the voltage V,,—V,,) is applied per unit length of the

superconducting state, but it cannot exist in the other caseglectrode film, then the currehtflows through the electrode
We have plotted for the NbZr/Nb@AI junction the film with unit square of cross sectiafV,, andV,, are the
dependence of voltage at point Vl,,6gap0n the tempera-  potentials at point 2 and point 1 of the film 2, respectiyely
ture (see Fig. 4. Also shown in this figure for comparison is We can express the current through the tunnel junction at the
a plotted dependence of the voltage at point gy, on the  point with the coordinategx, y) as follows:
temperature. B
We see that aT =4.2K the Al has a proximity-effect- di=f,(Va=Vydxdy, ®)
induced energy gap of about 1.2 meV, so the proximity ef- I (ly
fect is large enough through the NbZr/Al interface. In the |o:f d|=f0 fo f1(Vo—Vydxdy. (6)
first case the same currefNbZr is in the nonsuperconduct-
ing state cannot produce the measured voltage on the NbO  Let us consider an imaginary strigvith the coordinate
barrier, but in the second caglbZr is in superconducting X) which is parallel to ther axis. We can estimate the poten-
statg it can produce the measured voltage on the Nbé&r-  tial V, distribution in this strip. Because we use a current
rier; at this applied voltage the behavior of the source for measurements, the current and voltage at the be-
NbZr/NbQ, /Al junction is similar to that of the tunnel SIS ginning of the strip are
junction. | |
We assume that this result can be interpreted on the basis | = - hdx= -2 dx, 7)
of the model for coherent charge transport in I I
superconducting/normal proximity structures at least qualita- (

tively. We also assume that our experiment demonstrates the dV,=V5—V,,=f, II—(;]> dy. (8)

presence of a sofno sharp edgepseudo gap in the density x

of states for Al, as shown in the model. We then have
We have measured the complex junctions with nonuni-

form order parametek in the electrodes to estimate the pos- | = |_° dx—1. - 9)

sibility of the influence of the electrode resistiugonsuper- 'y Juner
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Ijunc: jo f1(Vo—Vy)dy dx (10

y
V2~ V3= fo fz 0

—l 0 - fyf V V,)dy|d 11
|Xh h 1( 2 1) yjay. ( )
We also have

dx. (12

X N 1 (x
Vl_V1|X:JI fz{ﬁﬁ f1(Vo—Vy)dx

X X

We can use the equivalent equations (fbt) and (12)

Ny 1 (Y
W:fz_ﬁ fofl(Vz_Vl)dy ;
Ny 1 (X
W:fz_ﬁ flel(VZ_Vl)dx ;
8V2_f+-|0 1jyf Vv vyl (13)
W— 2_|x_h_ﬁ o 1(Vo=Vy)dy|;
Ny [lo 1 fx
W_fz_h(_h H Ixfl(vz Vl)dX.
We use the functiori, as follows:
. lc
V= V5,=0, if 1<—:
I.h
| | (14
— __c i _c
V22_V21—b(| Ixh), |f I>|Xh
Then
(157, L Vv
b ayZ 1(Vo—Vy);
1%V, 1
b 2~ pfV2=Va);
102V, 1 (15)
Ba_yzzﬁfl(VZ_Vl);
1a2v1_1f Vaov
L b h 1(V2—Vy).
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|
Vo—Vo=Vo-VO if 1<,
I.h

b(IO_Ic)ly 0 Ic
|X—h_vl’ if |>|X—h. (19)

Vo—V9=VI+
In the experiment described above we have not observed
this kind of additional voltage as in formu(d9). At 12.1 K
and 13.0 K we found that the superconducting state of the
electrodes does not exi@ising thel —V curve of the tunnel
junction with AlQ, barrie)) and we have thé-V curve for
the double junction in this cassee Fig. 3. It is clear that
the additional voltage caused by the resistive state in part of
the electrode of the investigated junctions can have only a
small value as in thé—V curves(Fig. 3), and that the ob-
served additional voltage on the NbZr/Np@I junction
cannot be attributed to this factor.

4. CONCLUSIONS

We have prepared and experimentally investigated the
tunneling structure NbZr/NbQAI/AIO , /NbZr with a trans-
parent barrier in the NbZr/Nb@AI junction and 4 to 6-nm-
thick Al interlayer. In this structure a proximity effect be-
tween NbZr and Al through NbCbarrier has been observed.
The voltage on the NbCbarrier was produced, and we have
observed a coexistence of the proximity effect and applied
voltage on the junction NbZr/Nb@AI. We believe that this
experiment could be described on the basis of the model for
coherent charge transport in superconducting/normal prox-
imity structures’

*)E-mail: shat@d24.imp.kiev.ua
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In this letter we review and compare the available information about the stability and
spectroscopy of the hydrogen atoms and protons in rare-gas solids. Mechanism 6fdifeusion
involving protonated rare-gas dimer R formation in the lattice is discussed. We suggest

that the puzzling differences in their behavior and the stability are due to the fact that diffusion of
hydrogen atoms is thermally activated, while that of the protons is activated by vibrational
excitation of the RgH* under ambient temperature blackbody radiation. 1899 American
Institute of Physicg.S1063-777X99)01410-3

Diffusion in solids is of fundamental interest from the normal hydrogen halides were substituted for the deuterides.
purely academic point of view and it is also important in At first, an assignment to a neutral H atom trapped in an
nature and in numerous industrial situations and processemterstitial site in the rare-gas solid was preferred, since it
While molecular species in solid matrices at low temperawas not understood how ions could be produced under the
tures are usually stable, and can be maintained isolated faonditions of some of the experiments. Later studies, how-
indefinite periods, some atoms exhibit even below 10 K aver, have shown rather conclusively that the absorptions
considerable degree of mobility? Rare-gas solids, with their are, in fact, due to the positively charged prot&h® which
well-known potential$and well-defined structures thus rep- form strongly bound, linear centrosymmetric RgRg cat-
resent a very suitable model system for studying diffusionions in the matrix. These are characterized by a very intense
Particularly interesting is the mobility of the lightest and asymmetric stretching infrared absorptien, accompanied
most abundant atom of them all—the hydrogen atomby a progression of;+nv; combination band¥%

Atomic hydrogen can, in fact, exist in the host at leastintwo  Neutral hydrogen atoms in rare gases were extensively
varieties—as neutral atofs? and as charged protofh$;*®  studied by means of ESR spectroscbpince the early days

and both of them have been studied in-depth spectroscopaf matrix spectroscopy. These studies suggested that while in
cally. neon a single matrix site is observed, in the heavier rare

Neutral hydrogen atoms are easily detected either bgases Ar, Kr, and Xe and H atoms can be trapped in at least
their ESR spectfaor by optical UV spectroscopy®®1112  two different trapping sites, presumably substitutional and
and can occur in matrices in several distinct sft&Protons  octahedral interstitigl'® Atoms produced by dissociation
in rare gases are tightly solvated by two rare-gas atoms thatith excess kinetic enerd§?® can apparently propagate
form well-defined RgH ™ cations?® Both states, neutral and through the matrix for distances of the order of 103%A.
charged, have been investigated by many researchers, andAtoms in thermal equilibrium with the lattice, on the other
is well known that under suitable conditions both forms canhand, appear to be at the lowest temperatures indefinitely
be mobilized, and their depletion due to diffusion can bestable® They can in fact be stabilized at sufficiently high
followed spectroscopically®11121617 Somewhat surpris- concentrations for the detection of H...H spin-pair diradicals,
ingly, not only the weakly interacting neutral atoms, but alsowith a distribution of internuclear distancesrof 7 A.?* Be-
the strongly bound protons can be quite easily destroyed bgides ESR, it was recently shown that H atoms can also be
diffusion®1’ Examination of the available data reveals, detected by optical absorption and emission spectroscopy.
however, that the diffusion of the two species exhibits somaNhile in the gas phase the lowest resonant transition of hy-
very surprising differences. The purpose of the present pape&irogen atoms requires 10.2 €¥-Lyman), in rare-gas solids
is to compile and review some of the available evidence, anthe transition is shifted to much lower energies, with onsets
propose an explanation for the observed differences and umf strong structured absorptions near 9.7, 8.0, and 6.2 eV in
expected trends in the behavior of neutral atoms and protonsolid argon, krypton and xenon, respectively. Excitation of

In an early study of matrices produced by discharging othese bands by tunable synchrotron radiation results in broad
photolysing deuterium halides infrared absorptions appearingnd intense, strongly red-shifted emission bahds.
at 645 and 607 cim" were observed in solid argon and kryp- The ability to monitor hydrogen atoms and bare protons
ton, respectively® The carrier clearly involved a single deu- spectroscopically allows us to study their stability and diffu-
terium atom, and the lines shifted to 907 and 85I tmhen  sion as a function of temperature, and indeed numerous such

1063-777X/99/25(10)/4/$15.00 814 © 1999 American Institute of Physics
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studies have been reported. Both the neutral H atoms dnd H

cations can be destroyed due to diffusion, but comparison of

the two processes indicates some surprising trends and dif- O O

ferences. Careful studies of the mobilities of hydrogen atoms

produced in solid krypton and xenon by x-ray irradiation O

were carried out by Creuzburg and cowork&ts. They

found that annealing of the matrix leads to disappearance of

the H atoms at a rate which is in solid xenon below 32 K O

unobservably slow, but changes by six orders of magnitude

between 32 and 45 K, with a similar rapid rate change oc-

curring in solid Kr between 22 and 27.5 K. The disappear- O O O O

ance of the atoms is presumably due to radical-radical re-

combination, with formation of the HXeH hydride being an FIG. 1._Schematic d_iagran_] of proton diffusion in the host, for ;implicity_
. . 25_27 . constrained to two dimensions. Only three rare-gas atoms are involved in

alternative channel in xendr: From an Arrhenius p|0t each diffusion step, in which only one'HRg bond needs to be rearranged.

of the data, the authors were able to deduce activation enegarriers calculated in the gas phase for anHRgcomplex are given in Ref.

gies of 66 and 123 meVRef. 11) (6.4 and 11.9 kJ/mojefor 20 and Table I. While the proton has moved considerably in the rare-gas

the bleaching process in Kr and Xe, respectively, which thefnvironment, the displacement of the rare-gas atoms involved is minor.

explain in terms of thermally activated diffusion. Most inter-

estingly, they find no observable difference between the

bleaching of hydrogen and deuterium atoms, a result whicollowed by tunneling of the vibrating proton in the excited
was recently confirmed by Vaskoneh al.'2 molecule from one Rg—Rg bond to an adjacent one. The

While no experimental values for theHiiffusion acti- infrared absorption thus provides the energy needed to lower

vation barriers are available, one might expect them to béhe activation barrier. This interpretation also helps to ratio-

considerably higher than those of the neutral atom. This wad@/iz€ the strong isotopic dependence by combination of sev-
indeed confirmed by recent theoretical calculations, predict€r@! effects: factor of 2 change in the reduced mass, with the

ing a barrier of about 10 kd/mole in solid neon, and abouf°responding'2 change in the vibrational frequency, the
30-35 kJ/mole in the heavier rare-gas sofiss noted change in the overlap with the 300-K Planck curve, as shown
above, the asymmetric stretching absorption of theHRg in Fig. 2, and change of the oscillator strength due to the

cations allows easy monitoring of the “matrix isolated” pro- MaS$ effects. Equally important may be the zero-point effects

tons. Rather surprisingly, despite the relatively high barriersad: in particular, the effect of mass upon the tunneling pro-

a rather efficient bleaching of the absorption is observed; if€SS: _ _

exhibits, however, quite different properties than the neutral 1 NiS observation of a process activated by blackbody
hydrogen depletiof®17In the first place, the Rgi* destruc- radiation would not be without precedence. Like in the ma-
tion does not exhibit a pronounced temperature dependenciix: Where the “collision energies” are too low to activate
and persists down to the lowest matrix temperatures. Furthef€mical reactions, in the high vacuum of an FT-ICR mass

more, in contrast with the neutral hydrogens, whose diffuSPectrometer collision are too infrequent for the classical

sion shows no isotopic dependence, the charged protons dlei_ndeman-Hipshelwood mechanism of chemical' activation
cay up to an order of magnitude faster than thel0 be operative. We have recently shown that in such an

corresponding deuterons ultrahigh environment, where at pressures~of0™ °mbar

The fast disappearance at low temperatures could posgollisions are reduced to about 1 per 100 s, the absorbed
bly be explained if one argued that not the proton diffusionPlackbody radiation becomes the dominant source of activa-

but some alternative process is responsible. Since the podi" energy>” Thus, for example, fragmentation of ionic wa-
tively charged cations are present, negatively charged centers
must also be present, and these centers are usually unidenti-

fied. One might understand the bleaching if it was due to @ 5000 n 157,
diffusion of electrons located in shallow traps. While such a 34000_ AryH '55-
process could have a very low activation energy, it cannot X X
explain the strong hydrogen isotopic effétt. 2 3000k '10,,3

We propose as one possible explanation that while the 2 + o
matrix may be at a low temperature of only a few kelvin, itis £ 2000} ArzP Planck radiation field | ™
still invariably in the room-temperature-rangebout 300 K ° i T %
radiative field of the apparatus walls. This radiation might be & 1000 ; %
efficiently absorbed by the very intense infrared transition E L , , 0 g
and lead to the observed diffusion. The computed lowest 0 500 1000 1500 2000 2500 g
energy path shown in Fig. 1 involves essentially a ligand- Frequency, cm™ a

switching reaction, where the R4* solvated proton ex- b of the vib | modes of A and - with th
; _ : : -1G. 2. Overlap of the vibrational modes of A" and ALD™ with the
changes one of its rare-gas ligands. Stretching modes of tr lanck blackbody radiation field. The lower infrared intensity of the deuter-

atomic mOIeCUI?S almost invariably rel?-X _Via the lower ateqd species is partly compensated by the better overlap with the radiation
frequency bending modes, and the excitation step can bild.
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TABLE . Vibrational frequencies/(cm™?), infrared intensitied (v)(km/mole), the photon energg(v)(kJ/mole), the absorbed pow®X(v)(kJ/moles),
and the barrier for proton diffusioB(TS)(kJ/mole).

lon 0.8v5® I(v3)® E(vs) P(v3) 0.8»," I(v2)® E(v2) P(v2) P(v2) +P(v3) E(T9?
Ne,H* 1329 2319 15.9 6.7 620 248 7.4 2.33 9.0 115
Ne,D* 950 1153 11.4 7.6 444 115 5.3 1.00 8.6 13.8
Ar,H* 878 4227 105 31.3 549 42 6.6 0.40 317 29.7
Ar,D* 625 2117 7.5 19.9 390 19 4.7 0.15 20.0 29.9
SECP

Ar,H* 950 4385 11.4 28.9 518 47 6.2 0.44 29.4 30.7
Ar,D* 678 2196 8.1 20.2 369 21 4.4 0.16 20.3 31.6
Kr,H* 857 5094 10.3 38.9 486 17 5.8 0.15 39.1 32.3
Kr,D* 606 2551 7.3 24.1 345 8 4.1 0.06 24.1 32.8
Xe,H* 758 5873 9.1 50.6 444 3 5.3 0.03 50.6 355
Xe,D* 537 2941 6.4 27.6 314 1 3.8 0.01 27.6 35.9

#The values for protonated species were taken from Ref. 20; for deuterated species from this work.
bThe values above the horizontal line were computed considering all electrons explicitly. The computations below the divider were carried anthesing f
heavier rare-gas atoms the quasi-relativistic effective core potentials of the Stuttgart/Dresdef? group.

ter clusters, as well as a variety of chemical reactions within ~ The situation is a little more complicated in solid Ar, Kr,
the clusters, like hydrogen formatioh®? or aldol and Xe, where the; photon energy is considerably lower
condensatiori® are activated by blackbody radiation. In ad- than the computed Hactivation energy, and where the'H
dition, a whole range of other processes in low-temperaturéns have been studied experimentally. Even though in the
rare-gas solids, where collisional activation is in view of theheavier hosts the absorbed power is higher, amounting to
low temperatures of 5—20 K, inefficient processes, such aabout 3—5 photongbn-s) due to higher oscillator strength,
isomerization and structural rearrangements, are known to bmultiphoton processes are quite unlikely to be important in
efficiently activated by infrared absorption. overcoming the barrier. Here, however, the absorptions due
To estimate the amount of energy absorbed by the iongp the v;+nwv; combination bands might be a contributing
we have used the infrared frequencieand line intensities factor. It is also possible that the actual barrier in the bulk
| (v) of Rg,H ™ species from our previous pap@mnd for the may be lower than that computed for Rt clusters with
purpose of this work we have calculated the values for deun=3, and, as suggested by the strong isotopic dependence,
terated RgD™ species on the same level of thedBBLYP  tunneling through the barrier may very well be involved.
in Gaussian-94fRef. 34)). For the calculation of the power The proposed infrared activation would thus be essen-
absorbed from blackbody radiation, the frequencies are mulially consistent with the observations: bulk matrix tempera-
tiplied with a scaling factor of 0.8 to account for the strongture independence, and a strong isotopic effect of the proton
matrix shift?° absorption bleaching. A similar mechanism would not work
The power absorbed by these modes from 298-K blackfor neutral hydrogen atoms, whose vibrational modes lie at
body radiation can be calculated from the Planck distribuconsiderably lower frequencies, and whose infrared absorp-
tion, taking into account that half of themdsteric angle tions are surely many orders of magnitude weaker than those
around the molecule is occupied by the low-temperature miref H* in the complex RgH™*.
ror on which the host is deposited, reducing the steric angle

of radiation to 2. With » in cm™*, this amounts to The authors would like to thank Markku Baen for a

helpful discussion and valuable comments. Financial support

4mhc?v®l - 10° by the Deutsche Forschungsgemeinschaft through the SFB
exp(100chv/kT)—1" 377:Photoionisation und Ladungstrennung in gen Mole-
. . . . . . kulen, Clustern und in kondensierter Phasad the Fonds
The vibrational frequencies, infrared intensities, the photon ; .
energy and the power absorbed by the vibrational modes apeer Chemischen Industrie is gratefully acknowledged. E.V.S.
listed in Table I, together with the activation barrier for pro- gratefully acknowledges BMBF travel funds.
ton diffusion. Examination of the data for pi¢* reveals that
absorbtion of a single; photon is sufficient to overcome the *permanent address: B. Verkin Institute for Low Temperature Physics and
diffusion barrier, and that about 0.4 of these photons are Engineering, National Academy of Sciences of Ukraine, 47 Lenin Ave.,
absorbed by each Md* site per second, which might ac- **s;é?;gﬁ.Kbhozﬂlg%éyg;']ngm de
count for the fact that the H protons were thus far not ' o
observed in solid neon. The proton activated by the absorp——————
tion of room-temperature blackbody radiation may acquire in
solid neon a considerable mobility, and find an electron or an;W- C. Easley and W. Weltner, Jr., J. Chem. P1§3.197(1970.
anion for recombination or a neutral molecule for reactionsg:i' L SgﬁnG?&dbfggVZizz,’f'G(;E?irg{ 2?1%?’}1 12%;1??9'2, 503 (1992
within a few seconds. Among possible “sinks” for'Htould 4S. N. Foner, E. L. Cochran, V. A. Bowers, and C. K. Jen, J. Chem. Phys.

be the formation of B or H; molecular ions® 32, 963 (1960.

P(v,I,T)=



Low Temp. Phys. 25 (10), October 1999

SM. Creuzburg, F. Koch, and F. Wittl, Chin. Phys. Las&6, 387 (1989.
8M. Creuzburg and F. Wittl, J. Mol. Struc222, 127 (1990.

M. Krass and P. Giiler, Chin. Phys. Laser$74, 396 (1990.

8D. LaBrake and E. Weitz, Chin. Phys. Las@kl, 430(1993.

Beyer et al. 817

287, Schindler, C. Berg, G. Niedner-Schatteburg, and V. E. Bondybey, Chin.
Phys. Laser250 301(1996.

29\. Beyer, C. Berg, H. W. Gditzer, T. Schindler, U. Achatz, G. Albert,
G. Niedner-Schatteburg, and V. E. Bondybey, J. Am. Chem. $b8.

°F. Wittl, J. Eberlein, T. Epple, M. Dechant, and M. Creuzburg, J. Chem. 7366(1996.

Phys.98, 9554(1993.

1D, LaBrake, E. T. Ryan, and E. Weitz, J. Chem. PHy@2 4112(1995.

113, Eberlein and M. Creuzburg, J. Chem. PHy@6, 2188(1997).

12K Vaskonen, J. Eloranta, T. Kiljunen, and H. Kunttu, J. Chem. Phy8.
2122(1999.

18y, E. Bondybey and G. C. Pimentel, J. Chem. PI56.3832(1972.

¥p. E. Milligan and M. E. Jacox, J. Mol. Spectrogts, 460 (1973.

15C. A. Wight, B. S. Ault, and L. Andrews, J. Chem. Phg§, 1244(1978.

161, Kunttu, J. Seetula, M. Ranen, and V. A. Apkarian J. Chem. Phs6,
5630(1992.

"H. M. Kunttu and J. A. Seetula, Chem. Phy80, 273(1994).

18T, D. Fridgen and J. M. Parsia, J. Chem. PHi40, 2155(1998.

19F. J. Adrian, J. Chem. Phy82, 972(1960.

20\, Beyer, A. Lammers, E. V. Savchenko, G. Niedner-Schatteburg, and

V. E. Bondybey, Phys. Chem. Chem. Ph¥s2213(1999.

213. Nieminen, E. Kauppl, J. Lundell, and H. Kusttu, J. Chem. PBgs.
8696 (1993.

22F, Magnotta, D. J. Neshitt, and S. R. Leone, Chem. Phys. B8ft21
(1982.

2G. W. Flynn and R. E. Weston, Jr., Annu. Rev. Phys. Chaif.551
(1986.

24L. B. Knight, Jr., W. E. Rice, L. Moore, E. R. Davidson, and R. S. Dailey,
J. Chem. Physl100, 1409(1998.

M. Pettersson, J. Lundell, and M. &aen J. Chem. Physl08 205
(1995.

2y, 1. Feldman, F. F. Sukhov, and A. Y. Orlov, Chem. Phys. L2490, 507
(1999.

2\, Pettersson, J. Lundell, and M. 8&enEur. J. Inorg. Chem(in print).

30C. Berg, U. Achatz, M. Beyer, S. Joos, G. Albert, T. Schindler,
G. Niedner-Schatteburg, and V. E. Bondybey, Int. J. Mass Spectrom. lon
Processe467/168 723(1997.

31C. Berg, M. Beyer, U. Achatz, S. Joos, G. Niedner-Schatteburg, and V. E.
Bondybey, Chem. Phy290, 379(1998.

32M. Beyer, U. Achatz, C. Berg, S. Joos, G. Niedner-Schatteburg, and V. E.
Bondybey, Appl. PhysA109, 617 (1999.

33U. Achatz, S. Joos, C. Berg, T. Schindler, M. Beyer, G. Albert,
G. Niedner-Schatteburg, and V. E. Bondybey, J. Am. Chem. $2@.
1876(1996.

34Gaussian 94, Revision D.4. J. Frisch, G. W. Trucks, H. B. Schlegel,

P. M. W. Gill, B. G. Johnson, M. A. Robb, J. R. Cheeseman, T. Keith,

G. A. Peterson, J. A. Montgomery, K. Raghavachari, M. A. Al-Laham,

V. G. Zakrewski, J. V. Ortiz, J. B. Foresman, J. Cioslowski, B. B.

Stefanov,

A. Nanayakkara, M. Challacombe, C. Y. Peng, P. Y. Ayala, W. Chen,

M. W. Wong, J. L. Andres, E. S. Replogle, R. Gomperts, R. L. Martin,

D. J. Fox, J. S. Binkley, D. J. Defrees, J. Baker, J. P. Stewart, M. Head-

Gordon, C. Gonzalez, and J. A. Pople, Gaussian, Inc., Pittsburgh PA

(1995.

35A. Nicklass, M. Dolg, H. Stoll, and H. Prenss, J. Chem. P2, 8942
(1995.

36M. Beyer, E. V. Savchenko, G. Niedner-Schatteburg, and V. E. Bondybey,
J. Chem. Physl110, 11950(1999.

This article was published in English in the original Russian journal. It was
edited by S. J. Amoretty.



LOW TEMPERATURE PHYSICS VOLUME 25, NUMBER 10 OCTOBER 1999

LATTICE DYNAMICS

Amplitude—phase spectroscopy of resonant reflection of light by crystals
with a Fabry—Perot interferometer at the surface
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Conditions for the formation of the minima of amplitude spectra of reflection of electromagnetic
waves by transparent Fabry—Perot interferometers fixed on crystal surfaces with resonant
dispersion of the dielectric constdé®fw) are investigated. It is shown that, irrespective of the
nature of the dispersiod(w), the minimum of the reflection contour is formed at a

frequencyw,, of phase compensation, for which the general phase of the reflected wave is a
multiple of 7. Analytic expressions connecting the frequency corresponding to the minimum of the
reflection contour with parameters of the surface resonator and resonant excitation of bulk
excitons, phonons and plasmons in the substrate are obtained99@ American Institute of
Physics[S1063-777X99)01510-9

INTRODUCTION tons, phonons are less sensitive to the value of attenu@tion.
Hence the method of three-layer phonon reflection spectros-
Resonant reflection of light by a three-layer system ofcopy does not require too low temperatures, and it is suffi-
interfaces of the type vacuum—nondispersive plane-parallalient to study the dependence of the spectral position of the
layer (resonator—bulk crystal were investigated for the first minimum of the reflection contour on the thickness of the
time by Hopfield and Thomasn the exciton region of the surface layer.
spectrum. Later, this model was used by many researchers The plasma resonance region has been attracting the at-
for explaining the anomalies in the exciton reflection spectratention of researchers not only for studying the state of the
and the main results of these investigations were generalizeztystal surfacé, but also for developing optical probes for
in monographg:° measuring physical quantit@sAccording to Roderick® the
Following the publications by Ivchenket al,'® the  problem of reflection of an electromagnetic wave in this
interest towards the resonant spectroscopy of reflection cfpectral region can be reduced to a three-layer system by
light rose considerably, especially towards new physical obtaking into account the Coulomb interaction of charge carri-
jects like quantum-size structurés'® the technology of ers with their mirror images at the vacuum-surface interface.
whose preparation has attained a very high degree of The aim of our investigation is to study theoretically the
precision’> Among other things, it was shot?? that a  conditions of localization of the minimum of tHe(w) con-
simple analytic expression connecting the frequency of théour of light reflection by a transparent nondispersive Fabry—
minimum of exciton reflection contour and the thickness ofPerot-type interferometer fixed on the crystal surface, in the
the barrier layer with resonant excitation parameters can beegion of excitation spectra of bulk excitons, phonons and
obtained for structures with solitary quantum wells. Later,plasmons in the crystal. Analytical expressions are obtained
this approach was used for explaining the growth of the amfor the dependence of the frequency corresponding to the
plitude of the minimum of exciton reflection contour with minimum of theR(w) contour of resonant reflections on the
temperaturé® parameters of a three-layer reflecting system.
The three-layer reflection model is significant for crys-
tals in which bulk excitons of large radius are excited. A
resonator in the form of a “dead” Iaygr is fo_rmed on 'Fhe > GENERAL RELATIONS
surface of such crystals as a result of interaction of excitons
with their “mirror image” at the interface. It is well known that taking into account the multibeam
An important problem concerning microelectronics in- interference in the resonator, we can represent the complex
volves the investigation of processes of excitation of semiamplitude,5 of light reflected by a three-layer structure
conductor surfaces and hence the development of methodsig. 1) in the fornt
for measuring parameters of intrinsic oxide layers, e.g., I )
ZnO-ZnSe, Si@-Si, etc. For these purposes, it is conve- Tia= r12~+ r~23exp(—|_5s)
nient to use phonon spectroscopy. In comparison with exci- 1+T 1 f zexp(—i )’

@
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FIG. 2. Dependence of the reflection coefficieRf; (1), derivative

FIG. 1. Three-layer reflection diagram: vacu(@—nondispersive resonator dRis/dA (2), phase shift functiomd = g5+ &5 (3), and @45 phase contour

(2) of thicknessd, and refractive index, on the surfacg3) of a crystal (4 on the frequency of light in the vicinity of the exciton resonancel.
with resonant dispersion of dielectric constaito). Calculations were carried out for a model crystal with parameters ZnSe:

47a=0.0061; hw,=2.802 eV, iy=10"*eV, £,=9.1.

dR,,/dA

where the subscripts 12 and 23 correspond to the vacuum-—
resonator and resonator—bulk crystal interfaces, andf follows from this expression that, for equal values of the
Ss=4mngs/\ is the phase shift of the wave in a resonatormoduli p;,= p,3, We can use the conditiod) to select such
of thicknessd and refractive indexs. Formula(l) is valid @ relation between the phase thicknégsof the resonator
for normal as well as oblique incidence of the wave on theand the optical parametersand x of the crystal that the
surface. following equality holds:

The energy coefficient of reflectidR,5(w) is defined as ot Tpzexp —idg) =0 (6)

and the coefficient of reflection at the minimum 'vanis?f’es.
In this case, the “clarified” reflection minimumR{3"=0) is
attained under the condition

(2) ReF1;=0 and InfF;3=0, @)
whereTj; = pj;expli¢;). As a function of the frequency of
light, expression(2) has only one extremum, viz., a mini-
mum at the pointv = w,, where the following conditions are

A
(12— P23+ 4P129235m2§

Riz=T1F 1= v A= @ogt 6,

7 7
1+ pTop23—2p12p23COSA

which means that the hodograph of the amplitligeinter-
sects the origin of the coordinate axestigeand Inify3. The
condition of complete clarification of the reflection contour

satisfied: . . . o
at the minimum corresponds to a jumpwise variation of the
dRy3 d?Ry3 type ““N” «'*S’ of the spectral form of the contour
qa 0 and->0. 3 4,4w) of the phasé®

For other relations between the parameters of resonator

Irespective of the form of resonance dispersion of the; g resonance excitation in the crystal, the following condi-
Complex dielectric fUnCtion-I(w):(n_iX)z in the bulk of tion is satisfied at frequenwm:

the crystal where and y are its optical refractive index and _ _
absorption coefficient, respectively, the minimum of the re- ~ R€T137 0, IMT43=0, ®
flection of light by a three-layer system is attained at thej.e., the hodograph of the amplitu@ig; does not intersect the
frequencyw,, where the phase compensation relation is satorigin of the coordinate axes Rg and Inif;5. In this case,
isfied: the spectral form of the contoyr;5(w) of the phase will be
Y 4 Of“N'or®s type,*® while the general phase of the re-
flected light at frequencw,, is a multiple of 7 (curve4 in
Figure 2 shows the results of computations for the casgig. 2).
of reflection of light by a resonator of thickneds=160 A The fulfilment of condition(4) at the frequencyw,, of
fixed on the crystal surface in the excitation spectral regiorhe minimum of reflection contour leads to an analytic de-
of bulk excitons. Here, curve is the reflection contour, pendence between the frequensy,, phase thickness of
curve2is the frequency dispersion of the functidf;3/dA,  the resonator, and optical parameters of the crystal in the
and curve3 is the frequency dependence of the phase shiftegion of resonance dispersiciw). Indeed, the tangent of

(p23+ 65) of the wave. It can be verified that the condition the phase shift of a wave reflected at the resonator—crystal
dR;3/dA =0 is satisfied only at frequenay,, at which the inner interface is defined as

reflection coefficient is defined as
IMT,s No(—2e,+2\e2+e3)1?

tan(P23: — =
©) RET 23 £g— \/si+ 8%

P12~ P23 ) z 9

Riz=|——
2 (1_0121323
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where the dielectric constant of the layey=n2,(xs=0), is usually satisfied in the exciton part of the spectrum. In this
andz(w)=g;+ie, in the bulk of the crystal. Equatio®)  case, solution(14) is simplified considerably and assumes
can be presented in a more convenient form as follows: the form

2e481 2e4

2, .2, .2 _ 2 _2\1R2
e2+el+ed+ =< (et , 10
sTELTE2T a5, SI? o (e1te2) (10
2
) ®m Ao Os
where we have taken into account the fact thatdan —| =1+ co§7. (17)
wo €o

=tan(2r—§)=tand;. It should be emphasized that this

equation contains only parameters of the resonator and the

active medium in which the dielectric constant has a resonant

form. Hence it can be used for establishing a dependence of Thus, a change in the phase thickness of the resonator at

the frequency of the reflection contour minimum on the pathe crystal surface leads to a periodic variation of the fre-

rameters of the reflecting system. We shall demonstrate thiguency of the reflection contour minimum within the limits

by considering specific examples. of the longitudinal—transverse splitting, 1 of the exciton
state under consideratiomy<w,<w,, where o, is the
longitudinal frequency of resonant excitons. For example,

3. RESONANCE OF BULK EXCITONS the presence of a nondispersive resonator of exciton size on
the surface of a model crystal with ZnSe parameters{4

In the region of excitation of bulk excitons, the disper- =0.0066; £=9; fw,=2.802€eV), leads to a displace-
sion of the dielectric functio®(w) without taking spatial ment of the reflection minimum by about 10-15% of the
dispersion into account has the form longitudinal—transverse splitting, .
If the phase thickness of the resonator ds=(2m
(11 +1)m,m=0,1,2,3,..., the frequency,, is localized in the
vicinity of wq. For 65=0, 2w, 4, ...=2mar, the mini-

where w, is the resonance frequency of transition with anmum is localized at the frequency

oscillator energy #a; ¢, the background dielectric constant,

and y the damping factor.

Separating the reak() and imaginary £,) parts in(11)
and substituting them int@10), we obtain a fourth-order w%z wg
equation inw?:

_ 4wawg
=ggt —5—5——,
e(w)=20 (wg—wz—lwy)

1+ —

(18
€0

477(1)

i.e., at the resonance frequeney of longitudinal excitons.
47701(0%[47701(0%-!- (w%— w?)(2e4+ 2¢q/tart )]

(wg—wz)z-i- wzyz

26, { , . Amawfdrawd+ 2eo(w]—w?)]| 2

== € 4. PHONON REFLECTION OF LIGHT IN THE INFRARED
sifég | ° (a)(z,—wz)z-i- w’y? REGION
12
This equation can be simplified by puttirg=¢g: As in the preceding section, we must determine the reso-
5 2 4e2 nance dispersioB(w) in a given frequency range in order to
Arawi+ 'nio (02— w?)| + _nio [(wi—w?)? establish a dependence of the frequengy of the phonon
SIn” s SIn s reflection contour minimum on the phase thickness of a film
+ w?y?]=0. (13 ~ resonator at the crystal .surface. In accordance with the. data
) ) ) presented in Ref. 24, this dispersion can be presented in the
In this case, Eq(13) has the following solution: form
wi=wi[S+(S2-S,)17, (14)
where ( o2
- E0T €)W
27 y?cot & g(w)=¢e,t Z—Z.TO, (19
Si=1+ 5 7 wTo~ W Tloy
g9 2wq
., Ama [2masindg 2
S=1+ €0 * €0 ' (19 where wtg is the resonance frequency of transverse optical

phonons. Separating the real and imaginary parts and substi-
tuting them into(10), we obtain a fourth-order equation in
Y<wq, (16 %

The condition
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2(e2+ege)tart SAL (03— w?) +e2(s2+e2) AL tarf 52
(07— 0+ 0’y

285830)2

2, .2 2
[2858x+(85+8m)tanz S| (0052 3

2A%+2(0f0— 0P AT

2e4e,,
274 o2y +2[2ege.+ (e5+e2)tarf 5]

| cods,

(0fo—w
2(&2 tar? 8+ ZSSsx)ALT(w-?-O— w?)+ SOZCAEF tar? &,

X 7 22, 2.2

(0T~ 0) twy

=0. (20

Putting ec=¢.,, we can present Eq20) in a simplified cally between the spectral positions of resonance phonon fre-

form: quencieswto and w . In the limiting cased,=0, the so-
A w2 2 sins 2 lution of Eq. (24) coincides with the well-known Sachs—
0240 2e®10, 7 N % 2 Teller—Leddane expressitn
o3 tarf o e =770
€0
4832¢w-2|—o’)/2 cog &, ‘Uﬁqm w%o = wfo: (25

€

sife, 2y -
s thus confirming the correctness of the proposed approach. By
The solution of this equation can be written as follows: establishing such a functional dependence, we can extend the
spectrum of the experimental investigations of anomalous
wanm wTo"‘ [Q+ N AZT Sire o +wT07 2cof 5], dispersion of quartz in the interval 8—}0m caused by va-
lence oscillations of Si—O bond§.

2 2
Q=A 1~ 72 cof 0s,ALr= WL o™ Wros 5. PLASMA REFLECTION REGION IN SEMICONDUCTORS

Ay=go—e.. (22) It was mentioned in Sec. 1 that interaction of charge
carriers with their mirror images at the interface leads to the

If the condition y<wro is satisfied, Eq(21) assumes emergence of a nondispersive layer at the crystal surface.

the form Hence, in order to establish the functional dependence of the
AEQ,%O Sir? 5 frequencyw,, corresponding to the minimum of the plasma
Q02+0— Azw (23 reflection contour on the phase thickness of the layer at the
* crystal surface, we must solve, as in the previous cases, Eq.
with a simple solution (10) under the conditior4) with a known dependenés ).
A, According to Refs. 5 and 9, it can be written in the following
wi=w?, 1+ — cos’-— (24  form:
2
As in the case of excitation of bulk excitons, a variation of  Z(w)=g,— —QL (26)

the phase thickness of the resonator whose role is played by o oy
the oxide layer at the crystal surface, the energy position oivherew, is the plasma frequency. Taking into account Eq.

the phonon reflection contour minimum is displaced periodi{26) at the frequency,,, we can write Eq(10) in the form

2w2w,23(85+ &., tar &) + wg tar? &\ 2

[(8§+ e2)tar? Sst2ese.,. ]2+

w*+ wzyz
2[(8§+832c)tal’12 Sst2ese.|[202(egt e, tar? 6S)+wgtan2 5] 4858020 485 2e, a)2+w )
X = +
o+ 0?y? cod 6, cod s, w4+w ¥ @7
|
Fores=¢., EQ.(27) assumes a simpler form 2 1 es. f) . 1 es. 2 2
wn= 2 7 co + — 26 2 y co + — 2o
2 4G
w wy Sire 8, 4 12
.2 “p) 5, %p s_ w? s §
('y cotdst o T 0, (28) ——p482 > (29

and has the solution or, if we disregard attenuation,
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An attempt is made to interpret the low-temperature negative thermal expansion of gptid C
the basis of an assumption concerning the freezing dftladirmally activategrotations

and the formation of anisotropic intermolecular potential ensuring libron vibrations of fullerene
molecules in the equilibrium position displaced relative to the isotropic potential minimum.

© 1999 American Institute of Physid$s1063-777X99)01610-2

1. Aleksandrovskiiet al! who measured the thermal ex- tural elements in the Zr\D; crystal lattice are Zr@octahe-
pansion of solid G in the low-temperature rangeT( drons and WQ tetrahedrons which can be regarded to a
=10K) discovered an unexpected peculiarity, i.e., the sigrtertain extent as undeformed “molecules.” Such a division
reversal of the linear coefficient of volume expansionis conditional and is characterized by the presence of oxygen
ac,(T) which becomes negative for this cryocrystalTat jons in common for neighboring “molecules.” In spite of
=3.4K. In other words, compressidar, which is the same, the fact that the latter make the simple pattern with transla-
a decrease in the sizef a Gy, fullerite sample in the form of tions and librations less accurdteif remains quite visual.

a tablet pressed from powderin the experimentd,is  Indeed, it is easy to verify that the lattice constructed from
changed into expansidincrease in sizeupon a further de- rigid structural elements with common ioffglaying the role
crease inT (below 3.4 K. This effect is known as negative of hingeg inevitably shrinks for any rotation of anipr all)
thermal expansiofNTE) and was associated by Aleksan- of such groups singled out into “molecules.” Thus, the stan-
drovskii et al! with the assumption on the existence of adard angular deviatior{¢?) increasing with temperature
low-energy spectrum of g molecules in fullerite at helium leads to a negative contribution to the thermal expansion
temperatures due to their quantyomder-the barrigrrota-  coefficient of the crystal since the change in its voluiné
tional tunneling between different orientational positions in—{6%). A more detailed and consistent analysis based on
the solid phase. the concept of translational and librational modes separated

It should be noted that, although the NTE is a relativelyin this way makes it possible to describe successfully the
rare effect, it is nevertheless not a unique phenomenon. FMTE effect in ionic crystals not only qualitatively, but also
example, it was observed earlitsee the literature cited in quantitatively with the help of temperature dependences of
Ref. 1) is some cryocrystalémolecular or atomic, but with the densities of corresponding states.
an admixture of simple moleculesExamples of othetnon- 2. The approximate “translation—libration” approach is
cryocrystalling compoundsincluding simple materials such important not only from the quantitative, but primarily from
as Rb)? exhibiting NTE to a certain extent in various tem- the qualitative point of view. First, such an approddbe to
perature regions are given in the monograph by Novikov. the presence of the same ions that are in common for nearest
However, we must admit that the NTE effect discovered‘molecules”) does not necessitate rotatioraicluding tun-
more than 30 years ago in ZeW" is astonishing even if we Nel) movements for the emergence of NTE since such rota-
take into account the above arguments. It was found that thons are impossible in a lattice of the type Zj®@4, although
temperature range of NTE in this essentially ionic cubicthey are observed in moleculésryo)crystals in which mol-
compound embraces the entire range of its existence in soligcules, being really rigid structural units, are completely in-
state, i.e., for allT <Te=1050K? the NTE being isotro- ~dependent of one anothéat least, at highr). Second, the
pic. Naturally, the Grneisen coefficient of the ZryDg crys- ~ competition between two types of vibratiofisanslational
tal is also negative everywhere, its value increasing in magand libron may (and must lead to the NTE effect. Both
nitude atT<50K also and amounts te — 5 [Ref. . these types of vibrations are always present in known ex-

According to modern theoretical concefitee, for ex- amples of cryocrystals exhibiting NTE. For this reason, the
ample, Refs. 7 and)8the reason behind negative thermal assumption concerning the origin of NTE in fulleritgs@nd
expansion in ZrWOg and similar crystals(for example, differing from that proposed by Aleksandrovskii al! has
ZrVO,) is the prevailing contribution tax(T) from libron ~ some grounds. According to this assumption, the contribu-
branches of lattice vibration&orresponding to rotations of tions to the coefficientrc, (T) from these vibrations have
rigidly coupled groups of ionsas compared to the compet- opposite signs: a positive contribution ensuring the inequal-
ing contribution from translational vibrations. Rigid struc- ity acso(T)>O from translations and a negative contribu-

1063-777X/99/25(10)/3/$15.00 823 © 1999 American Institute of Physics
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tions that can lead to the inequality, (T)<0 from libra- Assuming that these ternjgppearing in(1)] have the
tions. simple form

In this connection, we note a specific feature of fullerite
Cgso Whose molecules can rotate freely at first, and then with  Vig(R)= Ekist— §KisR3, Ris=0;
retardation down to quite low temperatures. It cannot be
ruled out that the total spectrum of the solid phase of 1 )
fullerene is formed completely only in the helium tempera- ~ Vanid R)= 5 Kand R— Rani9 %,
ture range(or close to ij in view of extremely high(icosa-
hedra) point symmetry of its molecules. wherekis, Kanis@ndk;s are the elastic and anharmonism con-
The structure of various modifications of fullerene is stants(we omit the anharmonism &f,,{R) since|Vs(R)|
well known (see the review in Ref.)9In the intermolecular > |Vand R)]),** we find that the equilibrium molecular spac-
interaction as a function of mutual orientation of molecules,ing for V(R) taking into accoun?) is defined by the expres-
the so-called pentagonal and hexagonal configurations, sepsion
rated by a comparatively high barrier-0.3 eV), are singled — A
out quite clearly’ (see also Ref. 11 Such a large barrier Ryi(T)= KisR™+ KaniRani (F)) 3)
height is determined by the fact that these configurations are mn Kis ’
not equivalent. Since such configurations can be realized in A which R2
large numbe_r of ways, each of these two main minima 'Yional vibrations determining the conventiongbositive
actually multiply degenerate.

P 2
We can assume that the barriers between identical pos}bermal expansion. It can be seen fr'cﬁﬁj thaF for ((F)
#0, the value ofR,;,(T) increases slightly sinc®,,;s>0.

tions of each of interacting molecules are considerabl ! o nis” =
lower® Moreover, it is quite possible that as the temperatur?ecrhe thermal expansion coefficient, (T) = dRpy,/dTin this

T decreases, at first rotatiori® be more precise, random ¢ase has the form

movements of molecules relative t&C, axes(i.e_., through ac (T):ags)(T)Jra(Camg(T);

an angle 180° are frozen out, followed by rotations about the 60 60 60

C3 axes(through 120°), and finally by rotations abo@t Ko d((ﬁz))

axes(through 72°) at the lowest temperatures. It is appropri- agmiS(T): _ _ans anie———

ate to note that if fullerene possessed ofilyand C; axes, o0 Kis dT

fullerite would exist as a system with a long-range orienta-ang its sign at a given temperature is determined by the sign
Flonal qrder: Hoyve\_/er, the e>.<|s.tence ©f axes makes this of the larger addend sina((F?))/dT<0 as usual.

impossible in principle, and it is assumeéske Ref. 6 that
fullerite at T=<90K is an orientational glass. As long as ther-
mally stimulated rotational diffusion persistat least about

is the root-mean-square amplitude of transla-

The proposed mechanism coincides to a certain extent
with that considered in Ref. 7 and 8 for Zp@, when the
L : ) . orientational ordering of structural elements relative to one
Cs axes, it is meaningless to speak about the final format'onanother leads to an increase in their separation. This re-
of IibraEionaI spectrum of fullerite since the multicomponent sembles to a certain extent the ordering of hydrogen bonds in
tensorF (the multipole order parameteis not manifested \yater observed slightly above the freezing point and also
under such conditions. The correlators of various COMPOzccompanied by an increase in molecular spacing. As re-
nents of this tensor ultimately determine the noncentral Pagards fullerite Gy, we can hope that rotational motion in
of the paired intermolecular potentialessentially, its fylierite retarded aT <90K ceases completely only at quite
“swing” ).” Naturally, different component df can freeze oy temperatures in view of an increase (F?)) and the

at differentT. - . formation of the potential/,,{ R) leading to the optimiza-
Indeed, this potential can be presented phenomenologiion of molecular spacing. On the whole, the calculation of

cally by the sum ac,(R) for fullerite requires self-consistent calculation of
V(R)IVis(R)+Vanis(R)(<|32)>, 1) the spectrum of translational and libron vibrations and the

value of((F?)), which is apparently a complicated problem
whereVig(R) andV,,{R) are the isotropic and anisotropic in view of the absence of a long-range orientational order in
components of interaction of twoggmolecules in the crys-  this crystal, and hence undamped modescept acoustic
tal. According to calculationgsee Chap. 12 in Ref. 14  ones.
these components for,ype molecules have a similar struc-  Thus, the proposed qualitative explanation of the NTE of
ture (repulsion at small and attraction at large distafjdest  fullerite does not involve tunneling processes which are dif-
the quantityR,,;s corresponding to the minimum &,,{R)  ficult to justify for undoubtedly classical objects such as
corresponds to more distant equilibrium positions of mol-fullerenes G, (whose atomic mass iss10°amu for n
ecules than the quantifys determined from the minimum of =50). The classical nature is manifested in extremely small
Vis(R). If such a behavior is also preserved for the intermo-amplitudes of zero-point vibrations in fulleritélt should be
lecular potential1), this means that the minimum ®(R)  recalled that librations in solid 4 are quite soft
lies on the repulsive branch of the anisotropic component<20cm?), and their spectrum undergoes noticeable
Vanid R) which is “actuated” only with the emergence and changes as the temperature decreases freh®’ to
growth of ((F?)). ~10K.1®
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Finally, returning to the origin of NTE, we must also like Zrw,0s, which are just degenerate low-frequency optical oscillations.
bear in mind that the coefficient(T) is usually determined *Unfortunately, only the barriers for the so-called consistsimultaneous

by the pressure dependence of characteriatibrationa) rotatiqn of all mple_cL_JIes or rotatior(si;n_ both cases, relative to crystallo-
graphic axesof individual molecules in the field of other molecules are

frequenC|eS of the spectr.um. If the lattice is compreséam) given in available publicationsee, for example, Ref. 1Avhich allows us

as a result of a change in temperajutbe energy of levels  to determine the mutual orientations of nearest molecules that are most
having a nontunnel origin has a tendency to increase whileadvantageous from the energy point of view. However, it would be equally
the energy of tunnel levels tends to decrease. Such a beha\}'gteresting to analyze barriers for rotations of fullereng, @olecules

ior h bvi hvsical | tion: a d in atomi about their symmetry axes between equivalent positions in a given con-
Ior has an obvious physical explanation. a decrease In a Oml("l‘iguration of the environmentincluding the configuration advantageous

spacing leads to more rigid intermolecularterionic) poten- from the energy point of vieyy We are speaking of just such barriers.
tials on the one hand and to higher barriers separating differit should be recalled that aforientationally disordered mediuntglass
ent orientational positions on the other hand. This is the rea-must be characterized not by a conventional order paranfieter(F)),

. - . - but by a correlation function or Edwards—Anderson order parameter
son behind a peculianegative contribution of tunnel states ((F?), in which additional averaging over configurations is presumed. It

to the Gruneisen coefficient in simple cryocrystals containing is important to note that while(F)/dT—0 asT— 0 for ordered media for
tunneling subsystent§.But such subsystems appear infre- which (F)+0, the derivatived((F?))/dT for glasses remains finite in the
quently (in Rbl as well as in ZrWOg), which necessitates entire range of the frozen stal®.

the search for othegf‘non-tunneling”) reasons behind NTE.

Besides, it is interesting to note that a decrease in the prob-

ability of subbarrier(quantum transitions in cryocrystals is A N. Aleksandrovskii, V. B. Eselson, V. G. Manzhetit al, Fiz. Nizk.

in fact freezing(or fixation of a reorienting center from  Temp.23 1256(1997 [Low Temp. Phys23 943(1997].

2
. ; g M. Blackman, Proc. Phys. Soc. London, Sect7/® 827 (1957.
among several positions. In this case, it is transformed from, S. 1. Novikov, Thermal Expansion of Solidin Russia, Nauka, Moscow

a “tunnel-blurred” (isotropig object into an anisotropic ob- (1974,
ject with a definite orientation. Consequently, we can speak‘c. Martinek and F. A. Hummel, J. Am. Ceram. S6d, 227 (1968.
of the formation of a component of the intermolecular poten- °T. Mary, J. Evans, T. Vogt, and A. Sleight, Scier#2, 90 (1996.

. . . . . . . . 6 i
tial (including the potential of interaction between impuri- g.glgglst, C. Broholm, G. R. Kowach, and A. P. Ramirez, NG 147

ties) of the VanudR) type due to the retardatiofand even 7 p Giddy, M. T. Dove, G. S. Pawley, and V. Heine, Acta Crystallogr.,
vanishing of orientational(quantum and classigatransi- Sect. A: Found. Crystallog#9, 697 (1993.
tions. The consequences of possible manifestations of thi§A- K- A. Pryde, K. D. Hammonds, M. T. Dovet al, J. Phys.: Condens.

. : : Matter 8, 10973(1996.
component were considered by us in the above analysis. sy, "\"| cutev. Fiz. Nizk. Tempa8, 217(1992 [Sov. J. Low Temp. Phys.

_ ) 18, 149(1992].

B The author expressgs his deep gratltl_]de toV.G. ManZha°M. David, R. Ibberson, T. Dennis, and K. Prassides, Europhys. 18tt.
lii for numerous discussions of the NTE in cryocrystals and 219(1992.

to Yu.B. Gaididei for his support and stimulating critical **V. D. Natsik and A. V. Podol'skii, Fiz. Nizk. Tem[24, 689 (1998 [Low

Temp. Phys24, 523(1998].
remarks. Thanks are also due to M.A. lvanov and Yu.A.lzT_ Yildirim and A. B. Harris, Phys. Rev. B6, 7878(1992.

Freiman for fruitful discussions and to A.N. Aleksandrovskii 135 | ~Ginzburg, Ireversible Phenomena in Spin Glassés Russiai,
who mentioned the existence of calculations of orientational Nauka, Moscow(1989.
barriers in fullerites. 14y, G. Manzhelii and Yu. A. Freima(Eds), Physics of CryocrystasAIP
Press, Woodbury, N. Y(1997).
15p_ J. Horoyski and M. L. W. Thewalt, Phys. Rev.4B, 11446(1993.

E-mail: loktev@bitp.kiev.ua _ 16yy. A. Freiman, Fiz. Nizk. Temy®, 657(1983 [Sov. J. Low Temp. Phys.
YRecently, the same effect was confirmed by measurements of thermal ex-g, 335(1983].

pansion of G, single crystalgV. G. Manzhelii, private communication
2Besides, it is very difficult to single out librational modes in ionic crystals Translated by R. S. Wadhwa



LOW TEMPERATURE PHYSICS VOLUME 25, NUMBER 10 OCTOBER 1999

NEW METHODS OF LOW-TEMPERATURE EXPERIMENT

High- T, rf SQUIDs for operation in magnetic fields. Effect of thermal fluctuations
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Optimization of bulk high¥. rf SQUID characteristics is carried out in the limit of strong

thermal fluctuations. It is shown that such fluctuations affect the impedance of interferometers so
that they operate only in quasi-nonhysteretic mode. Textured ceramics can be used to

produce SQUIDs capable of stable operation in unshielded environment and/or in strong magnetic
fields (H=150—200 A/m) with a sensitivity about210™ 3 T/Hz2. These SQUIDs form

the basis of a portable susceptometer designed and tested in cqoptémtl50 A/m and varying

(up to 4 A/m magnetic fields with a magnetic moment sensitivity not lower than 1.6

X10 1°A-m?. © 1999 American Institute of Physid$1063-777%X99)01710-7

INTRODUCTION 1. RF SQUID IN THE LIMIT OF STRONG FLUCTUATIONS

. - A transition from helium to nitrogen level of cooling
Modern highT, SQUIDs produced by thin-field techno- leads to an increase in the thermal fluctuation enéegly

logical method have good characteristics in weak magneticand hence to an increase in the magnetic flux quctuaﬁmhs
fields. During operation in the magnetic field of the Earth,j, the SQUID inductancé

the spectral density of the noise in film-type high- )
SQUIDs increases by more than an order of magnftude PR(T)=KgTL. @

the low-frequency rangél—100 H3, i.e., in the spectral re- The analysis of operation of superconducting quantum
gion in which advantages of SQUIDs over other magnetignterferometers in the presence of strong thermal fluctuations
field detectors are manifested most strongly. This excesgarried out in the seventiésee, for example, Ref) proved

noise is associated as a rule with specific properties of HTS@?at the result of their effect on a SQUID can be described by
materials(see, for example, Refs. 3) and sets a limit on the the decrease in the effective critical curréfi{T) through

application of SQUIDs in physical investigations in manythe Josephson junction, i.e.,
cases. IS (T)=1c(T)exp{—L/2Le(T)} ()

In our earlier pUbI'C_at'Oﬁ' we noted that the spectral 5. the corresponding change in the dependence of the in-
density of noise associated with “Josephson fluctuators’ieral magnetic fluxb in the interferometer on the external
consisting of superconducting loops closed by weak linksjux &,. HereL is the temperature-dependent fluctuation
exhibits a nonmonotonic dependence on magnetic field anghductance of the SQUID, which is given by
tempergture. It follows from thg t.heory of such fluctuators Le(T)=(Dy/2m)2/ksT=10"1°TH for T=77K, (3)
that noise extrema depend explicitly on fluctuator parameters
and the coefficient of coupling with the quantization contour.Po being the magnetic flux quantum akg the Boltzmann
Consequently, it is reasonable to assume that by suppressifi§nstant.

the main extremae.g., those located near a Josephson junc{he Ln é?ﬁ;':}lﬂ:gitreﬁfgéeuIrgor?;lsgfisaa‘ﬁiiggiogf Jtﬁgcrt;?ig’
tion), we can reduce the spectral denssty of SQUID noise P Y

o . . . . of the thermal energy to the Josephson binding energy:
for operation in unshielded environment. In this communica- %y P g 9y

tion, we consider some aspects of optimization of bulk high- ~ I'=2mkgT/l:Po, 4

T, rf (one-junction SQUIDs intended for operation in exter- which must be considerable smaller than 0.1 for obtaining
nal fields up to 150 A/m and their application in a suscepthe maximum sensitivity(accordingly I, must be much
tometer. larger than 3QuA). The fulfillment of this condition and the
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requirementL<<Lg /7 for bulk interferometers is compli- 1072
cated, and higfl-, SQUIDs operate, as a rule, in the limit of
strong fluctuations.

In this limit, a natural question arises concerning the
choice of the optimal coefficierk of coupling between the
resonance contour with a factQr and the quantization con- I
tour. It is usually assumed that its value can be chosen from

T T TTYT

the conditionk?Q=1 for the hysteretic mode andQI>1 = 10 "¢
for a nonhysteretic mode. Both these conditions are not quite T r
correct in the limit of strong fluctuations, whéh=0.5-0.2 eo -

in view of a change in the dimensionless SQUID inductance _
(2) I*=2nLIg/®,. This result can be readily interpreted as g
follows: strong fluctuations broaden the probability density @
for decay of metastable current states of the interferometer to 1074 et 4w
such an extent that the impedance changes rendering the 1 10 102 103
®(d,) dependence quasi-nonhysteretic.
: F,Hz
It was proved by us earliéthat the steepness of trans-

formation increases rapidly in the nonhysteretic mode upomiG. 1. Magnetic field dependence of spectral density of noise of ahigh-
an increase ik2QI and attains values of 8-102Vv/Wb. A rf SQUID with L=3x 10 1°H at T=77 K. The SQUID is placed in HTSC

: : : : nd two-layered permalloy screefiswer curve,B=0.02 A/m). The pickup
further mcr,ease, in- this prOdUCt the SpeCtraI denSIty Oﬁoise in aluminum screen in the magnetic field of the Eéubper curve,
SQUID noise increases abruptly. Subsequent analysig—4q A/m).
proved that stochastic oscillations deteriorating the sensitiv-
ity of the detector are generated ##QI|>2-3 even in the
nonhysteretic mode. Consequently, the condition of optimal ~ 2/* (L/Lg,I")=k?Q. (7)
matching forl <1 must have the form

However, in this case the frequency band becomes narrower
1<k2Ql<2-3. (5) and dynamic parameters of the high-rf SQUID deterio-
rate.
The inductance of bulk high, rf SQUIDs under inves-
tigation is 3x10 °H, which is an order of magnitude 2. EXPERIMENTAL RESULTS
higher thanL /7. This choice is dictated by the concession

between an increase in the intrinsic noise of the pickup and We prepared mterfgrometers of rf SQUIDs with the
an increase in the coefficient of coupling between theduantization contour diameter of 0.8 mm from textured

SQUID magnetometer and the sample under investigation\.(BCO ceramics with a high critical current density (

2 _ . .
The effective value of curreri®) through the interferometer f>103 Q/m:h) ”?t JTWfK' Thg Jofslephson Ijunctlog was
for such an inductance varies gs=1.exp(~1.5)=0.22, ormed wi € Nelp of a Series ot laser puises under con-

which make the dependende(d.) for critical currents| tinuous control of SQUID parameters in the magnetic field of

<5 uA of a Josephson junction nonhysteretic even if Wethe Earth. The study @&, in the presence of a magnetic field

disregard large values dF. :ev_ea(ljeg that c;fnly o?le outdof t(_an mterffromelters is cqurac—
The solution of the Einstein—Focker—Planck equation egze ﬁ/asg |C|t§n ygoob n0|setsge_c :ﬁm n our %‘:'m?n’d
for an autonomous junctiofsee, for example, Ref.)Jor a J0Sepnson junction can be created in this case without ad-

intense fluctuation$’=0.3-0.5 shows that almost all high- d'tt'ort'r?l contoturfdof q?seghspn fllﬁtuatfors Wh'f:h dEFerlo— 1
T. rf SQUIDs described in the literature operate in a “non- rate the spectral densily of noise at low frequencies. Figure

hysteretic” mode. For this reason, for optimal matching andShOWS the.spectral densities Of. noise from the magnetig flux
for obtaining the maximum transformation coefficient, theOf a bulk high, rf SQUID, obtained as a result of shielding

sweep of the signal characteristic, and for improving the sen(-)f pickup and a permalloy screen by an HTSC as well as in

sitivity, the value ofk?’Q must be made much larger than in '\[/r\}ihmagnetlc tf_'elg of the E‘i‘rtr:’ "(:H mf;ilutr_mnuml screfe;rr:s.
the “conventional” hysteretic mode: ith a magnetic flux concentrator, the effective value of the

detecting area of the magnetometer increases by a factor of
1N* (L/Lg,T) =k2Q. ()  2.7.and amounts to 1.3 nfmand the sensitivity in the region
of quasi-white noise attains a value oka0 **T/Hz'? in
Thus, intense fluctuations vary the impedance of the suthe magnetic field of the Earth.
perconducting quantum interferometer so that the boundary Such pickups of high-. rf SQUIDs were developed by
between “hysteretic” and “nonhysteretic” modes of the rf us for measuring instruments operating in relatively strong
SQUID vanishes. In other words, fdr=0.2—05 andL magnetic fields of 30—300 A/m. An example is the suscep-
>Lg, only the quasi-nonhysteretic mode is realized, fortometer created on the basis of an rf SQUID with nitrogen
which the sensitivity can be estimated on the basis of coneooling level’® The main components of this instrument are
ventional formulas for a nonhysteretic mode. The noise froma low-noise glass-reinforced plastic cryostat mounted
the amplifier and resonance circuit can be partially reduceth a permalloy screen, a “reciprocal” glass Dewar flask
by increasing the coupling coefficient to for maintaining the temperature of the sample under investi-
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CONCLUSION

o
unuﬂnf-‘ o

0@F o During the decade of development of high-SQUIDs,
a e high-precision technological methods were worked out for
2 o obtaining integral film detectors for operation in weak mag-
3 netic fields. The parameters of film-type SQUIDs will be
1k a improved, and their application in unshielded environment
| o for developing methods of nondestructive magnetic control,
. ) . te medical diagnostics, and geophysical and physical investiga-
50 100 150 200 250 tions (NMR, susceptibility, et9. will become effective if
T,K ) only due to realization of the limit of weak fluctuations and
application of film aerials, and high-quality epitaxial films in

FIG. 2. Temperature dependence of the bulk susceptibility of gl@g film-type high-T SQUIDs. However, the above analysis
sample, averaged over a series of measurements in a constant magnetic field ¢ ’ ’

43 A/m. Dark circles show the results of comparative tests on a heliumSNOWS Fhat the opt_imization of bulk higTE' rf _SQU|DS and
cooled susceptometer manufactured by QUANTUM DESIGN. the entire measuring setup makes it possible even now to

develop high-sensitivity instruments operating in quite
strong external fields, i.e., to solve the problems formulated

gation in the temperature range from 77 to 250 K, a coppepy Acad. B. I. Verkin immediately after the discovery of
solenoid creating fields up to 300 A/m, a thermometer, and uantum interference in oxide superconductors.

high-T. rf SQUID coupled through mutual inductance with a

sample of diameter 1.5 mm. The separation between the

sample and the quantization loop of the SQUID is 15 mm.

The coefficient of transformation of the magnetic moment of E-mail: shnyrkov@ilt.kharkov.ua

the sample into the output voltage lg,=m;/U,=8.2

X108 A-m?V.

The sensitivity of the setup in the field 150 A/m amounts
to 1.6<10 °A.m? and is independent of the sample tem- | .

L . E. Dantsker, S. Tanaka, P. A. Nilsset al, IEEE Trans. Appl. Super-
perature. In weak magnetic fieldsl & 0.02 A/m), the sensi- cond.7, 2775(1997.
tivity increases to % 10 ' A-m? These values of sensitiv-  2M. L. Lucia, R. Hohmann, H. Soltneet al, IEEE Trans. Appl. Super-
ity can in principle be improved by a factor of 2—-3 by 3cond-7, 2878(1997.
decreasing the separation between the sample and the- J. Ferrari, M. Johnson, F. C. Wellstoetl al,, Appl. Phys. Lett53, 695
SQUID, but the setup was designed for samples with a maxi+y | "spnyrkov, V. P. Timofeev, G. M. Tsat al, Fiz. Nizk. Temp.21,
mum diameter of 8 mm. 604 (1995 [Low Temp. Phys21, 470(1995].

By way of an example, Fig. 2 shows the temperatureZV- A. Khlus and A. V. Dyomin, Physica @12, 352(1993.
dependence of susceptibility of a gida;, polycrystalline \T/écAH 'g;:;;%”‘;;éag%']'k' Zh. Tekh. Fiz45, 449 (1979 [Sov. Phys.
sample having size¥1x1 mm, which was measured in @ 7, \. pmitrenko, G. M. Tsoi, V. I. Shnyrkov, and V. V. Kartsovnik,
constant magnetic field. These results are in quantitative J. Low Temp. Phys43, 413(1982.
agreement with the data obtained for the same sample on - A. Bulgakov, V. B. Ryabov, V. I. Shnyrkov, and D. M. Vavriv, J. Low
susceptometer with the helium cooling level manufactured atgc‘mf’bzmshi?ﬁggggg% int Inst. Nucl. Res. No. R13, 20869,
Quantum Design. In addition, we studied on our setup phas®y. p. Timofeev, V. I. Shnyrkov, C. G. Kim, and H. C. KirBigests of the
transitions in HTSC materials in fields up to 150 A/m and 1998 Spring Conf., The Korean Magnetics Socitio. 1, 10(1998.
magnetic characteristics of samples made of special-gra&éB- I. Verkin, I. M. Dmitrenko, V. M. Dmitrievet al, Fiz. Nizk. Temp.13,

. o . : 651 (1987 [Sov. J. Low Temp. Phy<.3, 368(1987].
steels for atomic reactor building, which passed fatigue
tests'® Translated by R. S. Wadhwa
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In a single crystal of LiCoP©@Raman scattering has been studied in a wide temperature range.
Thirty-two of the 36 Raman-active vibrational modes predicted by group-theory analysis

were detected. The experimental lines are identified on the basis of their polarization rules,
frequency position, and temperature behavior. 1899 American Institute of Physics.
[S1063-777%9901810-1

The recent interest in the family of lithium orthophos- crystallographic axes of the orthorhombic call b, c with
phates LiMePQ (Me=Fe, Mn, Co, Ni) stems from the fact 0.96, 1.22, and 1.76 mm length, respectively. The system of
that (i) they could have been good candidates for the obseroordinates was chosen to Kéa, Yllb, Zllc. Since the ab-
vation of the so-called piezomagnetoelectric effeand (ii) sorption spectrum of this crystal has strong lines at 470—-580
LiCoPQ, crystals have rather high linear magnetoelectricnm and weaker ones at 700—-800 fArlie 632.8-nm line of
coefficients’ which were previously observed mainly in the He—Ne(~30 mW) laser was used in the experiments to
rare-earth compounds, e.g., ToP@ef. 3. The high value reduce the beam-induced heating of the sample and to en-
of the magnetoelectric effect may be due to the particulahance the scattered light intensity. The scattered light was
arrangement of the energy levels of the magnetic ions iranalyzed with a double Jobin Yvon U1000 monochromator
LiCoPQ,. That is why the study of the energy spectrum fea-and detected with a cooled photomultiplier and a photon
tures of lithium orthophosphates is important. counting system. In order to avoid the polarizing effect of the

In this paper we report the results of a Raman study of apectrometer, a depolarization wedge was placed in front of
LiCoPQ, single crystal in a wide frequency and temperaturethe entrance slit. The temperature interval 4.2—300 K was
ranges. As a result of the incompletd™3shell of transition ensured using a special optical cryostat with a wide-angle
metal ions, the low-temperature Raman spectra may contai@perture micro-objective. The sample was kept in an ex-
lines corresponding to electronic crystal field transitions. Bechange gas atmosphere.
cause of the phase transition to the magnetically ordered
state, the light scattering on spin waves, and on excitons WasrRUCTURAL FEATURES OF LiCoPO , AND GROUP-
expected to be observed. On the one hand, there are reasoneEORY ANALYSIS OF FUNDAMENTAL VIBRATIONS
to believe that the high magnetoelectric coefficients of

LiCoPQ, are connected with the electronic energy level ar'orthophosphates LiMePGRef. 4, which belong to the oli-

rangement of the magnetic oion. On the other hand, the vine structure type. At room temperature the orthorhombic
above-mentioned frequency region of the electronic excita- ype. P

tions overlaps with that of the vibrational spectra. This cir- UM cell contains four formula units and is described with
cumstance makes it necessary to study the phonon spectra in

the paramagnetic and magnetically ordered states. Since th@BLE I. The symmetry of fundamental vibrations of a LiCoRoystal.
vibrational spectra of LiCoPohave not yet been studied,
our aim is to study the spectra in detail in order to detect the
phonon modes predicted by group-theory analysis and t@ype of vibrations A, By, B,y Bs; A, By, By By,
identify them.

The crystal LiCoPQ is isomorphic with other lithium

Symmetry of vibrations

Acoustic 1 1 1
Optic 11 7 11 7 10 13 9 13
EXPERIMENTAL PROCEDURE Internal PQ 6 3 6 3 3 6 3 6
. ternal:
The Raman spectra were measured on a single crystal gf‘Translational 4 5 4 5 5 6 4 6

LiCoPQ, of high optical quality. The sample was cut as a [jpyraionaiPq 1 2 1 2 2 1 2 1
rectangular parallelepiped with edges parallel to the

1063-777X/99/25(10)/4/$15.00 829 © 1999 American Institute of Physics
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FIG. 2. Temperature behavior of the Raman spectrum of the crystal
LiCoPQ, with the component of the scattering ten¥@ (B4 mode$ in the

Xz region of external vibrations. The numbers indicate the spectra at tempera-
tures, K: 300(1); 250 (2); 200 (3); 150 (4); 82 (5); 40 (6); 10 (7).

assumed to be undisturbedhis is valid in the case where

. the internal and external vibration frequencies differ consid-
Yz , erably. The so-called external vibrations describe the trans-

lational motion of the mass center of PQ Li*, and C3*

ions and the hindered rotatiofgrations of the P(ﬁ’ ions.

Such separation is rather arbitrary and may be used in the

group-theory analysis for clarity only. In fact, these vibra-

tions are not completely independent. The group-theory re-

sults are given in Table | using the above-mentioned terms.

As seen in Table 1, 36 optic modes with the symmethAigs

FIG. 1. Low-temperaturé10 K) polarized Raman spectra of the crystal By4, B,,, andBs, are expected in the Raman spectra, which

LiCoPO;. Spectral resolution is 2.0 crh correspond to the polarization of the excited and scattered

light in the chosen coordinate system &g—(XX), (YY),

27), B1,—(XY), (YX), Bo,—(XZ2), (ZX), andB3;,—(Y 2),
space grougPnma One of the structural features isalayer—EZ\Z()) 15—~ (XY), (YX, Bog—(X2), (2X), andBsg—(Y 2)

like arrangement of oxygen atoms in the planes parallel to
(001, the atom distribution is similar to the hexagonal close
packing. Each phosphorus atom in the crystal is surrounde
by four oxygen atoms, creating a distorted tetrahedra] PO The Raman spectra of the LiCoR@rystal shows many
complex with Cs(mLb) point symmetry. The Co and Li well-polarized lines of different intensitigfig. 1). It should
atoms are surrounded by six oxygen atoms which occupy thbe noted, however, that the strongest Raman lines can infil-
positions with site symmetr and C;, respectively. The trate into the spectra with other polarizations, which are for-
antiferromagnetic ordering of the €ospins[Ty=21.9K  bidden for them by selection rules. This is mainly connected
(Ref. 2; magnetic space groupnma (Ref. 5] does not  with the use of collecting wide-angle aperture optics required
induce multiplication of the crystallographic primitive cell. for the experiment under the conditions of strong excited and
The group-theory analysis of the fundamental vibrationsscattered light absorption by the crystal.
in the crystal LiCoPQ was performed in terms of external The intense lines which persist when the temperature
and internal vibrations of the ion complexes and singlerises fromT<Ty to room temperature are identified here as
ions. Let us introduce the internal vibrations as vibrationsfirst-order vibrational excitations. Since the test crystal un-
which are caused by the motion of atoms which induceslergoes no structural phase transitions, the phonon lines
deformation or a change in the E’Dvolume(the position of  show only a weak frequency shift and broadening with in-
the mass center and the orientation of the inertia axes amreasing temperatur@igs. 2 and 3

100 300 500 700 900 1100
Raman shift, cm ™!

EXPERIMENTAL RESULTS AND DISCUSSION
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TABLE Il. Experimentally observed frequenciésm™?) of vibrational ex-
e o citations of a LiCoPQ single crystal at 10 K300 K) and their classifica-
300k tion.
Symmetry of vibrations
1
g oo — Type of vibrations Ay Big Bag Bsg
- 1 104.5102
> 113(111)
8 149.5143
200y 151.5151)
S N o A - . 157.5156)
] I 166(164)
[ 174.5169)
L . External 216209
[ o—0 oC - : 248244.5
100' bt L N X 253250.5
261(260
)4 279272
3001299
304.5299
310(300.5
323318.5
405402
E(v,)” 433432
444.5446.5
451.5448
577.5577.5
589.5589
Internal  F,(vy)" 591(590
PO,
H 596(596)
... et . 636(634.5
0 100 200 300 "
T,K Ay(vy)*  951(950.9
FIG. 3. Temperature dependence of the frequemcgnd width at half- 935939
maximumT of the phonon lines in the low-frequendsy spectrum(see . 986(986.5
Fig. 2. F,(vs)" —1030-1009
10441037
10801075
10931088

Internal vibrations of the free tetrahedron P&ntain,
according to Herzbery the nondegenerate mode(v), *Irreducible representations and the internal mode indexes of a frge PO
double-degenerate modg(v,), and two triple-degenerate tetrahedrof.
modesF, (v; andv,) in terms of irreducible representations
of point groupT, of the tetrahedron. The fundamental mode
frequenciesvq, v,, v3, andv, are 980, 365, 1082, 515 cesses which may be related to many-particle decays of the
cm ! and 938, 420, 1017, 515 ¢th as obtained in Refs. 6 oscillation or reorientation motions typical of atomic com-
and 7, respectively. In the crystal these modes generate ¥8exes. The first mechanism provides the linear part of the
Raman-active vibrational branches. On the basis of the frespectral line widening dependence of temperature, while the
quencies estimated above and the comparison between teecond one represents the Arrhenius-like part. Since the re-
number of experimentally observed and theoretically preorientation motions in the crystal are accomplished only by
dicted modes, the frequency region of vibrational excitationghe PQ complexes during their hindered rotations, the 174.5
in the crystal LiCoPQis arbitrarily separated into two sub- and 323-cm® lines (T=10K) in the low-frequency region
regions, which correspond to the exterf@-350 cm?) and  of the B3y spectrum were preferentially assigned to librations
the internal PQ complex vibrationgabove 400 cr?). on the grounds that the temperature dependence of their

Following the scheme given above, it is assumed that irwidth is described mainly by mechanisiin) (Fig. 3). In the
the first subregion the Raman spectrum involves the translasther polarizations the temperature behavior of the line
tional modes of the Co and PJ™ ions and the P& com-  widths cannot clearly be assigned to each mechanism. We
plex librations. Since the Liions are embedded at the po- should note that 214.5 cm (Ay) and 310 cm* (B,) lines
sitions with a symmetry center, their vibrations are not activehave large widths(contrary to other lines in the low-
in the first-order Raman scattering. It is kndihat the tem-  frequency regionin the whole temperature range studied.
perature dependence of the phonon line width may mainly b&/e can therefore assume that they have librational character
determined via two mechanismdi) anharmonicity of also.
the corresponding vibrational mode afig relaxation pro- In the high-frequency region of the phonon spectrum
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the observed lines were identified in accordance with theiexcitations in the LiCoPQcrystal. In order to separate the
closeness to the fundamental oscillation frequencies of theontributions of the above mechanisms, it is interesting to
free PQ complex(see aboveand with allowance for the study vibrational spectra of other members of the lithium
polarization selection rules following from group-theory orthophosphate family in which paramagnetic ions of metals
analysis. have no low-frequency electron excitations, which can over-
The frequencies of all phonon lines detected in this ex{ap in energy with that of the phonons.
periment along with the symmetries and identification of the
corresponding vibration modes are presented in Table 1l. Of We wish to thank F_’rofessor Hans Sch'r(ﬁdhiversity of
the 36 predicted modes (A3,7B;4,11B,4,7B3,) 32 Raman- Ggpeva for contln'ues mterest in the studle§ and fpr usefql
active phonon modes (&} + 6B+ 8B4+ 7B3,) were de- critical remark_s. Fmanmgl support by the Swiss National Sci-
tected. The absence of some lines from the spectra may i&hce FoundatiofENRS is gratefully acknowledged by two
attributed either to their extremely weak intensity or to theof us(J.P.R and S.G.
masking with the infiltrated strong lines that belong to an-
other Raman polarization. *)E-mail: gnezdilov@ilt.kharkov.ua
It should be noted that the low-temperature spectra have& Present address: EPFL, DMX-LE, CH-1015 Lausat®witzerland
features in their temperature behavior of the intensity that
differ from that of phonons. We assign the lines appearing at
T< Ty in _the spectral r_egion below 100 CrJnt_o the scatter- 15 b rivera and H. Schmid, Ferroelectril, 91 (1994,
ing by spin waves. Their temperature behavior and frequency.-p. Rivera, Ferroelectrics1, 147 (1994.
position require further experimental and theoretical investi-*G. T. Rado, J. M. Ferrari, and W. G. Maisch, Phys. Rev2® 4041

gations. If all the three lines observed in the spectrum havq,(196‘9- .
R. P. Santoro, D. J. Segal, and R. E. Newnham, J. Phys. Chem. 3dlids

single-particle nature, the description of the magnetic struc- 1192(1966; R. P. Santoro and R. E. Newnham, Acta Crystallagy.344
ture of LiCoPQ requires the consideration of more than two (1967.

nonequivalent sublattices. °M. Mercier, J. Gateyte, and E. F. Bertaut, C. R. Acad. Sc., FB28&4,
. - - _ 979(1967.
. In the reglon_above 100 Crﬁ S.Ome lines may b? as 5G. Harzberg/nfrared and Raman Spectra of Polystomic Moleculan
s_lgned to _scatt_ermg by ele_ctrdexcnon atT<Ty) _excna_- Nostrand, New York1975.
tions. Their typical feature is the tendency to rapidly widen 7v. C. Farmer,The Infrared Spectra of MineraldMisaralogical Society,
as the temperature rises abolg. London (1964.

8M. M. Suphchimsky Raman Scattering Spectra of Molecules and Crys-

An additional point to emphasize is that some phonon tals, Neuka, Moscow1969 (in Russian.

lines observed in the experiment exhibit an asymmetric
shape. This may result from the crystal lattice inharmonicityrhis article was published in English in the original Russian journal. It was
or from a strong hybridization of electronic and vibrational edited by S. J. Amoretty.
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Surface polaritons in a semi-infinite insulator in a constant magnetic field at the boundary with

an ideal metal or a superconductor have been considered. These polaritons are induced

by dynamic magnetoelectric interaction, which exists in any insulator in the presence of a magnetic
field. The modes of these surface polaritons differ appreciably in opposite directions of the
magnetic field or the propagation of the wave. As a result, polaritons of the given optical or IR
frequency propagate only in one direction, which is the effect of rectification of surface
electromagnetic waves. The inversion of the magnetic field results in “switching on” or
“switching off” of surface polaritons. ©1999 American Institute of Physics.
[S1063-777X99)01910-9

The influence of the magnetic field on the surface polaridensity;H=H,+h; ande andh are alternating electric and
tons in metals and semiconductors is the subject of a widenagnetic fields. The uniform external magnetic fiélg is
range of theoretical and experimental studies. A similar inimposed in they direction. In(1) we disregard the spatial
vestigation of insulators has also been stattedmetals and dispersion of the electric polarization. The last term(1
semiconductors polaritons are considered as a result of integorresponds to the dynamic magnetoelectric en&fyis is
action of electromagnetic waves with free electrons of ahe energy of the interactid® with an effective electric field
crystal (plasmon polaritons In the presence of a magnetic Ee= — l/c[vX H] produced by the motion of chargewith
field these polaritons are called magnetoplasmon polaritongelocity v in a magnetic fieldc is the speed of light Since
(see, for example, Ref.)2In insulators the interaction of the momentunil =mv/V,, £€=V,/mcand the constani in

optical phonons with a magnetic field can be described bxinetic energyll1?/2p is p=m/V,, wherem is the mass of
dynamic magnetoelectric energyyhich takes into account the charge an, is the unit cell volume.

the electron and ion contributions to the electric polarization.  |n general, the electric polarizatidhconsists of ion and
It is well known that in the presence of a magnetic field electron parts. In the IR region of the spectrum the contribu-
the polariton spectrum is nonreciprocal, i.ea(—K)  tion of ions to the magnetoelectric energy is prevalent; then
#w(k). The nonreciprocity in the polariton spectrum is amis the ion mass anH is the ion momentum. In the optical
weak effect. region of the spectrum the electron contribution to the polar-
In this paper we show strong nonreciprocity of surfacejzation is ionic contributionmis the electron mass, addlis
polaritons in a semi-infinite insulator at its boundary with anthe electron momentum. The dynamic magnetoelectric en-
ideal metal or a superconductor in the presence of a magnetigrgy [the last term in Eq(1)] is a scalar; therefore, it is
field. The modes of polaritons propagating in opposite direcpresent in the energy of any crystal.
tions essentially differ. Surface polaritons with a given fre- The linear response of an insulator in the field of an
quency propagate only in one direction with respect to theslectromagnetic wave in the absence of damping can be ob-
magnetic field: rectification of surface polaritons. The inver-tained in the same way as in Ref. 3. In our case the compo-
sion of the wave vectok— —k corresponds to that of the nents of the dielectric constaat, are
magnetic field.
Let us consider a uniaxial insulatéz is an easy axjs dmwh(wi—gPH5— w?)
although the results obtained are of general importance. g1=&x=1+ 2
We start with the density of insulator enerdy used

(w —w%)(wz—wg)

earlier for the investigation of surface polaritons in an insu- Aol
lator in an electric field: er=eyy=1+ wz_(jz, 2
0
w=2p2y 2(|32+ P2)+H—2—eP+§P[H><H] (1)
272 2 x YV 2p ’ o . . 8rwgHow)
. . o . g'=ley,=i(e0)* = 2_ 2 2 2\
where P is the electric polarization]I is the momentum (07~ 0]) (0"~ w))

1063-777X/99/25(10)/3/$15.00 833 © 1999 American Institute of Physics



834 Low Temp. Phys. 25 (10), October 1999

' W4

| Ho

v><

FIG. 1. The insulatofl) is in semi-infinite spacez(>0) and the meta(M)
is in the space where<0. The magnetic fieldH is in the positive direction
of the y axis in the contact plane; the wave vedtds along the x axis.

(0?— Q%) (w?—Q))

(w?— wl)(0?—w))

E=E7,~
Here

1
wiz=§[wg+ wi-i— ZQZHS

F (w5~ w3)?+8g?Hi(wi+ wd)],
L &)

Q%,ZZ 2

[w3+ Q2+ 2g?H3

+ (05— Q3)2+8g?H) (w5 + Q)]

2

e _, e _ _
9= me wO:m_Vo’ W= wWoVC2, WewoVCy,
O2=w2+47w).

The frequencyw, is the excitation frequency of electric po-
larization P along the easy axig, and wg is the excitation

I. E. Chupis and D. A. Mamaluy

FIG. 2. Modes of surface polaritons. The thick solid curves correspond to
the case wherkl7 Ty in the optical region and to the case whefg] |y in

the IR region. The dashed curves are surface modes for the opposite direc-
tions of Hy.

Here kal is the depth of penetration of the field into an
insulator.

Using Egs.(2), (4), and(5), we can write the Maxwell's
equations in the form

2 .1

cky ) 0 e
hy=—jez, hy:—c—kxsez, kO_CTI(_X ez=0.
(6)

Only e, andh, differ from zero in the wave; in this case the

depth of their penetration and the dispersion relation are
w2

_C2

(1)2

, k)z(z?e(w).

g'(w)

ko K
X

@ 7
=+ —
= v
In our caséh,=h,=0; therefore, all the results are also valid
when the insulator is in contact with a superconductor.
Taking into account the necessary conditidks>0,

frequen_cy of the transverse components of poIari_zat_iorg>0, expressiori2), and the ratid) > wq, which is natural
P«,Py in the absence of a magnetic field. For a uniaxialfor a uniaxial crystal, we obtain the polariton modes, which

crystal we havew.<wg. In a constant magnetic field these
frequenciesw, and wy becomew, and w,, respectively.

are shown in Fig. 2. For ion excitatiofithe IR region of the
spectrum the gyromagnetic ratigg>0 and Fig. 2 corre-

The nondiagonal components of the dielectric constantgponds to the cadé,<0. For electron excitationghe opti-

e,, ande,, in Eq. (2), which indicate the presence of gyrot-

cal region g<0 and Fig. 2 corresponds to the cd$g>0.

ropy, are proportional to the first degree of the magneticThe thick solid curves in Fig. 2 are modes of the surface

field.

The geometry we consider is shown in Fig. 1. A semi-

infinite insulator ¢>0) is in contact with an ideal metal
z<0. A static magnetic fieldH, is applied along thg axis
parallel to the interface. The boundary conditiong=a0 are

b,=b,, d,=d,, €=%=0, h=h,, (4

whereb andd are the magnetic and the electric inductions;

polaritons k;>0). The dashed curves correspond(tm-
physica} excitations, which increase exponentially inside the
insulator k,<<0). All surface polariton excitations are real.
Two left thick solid curves in Fig. 2 are modes of the polari-
tons that run to the left. The surface polaritons that run to the
right have one modéhick solid curve ofk,>0). The sub-
stitution ofk, by —k, in Fig. 2 corresponds to the inversion
of the magnetic fieldH,— —Hg. In this case the dashed

g andh, are the tangential fields; and the letters with a tildeCurves are the modes of surface polaritons and the thick solid

refer to a metal. In the case of a supercondubtsr 0. We
assume that magnetic permeability of an insulatgris1.

The solution of the Maxwell’s equations for surface po-
laritons that propagate along theaxis is

e, heexdi(kx—wt)—kyz], k>0, z>0. (5)

curves correspond to(Unphysical” excitations.

The ratio of amplitudes of the electric and magnetic
fields in the wave is

(wZ_wi)(wZ_wg) 1/2

(0?2 Q%) (0?—Q))

eZ
h

®

y
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We see from8) that the magnetic field dominates in excita- =1,
tions near the frequencies, and w, (e,—0). The electric
field dominates near the frequenc@s and(),(h,—0). In
Fig. 2 the letterg, m andemdenote the excitation character;
i.e., e—electrical, n—magnetic, ané&m-electromagnetic.

The frequency rangg),, w-] for the polaritons running
to the right(Fig. 2) is very smallw,— Q,~g?H3w, *. Since
the gyromagnetic ratig=e/mc for electrons is on the order
of 10" and wy~ 10— 10"°rad/s, for the magnetic fieldd,,
~10* Gs(w,— Q,) is on the order of 16-1C. /\

When the magnetic fieldd, decreases, the frequency 0 051 Q. o Q o
range[{),,w,] tends to zero, and the magnitudtgece’ 22 !

«H, also tends to zero, i.e., the depth of penetraﬁgﬁ FIG. 3. The frequency dependence of the polariton penetration depths into
tends to infinity. In the limitH,=0, the frequencyw,=,  theinsulator.

and{unphysical polaritons(the dashed curves in Fig) are

real; i.e., in the absence of magnetic field there are bulk

polaritons with two symmetric excitation branchése lower  fore be rectified in the system under consideration. The in-
and the upper curve in Fig.)2for which w(—k)=w(k).  version of the magnetic field is equal to that of the propaga-
Thus, in the absence of a constant magnetic field only théion direction. Thus, the inversion of the magnetic field
bulk polaritons exist in the system, which corresponds to theesults in{switching on or (switching offy of surface polari-
known results. It is also clear from the last equation i)  tons with a given frequency. Only surface polaritons exist in
that whene'=0(H=0), ko must be equal to zero; i.e., the the presence of a constant magnetic field.

depth of penetratiok, *=oc. . .

As to the constant magnetic field (#0), in its pres- We Wlsh tg thank V. I. Fomin and V. S. Kurnosov for
ence the polaritons are surface polaritons. The depth of thelfSeful discussions.
penetrationkglocHgl, decreases with increasing magnetic
field. Figure 3 shows the frequency dependence of the depth
of penetration of polaritons into the insulator. *'E-mail: mamaluy @ilt kharkov.ua

In summary, in the presence of a constant magnetic field——
the surface polaritons exist in a semi-infinite insulator, which
is in contact with an ideal metal or a superconductor. The _
depth of penetration of their field into the insulator is in- '(igEé(;:h“p's and N. Ya. Alexanderova, J. Korean Phys. Sac51134
versely proportional to the magnetic field. The surface modesy; "\ agraovich and D. L. Mills (eds), Surface Polaritons North-
are strongly nonreciprocal with respect to the propagation Holland, Amsterdan{1982.
direction, w(k) # w(—k). The number of modes for waves jl- E. Chupis, Ferroelectric204, 173 (1997.
propagating in opposite directions is different. Since the " E: Chupis and D. A. Mansluy, Fis'ma Zh. Eksp. Te68, 876 (1999
modes are not close to each other, excitations with the given

frequen_cy 'propagate only in one direction With respect to theris article was published in English in the original Russian journal. It was
magnetic field. The surface electromagnetic waves can theresited by S. J. Amoretty.

[J. S. Afr. Chem. Inst68, 922 (1998].
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