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The enormous contribution of Academician Boris I. Verkin in laying the foundation of the
biophysics research school in Kharkov are recalled in the Jubilee year commemorating his 80th
birthday. This review describes the development and realization of his ideas during the
last two decades at Molecular Biophysics Department of the Institute for Low Temperature Physics
and Engineering~ILTPE! in Kharkov. Main results of the studies of physical and chemical
properties of biopolymer fragments and biologically active compounds using methods of low-
temperature electron–vibrational spectroscopy, low-temperature secondary-emission mass
spectrometry, and low-temperature luminescence spectroscopy are presented. ©1999 American
Institute of Physics.@S1063-777X~99!00110-3#
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1. INTRODUCTION

The multi-faceted talent of Academician Bor
Ieremievich Verkin was manifested, among other things
his interest in the application of physical ideas, techniq
and methods for studying the physics of biological m
ecules. His untiring organizational activity over the ent
span of his creative lifetime culminated in the foundation
the biophysical research school in Kharkov, which w
widespread recognition in the erstwhile USSR as well
abroad. Several biophysics research departments w
opened at the Institute for Low Temperature Physics
Engineering~ILTPE! at the end of 1960’s. The chair of mo
lecular and applied biophysics at the Radiophysics Facult
the Kharkov State University was instituted in 1978, a
Boris Ieremievich was its head for several years. In 1972,
Institute of Cryobiological and Cryomedical Problems w
opened in Kharkov by the Ukrainian Academy of Scienc
with the support of B. I. Verkin. Kharkov became the cen
and meeting point of scientific fraternity comprising speci
ists in the field of biophysics. The Departments of Biophy
ics at the Institute of Radiophysics and Electronics and
TPE of the Ukrainian Academy of Sciences organized se
All-Union conferences on the ‘‘Spectroscopy of Biopol
mers,’’ five seminar-cum-schools on the biophysics
nucleic acids, and two schools on the application of m
spectrometry in biology and medicine. The Institute of Cry
biological and Cryomedical Problems organized several
ternational Conferences on ‘‘Achievements and Prospect
Growth in Cryobiology and Cryomedicine Research.’’ Ac
demician B. I. Verkin was a member of the Organizing Co
mittees of these scientific forums.

Under the guidance of B. I. Verkin, scientists at ILTP
completed several academic projects on fundamental
search in the field of biopolymer physics. The results of th
investigations were published in several hundred scien
papers,1 generalized in monographs,2–4 and used in many
7471063-777X/99/25(10)/13/$15.00
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important economic programs on the application of cry
genic technologies in agriculture, food industry, medicin
and fabrication of medical and cryosurgical instruments.5,6

At the behest and under the guidance of B. I. Verk
new experimental and theoretical methods developed ea
in the physics of condensed state and low temperature
ILTPE were applied for studying the physical properties
biomacromolecules and their components. Beginning fr
1969, various problems in biophysics were studied in sev
departments of ILTPE under the supervision of leading s
cialists in various branches of physics, e.g., physics of
liquid state~head of department Yu. P. Blagoi!, physics of
biological molecular crystals~head of department B. Ya
Sukharevskii!, tunnel spectroscopy~head of department I. K
Yanson!, molecular interaction of biomolecules~head of de-
partment L. F. Sukhodub!, theory of the properties of bio
logical macromolecules ~head of department A. M
Kosevich!, and theory of superconductivity~head of depart-
ment I. O. Kulik!. These investigations are being carried o
even today in the department of molecular biophysics hea
by Yu. P. Blagoi.4 New unorthodox and unique techniques
tunnel spectroscopy, temperature-dependent field m
spectroscopy, low-temperature quartz resonator, vibratio
spectroscopy of molecules isolated in the host matrix of
lidified inert gases, and luminescence spectroscopy were
veloped and successfully used for solving a number of pr
lems. Many new results were obtained from the molecu
biophysics research with active participation, persistent in
est and support of Boris Ieremievich.

Conformational and phase transitions in polymer DNA
were studied experimentally and theoretically. The inter
tion of native DNA with synthetic oligonucleotides wit
heavy metal ions was investigated. The heat capacity
DNA and proteins was studied for the first time in the te
perature interval 4.2–400 K, and the dynamics of DNA co
sidered in the glass-type model. A series of pioneering wo
was aimed at studying the energetics of molecular interac
© 1999 American Institute of Physics
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748 Low Temp. Phys. 25 (10), October 1999 Blagoi et al.
of nitrogenous bases simulating intramolecular interaction
DNA and RNA, hydration of bases, evaluation of the con
bution from various types of interactions to the stabilizati
of the DNA molecular structure. The inelastic tunnel spe
troscopy method was used to study the energy spectr
nitrous bases. The interaction of DNA and its compone
with pharmacological, chemical and therapeutical prepa
tions and dyes was studied and the molecular mechanis
action of many anticancerous preparations was determin

Many inventions associated with the fabrication of cry
surgical instrument and application of cryogrinding and s
limative drying in food industry were patented.1

Over the years, the research activity started by B
Verkin has continued to develop. Special attention has b
paid to the use of experimental low-temperature technolo
For example, the method of matrix isolation was consid
ably modified for investigating thermally unstable molecul
and a new method of low-temperature mass spectrosc
involving bombardment of fast atoms was developed
studying frozen aqueous solutions of biologically acti
compounds. The present review is aimed at describing
main results obtained with the help of the above-mentio
methods of biophysical research.

2. LOW-TEMPERATURE HIGH-RESOLUTION OPTICAL
SPECTROSCOPY OF ISOMERIC AND CONFORMATIONAL
TRANSITIONS IN NUCLEOTIDE BASES AND AMINO
ACIDS

The application of modern methods of low-temperatu
experiment, which are not conventional for molecular bi
ogy studies, has shed new light on the properties of biolo
cal objects. Many important questions concerning the stor
and reproduction of genetic information are connected w
the isomeric nature of the simplest fragments of biopolym
in various molecular surroundings. Spectroscopic meth
are the most effective among the wide range of phys
methods used for studying molecular isomerism. In ma
cases, the low-temperature matrix isolation spectroscopy
fers the only possibility of recording isomers of isolated m
ecules. This technique was employed for the first time in
biophysics department of ILTPE in 19817–10 and was devel-
oped side by side with other European and American
search centers,11–13 thus laying the foundations of a ne
trend in the matrix isolation spectroscopy, viz., the lo
temperature spectroscopy of isolated bio-organic molecu

Under conditions of matrix isolation, the method of low
temperature molecular spectroscopy has received wide
ognition owing to a number of unique advantages over s
dard spectroscopic techniques. It is based on freezing of
gaseous phase of the molecules under investigation in a
inert medium~matrix!, which considerably reduces the wid
of spectral bands due to weakening of molecular interac
and the absence of rotational broadening. This phenome
is illustrated quite well in the infrared absorption spectra
uracil obtained in gaseous phase,14 amorphous film, as wel
as in Ar matrix~Fig. 1!. The high resolution of spectra in th
matrix makes it possible to isolate the nearly degene
spectral bands which completely overlap one another
other states of aggregation. A significant advantage of
n
-

-
of

ts
a-
of

d.
-
-

I.
en
y.
r-
,
py
r

e
d

e
-
i-
ge
h
s
s
l

y
f-

-
e

-

-
s.

c-
n-
he
id

n
on
f

te
in
e

spectroscopy of matrix isolation in comparison with the g
eous phase spectroscopy is its high sensitivity and lo
temperatures of evaporation of the thermally unstable b
organic materials under investigation. The required amo
of the substance is accumulated over a long time in the
trix. At low temperatures, the matrix acts as a trap for va
ous isomers of the evaporating substance. The efficienc
this trap depends on the height of the barriers between
ergy states of isomers and temperature of the matrix. He
the temperature must be below 10 K for the investiga
low-barrier conformational isomers.

In order to realize the potentialities of the modern tec
nique, two universal setups were developed. One of them
based on the modernized IR spectrophotometer Specor
75 and the UV spectrophotometer Hitachi-M65. The othe
based on the evacuated Fourier spectrometer FS-01. Un
the widely used closed-cycle microrefrigerators which a
lower the temperature to 10 K, we cooled multiple positi
holders of optical substrates by using helium cryostats
signed at the experimental construction bureau of ILTP
which were capable of cooling the substrate to 3 K and p
viding several matrix samples.

In addition to the traditional Ar, Kr, and Xe matrices, w
also used in our experiments Ne matrices requiring temp
tures below 5 K. The obtained matrix samples were transp
ent over a wide spectral range from vacuum ultraviolet~UV!
to far infrared~IR! region. An important part of the device
designed by the authors is a low-temperature differen
quartz microbalance ~QMB! having a sensitivity of
1029 g/Hz, used for measuring the rate of condensation
sample components and thus for obtaining the required c
centration of substances in the matrix with a high degree
accuracy. The QMB were directly calibrated at 5 K,15 which
made it possible to carry out experiments on the meas
ment of absolute intensities of absorption bands in infra
spectra of isolated bases and amino acids.15,16

FIG. 1. IR Fourier spectra of uracil in different states of aggregati
1–gaseous phase,T5570 K14 ~curve 1!, amorphous uracil filmT512 K
~curve 2!, 3—Ar matrix for molar ratio M51:1000, T512 K, D is the
optical density andn the wave number~curve3!.
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2.1. Ultraviolet absorption spectra and electron transitions
of nucleotide bases in Ar matrices

Traditional methods of UV spectroscopy are not use
for solving a number of problems in molecular biophysic
Hence we used the low-temperature technique for dire
observing electron transitions responsible for charge tra
port in complexes of nucleotide bases. The interaction
bases with a strong electron acceptor revealed specific b
absorption bands whose peaks are linearly connected
the ionization potential of nucleotide bases.17,18 The experi-
mental proof for the formation of purine and pyrimidin
bases of complexes with charge transfer can be used for
sidering the possibility of charge transport in stacks of DN
bases and intercalating biologically active compounds.

The longwave band of the absorption spectrum of a
tosine film at 77 K differs considerably from that of cytosin
in solutions. Studies of the electron absorption bands of
rimidine nucleotide bases under conditions of weak mole
lar interaction in inert matrices at low temperatures show
that electron absorption spectra of cytosin
1-methylcytosine, isocytosine, 2-oxy-and 2-amin
pyrimidine, uracil, and thymine in argon matrices have bro
longwave absorption bands with a well-defined vibratio
structure8 ~curve 1 in Fig. 2!. The obtained values of th
low-frequency vibron bands correspond to the 0–0 elect
transition in the compounds under investigation. Theoret
computations of the electron spectra of nucleotide ba
available in literature can be compared correctly only w
the values for the electron transition obtained in inert ma
ces. An increase in the concentration of matter in matri
causes a broadening of vibron bands and their smoothing
well as the disappearance of the vibrational structure~curve
2 in Fig. 2!. A distinguishing feature of the electron spect
of pyrimidine bases in argon matrices is a clear manifesta
of the np* absorption bands with a well-developed vibr
tional structure~curve 1 in Fig. 2, n00.300 nm!. These
bands are connected with the transitions ofn-electrons of
heterocyclic nitrogen onp* level of the pyrimidine ring as a
result of excitation. The formation of hydrogen bonds in h

FIG. 2. Electron-vibration spectra of cytosine in Ar matrix atT512 K,
curve1 corresponds toM51:500 and curve2 to M51:50.
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moassociates~curve2 in Fig. 2! decreases the intensity of th
np* bands, blurs the vibrational structure and displaces
bands towards the shortwave spectral region. However,
identification of isomers of nucleotide bases from the abso
tion spectra in the UV region is complicated. Hence it w
necessary to use the vibrational characteristics of molec
which help in identifying the structure of one-ion molecul
and their isomers.

2.2. Studies of rare prototropic tautomers of bases of
nucleic acids and model compounds

In 1953 Watson and Crick19 proposed the molecula
mechanism of violation of the precision of copying the g
netic information through tautomeric transitions. Howev
rare tautomers of nucleotide bases were not observed ex
mentally although the presence of carbonyl and am
groups as well as heterocyclic nitrogen in molecules lead
the possibility of formation of tautomers. High-resolution v
brational spectra were obtained for the canonical base
nucleic acids and over 20 model compounds.7,9,10,20–29It was
found that, in the isolated state, some of the nucleotide ba
exist in the form of two structures in thermodynamic eq
librium, viz., the traditional ketoamine structure and t
amino-enol structure which was discovered experiment
for the first time.7,10,20 Owing to the high resolution of the
matrix isolation spectroscopy and the characteristic natur
the vibrational bands of the proton-donor groups, the tauto
erism is determined unequivocally right at the level of t
phenomenological group-function analysis with the help
IR spectra of auxiliary compounds. The proton participati
in the tautomeric transition is easily identified by replacing
with the methyl group in 1-methylcytosine~Fig. 3!.20 In this
case, peaks of OH2 as well as N1H vibrations
(n53468 cm21) disappear. The remaining two bands corr
spond to the vibrations of the NH2 group, their frequencies
coinciding with the frequencies of the corresponding pe
of 2-aminopyrimidine. Such an analysis~Fig. 4! together
with the calculations of the vibrational spectra led to t
discovery of rare enol tautomers of 9-methylguanine22

isocytosine,26 and hypoxanthine.23,26 The intensities of the
spectral bands were used to determine the keto-enol equ
rium constants for studying the molecules~see Table I!. It
was shown that guanine and hypoxanthine have the pec
property of existing in two tautomeric forms. A transition o
these molecules to the enol form can apparently cause
formation of ‘‘incorrect’’ pairs in DNA and lead to a viola
tion of the genetic code.

2.3. Molecular interactions of nucleotide bases and their
model compounds in matrices

The spectroscopy of matrix isolation offers great pote
tialities for studying the spectral characteristics of homo
sociates, and of hydrogen-bound complexes in particu
Broad bands of hydrogen-bound vibrations with a low pe
intensity are seen clearly in autocomplexes of cytosi
1-methylcytosine and uracil.27 Investigations of spectra
characteristics of model molecules in argon matrices ove
wide range of concentrations~1:1000–1:60! and tempera-
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750 Low Temp. Phys. 25 (10), October 1999 Blagoi et al.
tures~12–30 K! led to quantitative data on the compositio
of multimers in matrices.30 It was shown that the hydrogen
bound complexes of phenols in Ar matrix, in the concent
tion range 1:500–1:100, are mainly represented by dim
Upon annealing of the Ar matrix with impurity molecules
geometric size of benzene or naphthalene type, orientati
diffusion of impurity molecules dominates and translation
diffusion does not take place in the temperature inter
25–30 K. The quantitative experimental data obtained
MacCarthyet al.31,32 on the association of molecules in m
trices made it possible to study the mechanism of coupling
pyrimidine dimers. It was shown that the main contributi
to the coupling during the formation of dimers of pyrimidin
and 2-oxypyrimidine in Ar-matrix comes from paired Va
der Waals interactions, and stacking structures of assoc
are formed in this case. At the same time, oxy-derivatives
benzene form predominantly hydrogen-bound dimers in m

FIG. 3. IR transmission spectra of tautomers of cytosine~curve1!, deutero-
cytasine~curve 2!, 1-methyl cytosine~curve 3!, 1-methyl deuterocytosine
~curve4!, and 2-oxypyrimidine~curve5! in Ar matrix; A is the transmission
coefficient.
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trices with the benzene rings oriented in a single plane. T
experimentally observed peculiarity of formation of pyrim
dine bases of stacking dimers in matrices correlates with
stacking structure of pyrimidine and purine bases in
DNA molecule.

FIG. 4. IR spectra of tautomers of 9-methylguanine~curve 1!,
N2-9-trimethylguanine ~curve 2!, isocytosine ~curve 3!,
N2-methylisocytosine ~curve 4!, 2-aminopyrimidine ~curve 5!,
4-oxypyrimidine~curve6!, and hypoxanthine~curve7! in Ar matrix.

TABLE I. Thermodynamic parameters of the Keto-Enol equilibrium
nucleotide bases.Keq is the equilibrium constant at evaporation temperatu
Tev ,DH is the difference enthalpy, andDS the difference entropy.

Compound Tev•K Keq

DH
kJ/mol

DS
J/mol.deg

Cytosine 473 0.5 - -
Isocytosine 458 0.16 6.3 21.5
2-oxypyrimidine 393 0.033 10.5 21.65
9-methyl guanyl 540 0.74 - -
Hypoxanthine 553 32.2 213.0 5.4
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2.4. Experimental evaluation of the thermodynamic
parameters of prototropic tautomers of bases and glycine
conformers from the data of infrared absorption
spectra in matrices

Experimental evaluation of equilibrium constants, diffe
ence enthalpies, and entropies of isomers in the isola
state, for which only data of quantum-chemical calculatio
were available earlier, is of considerable practical sign
cance. Such experimental and theoretical studies were
tended widely to highly volatile thermally stable compound
but have not been used so far for bio-organic molecules
solve this problem, the matrix isolation technique was p
fected and measurements were made for thermally unst
pyrimidine and purine bases and amino acids. The temp
ture dependence of tautomeric equilibrium constant of
gaseous phase, which can be fixed precisely in the l
temperature matrix, can be obtained by varying the evap
tion temperature. The temperature variation range was
tended (DT580– 120 K) by using Knudsen cells of variou
efficiencies.16 In order to determine the temperature depe
dence of the equilibrium constant, all matrix spectra w
reduced to the same intensity of the bands of one of
tautomers, and departure from equilibrium was measu
from the ratios of intensities of bands of the second tautom
It can be seen in Fig. 5 that an increase in the evapora
temperature increases the intensity of the C5O valence vi-
brations, and hence the population density of the less st
keto-forms of 2-oxypyrimidine and isocytosine. The form
tion of tautomers in the Knudsen cell occurs as a resul
rupture of molecular hydrogen bonds accompanied by
transport of a proton between molecules. The proton tra
port in an isolated molecule and analogous redistribution
the population of tautomers were achieved by exposing
matrix sample to shortwave ultraviolet radiation~l,240
nm!, which made it possible to determine the ratio of t

FIG. 5. Effect of evaporation temperature on the population density of
cytosine and 2-oxypyrimidine tautomers. Spectrum1 is the IR Fourier spec-
trum of isocytosine in Ar matrix~T512 K, M51:1000! at evaporation
temperatureTev5378 K, spectrum2 is the difference spectrum atTev

5458 K, spectrum3 is the spectrum of 2-oxypyrimidine in Ne matri
~T55 K, M51:800! at Tev5315 K, and spectrum4 is the difference spec-
trum atTev5380 K.
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molar absorption coefficients for bands of OH2, NH2 va-
lence vibrations and hence the keto-enol equilibrium c
stantsKeq at the evaporation temperatureTev ~see Table 1!.
These data were used to determine the difference entha
DH and entropiesDS of tautomers of 2-oxypyrimidine,
isocytosine33 and hypoxanthine~see Table 1!.

Amino acids exist in the form of polar zwitterion struc
ture in crystalline state and in solutions, but are transform
into conformationally immobile neutral molecular form i
the gaseous phase.34,35 In this case, the matrix isolation tech
nique made it possible to obtain the vibrational spectra
amino acids of aliphatic series16,36–42and to record the low-
barrier conformer29 of glycine III ~Fig. 6!. The conformers of
glycine I and II ~Fig. 6! with intramolecular hydrogen bond
were first detected experimentally by microwave spect
scopic techniques.35 However, the low thermal stability o
glycine and the low sensitivity of the gaseous phase spect
copy hamper the investigations of thermodynamic charac
istics of conformers. Apart from Knudsen cells of differe
efficiencies,16 the hot nozzle technique,43 which increases the
upper threshold of the molecular beam temperature du
the short duration for which molecules remain in the h
band, was also used for varying the temperature of glyc
molecular beam. Earlier, this method was used only
highly volatile molecules which were in gaseous phase
room temperature. In order to increase the temperature o
molecular beam of glycine, a heat exchanger was insta
between the vaporization cell and the low-temperature mi
substrate. The van’t Hoff temperature dependences of
conformational equilibrium constantsK I,II and K I,III are
shown in Fig. 6. These data led to the following value
DHI ,II 50.8 andDHI ,III 55.5 kJ/mole, as well asDSI ,II 5
214.7, DSI ,III 50.12 J/~mole•K!.16 The considerably high
value ofDSI,II can be due to a significant contribution of th
low-frequency torsional vibrations about the C–C bond
the vibrational entropy of the conformer I. This correlat
with the experimental data16,39,41which show that the barrie
of rotation around this bond is much higher than in co
former II owing to a strong intramolecular hydrogen bo

-
FIG. 6. Temperature dependence of the equilibrium constants of glycin
and III conformers.
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N–HO. The considerable difference in the vibrational ent
pies between conformers of type I and II is also characteri
of other amino acids of the aliphatic series.

2.5. Effect of inert matrixes and UV radiation on vibrational
spectra of nucleotide bases and Amino acids

In spite of a relatively weak interaction between the in
matrix and an isolated molecule, the number of bands in
vibrational spectra of isolated polyatomic molecules exce
the number of vibrational degrees of freedom. In this ca
the individual spectral bands are converted into groups
closely spaced peaks~multiplets!. In order to single out the
isomeric and matrix splitting of bands, additional inform
tion is required and can be obtained by displacing the e
librium of the isomers by evaporation temperature or by U
irradiation of the matrix. The rapid relaxation of the excit
tion energy and the matrix cell prevent the destruction of
molecule absorbing a UV quantum, while local annealing
the matrix cell facilitates the rotation of individual molecul
groups. It can be seen from Fig. 7 that the UV irradiation
glycine isolated in the Ar matrix increases the intensity
the valence vibration bands of low-population conformers
and III, but decreases the intensity of the bands of the b
conformer I.40

The splitting of the impurity molecule bands in the m
trix is mainly connected with the conformations of the mat
cell. An increase in the number of conformations, which d
pends on the geometry of an impurity molecule, leads t
broadening of the spectral bands. The large body of data
has been accumulated from the spectra of bio-organic m
ecules shows that the maximum narrowing of the spec
band ~up to 0.2– 0.3 cm21! is attained for plane nucleotid
bases of the type uracil,15 2-oxypyrimidine,33 or
hypoxanthine.26 This effect is associated with the arrang
ment of plane molecules in the matrix lattice band15 and
hence a decrease in the conformational irregularity of

FIG. 7. IR Fourier spectrum of glycine in Ar matrix~T512 K, M51:500!
in the region of valence OH-vibrations~a! and valence NH2-vibrations~b!.
Curve1 is the spectrum before UV irradiation of the sample, curve2 is the
difference spectrum after exposure, curve3 is the difference spectrum afte
annealing of the exposed sample at 20 K.
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matrix cell of the impurity molecule. For nonplanar mo
ecules~5,6-dihydrouracil, nucleosides, sugar!, the set of con-
formations of matrix cells is so large that the bands
broadened to 3 – 10 cm21 ~Fig. 8!.

2.6. Fermi resonance in matrix spectra of nucleotide bases
and Amino acids

The splitting of intramolecular vibrational bands~Fermi
resonance!, caused by removal of random degeneracy, is
served frequently in vibrational spectra of polyatom
molecules.4 It is possible to isolate spectral regions in whic
the probability of observing resonance splitting is the hig
est. As a rule, the splitting of C–H valence vibrations is a
observed for all molecules with methyl and methyle
groups, since the first frequency overtone of the deforma
vibrations of the C–H bond is close to the symmetric valen
vibration of the same bond.44 In the matrix spectra of amino
acids and bases, this effect is observed in the inte
2800– 3100 cm21, but it is more interesting to study it
manifestation in the region of C5O valence vibrations,
(1700– 1800 cm21), which is very important for studying the
isomerism. In all nucleotide bases studied by us, we
served a splitting of the C5O valence vibration bands cause
by Fermi resonance~Figs. 5 and 9!. Significant variations of
resonance splitting can be attained by going over from Ar
Kr matrix to the Ne matrix. This effect is associated wi
notable variations of the valence vibration frequenci
which may differ in magnitude and direction from frequen
shifts in the overtone or Raman vibrations.15 It can be seen
from Fig. 9 that the fundamental and Raman bands of C4O
thymine are reversed upon a transition from Ar or Kr mat
to the Ne matrix. This makes it possible to use the set of
Ar and Ne matrices for identifying resonance doublets.

2.7. Intramolecular Hydrogen bonds and conformational
behavior of Nucleosides

In contrast to nuleotide bases and amino acids, it is m
more difficult to important clasees of biomolecules like sug

FIG. 8. Broadening of bands in the IR-Fourier spectra of nonplanar m
ecules in Ar matrix~T512 K, M51:500!. Curves1, 2 and3 correspond to
uridine, 5,6-dihydrouracil, and uracil, respectively.
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and nucleosides transform to gaseous phase without the
destruction. Hence these classes of molecules were not
ied earlier under conditions of weak molecular interactio
In order to study these molecules, we increased the efficie
of the vaporizing system and obtained the infrared abso
tion spectra of matrix-isolated sugars like glucose, ribo
2-desoxyribose, and nucleosides like thymidine, uridine45

and adenosine. It was shown that, in the isolated state, su
exist in cyclic form, and equilibrium of equatorial and axi
conformations stabilized by intramolecular hydrogen bon
between adjacent OH groups is observed. As a rule, nuc
sides thymidine and uridine are in anticonformation in t
crystalline state. However, syn/anticonformational equil
rium was observed in the isolated state.45 The syn-
conformations of uridine and thymidine are stabilized by
tramolecular hydrogen bond between the hydroxymet
O5H group of ribose and the C2O group of the pyrimidine
ring ~Fig. 10!. Unlike uracil and thymine, adenosine in th

FIG. 9. Frequency shifts and Fermi resonance in the region of valence C5O
vibrations of thymine in different matrices. Curves1, 2 and3 correspond to
Kr ~T512 K, M51:1000!, Ar ~T512 K, M51:1000! and Ne~T55 K,
M51:800!, respectively.

FIG. 10. IR Fourier spectra of nucleoside~thymidine! ~curve 1! and its
analog 1-methylthymine~curve2! in an Ar matrix~T512 K, M51:1000!.
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matrix and in crystalline state is in anticonformation.
The results presented here show that the use of l

temperature technique is quite promising in biophysics
quantitative measurements of spectral and thermodyna
characteristics of thermally unstable bioorganic molecu
Among other things, the method of low-temperature mat
isolation shows that

1. isolated purine and pyrimidine nucleotide bases a
their derivatives exist in the form of two tautomeric stru
tures which are in thermodynamic equilibrium~keto-amine
and amino-enol forms!;

2. the main molecular mechanism of tautomeric tran
tions in nucleotide bases is the synchronous transition o
proton in a system of intermolecular hydrogen bonds in
sociates;

3. the main conformers of aliphatic amino acids are ch
acterized by a considerable difference in vibrational ent
pies, caused by the effect of intramolecular hydrogen bo
on the rigidity of the structure of conformers.

3. INVESTIGATION OF FROZEN AQUEOUS SOLUTIONS OF
BIOLOGICALLY ACTIVE COMPOUNDS BY LOW-
TEMPERATURE SECONDARY-ION MASS SPECTROMETRY

The emergence of soft-ionization mass-spectrome
technique in the beginning of 1970’s opened new possib
ties for low-volatile thermally unstable biomolecules and f
studying their nonvalent interactions. The rapid advan
ments in experimental mass-spectroscopic technique ove
last decades and the peculiar ‘‘conversion’’ of methods u
earlier in nuclear physics removed practically all restrictio
on the molecular weight and state of aggregation of the
vestigated materials and made possible the transition of m
romolecules of biopolymers to the gaseous phase. Suc
rapid and successful development of mass-spectrom
techniques was caused by an ever-increasing public inte
towards research in the field of health, medicine, pharma
ogy, and ecology. Mass spectrometry is being used at pre
with great success in all these fields of scienti
research.46–49

However, the above-mentioned conversion did not co
the low-temperature secondary-emission techniques w
were mainly employed for physical and chemical investig
tions aimed at obtaining large clusters of highly volat
compounds.50,51 In 1992, research activity was started at I
TPE to develop the experimental technique and equipm
for low-temperature secondary-ion mass-spectrome
~SIMS! and its version involving bombardment by fast atom
~BFA! for studying objects and phenomena that are of int
est in cryobiophysics, cryomedicine, cryobiology, a
ecology.51–63 These methods are based on emission of s
ondary ions from the surface of the condensed sample u
the action of a high-energy beam of primary ions~SIMS! or
neutral atoms~BFA!.64–67 An analysis of mass and distribu
tion of the sputtered ions provides direct information abo
the chemical composition of the sample and possible m
lecular interactions of its components, as well as additio
information about its physical and chemical properties.
specialized secondary-emission ion source with a cryoge
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block for thermal stabilization of the sample were co
structed for low-temperature investigations.52 The substrate
containing the sample frozen preliminarily or directly in th
ion source was mounted in the cavity of the cryoblock. T
temperature was recorded by a thermal resistance inst
on the substrate. An automatic control by the thermal sta
lization system makes it possible to maintain a fixed te
perature of the sample, and to cool or heat it under the c
sen conditions.

It should be observed that for the few physical a
chemical low-temperature investigations carried out ear
on individual substances, there were no adequate mode
explain the mechanisms of formation of ionic clusters, str
ture of mass spectra and its dependence on temperature68

The novelty of the proposed mass-spectrometric te
nique lies in the approach developed for studying multico
ponent aqueous solutions. One of the main achievement
cilitating the low-temperature secondary-emission studie
the development of the method for interpreting lo
temperature BFA mass spectra.51,53,55,56,59An important as-
pect of this approach is that the heterogeneous structur
the condensed sample formed during freezing of the s
tions is taken into consideration, and a correlation is es
lished between phase diagrams for investigated systems
the nature of their low-temperature mass spectra.

An analysis of the data available in literature on the
vestigations of the structure of frozen aqueous solutions
the method of electron cryomicroscopy67,69,70led to the con-
clusion that the geometrical size of the structural element
the frozen sample surface~crystallites, grains, eutectic chan
nels!, which varies on the average from 1024 to 1026 m, is
several orders of magnitude larger than the diamet
(;1028 m) of the zone excited by the impact of a sing
bombarding particle under the conditions of BFA/SIMS.64,65

An important consequence of such a relation is that e
individual particle knocks ions from the surface domain o
certain chemical composition, and the integral spectrum
superposition of the spectra corresponding to individ
components of the system. This observation explained
eral aspects of formation of ionic clusters.53–58 In particular,
the spectrum will contain only homoassociates in the cas
a complete phase separation of individual substances, w
the emergence of mixed~hetero! clusters in the spectrum
indicates the emergence of a new compound~say, crystal
hydrate! in the system, or the presence of homogene
amorphized regions, or the melting of the eutectic phase.59,63

The observed regularities were used successfully for in
pretation of low-temperature BFA mass spectra.53–63 Low-
temperature mass spectra and their temperature depend
in the interval 77–273 K were obtained for the first time f
a large series of cooled and frozen solutions of organic
inorganic compounds in water and organic solvents, incl
ing

1. aqueous solutions of salts of alkali and bivale
metals56,57,63,71which perform vital biological functions in
live organisms and are parts of several cryoprotecting m
tures,

2. aqueous solutions of acids72 which are of interest in
ecological studies and can be used to determine the effe
-
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the pH of the initial solution on the nature of mass spect
3. aqueous solutions of cryoprotectors, includi

alcohols,53,58,63

4. solutions of nitrous bases of nucleic acids in wat
and cryoprotectors with addition of metal salts,54,55,71and

5. solutions of amino acids in alcohols.73

The following main results were obtained by studyin
the physical and chemical properties of the above system

Peculiar differences were observed in the lo
temperature BFA mass spectra of solutions of nitrous ba
of nucleic acids in water and cryoprotectors, reflecting
properties of these two types of systems upon freezing~Fig.
11!.54,55 In the case of aqueous solutions, cooling leads
phase separation and formation of water crystals, while
dissolved substances are expelled into the space betwee
crystallites. Two effects derogatory to the functioning of bi
molecules are observed in this case: on the one hand, org
molecules lose their hydrated shell, while on the other ha
contacts of molecules in channels between crystallites le
to a stronger coupling of organic molecules with metal io
These effects are reflected in the nature of the mass spe
In addition to the series of water clusters~H2O!n•H1 clusters
sputtered from ice crystals and the protonized molecular
MH1 of the biomolecule~in the present case, the nitrou
base of cytosine!, the spectrum@Fig. 11~b!# also contains
ions of the monomer and dimer complexes of the base w
alkali metal ions MNa1, MK1, 2MNa1, 2MK1, but no hy-
drated clusters of bases are present in this case. Quantit
estimates reveal that if the molar concentration of alk

FIG. 11. Low-temperature BFA mass spectra of frozen solutions of cyto
(C51023 M) containing traces (C51025 M) of alkali metal ions: in the
cryoprotector glycerine,T5220 K. M stands for cytosine and G for glycer
ine ~a! and in deionized water,T5210 K, corresponds to the cluster serie
of water ~H2O!n•H1 ~b!.
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metal ions in the initial solution is two orders of magnitu
lower than that of the organic matter~1025 M as against
1023 M!, the intensity of cationized peaks is;5% of the
molecular ion intensity. In other words, practically all th
metal ions are associated with the bases. Unlike the aqu
solution, the low-temperature spectrum of solutions of
same substances in the cryoprotector glycerine@Fig. 11~a!#
does not contain ions corresponding to alkali metals or th
complexes with bases. However, the spectrum does con
solvate clusters of the base and its dimer with glycer
~MGH1,2MGH1!. These features of the spectrum charact
ize the cryoprotector properties of glycerine which solidifi
amorphously upon cooling. The homogeneous distribution
substances, which is characteristic of the solution, is p
served in this case, and complexes of bases with alkali m
ions are practically absent because of an extremely s
coupling constant.3 However, hydrogen bonds of molecule
of dissolved substances with the solvent are preserved. T
this method seems to be promising for further investigati
of damaging factors during freezing of biomolecular so
tions and for estimating the efficiency of various cryoprote
tors over a wide range of temperatures.

Studies of the coupling of divalent metal ions with bas
of nucleic acids revealed a certain similarity in the types
coupling in solutions at room temperature and in the froz
state.71 By way of an example, Fig. 12 shows the spectrum
aqueous solution of the uracil base with admixtures of
salt MnCl2. As in the case mentioned above@see Fig. 11~b!#,
the spectrum contains a series of clusters of water, pro
ized molecular ion of the base and its clusters with bival
metal ions. However, in addition to the simple associat
M•Mn1, coupling through expulsion of a proton from th
@M2H1Mn#1 base molecule is observed, as well addition
the metal ion cluster with the counterion@M•MnCl#1. These
results show that products of interaction of the ty
~M2H11Mn21!, which were registered earlier in aqueo
solutions,3 are preserved as a result of freezing of the syst

The observed effect of fixing the phase of hydroly
products during nonequilibrium freezing of aqueous so
tions of chlorides of bivalent metals may have negative c
sequences upon heating of the biomaterial frozen in aque
salt solutions. Figure 13 shows the low-temperature m

FIG. 12. Low-temperature BFA mass spectra of frozen aqueous-salt
tion of the nitrous base of uracil in MnCl2 in equimolar concentrations
(1023 M), T5190 K, M stands for the base molecule.
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spectrum of the frozen aqueous solution of the salt MnCl2.
71

According to the phase diagram of this system, its freez
must be accompanied under equilibrium conditions by
formation of the hydrated crystal phase whose mass s
trum has the ions MN1, ~H2O!n•Mn1, ~H2O!n•MnCl1 cor-
responding to it. The emergence of MnOH1 and @~H2O!n

•MnOH#1 ions in the spectra of this salt as well as oth
ions was attributed to the precipitation of the phase of
drated crystal product of hydrolysis, viz., the basic salt, fro
the solution as a result of rapid freezing employed in cry
preservation. Such an effect was not observed in the cas
aqueous solutions of alkali metal chlorides for which h
drolysis is not a characteristic phenomenon.56,57

Studies of organic solvents possessing cryoprote
properties, e.g., alcohols and their aqueous solutions, led
correlation between the phase transitions in the sample
characteristic variations in the mass spectra.53,58–63 The
evaluation of the temperature interval~140–165 K! over
which the monatomic ethyl alcohol may exist in liquid sta
under low pressures (1025– 1027 Pa) in the
mass-spectrometer60,62 makes it possible to carry out mas
spectrometric studies of liquid solutions at lo
temperatures.73 Figure 14 shows the mass spectrum of t
solution of amino acid proline in ethanol at 150 K. Togeth
with intense protonized hydrogen-bound clusters of etha
the spectrum also contains a protonized molecular ion
proline and its clusters with alcohol molecules. Such spe
provide a qualitative estimate of the liquid eutectic comp
sition as the last fragment of solution left in the liquid sta
before complete solidification of the sample upon cooling73

We studied a number of effects associated with the
dration of organic and inorganic compounds. The second
emission mass spectra of crystal hydrates of salts and a
were obtained at low temperatures for the first time a
interpreted.56,63,72 Atomization of gigantic clusters of aque
ous solutions of the primary alcohols is recorded, reflect
the presence of stable hydrates in liquid form at lo
temperatures.58,61,63 The hydrate clusters obtained from
samples of polyoxymethylene oligomers is the first case
mass-spectrometric observation of water with strong bo
~i.e., water which does not freeze into ice crystals but

lu-
FIG. 13. BFA mass spectra of frozen 0.1M aqueous solution of the
MnCl2; T5210 K.
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mains bound to the organic molecules upon freezing! in the
solid phase.58,63

Note that the secondary ion mass-spectrometry can
be used in ecological studies and in simulation of proces
in the upper atmospheric layers involving ice crystals w
organic and inorganic compounds of natural and anthro
genic origin adsorbed on their surface.72

The method of low-temperature mass spectrometry
proved its effectiveness in studies of the chemical comp
tion, phase transitions and the effect of cooling on molecu
interaction parameters in frozen aqueous solutions of

FIG. 14. Low-temperature mass spectrum of a solution of the amino ac
proline in ethanol, obtained from the liquid phase at 150 K complete sp
trum ~a! and a fragment of the spectrum~b! All ions are in protonized form,
P, E and W indicate proline, ethanol and water molecules appearing
cluster ions.
so
es

o-

s
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r
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logically active compounds. The most interesting results
clude

1. evaluation of the enhancement of coupling betwe
metal ions and components of biopolymers as a result o
increase in concentration during cooling and freezing
aqueous solutions in comparison with analogous solution
cryoprotectors;

2. establishing a correlation between the presence of
tain types of clusters hydrates in mass spectra and the p
ence of stable hydrates and water with strong bonds
cooled samples; and

3. detection of the precipitated phase corresponding
the hydrolysis products, formed as a result of rapid freez
of bivalent metal ions.

Thus, the wide range of objects discussed above dem
strates the potentialities of the low-temperature ma
spectrometric technique in solving many problems of m
lecular cryophysics associated with the processes occur
in cooled and frozen systems on molecular level.

4. INVESTIGATION OF NUCLEIC ACIDS, THEIR
COMPONENTS AND ANALOGS WITH THE HELP OF LOW-
TEMPERATURE LUMINESCENCE SPECTROSCOPY

A distinguishing feature of the luminescence of nucle
acids and their components is its low quantum yie
(1024– 1026) at room temperature, especially the quantu
yield of phosphorescence (1027,1028).74 Hence low-
temperature techniques are widely employed for studying
minescence of nucleic acids and their components.

In order to study the parameters of luminescence
nucleic acids and their components at low temperatures,
created a universal device which makes it possible to st
spectra of luminescence and its excitation, as well as
polarization and phosphorescence attenuation times in
temperature range 4.2–273 K.75 The device is equipped with
a PC which controls the experiment automatically, includi
heating of the sample at rates varying from 0.5 to 50 °C/m
In order to study biopolymer solusions, we constructed c
with heating, intended for investigation of aqueous solutio
at low temperatures. For polarization studies, we designe
vacuumless optical cryostat, capable of working in contin
ous flow as well as steady-state regime.76

This device was used to study ionic and tautomeric~iso-
meric! equilibrium states of minor RNA bases 4-thiourac
~4SU! and antitumor preparation 6-thioguanine~6SG!, qua-
siparticle excitations in DNA, RNA and polyG, as well a
structural and phase transitions in alcohols, aqueous s
tions of cryoprotectors and DNA in the temperature inter
4.2–273 K. Luminescence studies were supplemented
UV-absorption spectroscopy and circular dichroism~CD!
studies, as well as by theoretical calculations on superc
puters supplied by Silicon Graphics.

Different isomers of 6SG in polar solvent were detect
and spectrally isolated in low-temperature luminesce
spectra with a well-resolved vibrational structure. Detail
investigations of luminescence spectra of the ionic for
4SU and 6SG led to the construction of a scheme for
oxygen-base and tautomeric equilibrium of these compou
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in polar solvents.77–80Study of luminescence parameters~ra-
tio of intensities of fluorescence and phosphorescence, p
ization, and phosphorescence attenuation times! together
with UV and CD spectroscopy made it possible to constr
a diagram of electron-excited states 4SU and 6SG~Fig.
15!.81–83 It was shown that electron transitions induced
intramolecular charge transport exist in the investigated m
ecules. The existence ofnp* -type low-energy electron tran
sitions in bases of nucleic acids was reliably established
the first time.81,82,84

Investigations of low-temperature luminiscence spec
of DNA, RNA, polyG and model systems with different co
centrations of 6SG, 4SU and Tb31 ions made it possible to
study processes of energy migration in these polymers
in particular, to determine the singlet transport radii, trip
transport rate, etc.85–89 For example, studies of the lumine
cence spectra of aqueous solutions of DNA at 77 K with
built-in technique of biosynthesis by 6-thioguanine and wi
out it revealed considerable differences in these spectra.
minescence spectra of DNA with 6SG are characterized
high-intensity emission in the intervall5450–550 nm,
which is characteristic of 6SG phosphorescence. At the s
time, low concentration of 6SG in DNA~relative concentra-
tion of 6SG in DNA was 1:600 and 1:3000! and a very weak
absorption of 6SG in the vicinity of the region 280 nm
which luminescence was excited in DNA do not make
possible to explain the observed difference in the spectra
simply including 6SG in DNA. It was shown that the 6S
absorption spectrum overlaps considerably the DNA lu
nescence spectrum. This is a prerequisite for effective tra
port of excitation on 6SG in DNA according to inductive
resonance mechanism. Calculation of the singlet excita
transport radius according to Fo¨rster’s formula gives the
valueR0528 Å.85

An analysis of the luminescence spectra of model s
tems with different concentrations of 4SU imitating t-RN
led to the conclusion about migration of energy in t-RN
according to inductive-and exchange-resonance mechani
and allowed an interpretation of the spectrum of t-RN
which contains 4-thiouracil.86,87 Our investigations of photo

FIG. 15. UV-absorption~curve1! and phosphorescence~curve2! spectra of
the N9H tautomer of 6-thioguanine~left ordinate axis corresponds to mo
lecular extinction coefficient« and the right ordinate axis to luminescenc
intensityI e!, as well as excitation localization in lower electron-excited st
~inseta!, and the diagram of electron-excited states of the N9H tautome
6-thioguanine~insetb!.
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physical processes in the 4-thiouracil molecule ensure
wide application of 4-thiouracil as a luminescence mark
well as a target for the formation of photochemical bond
the complex with the participation of 4-thiouracil for studie
of riboses and various protein-nucleic complexes.90,91

It is well known that double-helix DNA molecules ar
quasi-one-dimensional structures. In order to find the pe
liarities of energy migration in low-dimensional systems, w
studied the low-temperature luminescence spectra and k
ics of phosphorescence attenuation of polyguanilic acid w
Tb13 ions playing the role of electron excitation traps.88,89 It
was shown that attenuation of the trap phosphorescenc
described by a nonexponential dependence as a result o
gration of triplet excitation in the quasi-one-dimensional s
tem, and that the triplet excitation jump occurs~at a rate
;2•105 s21!.

Low-temperature studies of biopolymers led to the c
ation and development of the phosphorescence pr
technique.82,85,88Detailed studies of the spectroscopic pro
erties of 6SG made it possible to use it as a phosphores
probe for studying structural and phase transitions in al
hols ~glycerine, propanediol, ethanol! which are used as
cryoprotectors in cryobiology. 6SG was also used for stu
ing structural transitions in aqueous and alcohol solutions
well as DNA solutions.

Studies of aqueous solutions with different concent
tions of propanediol revealed~Fig. 16! the existence of struc
tural and phase transitions in these solutions in tempera
interval 150–273 K, viz., devitrification of the amorphou
phase of the solutions, secondary crystallization, and mel
of the crystalline phase. These investigations are in g
agreement with the calorimetric studies of these systems
with nonequilibrium diagrams of the liquid–solid state.92

Our investigations confirmed the existence of molecu
mobility in solid glasses of alcohols in the temperature ran
4.2–120 K. Structural variations in aqueous solutions of p
panediol in the interval 60–90 K were also detected.
analysis of the temperature dependences of the 6-thiogua
luminescence together with the calorimetric data lead to
assumption concerning the formation of the liquid-crys
phase in aqueous solutions of propanediol at temperat
below 170 K.82

Studies of aqueous solutions of DNA with the built-
technique of biosynthesis with 6-thioguanine in the tempe
ture range 4.2–273 K~Fig. 17! showed the presence of stru

f

FIG. 16. Temperature dependence of the luminescence of the 6SGR p
in aqueous solutions of propanediol for different concentration of p
panediol~%!: 15% ~curve1!, 40% ~curve2!, 55% ~curve3!, and transpar-
ency of samples with propanediol concentration 55%~curve4!.
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tural variations in the DNA solutions in the interval 75–90
It was also found that devitrification of the hydrated shell
DNA occurs in the interval 180–200 K.82,85

The investigations carried out by us reveal enormo
potentialities of the luminescent~phosphorescent! probe
technique for studying structural transitions in biophysi
systems.

Low-temperature luminescence studies of nucleic ac
and their components lead to the following results:

1. oxygen-base and tautomeric equilibrium diagrams
constructed for sulfurous components of nucleic acids,
well as the diagrams for their electron-excited states;

2. the migration of energy in nucleic acids is revealed
particular, the migration radii and excitation transition ra
are determined and the migration mechanisms establishe
t-RNA;

3. the low-temperature luminescent probe technique
used to determine the temperature intervals correspondin
structural variations in aqueous solutions of DNA and DN
solutions with cryoprotectors in the temperature inter
4.2–273 K.

CONCLUSION

The data presented in this review show that the use
low-temperature technique in biophysical research may l
to the solution of problems of different levels. In actual pra
tice, it helps in broadening the concepts about the struc
and properties of biologically active molecules over a w
temperature interval, thus allowing a more precise evalua
of the integral thermodynamic characteristics of objects u
as the empirical data for further computations. On the ot
hand, the fine structure of IR, UV, luminescence and m
spectra revealed at low temperatures makes it possibl
single out effects associated with the interaction of biom
ecules with the surroundings, and caused by self-associa
or inherent in the isolated state. Separation of such com
nents is quite important for solving global biophysical pro
lems aimed at finding the forces of evolution of live orga
isms, mechanisms of recognition at macromolecular le
and at finding possible reasons of their malfunctioning.

The complex experimental approach providing inform
tion about the structure, dynamics and energetics of mole
lar interaction, obtained by mutually complementary spec

FIG. 17. Temperature dependence of the 6SGR emission introduced
DNA, under different conditions: aqueous solution~curve 1!, 15% pro-
panediol solution~curve2!, 15% dimethyl sulfoxide solution~curve3!, and
temperature dependence of the 6SGR emission in a hydrated DNA film~the
probe was not introduced in the DNA!.
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techniques, provides rich information about associated sc
tific disciplines like cryobiology, medicine, pharmacolog
and ecology. At present, pioneering results are mainly
tained at the boundary of scientific disciplines by using no
trivial methods for solving conventional problems. Large r
search centers including ILTPE and, in particular, t
department of molecular biophysics founded by Acade
cian B. I. Verkin, are among the propitious combinations
the experimental base, methodological designs and de
oped theoretical approach, ensuring an integration of in
disciplinary data and foundation of independent resea
schools which have won worldwide recognition.

The results presented in the present review are a g
illustration of the potentialities of such investigations.

* !E-mail: blagoi@ilt.kharkov.ua
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Optical generation of the first and second sounds in superfluid 3He–4He solutions
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An optical method of generation of the first and second sounds in superfluid3He–4He solutions
is proposed. The method is based on illumination by amplitude-modulated laser beam
with wavelength corresponding to a region of absorption. Numerical calculations of pressure and
temperature as a function of time are carried out. It was found that the presence of3He
isotopes in the solution provides strong coupling between these parameters. As a result, the waves
of the first sound involve oscillations of the temperature, while the waves of the second
sound involve oscillations of the pressure. ©1999 American Institute of Physics.
@S1063-777X~99!00210-8#
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1. INTRODUCTION

As in He-II, the waves of the first and the second soun
can propagate in superfluid3He–4He solutions.1 Rudavsky
and Serbin2 have considered generation of acoustical wa
involving oscillations of pressure and temperature in the
lutions. They extended the method, which was developed
Lifshitz3 for superfluid helium, to the superfluid3He–4He
solutions. It was shown that a surface with periodically va
ing temperature generates waves of both the first and se
sounds in the solutions, and that intensities of the waves
of the same order of magnitude. Such an important diff
ence between the solutions and He-II is due to strong c
pling between the density of the medium and the concen
tion of 3He isotopes. This coupling gives rise to a stro
relation between the oscillating parts of the pressureP8(t,r )
and the temperatureT8(t,r ). As a result, the waves of th
second sound lead to oscillations of the pressure, while
waves of the first sound give rise to oscillations of the te
perature. This effect has been observed and studied in d
experimentally.4,5 Because of its simplicity, this method i
now widely used.

In this paper we propose an optical method allowing o
to generate waves of the first and second sounds in super
3He–4He solutions. The advantage of the proposed metho
that it is contactless. It is worth mentioning that there a
many theoretical and experimental studies of optical gen
tion of acoustic waves in classical liquids and solids~see the
review article7!. In the case of He-II such a method of ge
eration of the second sound was studied theoretically.8 It was
shown that waves of the second sound can be generate
laser radiation. In this paper our aim is to extend the res
obtained in Ref. 8 to superfluid3He–4He solutions.

Let us assume that the system under consideration
regions of absorption in various ranges of the spectrum~for
example, the4He isotope has an absorption line in the ultr
7601063-777X/99/25(10)/5/$15.00
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violet region;600 Å with the absorption coefficient about
cm21 ~Refs. 9 and 10! and is described by the absorptio
coefficienta. Then, generation of waves of the first and se
ond sounds by amplitude-modulated laser radiation~for ex-
ample, an excimer laser! is possible. The illuminated me
dium due to periodically changing temperature and therm
expansion emits waves of the first and second sounds. Du
the strong coupling betweenP8(t,r ) andT8(t,r ), the oscil-
lations of one of these parameters give rise to the oscillati
of the other parameter.

2. EQUATIONS FOR WAVES OF THE FIRST AND SECOND
SOUNDS

We assume a solution of3He–4He to be confined in a
cylindrical container with volumeV and radiusR. A mono-
chromatic laser beam with the amplitude and Gaussian sh
of the spatial distribution, changing in time is assumed
move along the axis of the cylinder. Absorption in the sy
tem provides dissipation of the radiation energy and gen
tion of acoustic waves according to the thermal mechan
described in Ref. 7. We assume that the oscillation am
tudes of the hydrodynamic parameters are much lower t
their average magnitudes. This allows us to apply a sys
of linear hydrodynamic equations. This system consists
the mass conservation law, the equation describing
movement of the liquid, the equation for entropy taking in
account the heat source, the equation for concentration
ing into account the solvent only to the normal mode, and
equation for the superfluid component.1 Further, we ignore
the dissipation terms in the hydrodynamic equations and
the system of equations1

]r

]t
1rs¹•vs1rn¹•vn50, ~1!
© 1999 American Institute of Physics
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rs

]vs

]t
1rn

]vn

]t
1¹P850, ~2!

r0

]s8

]t
1s0rs¹•~vn2vs!5

1

T0
f ~ t,r !, ~3!

s0

]c8

]t
2c0

]s8

]t
52

c0

r0T0
f ~ t,r !, ~4!

]vs

]t
1¹S m2

Zc

r D50, ~5!

wherer5rs1rn , s0 and c0 are the average values of th
mass, the entropy per unit mass, and the concentrationr8,
s8, andc8 are their amplitudes,rs andrn are the densities
and vs and vn are the velocities of the superfluid and th
normal components, respectively, and

Z5r~m32m4!, m5cm31~12c!m4 , ~6!

where m3,4 is the chemical potential of3He and4He, and
f (t,r ) is the heat source due to the absorbed light.

We then ignore the terms on the right side of~4!, i.e., we
consider the case of small concentration. Excluding fr
~1!–~5! vs , vn , and c8 and using the thermodynami
expression1 which connectsm8 ands8 with the perturbations
of pressureP8 and temperatureT8, we obtain

]2p8

]t2 2C1
2S 11

rs

rn
b21

baTC2
2

s̄ DDP81
r0bCpC1

2C2
2

T0s̄
DT8

52
bC1

2

T0s0

] f

]t
, ~7!

]2T8

]t2 2C2
2S 12

baTC2
2

s̄ DDT82
T0

r0CP
F ~C1

22C2
2!aT

1
rs

rn
aTb2C1

22
rs

rn
bs̄1

baT
2C1

2C2
2

s̄ GDP8

5
1

r0s0CP
~ s̄2baTC1

2!
] f

]t
, ~8!

s̄5s02c0

]s

]c
, b5

s̄

r0
S ]r

]TD
Pc

S ]T

]s D
Pc

1
c0

r0
S ]r

]cD
PT

. ~9!

Heat sources of sound are taken into account on the ri
hand sides of Eqs.~7! and~8!. The system of wave equation
~7! and ~8! describes the dependence of temperature
pressure of superfluid3He–4He solution on time and spatia
coordinates when an electromagnetic wave with varying a
plitude and wavelength corresponding to the absorp
range propagates in the sample. For example, the terms
the factorsDT8 in Eq. ~7! andDP8 in Eq. ~8! due to large
value of ubu'0.120.4 provide the strong relation betwee
the amplitudes of temperature and pressure as the first
second sound waves propagate.
t-

d

-
n
ith

nd

3. SOLUTION OF THE SYSTEM OF ACOUSTICAL
EQUATIONS FOR THE FIRST AND SECOND SOUNDS.
ANALYSIS AND NUMERICAL RESULTS

The heat sources in Eqs.~7! and~8! provide a transfer of
electromagnetic wave energy to acoustical energy. The tr
fer goes according to the heat mechanism, i.e., due to
heat expansion, the strong dependence of the density on
concentration (u(c0 /r0)(]r/]c)u@aT), and the periodic
changing of the temperature at the surface of the illumina
volume.

Further, for simplicity we ignore the variation of th
intensity in the medium caused by absorption. We assu
that the laser beam propagates along the axis of the cylin
cal container. This allows us to set

f ~ t,r !5a l 0w~ t !w1~r !, ~10!

wherew(t) is a function describing the oscillating part of th
intensity, w1(r )5(2/pw2)exp@22r2/w2# describes its radia
distribution, andI 0 and w are the power and radius of th
stretching of the light beam, respectively. We also assu
that w is much smaller than the radius of the cylindric
container.

Taking the Hankel transfer of Eqs.~7! and ~8! with re-
spect tor

Ā8~ t,s!5E
0

`

Ā8~ t,r !J0~rs!r dr , ~11!

where J0 is the Bessel function, andĀ8(t,s)5T̄8(t,s) or
P̄8(t,s), we obtain

]2P̄8

]t2 1C1
2s2S 11

rs

rn
b21

aTbC2
2

s̄ D P̄8

2
r0bCPC2

2C1
2s2

T0s̄
T̄852

aI 0bC1
2w1

T0s0

]w

]t
, ~12!

]2T̄8

]t2 1C2
2s2S 12

aTbC1
2

s̄ D T̄81
T0s2

r0CP
FaT~C1

22C2
2!

1
rs

rn
aTb2C1

22
rs

rn
bs̄1

baT
2C1

2C2
2

s̄ G P̄8

5
aI 0w1~s!

r0s0CP
~ s̄2baTC1

2!
]w

]t
. ~13!

It is assumed thatT8(r )→0 and ]T8(r )/]r→0 as r→`.
We also use the notation

w1~s!5E
0

`

w1~r !J0~rs!r dr 5
1

2p
exp~2w2s2/8!. ~14!

We will consider two cases: instantaneous switching a
harmonic law.

Instant switching

In the case of instantaneous switchingw(t) is equal to
the Heaviside unit step functionu(t) and its time derivative
is equal to the Dirac functiond(t). Using the Laplace trans
form of Eqs.~12! and ~13!
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Â~p,s!5E
0

`

dt exp~2pt!Ā8~ t,s! ~15!

with the initial conditionsT8(0, s)5P8(0, s)50, we obtain

A11P̂~p,s!1A12T̂~p,s!52
aI 0bC1

2w1~s!

T0s0
,

A21P̂~p,s!1A22T̂~p,s!5
aI 0w1~s!

r0s0CP
~ s̄2baTC1

2!, ~16!

where the coefficientsAi j are defined as

A115p21s2C1
2S 11

rs

rn
b21

aTbC2
2

s̄ D ,

A1252
r0bCP

T0s̄
C1

2C2
2s2,

A215
T0s2

r0CP
FaT~C1

22C2
2!1

rs

rn
aTb2C1

22
rs

rn
bs̄

1
baT

2C1
2C2

2

s̄ G ,
A225p21s2C2

2S 12
aTbC1

2

s̄ D .

The system of linear equations~16! has a solution if
A11A222A12A2150. This condition can be rewritten as

p41p2s2S C1
21C2

21
rs

rn
b2C1

2D1s4C1
2C2

250. ~17!

The roots of Eq.~17! can be found asp1,2
2 52s2U1,2

2

U1
25C1

2S 11
C1

2

C1
22C2

2

rs

rn
b2D , ~18!

U2
25C2

2S 11
C1

2

C1
22C2

2

rs

rn
b2D 21

, ~19!

whereU1,2 are the velocities of the first and second soun
respectively. It should be mentioned that we have simplifi
expressions forp1,2

2 using the small parameter (rs /rn)b2

!1. A solution of Eq.~16! is given by

P̂~p,s!52
aI 0bC1

2

T0s0

w1~s!p2

~p22p1
2!~p22p2

2!
, ~20!

T̂~p,s!5
aI 0w1~s!

r0s0CP

p2~ s̄2aTbC1
2!1s̄s2C1

2

~p22p1
2!~p22p2

2!
. ~21!

To find P8(t,r ) and T8(t,r ) one should use the invers
Laplace and Hankel transforms of Eqs.~20! and ~21!. The
inverse Laplace transform gives rise to
,
d

P̄8~ t,s!52
aI 0bC1

2w1~s!

T0s0

1

2p i Es2 i`

s1 i` dpp2 exp~pt!

~p22p1
2!~p22p2

2!

52
aI 0bC1

2U1

T0s0~U1
22U2

2!
Fsin~sU1t !

2
U2

U1
sin~sU2t !G w1~s!

s
, ~22!

T̄8~ t,s!5
aI 0s̄

r0s0CPU2
F ~11G2!sin~sU2t !

2G1

U2

U1
sin~sU1t !G w1~s!

s
, ~23!

where

G15
C1

2~aTbU1
22sg!

s̄~U1
22U2

2!
, G25

C1
2~aTbU2

22sg!

s̄~U1
22U2

2!
,

ḡ5
C1

2

C1
22C2

2

rs

rn
b25

U1
22C1

2

C1
2 5

C2
22U2

2

U2
2 .0. ~24!

Using the Hankel transfer of Eqs.~22! and~23!, we can write

P8~ t,r !52
aI 0bC1

2U1

T0s0~U1
22U2

2!
E

0

`

ds J0~sr!w1~s!

3Fsin~sU1t !2
U2

U1
sin~sU2t !G , ~25!

T8~ t,r !5
aI 0s̄

r0CPs0U2
E

0

`

ds J0~sr!w1~s!

3F ~11G2!sin~sU2t !2G1

U2

U1
sin~sU1t !G .

~26!

If we set in Eq.~24! U1
2'C1

2, we obtain

ḡ50, G25
aTbU1

2U2
2

s̄~U1
22U2

2!
5G, G15G

U1
2

U2
2 , ~27!

and Eq.~26! can be written as

T8~ t,r !5
aI 0s̄

r0CPs0U2
E

0

`

dsJ0~sr!w1~s!

3F ~11G!sin~sU2t !2G
U1

U2
sin~sU1t !G . ~28!

The first term in Eq.~25! corresponds to impulse of the firs
sound, and the second term corresponds to the variatio
temperature of the first sound wave. It always has an op
site phase. Sinceb5(c0 /r0)(]r/]c),0, the amplitude of
the first sound,Pmax52aI0bU1

3/T0s0(U1
22U2

2), is always
positive. The first term in the expression forT8(t,r ) is a heat
impulse of the second sound, while the second term co
sponds to the variation of pressure when temperature wa
pass in the considered solution. It is worth mentioning t
according to Eq.~26! or Eq.~28!, a sign of the phase ofP(2)8
depends of the sign ofG1 and can either be opposite to th
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sign of the phase of the impulse or coincide with it. In t
range of temperature and concentration whereaT,0 the
phases ofP(2)8 (t,r ) andT(2)8 (t,r ) are opposite to each othe
but for aT.0, which providesaTbU1

2,sg or G1,0, the
phases coincide.

Figures 1a and 1b show the amplitudes of the press
and temperature against time. The calculation was car
out on the basis of Eqs.~25! and ~28! for r 51 cm, w
50.05 cm, a51 cm21, I 051 W, T051.5 K, aT5212
•1023 K21, b520.3 ~Ref. 11!, U15220 m/s,U2520 m/s,
s̄5620 J/~kg•K! ~Ref. 6!, s052.33103 J/~kg•K!, r0

50.12 g/cm3, andCP533103 J/kg3. It is easy to see in the
figures that there are signatures of impulses of the first
second sounds att (1)'r /U1 andt (2)'r /U2 . The amplitudes
of the impulses are large enough to be recorded by u
modern methods.

Harmonic law

Let us now consider the case where the intensity of
laser beam changes in time with acoustical frequencyv. It is
instructive to carry out calculations using the complex fun
tions

w~ t !5exp~2 ivt !,
]w

]t
52 ivw~ t !, ~29!

FIG. 1. Pressure~a! and temperature~b! against time for a superfluid
3He–4He solution. The calculation was carried out for instantaneous swi
ing andr 51 cm.
re
d

d

g

e

-

but keep in mind that we should finally take only the re
parts. We assume that all the other variables vary accord
to the same law:

P̄8~ t,s!5 P̄8~v,s!exp~2 ivt !,

T̄8~ t,s!5T̄8~v,s!exp~2 ivt !. ~30!

Using

d2P̄8

dt2
52v2P̄8~ t,s!,

d2T̄8

dt2
52v2T̄8~ t,s! ~31!

in Eqs.~12! and ~13!, we obtain

Fv22C1
2s2S 11

rs

rn
b21

aTbC2
2

s̄ D G P̄8~v,s!

1
r0bCPC1

2C2
2s2

T0s̄
T̄~v,s!5

aI 0bC1
2ivw1~s!

T0s0
, ~32!

T0s2

r0CP
FaT~C1

22C2
2!2

rs

rn
bs̄1

rs

rn
aTb2C1

2

1
baT

2C1
2C2

2

s̄ G P̄8~v,s!2Fv22s2C2
2S 12

aTbC1
2

s̄ D G
3T̄8~v,s!52

iv~s̄2baTC1
2!aI 0w1~s!

r0CPs0
.

The solution of Eq.~32! is similar to that of Eq.~16!. It is
given by

P̄8~v,s!

52
iavI 0bC1

2w1~s!v2

T0s0@v42v2s2~C1
21C2

21rs /rnb2C1
2!1C1

2C2
2s4#

,

~33!

T̄8~v,s!

5
ivaI 0w1~s!@v2~ s̄2aTbC1

2!2C1
2s̄s2#

r0s0CP@v42v2s2~C1
21C2

21rs /rnb2C1
2!1C1

2C2
2s4#

.

~34!

The frequencyv must satisfy the equation

v42v2s2S C1
21C2

21
rs

rn
b2C1

2D1C1
2C2

2s450. ~35!

Its roots can be written as

v1
25U1

2s2, v2
25U2

2s2. ~36!

Simple calculation allows one to express Eqs.~33! and ~34!
in the form

P̄8~v,s!5
ivaI 0bU1

2w1~s!

T0s0~U1
22U2

2! S 1

s22k1
2 2

1

s22k2
2D , ~37!

T̄8~v,s!52
ivaI 0w1~s!s̄

r0CPs0U2
2 S 11G2

s22k2
2 2

G1U2
2

U1
2

1

s22k2D .

~38!

The inverse Hankel transfer of Eqs.~37! and ~38! yields

-
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P8~ t,r !52
avI 0bU1

2

4T0s0~U1
22U2

2!
FH0

~1!~k1r !expS 2
k1

2w2

8 D
2H0

~1!~k2r !expS 2
k2

2w2

8 D Gexp~2 ivt !. ~39!

T8~ t,r !5
vvI 0s̄

4r0s0CPU2
2 F ~11G2!H0

~1!~k2r !

3expS 2
k2

2w2

8 D 2
GU2

2

U1
2 H0

~1!~k1r !

3expS 2
k1

2w2

8 D Gexp~2 ivt !, ~40!

whereH0
(1) is the Hankel function. It is evident from Eqs

~39! and~40! that the system generates a cylindrical wave
the far zone, wherer @U1,2/v, the needed expressions ta
the form

P8~ t,r !52
avI 0bU1

2 exp~2 i ~vt1p/4!!

2T0s0~U1
22U2

2!A2pr

3Fk1
21/2expS irk 12

k1
2w2

8 D 2k2
21/2

3expS irk 22
k2

2w2

8 D G , ~41!

T8~ t,r !5
avI 0s̄ exp~2 i ~vt1p/4!!

2r0CPs0U2
2 A2pr

3F11G2

Ak2

expS irk 22
k2

2w2

8 D
2

G1U2
2

U1
2Ak1

expS irk 12
k1

2w2

8 D G . ~42!

The expressions obtained by us show that the amplitu
of excited oscillations are proportional toAv. There are
maxima at the frequenciesvmax1,2

5&U1,2/w in the depen-
dence of the amplitudes of impulses on frequency.
w50.05 cm they arev1'106 s21 and v2'105 s21 for the
first and second sound, respectively. Note that signals of
n

es

r

at

impulses were reported12 to be firmly recorded, and that the
amplitude is of the order of 1026 K. This allows one to re-
duceI 0 by a factor of 10–100, whilew can be reduced to a
tolerable possibility~with allowance for the diffraction ef-
fects!. The maximal amplitudes of the recorded signal of t
second sound can be increased to 107– 108 s21.

4. CONCLUSIONS

We have considered the possibility of an optical gene
tion of the first and second sounds in the superfluid3He–4He
solutions. It has been shown that a synchronous genera
of waves of the first and second sound is quite realistic
solution is illuminated by amplitude-modulated laser rad
tion with the wavelength corresponding to the range of
sorption of the system. It has been shown that this met
covers the range of frequencies of the second sound, whic
hardly achievable by means of other methods.
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Vortex lattice melting in layered HTSC in the field of defects
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The effect of defect potential on the melting temperature of the vortex lattice in a layered HTSC
is investigated. It is found that an increase in the value of the defect potential leads to a
shifting of the phase transition point to the critical temperature, thus increasing considerably the
range of the intermediate phase ‘‘rotating lattice.’’ ©1999 American Institute of Physics.
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1. INTRODUCTION

Processes occurring in the vortex phase of hi
temperature superconductors~HTSC! have been the subjec
of intensive research in recent years. Both theoretical
experimental studies are being carried out, and the comp
ity of the problems necessitates the use of numerical sim
tion ~see our review in Ref. 1!, It has been established rel
ably that the Abrikosov2 lattice is not the only state in which
the vortex system can exist in an HTSC. An increase
temperature results in melting of the vortex lattice and le
to a vortex lattice–vortex liquid phase transition. The ex
tence of such a phase transition was proved convincin
among others, by Schneideret al.3 who used numerica
simulation to analyze short-range correlations in the vor
lattice and calculated the melting temperature~melting point!
of the vortex lattice. The melting point can be determin
from the Lindemann criterion, i.e., from a comparison of t
mean-square deviation of vortices and the latt
parameter.4,5 Ruy et al.4 also employed a convenient phas
transition criterion, selecting the singularity on the tempe
ture dependenceC(T) of the heat capacity of the vorte
system for determining the phase transition point.

Defect field studies6,7 are especially interesting since
change in the phase transformation pattern occurs in
case. Thus, we discussed in our recent publication7 the melt-
ing of vortex lattice in the presence of a pinning center
was shown that melting occurs in three stages. In the be
ning, the trigonal lattice begins to disintegrate at low te
peratures away from the pinning centers. Lattice islets
formed in the complete absence of a rigorous long-ra
order. The ‘‘islets’’ begin to rotate around fixed pinning ce
ters, forming a ‘‘rotating lattice’’ phase. At the final stag
the lattice melts completely~vortex liquid phase!.6 The point
of transition from the ‘‘rotating lattice’’ to the vortex liquid
is expected to depend strongly on the magnitude of the
fect potential. The present communication aims mainly
deriving this dependence, i.e., at determining the bound
7651063-777X/99/25(10)/4/$15.00
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of the ‘‘rotating lattice’’–vortex liquid phase transition as
function of the defect potential.

2. DESCRIPTION OF THE MODEL

The Monte Carlo~MC! method is used in most cases
study the behavior of the Abrikosov vortex lattice in HTS

In contrast to the molecular dynamics method which a
describes the dynamic characteristics, the Monte Ca
method provides information about the configurational ch
acteristics of the system. By choosing an appropriate
semble, say, canonical, we can use the Monte Carlo te
nique to calculate the observed physical quantities for fix
values of the number of particles, volume and temperatu

The main advantage of the Monte Carlo technique is t
it does not require any approximation, and takes interacti
into account exactly. The system is described by the m
convenient model Hamiltonian for the problem.1 In this
work, we use the standard Monte Carlo technique toge
with the Metropolis algorithm for a canonical ensemble.8,9

Let us consider a two-dimensional system of Abrikos
vortices which can be treated as classical particles with lo
range interaction arranged over a rectangular mesh. The
creteness of the three-dimensional mesh is chosen in su
way that its period is much smaller than the trigonal latt
period. This model takes into account the contribution to
energy coming from the interaction of vortices with one a
other and with defects. Calculations are made for the shor
distance between vortices, taking periodicity into account
view of all that has been stated above, we can present
model Hamiltonian in the form

H5
1

2 (
iÞ j

N

H~r i ,r j !ninj1(
i 51

N

Up~r i !ni , ~1!

where

H~r i ,r j !5@F0
2d/2pl2~T!m0#K0 S ur i2r j u

l~T! D
5U0~T!K0 S ur i2r j u

l~T! D . ~2!
© 1999 American Institute of Physics
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Here,Up(r i) is the energy of interaction of a vortex wit
a defect at sitei, ni the occupancy of vortices~0 or 1! at the
i th site of the three-dimensional mesh,F05hc/2e the mag-
netic flux quantum,K0 the zeroth order Bessel function o
the imaginary argument,d the superconducting layer thick
ness, m054p•1027 H-m21, and l(T)5l(0)/@12(T/
Tc)

3.3#1/2 is the magnetic field penetration depth.

3. COMPUTATIONAL TECHNIQUE

Parameters close to the characteristics for the laye
HTSC Bi2Sr2CaCu2Ox were used for specific computation
d52.7 Å; l(T50)51800 Å; Tc584 K. The three-
dimensional vortices in Bi2Sr2CaCu2Ox disintegrate into
plane two-dimensional ‘‘vortex pancakes’’ connected w
one another through weak bonds. Hence in this case we
speak of quasi-two- dimensionality of the vortex structu
and consider a two-dimensional model. The external fielB
is chosen equal to 0.01 T, corresponding to the real scal
field induction for which the melting of the vortex lattice i
bismuth-based HTSC’s is observed.

Calculations were made on a two-dimensional spa
mesh of size 2003200 with periodic boundary conditions
The main results were obtained for the numbersNv5150 of
vortices andNd55 of defects~two-dimensional concentra
tion of defects;1010cm22!. The defects were distribute
randomly over the mesh. The actual concentration of vorti
corresponding to the given fieldB was reproduced by vary
ing the value of each division on the spatial cell in such
way that the periodav of the trigonal vortex network satisfie
the relationav5(2F0 /BA3)1/2. In other words, a variation
of the external magnetic field changes only the vortex c
centration, as reflected in the model: a variation of the m
netic field changes the area of the region under considera
for a fixed value of the simulation parameter, i.e., the num
of vortices. Thus the vortex concentration changes with
field.

Defects were simulated as point-like wells with the sa
potential, and the energy of interaction of a vortex with
pinning center assumes the form10,11

Up~r ,T!52@U0~T!/8#d r ,ri . ~3!

In actual practice, the concentration of vortex filame
is much higher than the defect concentration in the magn
fields under consideration. Moreover, our calculations w
based on the defect concentrations close to the experim
values.12

The results of numerical computations were used for
producing the heat capacity~as a function of temperature!
which can be presented in the following form in terms of t
internal energy fluctuation (kB51):

C~T!5u^E2&2^E&2u/T2. ~4!

By way of an example. Fig. 1 shows theC(T) depen-
dence and the melting pointTm for two values of the defec
potential, viz.Up51 and 100 meV. Calculations were mad
for defect potentials between 1 and 100 meV for the num
of vorticesNv5150.
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In order to confirm that the number of vortices is ma
roscopically large for the problem under consideration,
calculated the heat capacity for the same value of the de
potential, but for different numbers of vortices~e.g., Nv
550,100,150!. The results are shown in the inset to Fig. 1.
can be seen that even forNv5100 and 150, the values ofTm

coincide within the error limits, while an increase in th
number of vortices from 50 to 100 displaces the heat cap
ity peak towards higher temperatures and increases
height. The temperature peak does not shift any more
Nv5150. This leads to the conclusion that the number
vortex pointsNv5150 is macroscopically large for our prob
lem. We also carried out test computations of heat capa
for different numbers of MC-steps.

The standard Monte Carlo procedure can be describe
follows ~see also Refs. 8 and 9!. Initially, the vortices are
distributed at random over the phase space mesh simula
the HTSC plane. Obviously, the initial arbitrary distributio
of vortices does not correspond to the minimum ener
hence the system is made to evolve and the most favor
configurations from energy point of view are selected in
cordance with the Metropolis algorithm realizing Gibbs’ di
tribution. A typical value of the number of Monte Carlo ste
was 60000. The number of steps leading to a complete t
malization of the system~when the system assumes stab
configurations with the minimum energy! is 30000, and the
system under consideration attained equilibrium after suc
number of Monte Carlo steps. The minimum variation of t
instantaneous configuration of the system involves an
ementary displacement of a single vortex. By a Monte Ca
step we mean a single displacement of all vortices in
system, i.e., each vortex is displaced on the average onc
each Monte Carlo step. Estimates show that such a num
of MC steps is sufficient for calculating heat capacity w
the minimum statistical error.

FIG. 1. Temperature dependence of heat capacity in defect fi
Up51 meV ~s!, Up5100 meV~n!. The inset shows the effect of vorte
concentrationNv on the melting point,Nv550 ~L!, 100 ~d!; 150 ~n!, for
Up570 meV.
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4. CALCULATIONS AND DISCUSSION OF RESULTS

All three stages of melting of vortex lattice mentione
above were considered in calculations.7 The heat capacity o
the system was calculated for different values of the de
potential as a function of temperature. The singularities
the temperature dependenceC(T) could be used for deter
mining exactly the transition temperature at which the vor
lattice split into islets trapped at the defects is transform
into the vortex liquid phase. This is the temperatureTm ~or
Tm2 in the terminology used in Ref. 7!.

Having determined the value ofTm , we obtained the
dependence of the transition temperature on the defect
tential ~Fig. 2!. It can be seen that an increase in the def
potential leads to a monotonic increase in the melting te
perature. The obtained results can be interpreted in a sim
physical picture of the processes occurring in the vortex
tice of an HTSC in the presence of defects. Let us consid
vortex lattice for a certain value of the defect potential. Th
types of interactions compete in this lattice, namely, mut
interaction of vortices which determines the lattice rigidi
thermal fluctuations, and the interaction of vortices with d
fects. At low temperatures, the lattice preserves its rigidity
vortex trapped in the potential well of a defect has a h
probability of being localized at this well. As the temperatu
is increased, the lattice begins to lose its rigidity away fro
the defect at first. A vortex trapped at a defect holds an i
of the coherent region of the vortex lattice around it~‘‘rotat-
ing lattice’’ phase7!. Away from the vortex, the lattice begin
to crumble. A further increase in temperature increases t
mal fluctuations, and the size of the ‘‘confined’’ region d
creases. This increases the probability that the vortex~to-
gether with the coherent region confined by it! leaves the
potential well. Finally, at still higher temperatures, the isle
are destroyed, the vortices break loose from the defects,
the vortex system melts completely. For large values of
defect potentials, the defect will trap a vortex around it, a

FIG. 2. Dependence of the melting point on the defect potential.
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this explains the increase in the value ofTm with increasing
depth of the potential well of defects in the complex ‘‘rota
ing lattice’’ phase.7 We believe that a slower increase in th
value ofTm near the critical region~Fig. 2! is simply due to
the temperature dependence of the depth of the defect po
tial well inherent in formula~3!. Moreover, calculations
show that the renormalization of the potential well dep
taking temperature into consideration ‘‘linearizes’’ th
Tm(Up) dependence.

Finally, it should be noted that the experiments ha
repeatedly revealed the existence of a certain intermed
phase in the model considered by us with a non-trigo
lattice and a vortex liquid dynamics. For example, Perk
et al.13 obtained a scaling dependence of the normalized
locity of screened currents relaxation in TmBa2Cu3O6.9 crys-
tals: S/T5 f s(H/Hmax), where S5d logMirr /d logv;
v5dH/dt, M irr being the hysteresis width andv the mag-
netic field sweep rate. The dependence ofS/T on H/Hmax

clearly shows three regions with different magnetic flux d
namics. According to Fuchset al.,14 the first region is quali-
tatively in accord with the elastic theory of collective cre
for small vortex bundles. The second region was attribu
by the authors to the emergence of plastic deformation in
vortex lattice, and the third region corresponds to the form
tion of the vortex liquid.

The existence of the intermediate phase on the ph
diagram of bismuth-based HTSC was proved experiment
in a recent publication14 according to which the solid phas
below the melting curve is apparently divided into tw
phases. In the first~I! phase, the vortices are stationary, wh
in the second~II ! phase they begin to move, and a transiti
to the vortex liquid occurs upon a further increase in te
perature. The authors define the first phase as a ‘‘wea
disordered Bragg’s glass,’’ while the second phase is trea
as a ‘‘strongly disordered Josephson glass.’’ The effect
point pinning on the system of vortices and the formation
a reverse curve on the phase diagram was shown qua
tively by Nelson15 who proved that the point pinning in th
two- dimensional case affects the vortex liquid in a cert
region below the melting curve. In our case, this region c
responds to the ‘‘rotating lattice’’ phase~orientational melt-
ing!, i.e., to phase II.

Recent publications on the experimental observation
the heat capacity of a vortex system also display clea
peaks on the temperature dependences of the heat capac
YBa2Cu3O72d single crystals, corresponding to a transitio
to the vortex liquid.16,17 The origin of the transition remain
unclear. However, since the emergence of the heat capa
peak in the experiments is accompanied by a jump in
magnetization of the system, it can be only assumed that
is a first-order thermodynamic transition.16,17

5. CONCLUSION

Studies of the vortex system melting in HTSC in th
presence of defects reveal that the defect potential aff
strongly the temperature of transition between the ‘‘rotat
lattice’’ and the vortex liquid phases. An increase in t
depth of the defect potential well increases the tempera
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of this transition and extends the temperature range in wh
the intermediate ‘‘rotating phase’’ is realized. An increase
the temperature region corresponding to the existence of
intermediate phase in the experiments may lead to a con
erable broadening of the IVC.18,19
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Effect of anomalously small dose of fast neutron radiation on the surface impedance
of a Pb single crystal near Hc3

L. I. Jorjishvili
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It is shown experimentally that the exposure of a Pb single crystal to an anomalously small dose
of fast neutrons (;43106 neutrons/cm2) leads to suppression of cyclotron resonance and
surface superconductivity. This effect is explained by geometrical factors. ©1999 American
Institute of Physics.@S1063-777X~99!00410-7#
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This research is a continuation of our previo
publications1–6 in which the results of analysis of the effe
of small doses of fast neutrons on the cyclotron resona
~CR!,1 microwave ~MW! impedance2 of monocrystalline
lead, and the effect of radiation on CR in a preliminar
deformed single crystal5 were considered.

Measurements were made on spectrometers with
quency modulation7,8 in the autodyne mode and with
frequency-modulated klystron. Stripline resonators opera
at frequencyf 59.6 GHz. The temperature of measureme
T51.4–1.25 K was attained by pumping helium vap
Single crystals of diameter 17.8 mm and thickness vary
from 0.8 to 1.8 mm~for different samples! were prepared by
the method described by Khaikinet al.9 The quality of the
grown single crystals was estimated by the parametervt
whose values varied from 15 to 95 for different samples
T51.4 K. The sample served as the bottom of the stripl
resonator. The side facing the interior of the resonato
referred to as the front and the opposite side is called
back.

The samples atT5300 K were exposed to radiatio
emitted by a Pu–Be source10 with integral intensity 4.7
3106 neutrons/cm2•s in a solid angle 4p. The neutron flux
was measured by a radiation dosimeter KRAN-1 equip
with neutron-sensitive detectors for fast, intermediate,
thermal neutrons. Anomalously small doses of neutrons w
obtained by using a filter made of boron and paraffin. M
surements led to the following values of neutron fluxes in
region of location of the sample exposed to radiatio
380 neutrons/cm2•s for fast neutrons, 125 neutrons/cm2

•s for
intermediate phonons, and 65 neutrons/cm2

•s for thermal
neutrons~error of measurements was 30%).

Figure 1 shows the dependence of the microwave
face impedance of Pb-13 single crystal (vt595) on the ap-
plied magnetic field for unexposed sample~a! and after its
exposure for two hours~b!. It can be seen from the figur
that irradiation leads to suppression of not only CR, but a
the surface superconductivity. The electron beam ‘‘hea
the sample surface during electron-microscopic photogra
to such an extent that it leads to an explosion of a gas bu
in the surface layer~as in the case of Pb-15 single crysta!.
For this reason, sample Pb-13~being the best sample! was
7691063-777X/99/25(10)/3/$15.00
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not subjected to any effect~radiation by the electron beam i
the electron microscope, deformation, or annealing
vacuum! except irradiation by neutrons.

Further irradiation of the crystal led to unexpected
sults. It did not cause a noticeable ‘‘damage’’ of the samp
but even improved its quality: the transmission band of
microwave resonator was narrowed, and the CR w
observed.2 This is obviously due to homogenization of th
single crystal surface by a neutron flow, when not only t
order, but also the disorder can be violated. Neutron be
also stimulated surface diffusion,11 and the surface is no
only recovered with time, but also becomes smoother:
parametervt of the Pb-13 sample became equal to 130 a
three years following irradiation.

It is well known that CR and surface superconductiv
are phenomena occurring in the skin layer:dan52.831025

cm at the frequencyf 59.6 GHz for CR12 and over the
coherence length jPb58.331026 cm for surface
superconductivity.13 Consequently, we can associate the su
pression of CR and degradation of surface superconduct
with the damage of the surface relief of the single crystal
a result of its bombardment by neutrons.

Let us consider in greater detail the processes occur
in a Pb single crystal bombarded by neutrons. Samples w
exposed to radiation from the back, Neutrons knocked ou
atoms from the sample surface and were capable of ejec
cascades of atoms to the front. These processes lead eith
scattering of Pb atoms in space and formation of indentati
on the sample surface, or to the formation of humps
ejected atoms in the form of ant-hills~in the case of the
emergence of cascades at the surface!. This can be seen
clearly on the electron-microscopic photograph of the s
face of irradiated Pb-15 sample~Fig. 2!. The estimation of
surface defect size from the photograph proved that the
fects have a size of the order of skin depth (>1025 cm! in
the plane; in this case, the scattering of microwave curren
frequencyf 59.6 GHz is most effective.

According to De Gennes,13 the nuclei of surface super
conductivity are formed when the magnetic field is para
to the sample surface carrying microwave currents. But si
wells and humps~‘‘ant-hills’’ ! whose size is comparabl
© 1999 American Institute of Physics
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FIG. 1. Suppression of CR atT51.4 K and n59.3753109 s21: Pb-13
sample not subjected to bombardment~a! and after its exposure to a fas
neutron dose of 4.13106 neutrons/cm2•s ~for 2 h in a flux of
570 neutrons/cm2•s) ~b!.

FIG. 2. Electron-microscopic photograph of the front of the Pb-15 sam
irradiated from the back, obtained with JSM-50 microscope with the be
voltage 35 kV. The Pb-15 sample was bombarded for 2 h by a flux of
570 neutrons/cm2•s ~a radiation dose of 4.1•106 neutrons/cm2). Typical
‘‘ant-hills’’ with craters are indicated by arrows. Magnification31000 and
33000, photographic enlargement32.94.
with the skin depth~coherence length! are formed on the
sample surface as a result of irradiation, the magnetic fiel
no longer strictly parallel to the surface. In order to veri
this assumption, a test experiment was made,6 in which we
proved that the superconducting transition nearHc3 becomes
less sharp and has a smaller width even when the magn
field is tilted to the sample surface at an angle 2.5°. W
could estimate the average size of hills in the plane using
photograph of the front face of the Pb-15 sample shown
Fig. 2. It was found to be 5–30mm ~with a microscope mag-
nification 31000 and a photographic enlargement32.94).
The height of the hills could not be evaluated since the e
tron microscope has no vertical resolution. However,
height of a hill can be estimated on the basis of the result
special test experiments6 and the present results. The gene
tor of the cone of the hill clearly forms an angle larger th
2.5° with the magnetic field~since CR or transition is no
observed atHc3 are observed!. If the average diameter of th
cone base is;1024 cm, the slanting angle between the co
generator and the base, which is equal to 2.5°, correspo
to the average height of the cone;2.231026 cm. The
height must be larger in the case of complete suppressio
the surface superconductivity peak.

The average density of large hills on the photograph
the surface of irradiated Pb-15 sample is;1.43106 cm22.
Apart from large hills, there are many small hills~white
spots! whose average density is;8.63106 cm22. They can
also make a contribution to the violation of conditions for t
formation of surface superconductivity nuclei in a magne
field. For small hills, the ratio of the cone height to the d
ameter must be larger, i.e., the angle formed by the c
generator with the magnetic field is larger than for an ‘‘a
hill.’’ ~Exact values of these parameters could be obtai
with the help of an atomic-force microscope.!

Let us estimate the area of the surface of a Pb sin
crystal left out due to the formation of wells and hills durin
irradiation of the sample. The number of such surface defe
is n;106 cm22 and the average size of a defect is 2r
;1023 cm. Consequently, the sought area isS5npr 2

'1 cm2. The area of the front face of the sample isS0

5pd2/4.2.54 cm2, i.e., approximately 0.4 of the sampl
surface is excluded. In actual practice, the excluded frac
of the surface can be slightly smaller since linear microwa
currents actually flow in a certain region under the reson
strip having a size 1330.630.1 cm.

According to our investigations, we can conclude th
the bombardment of the back of a Pb single crystal by ul
small flux of fast neutrons (570 neutrons/cm2

•s) for two
hours leads to a damage of the front face which suppre
not only CR, but also the surface superconductivity. This
due to purely geometrical factors: the conditions und
which CR is observed are violated12 as well as the conditions
for the formation of surface superconductivity nuclei sin
the sample surface becomes corrugated, i.e., its conside
fraction is not parallel to the applied magnetic field.

le
m
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The state of mercury vacancies in semimagnetic semiconductor Hg 12x 2yCdxMnyTe

V. D. Prozorovskii and I. Yu. Reshidova
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It is established directly, on the basis of investigations of the Shubnikov–de Haas effect at
microwave frequencies and nonresonance cyclotron absorption in solid solution of semimagnetic
semiconductor Hg12x2yCdxMnyTe, that resonant acceptor states associated with mercury
vacancies of two types are present in its conduction band. The dependence of the ground state
energy of these acceptors on the energy gap is in agreement with the theoretical concepts
concerning the long-range Coulomb potential of mercury vacancies. ©1999 American Institute
of Physics.@S1063-777X~99!00510-1#
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It has been established that a semiconducting cry
HgTe and the solid solution Hg12xCdxTe on its basis contain
intrinsic point defects of three types: mercury vacancies,
lurium vacancies, and interstitial mercury atoms determin
by the extent of deviation from the stoichiometry. Defects
the first type are acceptors, while defects of the second
third type are donors.1 Obviously, defects of this type mus
also be present in the quaternary system Hg12x2yCdxMnyTe.
The determination of the influence of intrinsic point defe
on electrical parameters and on the course of nonequilibr
processes in it is especially important for application of
solid solution Hg12x2yCdxMnyTe as a material for preparin
active elements of electronic devices and for an analysi
physical phenomena occurring in it. Since then- or p-type
conductivity in zero-gap and narrow-band semiconduct
materials such as Hg12xCdxTe and Hg12x2yCdxMnyTe is
determined by the excess of chalcogen or metal vacan
the type of conductivity can be changed by appropriate th
mal treatment of the crystal without additional doping w
an impurity, which is equivalent to the change in the ratio
acceptor and donor concentrations. The strong depend
of electrical properties of a zero-gap semiconductor on
type and number of vacancies presumes a more intense s
of the properties of their donor and acceptor states. An an
sis of galvanomagnetic and magnetooptical phenomen
Hg12xCdxTe mainly in the range of compositions in whic
the given semiconductor is a semimetal, i.e., for the ene
gapEg<0 proved that these phenomena can be explaine
the presence of resonant states of the acceptor type in
conduction band of Hg12xCdxTe. The theories developed fo
determining the ground-state energy of the acceptor
based on two models: the strongly-localized~delta-shaped!
potential of the vacancy and the long-range Coulomb po
tial taking into account the exchange interaction betwe
electrons. It follows from the first model that the accep
ground-state energyEA depends strongly onEg , while in the
second model the dependence of the position of acce
7721063-777X/99/25(10)/4/$15.00
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states onEg is comparatively weak.2 Difficulties appear
when these theories are compared with the available exp
mental results on observation of resonant acceptor levels
tained from an analysis of transport phenomena or mag
tooptical phenomena in zero-gap and narrow-ba
semiconductors. The difficulty in experimental solution
the problem on determiningEA lies in identification of ab-
sorption spectra in a magnetic field and in the inclusion
the exchange interaction. On the other hand, in an analys
transport phenomena we must take into account two or th
types of free charge carriers simultaneously.1 Depending on
the temperatureT and magnetic fieldH, the contribution of
each type of charge carriers to kinetic coefficients vari
which allows us to determine their concentration and mo
ity. The value ofEA can be determined on the basis of t
electroneutrality equation and from experimental tempe
ture dependences of concentrationsn(T) and p(T) of con-
duction electrons and holes.1

However, the concentrations of donors and accep
cannot be always determined to a sufficient degree of ac
racy, which leads to considerable errors in determiningEA .
Thus, a certain discrepancy between the available data
not allow us to draw a final conclusion concerning the orig
of acceptor impurities in narrow-band semiconductors.
new method developed recently makes it possible to es
lish directly the presence of acceptor levels in the conduc
band and to determine their ground-state energy.3 It was also
interesting to apply the method3 for analyzing the
dependence ofEA on Eg in semimagnetic semiconducto
Hg12x2yCdxMnyTe and for determining the theoretica
model~first or second! that correspond to experimental dat

ANALYSIS OF QUANTUM OSCILLATIONS AT MICROWAVE
FREQUENCIES

According to Tsidilkovskii et al.,4 the fixation of the
Fermi levelEF at an energy level of the donor or accept
© 1999 American Institute of Physics
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TABLE I. Physical parameters of Hg12x2yCdxMnyTe samples.

Sample x y EF1 , eV mc /m0 n1,1016 cm23 Eq , eV EF2 , eV mc /m0 n2,1016 cm23

1 0.012 0.007 0.0024 0.0200 0.150 20.250 - - -
2 0.050 0.020 0.0023 0.0100 0.053 20.127 - - -
3 0.057 0.023 0.0023 0.0073 0.031 20.096 0.0110 0.0086 0.420
4 0.045 0.030 0.0070 0.0040 0.094 20.056 0.0200 0.0070 0.800
5 0.130 0.005 0.0100 0.0035 0.094 20.026 - - -
6 0.060 0.035 - - - 20.020 0.0042 0.0031 0.021
7 0.056 0.044 - - - 0.010 0.0041 0.0036 0.026
8 0.110 0.030 - - - 0.020 0.0040 0.0034 0.023
9 0.100 0.038 - 0.0036 0.050 0.037 - - -
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origin located in the conduction band can lead to oscillatio
of conduction electron concentration in a quantizing m
netic field upon the intersection ofEF by Landau levels. In
this case, the relation betweenn andEF is described by the
following expression:4

n5
Nc\vc

2kBT (
L,s

F21/2S EF2ELs

kBT D . ~1!

HereF21/2 is the Fermi integral,ELs the energy of the
Landau level with the quantum number of a harmonic os
lator L50,1,2,... and with the spin indexs561. ELs

5\vc(L11/21sn/2), n5gmc/2m0 , g is the Lande´ factor
of the electron,mc the effective cyclotron mass of the ele
tron, vc the cyclotron frequency,Nc52(mckBT/2p\2)3/2

the density of states andkB the Boltzmann constant.
According to formula~1!, the Fermi energyEF for de-

generaten-type semiconductors forn(H)5const is an oscil-
lating function of the magnetic fieldH. On the contrary, if
EF(H)5RA5const, oscillations of the concentrationn(H)
periodic in the reciprocal magnetic field 1/H take place. This
in turn causes oscillations of the absorption coefficientA,
and hence of its derivativedA/dH with respect to the mag
netic field for a certain configuration of the magnetic fieldH
and the microwave electric fieldE. The observed oscillation
of A or dA/dH must also be periodic in 1/H.

FIG. 1. Oscillation curve describingdA/dH at temperature 2 K for sample
No. 1.
s
-

l-

For this reason, in order to determine the ground st
energy of a resonant acceptor in Hg12x2yCdxMnyTe, we
analyze the derivativedA/dH of absorption coefficient with
respect to magnetic field in the temperature range 1.6–
on a radiospectrometer operating at frequencies 26.1 an
GHz. The construction of the radiospectrometer allowed
to make measurements for ordinary and extraordin
waves1! in two configurations: the Faraday configuratio
with circular polarization of the microwave field and th
Voigt configuration with linear polarization.

In the Voigt configuration,dA/dH for both waves
turned out to be an oscillating function of magnetic fie
whose typical shape for sample No. 1~see Table I! is shown
in Fig. 1. Oscillations of the absorption coefficientA are
periodic in 1/H ~Fig. 2!, the position of the extrema o
dA/dH in a magnetic field being independent of the sam
thickness and working frequency. In the Faraday configu
tion, no oscillations ofdA/dH were observed, but nonreso
nance cyclotron absorption~NCA! in the form of a solitary
extremum is observed for an extraordinary wave in we
fields.5

Thus, according to Ref. 3 and our experimental resu
we attribute the observed oscillations to the quantu
mechanical Shubnikov–de Haas~SdH! effect. On the basis

FIG. 2. Dependence of the number of oscillation of absorption coeffic
on reciprocal magnetic field for sample No. 1.
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of the obtained experimental data, we can determine te p
tion of EF relative to the bottom of the conduction band, a
hence the ground-state energyEA of the acceptor level in the
conduction band forEg<0 or the energy corresponding t
the position of the acceptor level in the conduction band
Eg.0.

Shubnikov–de Haas oscillations at microwave frequ
cies were studied on a series of Hg12x2yCdxMnyTe single
crystals ~see Table I! grown by the Bridgeman techniqu
with subsequent annealing in Hg vapor. The samples w
subjected to different regimes of thermal treatment in or
to obtain samples with different values ofn and to vary the
concentrations of singly and doubly charged mercury vac
cies. It should be noted that each of the numbers 3 and
Table I actually corresponds to two samples cut from
same plate of a certain composition, but subjected to dif
ent thermal treatments. For example, the energy of the Fe
level for samples annealed at a lower temperature isEF1 ,
while its value for samples annealed at a higher tempera
is EF2 . The composition and homogeneity of the samp
were determined with the help of x-ray microscopic analy
and the method of electron spin resonance~ESR! since the
low concentration of Mn in the samples under investigat
could not be determined unambiguously with the help o
microanalyzer. The molar fraction of CdTe (x) was deter-
mined directly with the help of the microanalyzer, while th
molar fraction of MnTe (y) was calculated from the ratio o
integral intensities of ESR absorption lines at Mn ions
spectively for investigated and reference samples with
known concentration of Mn atoms, determined with the h
of the microanalyzer.

We calculated the values ofEg presented in Table I on
the basis of determined values ofx and y and the results
obtained in Refs. 6 and 7. SinceEF(H)5const, we can use
according to Akerov,8 the following expression for determin
ing EF :

EF5
~3p2n!2/3\2

2mc
, ~2!

D~1/H !53.23106n22/3@Oe21#. ~3!

It follows from ~2! and ~3! that, using the periodD(1/H) of
the SdH oscillations and the effective cyclotron mass of c
duction electrons, we can determine the value ofEF relative
to the bottom of the conduction band. The periodD of oscil-
lations in the given case is determined from the oscillatio
of dA/dH, while the value ofmc is determined from the
nonresonant cyclotron absorption spectrum at two work
frequencies.

DISCUSSION AND CONCLUSIONS

Using the experimental and calculated data, we obtai
the parameters of the samples under investigation give
Table I. It should be noted that the values ofEF1 andEF2 for
Eg,0 are equal respectively to the energiesEA1 andEA2 of
acceptor states. Comparing the parameters obtained foEg

,0 with the results obtained in Refs. 1,2,9, we note that
form of theEA(Eg) dependence is similar to that describ
in these publications. This means thatEA1 and EA2 are the
si-
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ground-state energies of resonant acceptor levels in the
duction band and are associated with stoichiometric def
of two types: singly and doubly charged mercury vacanc
respectively, whose concentration is determined by the th
mal treatment of the crystal.1,2 Moreover, it follows from
Table I that a noticeable change in the acceptor ground-s
energy occurs nearEg50. According to Gelmontet al.,9 this
means that the acceptor level is associated with vacan
with a long-range Coulomb potential andEA}(mp /mc)

3/2,
wheremp is the effective mass of a heavy hole. For examp
EA50.006 eV for HgTe in the theory of local potential of
vacancy, while the calculated value ofEA50.0023 eV when
nonlocality is taken into account.9 The latter value is in ac-
cord with the parameterEA1 obtained by us in the experi
ments.

It should be noted that in Hg12x2yCdxMnyTe samples
under investigation for 20.026 eV,Eg,0.037 eV, we
could observe the fixation of the Fermi level only at a lev
lying approximately 0.004 eV above the bottom of the co
duction band, although the concentration of conduction e
trons varied from 1.8•1014 to ;1016cm23. We attribute this
to the fact that inversion of theG6 and G8 bands in
Hg12x2yCdxMnyTe occurs, according to Ref. 10, not atEg

50, but at a certain minimum value. In the given expe
ment, this value is confined to the energy range20.026 eV
,Egmin,0.02 eV, which does not contradict the results
Ref. 10. Consequently, in the case of band inversion,
value ofEg becomes higher than the ground-state energy
the acceptor, the level ‘‘enters’’ the forbidden band, and a
result lies below the Fermi level. On the basis of the abo
arguments we can conclude that the acceptor levelEA1 lies
in the forbidden band for20.026 eV,Eg,0.02 eV, and the
fixation of the Fermi energy level observed at 0.004
above the bottom of the conduction band for the above v
ues of Eg is attributed by us with the acceptor levelEA2

which in turn enters the forbidden band forEg>0.037 eV.
This follows from the fact that no fixation of the Fermi lev
was observed for these values ofEg and the conduction elec
tron concentrations 1.831014– 1016cm23.

Thus, the following conclusions can be drawn on t
basis of experimental data on SdH oscillations at microw
frequencies, nonresonance cyclotron absorption
Hg12x2yCdxMnyTe, and the literature data on intrinsic poi
defects in mercury chalcogenides:~1! the presence of reso
nance acceptor statesEA1 andEA2 in the conduction band o
Hg12x2yCdxMnyTe is caused by singly and doubly charg
mercury vacancies, respectively;~2! the ground-state energ
of acceptors measured by direct methods as a function o
forbidden gapEg is in accord with the theoretical concept
taking into account the long-range Coulomb potential of v
cancies.

*E-mail: prohorov@pr.fti.ac.donetsk.ua
1!Extraordinary and ordinary waves:~1! in Faraday’s configuration (kiH),

these are the waves in which the direction of polarization respectiv
coincides and does not coincide with the direction of cyclotron rotation
free charge carriers of the same polarity;~2! in Voigt configuration
(k'H), these are the waves for whichE'H andEiH, respectively, where
k is the wave vector andE the electric vector of the microwave field
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Nonlinear resonant tunneling through doubly degenerate local state and strong electron-
phonon interaction

V. N. Ermakov
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and Str., 252143 Kiev, Ukraine* !
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In an approach of low transparency of the barrier the tunneling of electrons through doubly
degenerate local state has been considered with allowance for the Coulomb and electron-phonon
interactions. It is shown that in the case of weak electron-phonon and strong electron-
electron interactions the dependence of tunneling current on the applied voltage has a step-like
character at low temperature. The threshold value of the current was measured for small
applied bias. The bistable state of the tunneling current is possible in the region of large bias. In
the case of strong electron-phonon and weak electron-electron interactions, the threshold of
tunneling current can be bistable. This result is a direct consequence of the electron pairing in local
states. ©1999 American Institute of Physics.@S1063-777X~99!00610-6#
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INTRODUCTION

It is well know that electron transport through quantu
low-dimensional structures in the ballistic regime is ve
sensitive to certain resonance conditions.1–4 This circum-
stance can be used for effective driving of the tunneling p
cess. One of the most frequently used objects to study
phenomenon is double-barrier resonant tunneling struc
~DBRTS!, which consists of two potential barriers surroun
ing a potential well~the quantum well!. Peculiarity of such a
system is the charge accumulation in interbarrier spa
Therefore, many-particle effects can play an important ro
For instance, the dynamic charge accumulation within
quantum well leads to an electrostatic feedback mechan
that shifts the resonance energy. Under some conditions,
can result in the appearance of nonlinear effects such a
trinsic bistability,5,6 self-oscillations,7,8 Hamiltonian chaos,9

dissipative chaos,10 and other effects. These phenomena
sume the presence of electronic states in the quantum w
In the case of a local state this is not valid. However, as it
been shown in Refs. 11 and 12, a doubly degenerate l
state is sufficient for nonlinearity of resonant tunneling a
the appearance of intrinsic bistability. There is, however,
other problem. The strong electron-phonon interaction
possible for the local state13,14that can essentially change th
tunneling nonlinearity. In particular, it can lead to effecti
electron-electron attraction and appearance of the elec
pairing.

In the present paper we consider this problem for
case of double-degenerated electronic state where an a
mulation up to four electrons in the local state is possib
Taking into account interaction between electrons a
electron-phonon interaction can lead to a number of prop
ties characteristic of nonlinear tunneling, including the a
7761063-777X/99/25(10)/6/$15.00
-
is
re
-

e.
.

a
m
is

in-

-
ll.
s
al

d
-

is

on

e
cu-
.
d
r-
-

pearance of step-like current-voltage curves and the bista
ity of threshold tunneling. Detailed consideration is restrict
to one-dimensional case of resonant tunneling. The stud
fluctuations shows that they can be virtually suppressed15 in
such a structure. The latter is typical of double level syste

1. HAMILTONIAN OF THE SYSTEM

We consider a model of tunneling with a doubl
degenerate local state in the barrier. The energy profile
this structure is shown in Fig. 1. Electrons are assumed
interact with one another through the Coulomb potential a
phonon field in the local state. The Hamiltonian describi
the electrons in this system can be written as follows:

H5H01HW1HT . ~1!

The first term of the Hamiltonian

H05(
ks

«L~k!aks
1 aks1(

ps
«R~p!aps

1 aps ~2!

describes electrons in the left electrode~emitter! and in the
right electrode~collector! ~regions 1 and 3 in Fig. 1!. Here
aks

1 (aks) andaps
1 (aps) are the creation~annihilation! opera-

tors, respectively;«L(k)5«L1\2k2/2mL is the energy of
electrons in the emitter,\k and mL are their quasi-
momentum and effective mass, respectively, ands is the
electron spin. In the collector~with an external potentialV
applied across the barrier!, «R(k)5\2k2/2mR1«R2V,
wheremR is the effective mass.

In Eq. ~1! the HamiltonianHW describes electrons an
their interactions in a local state~region 2 in Fig. 1!. We
consider the case where the local state is doubly degene
ThenHW can be written as follows:
© 1999 American Institute of Physics
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HW5(
a

E0aa
1aa1(

i
\v ibi

1bi1(
a i

wa iaa
1aa~bi1bi

1!

1
1

2 (
a1Þa2

Va1a2
aa1

1 aa2

1 aa2
aa1

. ~3!

Here aa
1(aa) are the creation~annihilation! operators for

electrons in the local state,a5( l ,s), s is the spin number,
andl is the quantum state number which takes values 1 o
The energy of the local state, taking into account the app
bias, is written as follows:E05«02gV, where «0 is the
energy of the local state, andg is a coefficient;g5aL /a,
a5aL1aR , aL and aR are the distances of the local sta
from the left and right borders of the barrier, respective
andVa1a2

is a matrix element describing the electron inte
action in the local state. For simplicity, we approximate it
the positive constantVa1a2

5Uc , which corresponds to re

pulsion,bi
1(bi) are the creation~annihilation! operators for

phonons of thei th mode (\v i is their energy!, andw ia is the
matrix element of the electron-phonon interaction for lo
states. The explicit form of such interaction is not importa
for our goals. It can be an interaction with the acoustic,
tical or local vibration modes~see Ref. 14, for example!.

The HamiltonianHT in Eq. ~1! describes the tunneling
transition of electrons through the barrier and has the c
ventional form:16

HT5(
ka

Tkaaks
1 aa1(

ap
Tpaaps

1 aa1(
kp

Tkpak
1ap1c.c.,

~4!

whereTka andTpa are the matrix elements of the tunnelin
transition to the local states from the left and right electrod
respectively, andTkp is the matrix element for direct tunne
ing transition from the emitter to the collector. In general, t
matrix elements depend on the applied bias.

FIG. 1. Energy profile under applied voltageV of a barrier structure with
localized energy levels.
2.
d

,
-

l
t
-

n-

s,

2. DENSITY OF STATES

Before considering the density of states it is conveni
to transform the HamiltonianHW using the unitary transfor-
mation

S5expH 2(
ia

wa i*

\v i
aa

1aa~bi2bi
1!J . ~5!

We can thus writeHW in the form

H̃W5(
a

E0aa
1aa1(

i
\v ibi

1bi

1
1

2 (
a1Þa2

Uaa1

1 aa2

1 aa2
aa1

, ~6!

where

U5Uc2(
i

uw i u2

\v i
, E05«02gV2(

i

uw i u2

\v i
.

For the HamiltonianHT we obtain

H̃T5(
ka

TkaSbaks
1 aa1(

ap
TpaSbaps

1 aa

1(
kp

Tkpak
1ap1c.c., ~7!

where

Sb5expH 2(
i

wa i*

\v i
~bi2bi

1!J .

Next we restrict the analysis to the case of electron t
neling without radiation and absorption of phonons. Aft
averaging Hamiltonians~6! and ~7! over the phonon state
we obtain

Hw5(
a

E0aa
1aa1

1

2 (
a1Þa2

Uaa1

1 aa2

1 aa2
aa1

, ~8!

Ht5(
ka

T̃kaaks
1 aa1(

ap
T̃paaps

1 aa1(
kp

Tkpak
1ap1c.c., ~9!

where

T̃pa5Tpa expH 2(
i

Uwa i

\v i
U2S ni1

1

2D J , ~10!

niFexpS \v i

kBTD21G21

. ~11!

The density of statesr(E) of local levels can be determine
with the help of Fourier transform of the retarded Gree
function G(a,a,E)

r~E!52
1

p (
a

Im G~a,a,E!, ~12!

where

G~a,a,t !52 iu~ t !^@aa
1~ t !,aa~0!#1&, ~13!

andu(t) is a Heaviside unit step function.
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Using the HamiltonianHw , the Green’s function can b
calculated explicitly. For example, for the statea we obtain

G~a,a,E!5
1

E82E0
H 11 (

m51

3

(
a1 ,...,amÞaa1Þa2Þ...am

3 )
m151

m

nam1

U

E82E02m1UJ , ~14!

where E85E1 ih in the limit h→10. Herena5^aa
1aa&

are average values of the occupation numbers of theath
state. The Green’s function has poles atEm5E01mU,
wherem50,1,2,3. The electron-phonon interaction and
electron-electron interaction therefore lead to a splitting
the local degenerated states. New states are separated b
value U. In this case, however,U may also take negative
values. Using Eq.~7!, we can calculate the density of statesr
for the local states in the barrier. These states depend on
occupation numbers of statesna , which are functions of the
applied voltage. This is the reason behind the nonlinearity
the tunneling current.

3. OCCUPATION NUMBERS

When the constant external voltage is applied to the s
tem, a nonequilibrium steady-state distribution of electro
sets in. It is assumed that the electron distribution functi
in the electrodes are at equilibrium because of their la
spatial extent, but their chemical potentials change. The
ter are connected through the relationmL2mR5V ~where
mL andmR are the chemical potentials of the emitter and
collector, respectively!. The electron distribution function
g(E) in the local state is essentially nonequilibrium. It c
be determined from the condition of equality of the tunneli
current through the emitter and the collector16,17

g~E!5
1

G~E!
@GL~E! f L~E!1GR~E! f R~E!#, ~15!

where

G~E!5GL~E!1GR~E!,

GL~E!5(
k

uTkau2d@E2«L~k!#, ~16!

GR~E!5(
p

uTpau2d@E2«R~p!#,

f L(E) and f R(E) are electron distribution functions in th
emitter and the collector, respectively. The occupancy of
cal states in the barrier can be determined with the help
the expression18

na52
1

p E dE g~E!Im G~a,a,E!. ~17!

As follows from ~7!, the expression forna does not depend
on the indexa. Therefore, the mean values of the occupat
numbers are also independent of the number of the quan
state, and we can assume thatna5n. Thus, we finally obtain

n5F~n!, ~18!
e
f
the

the

f

s-
s
s
e
t-

e

-
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n
m

where

F~n!5 (
m50

3

C3
mgm~12n!32mnm, C3

m5
3!

m! ~32m!!
.

The functionsgm5g(Em) determine the occupancy of ne
states. Thus, Eq.~18! is a cubic equation for the occupatio
numbersn. In general, this equation can have three solutio
in the interval 0<n<1. According to Eq.~11!, for gm5g we
obtain n5g. The equation admits three solutions wheng0

5g150, i.e., if the two states are vacant. These solutio
have the form

n150,

n2,352
3

2

g2

g323g2
6S 9g2

214~g323g2!

4~g323g2!2 D 1/2

. ~19!

According to the condition 0,n,1, expression~19! leads to

0,
3g2

3g22g3
,2,

9g2
224~3g22g3!.0. ~20!

These inequalities~15! are compatible when

g2>
2

3
~11A12g3!, g3.3/4. ~21!

Thus, Eq.~18! has three solutions when the values ofg1 and
g3 are close to unity. The two solutionsn1 andn3 are stable,
while the third onen2 is unstable. The stable states corr
spond to the cases in which the local state does not con
electrons or contains four electrons occupying two upper l
els. The latter is possible since the system is essentially
of equilibrium.

Matrix elements for tunneling in the one-dimension
case are given in the Appendix by Eqs.~A1! and ~A2!. The
functions GL(E) and GR(E) can be approximated by th
value

GL,R5aL,RAE2«L,R~0!. ~22!

HereaL andaR are the proportionality factors for the emitte
and the collector, respectively:

aL5
mLVL

2B~0,aL ;E!

4pmEsAV02«0~V02«L!
,

aR5
mRVR

2B~aL ,a;E!

4pmEsAV02«0~VL2«R!
,

and

Es5
\2

2ma2 .

Substituting~22! into ~15! and taking into account that

f L,R5FexpS E2mL,R

kBT D11G21

, ~23!

where kB is Boltzman constant, andT is temperature, we
obtain the expression for the electron distribution functi
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gm . For more detailed investigation of the properties of E
~18! we will consider the same particular cases.

a. The case of U >0

A plot of the dependence of the occupancyn on the
applied voltage obtained by solving Eq.~18! at low tempera-
tures (kBT/«50.01 and 0.05! and the parametersmL /mR

51, g50.5, «0 /«51.6, andU/«50.2 are represented i
Fig. 2a. Here« is a normalizing constant of the order o
magnitudem. It follows that with increase in the applie
voltage, the occupancy of the local state increases step
due to consecutive occupation of split states. Above the c
cal valueV2 , the occupation drops abruptly to zero due
the departure of the local states from resonance. If the v
age is lowered belowV2 , a jump in the occupation numbe
is observed at a lower value of the voltageV1 . Thus, the
voltage range fromV1 to V2 contains a bistability region
which is connected with the removal of electrons from t
lower levels and with their attachment to the upper s
states.

b. The case of U <0

In this case the dependence of the occupancyn on the
applied voltage is more complicated. This dependence
shown in Fig. 2b atU520.2. It follows that, with increase
in the applied voltage, the occupancy of the local st
abruptly jumps to one above the critical valueV2 . If the

FIG. 2. Dependence of the population densityn of the local state on the
applied voltageV for U/«50.2 ~a! and 20.2 ~b!. Solid line is for kBT
50.01; dashed line is forkBT50.05.
.
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is

e

voltage is lowered belowV2 , the occupation drops abruptl
to zero at a lower value of the voltageV1 . Thus, there is a
voltage range fromV1 to V2 that contains a bistable region
The voltage interval (V22V1) decreases with an increase
temperature. Such character of bistability is a consequenc
the negative value ofU.

4. TUNNELING CURRENT

In the case of a constant applied voltage the tunne
current through the double-barrier structure can be calcula
in various ways~see, for example, Refs. 17 and 19!. The
following simple expression was obtained for this quantit

Jcd5
e

\ E dE
GL~E!GR~E!

G~E!
@ f L~E!2 f R~E!#r~E!

1
e

\ E dE P~E!@ f L~E!2 f R~E!#, ~24!

wheree is the electron charge. The second term in Eq.~24! is
caused by the direct tunneling of electrons from the emi
to the collector. The transparency coefficientP(E) is defined
as follows:

P~E!5(
kp

uTkpu2d@E2«L~k!#d@E2«R~p!#,

whereTkp is given by Eq.~A3! in the Appendix. For a low
barrier transparency,G!U, the density of statesr can be
calculated using formulas~12! and ~14!, which give

r~E!5 (
m50

3

C3
m~12n!32mnmd~E2Em!. ~25!

Equation~24! then becomes

Jcd5
e

\ (
m50

3
GR~Em!GL~Em!

G~Em!
$ f L~Em!2 f R~Em!%

3~12n!32mnmC3
m1

e

\ E dE P~E!@ f L~E!2 f R~E!#.

~26!

The results of numerical calculations ofJcd(V) for the
same parameters as those used for constructing the curv
Fig. 2 for different values of temperature are shown in Fig
A bistability of the tunneling current is due to the filling o
electrons in the upper energy levels of the splitting state. T
toothed shape of the current in Fig. 3b is due to the depar
of the local states from resonance.

CONCLUSIONS

Thus, the electron-electron and electron-phonon inter
tions in the local degenerate state result in the conducta
oscillations of the tunneling system. The later is connec
with the splitting of electron states by the Coulomb
electron-phonon interactions. The value of splitting define
period of the conductance oscillations. The step-like shap
the current-voltage curve and its threshold character h
some analogy with an effect of single-electron tunnelin19

when U.0. The bistability takes place in the interval o
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negative differential conductance. The sign ofU determines
the shape of the current-voltage characteristics. In the cas
a strong electron-phonon interaction (U,0) the bistability
takes place in the interval of positive differential condu
tance. Such peculiarity is due to the pairing of two electro
with opposite spins in local states.

An important feature of the present model is its stabil
with respect to the fluctuations. A simple consideration
the fluctuations of the occupation numbers of the local sta
results in

^dn2&5^~ n̂2n!2&5n~12n!. ~27!

In the region of bistability,n takes values in the vicinity o
unity or zero. At these valuesA^dn2&!n. However, in the
region of the current steps the fluctuations are compar
with the charge value. This conclusion was confirm
experimentally.20 With increase in the temperature, the ste
quickly smooth out due to the smoothing of the Fermi d
tribution functions. The region of their existence is limite
by temperaturekBT!U. The temperature dependence of t
bistability is due to the change in the functionsgm , which
are not so sensitive to temperature. The bistability disapp
when maxg(E)<3/4, which can be achieved at sufficient
high temperatures comparable tom. In the range of these
temperatures one can ignore the spin dependence and
situation becomes similar to the one considered in Ref
WhenU,0, increasing the temperature leads to suppres
of the bistability.

FIG. 3. Dependence of the tunneling currentJcd /J0 , where J05em
•1024/\ on the applied voltageV for U/«50.2 ~a! and20.2 ~b!.
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APPENDIX

When a constant voltage is applied to the system,
wave function of an electron in the barrier can be found
the WKB approximation

Ck~x!5
1

AL
B~0,x;eL~k!!,

Cp~x!5
1

AR
B~x,a;«R~p!!,

Ca~x!5
1

Ar
H B~x,aL ;«a! if x,aL

B~aL ,x;«a! if x.aL ,

where

B~x1 ,x2 ;E!5expH 2E
x1

x2 dx

\
A2m~V~x!2E!J ,

L and R are the collector and emitter regions, respective
and r is the radius of the local state. It is assumed th
r !aL ,aR . Under the condition thatE5«L(k)5«R(p)5«a

is the energy of the tunneling electron, the matrix eleme
Tak , Tap , andTkp are

Tka5E
0

aL
Ck* ~x!V~x!Ca~x!dx5V̄LB~0,aL ;E!

aL

AarL
,

~A1!

Tpa5E
aL

a

Cp* ~x!V~x!Ca~x!dx5V̄RB~aL ,a;E!
aR

AarL
,

~A2!

Tkp5E
0

a

Ck* ~x!V~x!Cp~x!dx5V̄B~0,a;E!
a

ARL
, ~A3!

whereV̄L , V̄R , andV̄ are the average values ofV(x)

V̄5
1

a E0

a

V~x!dx,

V̄L5
1

aL
E

0

aL
V~x!dx,

V̄R5
1

aR
E

aL

a

V~x!dx.

WhenV(x) is a linear function ofx and the applied voltage
V

V~x!5V02V
x

aR1aL
,

B(x1 ,x2 ;E) can be written in the form

B~x1 ,x2 ;E!5H exp$Z~x1!2Z~x2!% if x2,x0

exp$Z~x1!% if x2.x0
,

where

x05
x22x1

V H V~x1!1
x1V

x22x1
2EJ ,
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High-frequency ohmic losses in beryllium and its alloy with aluminum
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The surface resistance of Be of different purity and its alloy with Al•~50%Be–50%Al! is
investigated in the temperature range 4.2–300 K in the frequency region 0 – 1010Hz. It is shown
that in the temperature interval~in the vicinity of 77 K! where beryllium is a dc
hyperconductor, the surface resistance of pure beryllium and the alloy has the lowest value as
compared to other metals including aluminum. The temperature dependence of the surface
resistance of Be and its alloy is successfully described by classical formulas of electrodynamics.
© 1999 American Institute of Physics.@S1063-777X~99!00710-0#
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INTRODUCTION

In view of an anomalously high Debye temperatureQ of
beryllium @Q~Be!.1160 K#, its dc resistivityr in the vicinity
of 77 K is lower than the value ofr for metals with a high
electrical conductivity~such as Ag, Cu, and Al! by a factor
of 5–8. At the same timer~Be!.r~Ag, Al, Cu! at room and
helium temperatures.1–3 Since the surface resistanceRs of
metals is a function ofr in the region of classical (Rs~cl!) as
well as anomalous (Rs~an!) skin effect,4–6 it is natural to as-
sume that, like resistivity, Rs~Be! is lower than
Rs~Ag, Al, Cu! in a certain temperature rangeT1.77 K
.T2 . However, the information on high-frequency prope
ties of beryllium itself and its alloy~e.g., with Al! is not
available,7 while the functional dependence betweenr(T)
andRs(T) is not valid for all compounds.4–6 For some com-
pounds, it is not observed in view of peculiarities on t
temperature–frequency dependence of their surf
resistance.8–10 For this reason, the hyperconductivity of B
and its alloy at high frequencies remains unclear.

In this communication, we report on the results of e
perimental investigation of the resistance of Be with 99.9
purity in the frequency range 0 – 1010Hz and of Be with
99.97% and 99.96% purity as well as the 50%Be–50%
alloy at frequency 109Hz in the temperature range 4.2–30
K. The measured values of resistance are compared with
values of r and Rs of aluminum of gradeA9995. It is
known5,6 that the surface resistanceRs~an!~Al ! of pure alumi-
num in the anomalous skin effect can be lower th
Rs~an!~Cu, Ag!, which dictated the choice of Al as a referen
metal.

SAMPLES AND MEASURING TECHNIQUE

We investigated Al and Be samples prepared in the fo
of rods of diameter 1.5–3.5 mm and samples of Al–Be al
(AB) in the form of a foil of thickness 0.1 mm. DC mea
surements were made by the bridge technique and ac m
surements by the resonator method. Measurements were
ried out in a cryostat in helium vapor, and the temperat
was varied from 4.2 to 300 K. Before measurements,
7821063-777X/99/25(10)/4/$15.00
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samples were annealed for four hours in 531027 mmHg
vacuum at 900 K for beryllium and 700 K for aluminum
After annealing, the surface of the samples under invest
tion was subjected to chemical polishing. The samples
Al–Be alloy were not subjected to annealing and polishin

EXPERIMENTAL RESULTS

The measured values of dc resistivity of the materi
under investigation are presented in Table I.

Figure 1 shows the temperature dependence of resist
r~Al ! of aluminum~curve1! as well asr~Be! for Be samples
of purity 99.98%, 99.97%, and 99.96%~curves2, 3 and 4
respectively!. Curves5–12 describe the temperature depe
dence of surface resistance of Be of purity 99.98%~curves
with even numbers! and aluminum~curves with odd num-
bers! for frequencies 107 Hz ~curves 5,6!, 108 Hz ~curves
7,8!, 109 Hz ~curves9,10!, and 1010Hz ~curves11,12!, re-
spectively. It can be seen that ohmic lossesRs~Be!,Rs~Al !
in the temperature rangeT1–T2(T1.T2) as in the case of dc
measurements.IT was found that for the same Be samp
T15const at all measuring frequencies, while the value ofT2

decreases with increasing frequency. For this reason,
temperature rangeT1–T2 expands with increasing frequen
cies~see Fig. 1!, while the ratioRs~Al !/Rs~Be! increases for
T,T2 and decreases forT2,T,T1 .

The impurity concentration in beryllium affects its resi
tivity as well as surface resistance. The following regularit
were established in this case.

TABLE I. Resistivities of materials under investigation.

Sample
material

r~300! r~4.2! r~300!/r~4.2!

V•m

Be99.98 4•1028 2•10210 200
Be99.97 4.5•1028 2.9•10210 155
Be99.96 4.6•1028 4•10210 115
A9995 2.75•1028 5•10211 550
AB50 3.75•1028 1.1•1029 35

Remark: r~Al !/r~Be99.98!56 at T577 K.
© 1999 American Institute of Physics
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As the impurity concentration increases, the resistivity
Be increases in the entire temperature range~see Fig. 1!. The
inset to Fig. 1 shows the dependence ofr~300!/r~4.2! on the
impurity concentrationx ~in percent! for the Be samples un
der investigation. It was found that the ratior(x1)/r(x2) for
Be samples withx1.x2 at T5300 K is smaller than a
T54.2 K. As the value ofx increases, the temperatureT1

becomes lower, while the value ofT2 increases~see Fig. 1!.
Thus, an increase in the impurity concentration narrows
temperature rangeT1–T2 . This also applies to the surfac
resistance. In this case, the value ofT1 is constant for the
sample with a given impurity concentration in the entire f
quency range~this is not indicated in the figures!, while T2

}x. Figure 2 shows the temperature dependence of the

FIG. 1. Temperature dependences of resistivity of aluminumA9995~curve
1! and beryllium of purity 99.98~curve 2!, 99.97 ~curve 3!, and 99.96%
~curve4! ~on logarithmic scale!, and of the surface resistance of Al and B
of purity 99.98% at frequencies 107 Hz ~curves5 ~Al ! and6 ~Be!!, 108 Hz
~curves7 ~Al ! and8 ~Be!!, 109 Hz ~curves9 ~Al ! and10 ~Be!!, and 1010 Hz
~curves11 ~Al ! and 12 ~Be!!; curve 13 describes theRs(T) dependence
calculated for Be at frequency 109 Hz. The inset shows the concentratio
dependence of the ratior~300!/r~4.2! for beryllium.
f

e

-

ur-

face resistance of Be of purity 99.98%~curve 1!, 99.97%
~curve 2!, and 99.96%~curve 3! measured at frequenc
109 Hz. The temperature dependence ofRs for Al ~curve4!,
measured at the same frequency, is shown for compari
The inset to Fig. 2 shows the surface resistance of Be
frequency 109 Hz andT510 K as a function of impurity con-
centration in it.

Figure 3~a! ~curve1! shows the temperature dependen
of resistivity of the Al–Be alloy, while curve2 describes the
r(T) dependence for Al. Figure 3~b! shows the temperatur
dependence of the ratio ofRs of the alloy andRs of alumi-
num at frequency 109 Hz in the temperature range 50–250 K

DISCUSSION OF RESULTS

The values ofr(T) for Be and Al in the temperature
range 300–4.2 K are close to the values ofr(T) for these
metals reported by other authors~see, for example, Refs
1–3, 11!, and the ratior~Al !/r~Be!56 obtained at 77 K is
also close to values given, for example, in Refs. 1 and
Consequently, the surface resistance of beryllium was s
ied on samples with typical dc parameters for this metal.

According to Papirov and Tikhinskii,3 r~Be! can be pre-
sented in accordance with the Matthiessen rule as the su
the residual resistivityr0 and the temperature-dependent r
sistivity re , and the temperature-dependent resistivity co
ponentre for Be can be described by the Gru¨neisen–Bloch
equation12 to a fairly high degree of accuracy.

The fact that $r(x1)/r(x2)%(300),$r(x1)/r(x2)%
3(4,2), forx1.x2 , which is typical of beryllium3 as well as

FIG. 2. Temperature dependence of the surface resistance of Be of p
99.98 ~curve 1!, 99.97 ~curve 2!, and 99.96%~curve 3! and of aluminum
~curve 4! at frequency 109 Hz. The inset shows the concentration depe
dence ofRs for Be at frequency 109 Hz andT510 K.
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for other metal, can be explained by the Matthiessen rule
high temperatures, the componentre associated with the
electron–phonon scattering dominates over the residua
sistivity componentr0 . For this reason,r(x1) and r(x2)
depend only slightly on the impurity concentration, a
hence differ insignificantly. According to the Gru¨neisen–
Bloch equation, the temperature dependent componentre at
low temperatures is smaller than the residual resistivityr0

which increases with impurity concentration almost linea
~see inset to Fig. 1!. For this reason,r~Be! at low tempera-
tures is mainly determined just by residual resistivity, i.
resistivity depending on the impurity concentration.

At temperatures below 300 K, beryllium obeys the re
tion T/Q~Be!,0.5, i.e., a strong dependencer(Be)(T) is
observed in this temperature region. As the temperature
creases, it approaches the dependencer~Be!}T5. On the
other hand the ratioT/Q~Al !.0.5 for Al near 300 K, and
hence r~Al !;T @Q~Al !5420 K#. Thus, ]r~Be!/]T
.]r~Al !/]T near 300 K. Sincer~Al ! andr~Be! differ insig-

FIG. 3. Temperature dependences of resistivity of aluminum–beryllium
loy ~curve1! and of aluminum on logarithmic scale~curve2! ~a! and of the
ratio of Rs of the alloy toRs of Al at frequency 109 Hz ~b!.
t

e-

,

-

e-

nificantly atT5300 K, r~Be! becomes equal tor~Al ! even at
T1.200 K, andr~Be!,r~Al ! for T,T1 .

At temperatures below 100 K, the value of]r~Be!/]T
decreases gradually, and as the temperature decrease
resistivity of beryllium goes over to the region of residu
resistivity ~i.e., ]r~Be!/]T50!. However, the relation
T/Q~Al !,0.5 is observed for Al in this temperature rang
i.e., the dependencer~Al !}T5 can now be observed for Al
and hence]r~Al !/]T.]r~Be!/]T. For this reason,r~Be!
becomes equal tor~Al ! at a certain temperatureT2 , and for
T,T2 , r~Be!.r~Al ! again ~see Fig. 1!. Thus, the relation
r~Be!/r~Al !,1 is observed in the temperature rangeT1–T2 .

The temperature dependence of the surface resistanc
Be can be described by the familiar formulas in electrod
namics in the region of classical as well as anomalous s
effect. Curve13 in Fig. 1 shows the temperature dependen
of Rs~Be! for purity 99.98% at frequency 109 Hz calculated
by formulas Sondheimer and Chambers.4–6

An analysis of the temperature dependenceRs(T) for
aluminum and beryllium calculated by the formulas pr
posed in Ref. 5 leads to the conclusion that the classical
effect in both metals atT>170 K is observed at all measu
ing frequencies, while atT>70 K it is observed at frequen
cies up to 107 Hz. It follows hence that, first,T15const for
the same sample at all measuring frequencies including
rect current, since this temperature is in the tempera
range of the classical skin effect. With increasingx, the re-
sistivity of Be at high temperatures increases~although more
slowly than at low temperatures!. Consequently, the equalit
of r~Be! and r~Al ! is observed at a lower temperature, i.
the value ofT1 decreases with increasingx.

According to Chambers,5 the surface resistanceRs~an! of
a metal in the region of anomalous skin effect can be p
sented in the formRs~an!5R01Rs(r). HereR0}(A f2)1/3 is
the extremely small value ofRs~an! independent ofr, A is the
ratio of the Fermi velocity to the charge carrier concent
tion, and Rs(r)kA2f (0,3;0,4)r (0,82;1,1). ~The exponents 0.4
and 0.82 correspond to specular reflection of electrons at
metal surface and 0.3 and 1.1 to diffuse scattering.!

It should be noted that the value ofA for Be is smaller
than for other metals, and henceR0~Be!/R0~Al !,1. How-
ever, in view of a very large value of the ratiosr~Be!/r~Al !
and henceRs(r)~Be!/Rs(r)~Al ! at T,T2 , the condition
Rs~an!~Be!.Rs~an!~Al !.

These facts lead to the following conclusions.
Since]R0 /] f .]Rs /] f for any metal under the condi

tions of anomalous skin effect andT5const, itsR0 increases
with frequency more rapidly thanRs(r). Consequently, the
ratio R0 /Rs(r) will increase with frequency, i.e.,Rs~an! tends
to R0 more rapidly. And sinceR0~Be!,R0~Al !, the ratio
Rs~an!~Al !/Rs~an!~Be! increases with frequency forT,T2 ,
while the value ofT2 decreases in accordance with Fig. 1.
should be noted that according to calculations based
Chambers equations,5 the relationRs~Be!,Rs~Al ! must be
observed for samples of ultrapure or monocrystalline be
lium with the ratior(300)/r(4.2).3•103 for any tempera-
ture belowT1 irrespective of the residual resistivity of Al a
frequencies;1010Hz.3 In this case, the concept of temper
ture T2 becomes meaningless.

l-



n
p
or

a

s
er
p-
e.

y
ity

ea

va

an
re

f
x-

l-

th

c

s
he

the

face
ure

.

sed
d

in

kii,

C

d.

785Low Temp. Phys. 25 (10), October 1999 N. N. Prentslau
The skin depth decreases upon an increase in freque
However, the temperature dependence of the mean free
remains unchanged. Consequently, the temperature c
sponding to the onset of anomalous skin effect~i.e., the tem-
perature at which the skin depth and the mean free p
become equal! increases~to 70 K for Al and to 100 K for Be
at frequencies;1010Hz!. This means that the anomalou
skin effect is observed at high frequencies and at temp
tures for whichr~Al !/r~Be! has the maximum value and su
presses the effect ofr on the surface resistance of Al and B
For this reason, the ratioRs~an!~Be!/Rs~an!~Al ! increases and
tends to unity forT2,T,T1 .

As in Ref. 3, the samples under investigation displa
nearly linear dependence of resistivity of Be on the impur
concentration in it ~see inset to Fig. 1!. According to
Chambers,5 the experimentally obtained dependenceRs(x)
in the region of anomalous skin effect is also close to lin
~see inset to Fig. 2!.

Beryllium–aluminum alloy, just like beryllium of vari-
ous purity, is characterized by a temperature inter
(T1–T2) in which the value ofr for the alloy is smaller than
the value ofr for aluminum@Fig. 3~a!#.

The residual resistivity of the alloy is much higher th
r~Al !. It follows from Ref. 3, however, that the temperatu
at which residual resistivity dominatesr for Be with impu-
rities dominates is higher than the analogous temperature
beryllium of higher purity. This apparently explains the e
istence of the temperature intervalT1–T2 for the alloy, the
value of T2 for the alloy being higher than for pure bery
lium.

At high frequencies, the temperature range in which
value ofRs for the alloy is smaller thanRs for aluminum also
exists @Fig. 3~b!#. However, the temperature dependen
Rs(T) within the interval (T1–T2) is not monotonic as in
pure beryllium. This is probably due to multiphase compo
tion of the alloy which contains, according to Ref. 7, t
brittle Be phase and Al–Be eutectic.
cy.
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CONCLUSIONS

It has been established experimentally that just as in
case of direct current, the surface resistanceRs of Be of
different purity and its alloy with Al is smaller thanRs of
any other metal within a certain temperature intervalT1–T2 .
The surface resistance of Be can be smaller than the sur
resistance of Al by a factor of 1.5–2.5, and the temperat
and frequency dependence ofRs for Be and its alloy is suc-
cessfully described by classical electrodynamic formulas

The author is pleased to dedicate this work to the bles
memory of Academician B.I. Verkin who is remembere
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Natural electron oscillations in Te granules deposited on rough surfaces
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Granular tellurium films deposited on rough surfaces of NaCl and KCl single crystals heated to
150 °C consist of two layers in each of which a resonance band is excited simultaneously.
A band with frequencyv0 of natural electron oscillations is excited in isolated granules of the
upper layer. The plasma frequency of bulk tellurium is calculated from the measured
values ofv0 and the known permittivities of NaCl and KCl. ©1999 American Institute of
Physics.@S1063-777X~99!00810-5#
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This paper is dedicated to the memory of Acad. B
Verkin (National Academy of Sciences of the Ukrain
evinced keen interest in this field of research.

1. INTRODUCTION

Plasma resonance in granular Te films was observed
us for the first time in Ref. 1. Continuous Te films are ch
acterized by an intense interband absorption band in the
frequency spectral region with the peak nearv'3.2
31015s21 @Refs. 1–3#. After annealing at 150 °C, the con
tinuous tellurium film decomposes in small granules, an
resonant absorption band whose optical properties are i
tical to those of the plasma resonance band in granular fi
of noble metals as well as metals of the third group emer
in the near UV spectral range.

The resonance frequency of plasma oscillations
granular films of these metals is given by4,5

vs
25

vp
2

«m12«0
2

vp
2

3«̄ S a0

a D 3

S5v0
22v82, ~1!

wherevp is the plasma frequency defined as

vp5
4pNe2

m
, ~2!

N, e, and m are the number density, charge, and mass
electrons,v0 is the frequency of natural electron oscillatio
in a granule,«m the permittivity associated with interban
transitions in the metal,«m the permittivity of the medium
surrounding the granule,«̄5q«m1(12q)«0 is the permit-
tivity of the granular film, andq the filling factor, i.e., spe-
cific volume of granules in the film. The second term in~1!
was derived for a model in which spherical granules of
same radiusa0 are at the sites of a quadratic lattice wi
constanta.4 The factors appearing as a result of summatio
of the fields of dipoles~granules! is equal to 2–3. The ratio
a0 /a can be expressed in terms of the filling factorq:

a0

a
5S 3q

2p D 1/2

. ~3!

The field Ed appearing as a result of dipole–dipole i
teraction noticeably affects the plasma resonance freque
7861063-777X/99/25(10)/3/$15.00
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vs which emerges in the aggregate of dipole granules o
given metal with permittivity«m , «0 being the permittivity
of the medium surrounding the granules. In addition to
dependence on permittivities«m and «0 , the plasma reso-
nance frequency exhibits a considerable dependence on
filling factor q. Eliminating the dipole–dipole interaction be
tween granules, i.e., going over to an aggregate of isola
granules, we can determine the frequencyv0 of natural elec-
tron oscillations in a granule. For granular films of nob
metals and metals of the third group deposited on qu
substrates, only one plasma resonance band of frequencvs

is always excited. However, for Au6 and In7 granular films
deposited on specially prepared rough surfaces of NaCl
KCl single crystals, two plasma resonance bands could
obtained: the low-frequency band with frequencyvs and the
high-frequency band with frequencyv0 . For a tilted inci-
dence of light on a granular film, the latter band does
split into thes- andp-components,8 which is possible only in
the absence of dipole–dipole interaction between granul

2. EXPERIMENTAL RESULTS

We describe here the results of investigation of simu
neous excitation of two plasma resonance bands in gran
Te films deposited on rough surfaces of NaCl and KCl sin
crystals, the measurements of natural frequencyv0 of elec-
tron oscillations in a Te granule, and the calculation of t
plasma frequencyvp of bulk tellurium.

The method of preparing rough surfaces of NaCl a
KCl single crystals is described in Refs. 6 and 7. Granular
films of various thickness were deposited on rough surfa
of these single crystals heated in high vacuum to 150 °C
then held in this vacuum for 30–40 min. After measuring t
spectral dependence of transmissionT on a SF-26 spectrom
eter, thick layers of NaCl and KCl were deposited on t
obtained films in high vacuum at room temperature. T
films were held in vacuum for one hour, and then the spec
dependences of transmissionT were measured again, and th
spectral dependences of optical densityD(v)52 logT(v)
were plotted. For each film prepared in this way, two spec
dependences ofD were obtained: for the initial Te film
© 1999 American Institute of Physics
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deposited on the rough surface of a NaCl~KCl! single crystal
and for the same granular film whose granules were
rounded by an insulator.

Figure 1 shows the spectral dependences of optical d
sity D of granular Te films with various effective thick
nesses, deposited on rough surfaces of NaCl@Fig. 1~a!# and
KCl single crystals@Fig. 1~b!#. Curves1–3 correspond to
initial granular films, while curves18–38 correspond to the
same granular films which were deposited in high vacuum
NaCl and KCl. Curve39 describes theD(v) dependence

FIG. 1. Spectral dependence of optical densityD of granular Te films de-
posited on NaCl~a! and KCl ~b!.
r-

n-

n

recorded for thep-component for oblique incidence of ligh
on the granular film at an anglew545°. The peaks of high-
frequency resonant bands for normal and oblique incide
on the granular film coincide. In contrast to Refs. 6 and 7,
dependencesD(v) for initial granular Te films deposited on
rough surfaces of NaCl and KCl single crystals display o
one band of frequencyvs . As the effective thickness o
granular Te films increases, the intensity of resonance ba
increases sharply, and their frequencyvs decreases. The lat
ter is associated with an increase in frequencyv8, i.e., with
an increase in the field created by dipole granules. The
ond ~high-frequency! plasma resonance band appeared a
the deposition of the corresponding insulator on the ini
granular Te films. The fact that the peaks of these bands
independent of the effective thickness of granular Te film
i.e., of the size of the granules~curves18–38) and of the
angle of incidence of light on the film@curve39 in Fig. 1~b!#
indicate the absence of dipole–dipole interaction betw
corresponding granules.

Simultaneous emergence of the low-frequency plas
resonance band determined by the dipole–dipole interac
between the granules and the high-frequency resonance
excited in isolated granules is possible only when the gra
lar film consists of two layers. Most of granules penetrati
the roughness form the lower layer whose granules are
rounded by the corresponding insulator. A small fraction
granules is deposited on the peaks of the roughness, form
the upper layer of granules that do not interact with o
another. Electron vibrations with frequencyv0 are excited
just in these granules.

The Te granules deposited at the tips of the roughne
in the initial granular films are surrounded by the mediu
with a small value of permittivity«0 . After the deposition of
the insulator, the permittivity of the medium surroundin
granules increases abruptly, and high-frequency resona
bands lying at frequencies inaccessible for the SF-26 sp
trometer are shifted to the UV spectral region~curves
18–38).

After the deposition of the insulator on granular T
films, the spectral dependences ofD for low-frequency
plasma resonance bands differ fromD(v) of the initial
granular films insignificantly since in this case the permitt
ity «0 of the medium surrounding the granules penetrat
deeply in the roughness increases insignificantly. The
crease in the effective thickness of granular Te films lead
an increase of optical density of plasma resonance ba
Other conditions being equal, the resonance bands of gr
lar Te films in which granules are surrounded by NaCl@see
Fig. 1~a!# are displaced due to high values of the permittiv
«0 of the surrounding medium to the low-frequency spect
region relative to the bands of Te films in which granules
surrounded by KCl@see Fig. 1~b!#.

It follows from Fig. 1 that the interband absorption ban
of Te is superimposed on the low-frequency edge of the lo
frequency plasma resonance band. At the frequencyv'3.2
31015s21 ~which is naturally independent of the permittivit
«0), the absorption peak of this band is seen clearly. T
asymmetry of plasma resonance bands was also observ
Ref. 1 for granular Te films deposited on quartz substrat
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Figure 2 shows electron-microscopic photographs
granular Te films deposited on the rough surfaces of K
crystal @the spectral dependences ofD for these films are
shown in Fig. 1~b!#. The larger the granule size, the high
the intensity of the plasma resonance bands. In contras
granules investigated in Ref. 1, Te granules have a reg
spherical shape, some of them forming well-defined cha
as a result of decoration of steps of single crystals form
during annealing.7 It is impossible to single out the granule
in which high-frequency bands are excited. Electro
microscopic photographs of granular Te films deposited
rough surfaces of NaCl single crystals are similar to th
shown in Fig. 2.

3. PLASMA FREQUENCY OF TELLURIUM

In the absence of dipole–dipole interaction between
granules, the frequency of natural electron oscillations i
granule in the spectral regions of Te which do not disp
interband absorption is given by

v05
vp

A112«0

. ~4!

FIG. 2. Electron-microscopic photographs of granular Te films deposite
KCl ~magnification 100000!.
f
l

of
ar
s
d

-
n
e

e
a
y

For Te granules surrounded by NaCl, the frequency of na
ral electron oscillations isv05931015s21, while v059.2
31015s21 for Te granules surrounded by KCl. For these fr
quencies, the permittivity is«053.2 for NaCl and«52.88
for KCl.9,10 Interband absorption is not observed in telluriu
granules in the frequency range of natural electron osc
tions, and hence we can calculate its plasma frequency u
formula ~4!. The plasma frequency for isolated Te granu
surrounded by NaCl isvp524.531015s21, while the value
of plasma frequency for the KCl surrounding isvp523.9
31015s21. These values coincide to within the error of me
surements and are in good agreement with the plasma
quencyvp525.531015s21 obtained by measuring electro
energy losses in thin Te films11 as well as with the plasma
frequencyvp523.431015s21 calculated for six free valence
electrons per atom.2

4. CONCLUSION

In addition to the interband absorption band in granu
Te films, a plasma resonance band is also excited. The o
cal properties of the latter band are similar to those
plasma resonance bands of noble metals and metals o
third group. The elimination of the dipole–dipole interactio
between granules leads to the excitation of a resonance
with the frequencyv0 of electron natural oscillations in a T
granule. The plasma frequency of Te is calculated from
measured value ofv0 and the known permittivity of the
medium surrounding the granule. The obtained results in
cate that metallic properties dominate in the granular stat
tellurium.
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LOW-DIMENSIONAL AND DISORDERED SYSTEMS

Reorientation phase transition in temperature in a two-dimensional ferromagnet taking
magnetoelasticity into account
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Elementary excitation spectra are investigated in a thin ferromagnetic film. The temperatures of
stability of phase transitions ‘‘easy axis’’–angular phase and ‘‘easy plane’’–angular phase
are obtained. It is shown that the reasons behind the formation of the angular phase is the presence
of magnetoelastic interaction. The Curie temperature of the system under investigation is
determined. ©1999 American Institute of Physics.@S1063-777X~99!00910-X#
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1. Two-dimensional ferromagnetic systems have beco
objects of intense investigations in recent years due to s
peculiar properties of these materials. For example, it w
found1,2 that the magnetization of thin films of Fe/Cu~100!
and Fe/Ag~100! is perpendicular to the plane of the film
low temperatures and is parallel to the film surface at h
temperatures. Such systems display reorientation phase
sitions ~RPT! not only in temperature, but also in the co
centration of an impurity responsible for the emergence
perpendicular one-ion anisotropy~OA!, while parallel OA is
associated with exchange anisotropy.3

We analyze possible RPT for a simple model, i.e.,
approximate the temperature dependence of OA by a fu
tion ensuring the dominance of OA of the ‘‘easy axis’’ typ
at low temperatures and OA of the ‘‘easy plane’’ type at hi
temperatures:z(T)5b(12T/T0). Consequently, an easy
axis ~EA! phase with the magnetization parallel to thez-axis
is formed in the system atT,T0 , while an easy-plane~EP!
phase with magnetization lying in the basalxy plane is real-
ized atT.T0 . The temperatureT0 corresponds to PT in the
absence of magnetoelastic~ME! interaction. The Hamil-
tonian of such a system can be presented in the form

H52
1

2 (
n,n8

I ~n2n8!SnSn82z~T!(
n

~Sn
z!2

1l (
n

@~Sn
x!2uxx1~Sn

y!2uyy1~Sn
xSn

y1Sn
ySn

x!uxy#

1E dV
E

2~12s2!
@uxx

2 1uyy
2 12suxxuyy

12~12s!uxy
2 #, ~1!

whereI (n2n8) is the Heisenberg exchange constant,Sn
i the

spin operator at the lattice siten, l the ME coupling con-
stant,ui j are the deformation tensor components,E is the
Young modulus, ands the Poisson coefficient.

It was proved in Refs. 4 and 5 that the long-range m
netic order~LMO! in the EP phase is stabilized by the M
7891063-777X/99/25(10)/3/$15.00
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interaction. It is well known6 that LMO is not observed for
2D-isotropic and easy-plane ferromagnets. This is due to
fact that the frequency of elementary excitationsv}k, and
the integral determining the average fluctuation of magn
moment along the equilibrium direction acquires an ad
tional factor}1/v(k) associated with theu2v transforma-
tion. This leads to divergence of fluctuation integral at t
lower limit and to the absence of LMO.

Maleev7 showed that the inclusion of magnetic dipo
interaction in 2D ferromagnets leads to a root dispersi
relation v}Ak for magnons for smallk. This indicates the
convergence of fluctuation integral and stabilization of LM
at temperatures belowTc .

The inclusion of ME interaction stabilizes LMO in 2D
ferromagnets not due to the root modification of the disp
sion relation, but due to the emergence of ME gap in
magnon spectrum.

2. We analyze elementary excitation spectra of the s
tem in the EA phase. The quasiparticle spectra will be
tained by using the method of Hubbard operators.8,9

The energy levels of a magnetic ion determined from
solution of the Schro¨dinger equation with a one-node Hami
tonian forS51 have the form

E15z1
l

2
~uxx

~0!1uyy
~0!!2x;

E05l~uxx
~0!1uyy

~0!!;

E215z1
l

2
~uxx

~0!1uyy
~0!!1x;

x25I z
21

l2

4
~uxx

~0!2uyy
~0!!2; ~2!

I z5I 0^S
z&;

uxx
~0!5uyy

~0!52
l~12s!

2E
;

© 1999 American Institute of Physics
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uxy
~0!50.

Solving the dispersion equation~see Refs. 8 and 9!, we
can easily find the spectra of quasiparticles. It was found
the interaction of the magnetic and elastic subsystems in
EA phase leads to the emergence of spontaneous defo
tions in the sample, i.e., the appearance in the spectrum
the magnon branchv(k)5ak21z(T)1b0 of the additional
term b0 , viz., the ME gap. Thus, the gap in the magn
spectrum has the formv(0)5b01z(T), where b0

52@l2(12s)#/2E, a5I 0R2 andR is the range of interac
tion. The magnon spectrum becomes unstable at the temp
ture

T15T0S 12
l2~12s!

2Eb D , ~3!

determined from the condition that the gap in the magn
spectrum is equal to zero.

3. Let us consider the behavior of the system at a te
peratureT>T1 . We assume that the magnetization vec
deviates from a direction parallel to thez-axis through a
small anglew (w!1).

The energy levels of a magnetic ion can be determi
easily from the corrections to expressions~2! in w. For the
lowest energy level to which we confine our analysis,
obtain ~to within w6)

E15E1
~0!1w2

luyy1z

2
2w4

luyy1z

6
1w6h

luyy1z

2
,

~4!

whereE1
(0) is the energy level forw50,h50.0~4!.

The dependence of spontaneous deformations onw can
be determined similarly and has the form

uxx
~0!52

l

2E H 12s2sS w22
w4

3
1hw6D J ,

uyy
~0!52

l

2E H 12s1w22
w4

3
1hw6J . ~5!

Using relations~4! and~5!, we obtain the free energy o
the system under investigation~to within w6):

F~w!5w2 H z

2
2

l2~12s!

4E J 1
w4

3 H 2
z

2
2

l2~112s!

8E J
1w6 H l2

12E
1

zh

2
2

l2~12s!h

2E J . ~6!

This relation shows that atT5T1 , the coefficient ofw2

is equal to zero, AtT>T1 , the coefficients ofw2 andw4 are
negative, while the coefficient ofw6 is positive. Such a be
havior of the free energy density indicates thatT1 is the
temperature of absolute instability of the EA phase, and
system experiences a first-order RPT from the EA to
angular phase.10 The equilibrium value ofw is determined
from the condition of the free energy density minimum a
is given by
at
he

a-
of

ra-
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-
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e

e
e

w25
1

9

z1l2~112s!/4E

l2/6E1zh2l2~12s!h/E

3H 11F1154Uz2
l2~12s!

2E U
3S l2

6E
1zh2

l2~12s!

E
h D

3S z1
l2~112s!

4E D 22G1/2J . ~7!

4. Let us now analyze the RPT from the EP to the a
gular phase. Two-dimensional easy-plane ferromagnets w
studied in detail in Ref. 5, taking into account the ME inte
action. In the case under investigation, the magnetic
elastic subsystems interact actively in the vicinity of the R
~in contrast to the EA phase!. The quasiphonon spectrum ha
the form

v2~k!5vt
2~k!

gE10
2 2ga0uE10u2a0I ~k!1a0I 2~k!/uE10u

gE10
2 ,

~8!

and the quasimagnon spectrum acquires a ME gap. In r
tion ~8!, we have introduced the following notation:

uE10u5
z

2
1I 01

3l2

4E
; g512

2I ~k!

uE10u
1

I 2~k!

E10
2 ;

vt(k)5ctk is the dispersion relation for freet-polarized
phonons, ct is the velocity of sound, anda05l2(1
1s)/(2E).

The quasiphonon spectrum~8! becomes unstable at th
temperatureT2 determined from the condition

gE10
2 2ga0uE10u2I 0a01

I 0
2a0

uE10u
50.

This temperature is called the temperature of absolute in
bility of the EP phase and is given by

T25T0S 12
l2~122s!

2Eb D . ~9!

5. Thus, the inclusion of the ME interaction leads to t
emergence of angular phase in the thin film. The PT fr
EA to angular phase and from EP to angular phase are fi
order transitions. The temperature interval in which the
gular phase is formed is determined by formulas~3! and~9!
and is given by

DT5T22T15T0

l2s

2Eb
. ~10!

It follows from this expression that this temperature interv
is determined primarily by elastic and ME constants. In t
absence of ME interaction,DT50, and the PT EA–EP phas
occurs jumpwise atT5T0 .

Figure 1 shows schematically the temperature dep
dence of the magnetization of the system under investigat
Pappaset al.11 studied experimentally the behavior of ma
netization of thin films of Fe/Cu~100! and described the tem
perature dependence of the magnetization. The res
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obtained in Ref. 11 are in qualitative agreement with o
results~see Fig. 1!, although there is some quantitative d
ference. This is primarily due to the fact that the spin of
ions is S53/2, while in the proposed model it isS51. In-
troduction of exact value of spin for Fe slightly complicat
the mathematical apparatus of the model, in particular,
obtain a four-level problem instead of the three-level pro
lem as in the case under investigation. However, the st
ture of dispersion energy levels remains unchanged~see Ref.
12!. The value ofDT determined experimentally in Ref. 1
amounts to 20–30 K depending on the film thickness. T
estimation of this value on the basis of formula~10! gives
1–10 K for typical values of the parametersE, l, andb for
the bulk Fe.13

It was noted above that the inclusion of the ME intera
tion leads to stabilization of the long- range magnetic or
in the EP phase of a two-dimensional ferromagnet.5 The
Curie temperature in this case becomes nonzero and fo
system under investigation is given by

FIG. 1. Temperature dependence of the order parameter of a biaxial
dimensional ferromagnet.
r

e
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TC5
4pa

ln@4pa/Ab̃0~ b̃01z~T!!#
, b̃05

3l2

4E . ~11!

It can be seen from this relation that the ME interaction
decisive, andTC→0 for b̃050.
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Temperature dependence of resistance of Pr 0.65Ca0.35MnO3 films prepared by pulsed
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Temperature dependence of resistance of Pr0.65Ca0.35MnO3 thin films prepared by pulsed laser
deposition method are studied in the temperature range 4.2–300 K. It is shown that an
abrupt change in the temperature dependence of resistance is observed in the region of
antiferromagnetic ordering temperatureTN . The experimental data are analyzed in the framework
of modern theoretical concepts concerning the transport mechanism and perovskite-like
manganites. ©1999 American Institute of Physics.@S1063-777X~99!01010-5#
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The compound Pr0.65Ca0.35MnO3 belongs to the class o
perovskite-like manganites of the type R12xMxMnO3, where
R is a trivalent rare-earth element~La, Nd, or Pr! and M a
bivalent atom~Ca, Ba, or Sr! substituted for it, exhibiting
colossal magnetoresistance~CMR!.1,2 The interest in this
class of compounds is due to wide prospects of their pra
cal application as magnetic heads in electronic recorders
sensitive elements for measuring magnetic fields. The C
phenomenon is essentially a phase transition experience
doped manganites from the high-temperature paramagn
state with a large dielectric resistance to the ferromagn
~or ‘‘tilted’’ antiferromagnetic! phase in the concentratio
range 0.16,x,0.4. The resistance in this case can drop
several orders of magnitude in a narrow temperature inte
in the vicinity of the phase-transition point. The applie
magnetic field elevates the Curie temperature and leads
giant negative magnetoresistance.3,4

In most publications, the transition from a paramagne
insulator to a ferromagnetic metal is described on the b
of the double exchange mechanism and is explained by
formation of an extra ‘‘hole’’ in positions of Mn ions, i.e.
Mn31→Mn41.5,6 The ground state of the basic compou
PrMnO3 ~without doping with bivalent atoms! can be re-
garded as the state of a paramagnetic band insulator in w
an increase in the concentration of extra charge carriers m
lead to disappearance of the Mott-Hubbard gap in the e
tron spectrum and to a metal–insulator transition at cer
temperatures.7 In this case, the behavior of electrical res
tance in the high-temperature range can be described by
well-known Mott formula in the VRH~variable-range hop-
ping! model.8

However, other opinions concerning possible mec
nism of transport in these materials have been expresse
cently.

Strong deformations of MnO6 octahedrons emerging as
result of introduction of a bivalent atom in a unit cell sugge
that the charge transport at high temperature is due to
7921063-777X/99/25(10)/5/$15.00
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motion of polarons in a small-radius lattice.9 The main argu-
ments in favor of this hypothesis are the giant isotope eff
observed for oxygen atoms10 and indicating a strong
electron–phonon interaction as well as experiments on n
tron scattering in which strong local lattice distortions of t
Jahn—Teller type were detected.11

Another point of view is based on the assumption tha
analogy with high-Tc superconductors~cuprates!, mangan-
ites can acquire regions ‘‘enriched’’ and ‘‘depleted’’ i
charge carriers as a result of phase-separation ef
Gor’kov and Sokol,12 for example, proved that such phas
can appear in the form of a ‘‘foggy’’ state with a drop siz
determined by the Coulomb interaction energy. It is natu
to assume that the temperature dependence of resistan
such systems is determined by the thermally activa
mechanism of conductivity rather than by peculiarities of t
band structure appearing in the Mott model.

An analysis of transport properties of high-quali
samples such as films with a high degree of perfection
crystalline structure make it possible to determine the m
conductivity mechanism in manganites to a certain degre
accuracy.

In this communication, we report on the results of me
surements of the temperature dependence of resistanc
Pr0.65Ca0.35MnO3 thin films prepared by pulsed laser depo
tion method. A detailed analysis of experimentalR(T)
curves proved that the transport properties of the object
der investigation can be described quite accurately on
basis of thermally activated conductivity mechanism. T
observed change in the resistance at temperatures belowTN

leads to the conclusion that the compound Pr0.65Ca0.35MnO3

is a paramagnetic insulator with inclusions of the drop ph
enriched with free charge carriers and can be described in
framework of the model proposed by Gor’kov.4

1. EXPERIMENTAL TECHNIQUE

The films were prepared by the method of pulsed la
deposition~ablation!. The main advantages of this metho
© 1999 American Institute of Physics
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include the possibility of deposition of materials with diffe
ent conductivities~including insulators!, less stringent re-
quirements on the vacuum conditions of deposition, the p
sibility of obtaining films with the stoichiometric compos
tion corresponding to the composition of the target, and re
tive simplicity of the technological process. In our expe
ments, we used Nd–YAG lasers with wavelength 1064 n
pulse duration 7.8–10.5 ns, and pulse energy 0.3 J. F
were deposited at a pulse-repetition frequency.20 Hz. The
power density of a laser beam focused on the target va
from 9.53108 to 23109 W/cm2. In order to decrease th
probability of deposition of coarse fractions~drops! of the
target on the substrate, the deposition scheme in cro
beams from two lasers was used.13 The targets were hot
pressed cylindrical samples of diameter 15 mm, prepa
from Pr0.65Ca0.35MnO3 powder of the stoichiometric compo
sition. At first, a powder consisting of individual componen
Pr6O11, CaO, and Mn2O3 was mixed in proportions corre
sponding to the stoichiometric composition of the compou
and annealed in air at 1000 °C for three days with interm
diate crushing. The targets were then prepared by hot pr
ing and annealed in air for four days at 1200 °C. The s
strates were made of LaAlO3 single crystals with the
working plane~100!. The temperature of the substrate duri
deposition was;750 °C. The oxygen pressure in the cha
ber was'200 mTorr during film growth and'600 Torr dur-
ing deposition. Under these conditions, Pr0.65Ca0.35MnO3

films of thicknessd510– 200 nm were prepared. Accordin
to x-ray diffraction analysis, all the samples had thec-axis
grain orientation perpendicular to the substrate plane wi
deorientation angle,1°. The crystal lattice parameters~a
50.542 nm,b50.545 nm, andc50.767 nm! were in com-
plete accord with the available data on neutron diffraction
the given compound.14 The absence of additional peaks o
diffraction patterns except the lines belonging to the s
strate suggests that the obtained samples contain practi
only one phase. Resistivity measurements were carried
by the conventional dc four-probe method on high-resista
instruments. The current from 5.0 nA to 10mA was con-
trolled and could be commuted in two directions. Measu
ments were made in the temperature range 4.2–300 K.
prepared samples had a very high resistivity at room te
perature ~r30050.405V•cm (d510 nm) and r30050.375
V•cm (d5200 nm) which varied insignificantly with the
film thickness in the high-temperature range.

2. DISCUSSION OF EXPERIMENTAL RESULTS

Figure 1 shows the temperature dependence of the r
tivity for Pr0.65Ca0.35MnO3 films of different thickness. It can
be seen that above the Ne´el temperature, which correspond
to TN'130 K for the given compound,14 ther(T) curves for
the films are virtually identical and are of a clearly man
fested exponential nature. However, the temperature co
cient of resistance tends to zero at low temperaturesT
<TN), and the values residual resistivity for thick and th
films differ considerably.

Until recently, it was generally accepted that the co
pound Pr12xCaxMnO3 remains a paramagnetic insulator f
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any Ca concentration down to very low temperatures sinc
exhibits charge ordering at Mn ions, preceding magne
transformation.15 Figure 1 shows, however, that film sampl
exhibit an abrupt change in ther(T) dependence just nea
the antiferromagnetic ordering temperature. Although a co
plete transition to the metal phase is not observed, prede
sors of such a transformation appear quite clearly. At a
rate, an insignificant drop in the resistivity was observed
thick films in the temperature range belowTN .

On the other hand, the measurements of temperature
pendence of resistance of the films in magnetic fields up
0.2 T did not reveal any noticeable change in the value
R(T) at T.TN or at T,TN . it was proved by De Teresa
et al.16 that a magnetic field higher than 6.0 T must be a
plied in order to observe the CMR phenomenon in this co
pound.

In recent years, the physical nature of transport of cha
carriers in perovskite-like manganites in the temperat
range preceding the emergence of magnetic ordering
metal-type conductivity has been studied intensely. As
rule, the exponential behavior of resistance is explained
ther on the basis of the Mott–Hubbard insulator model8 or
with the help of the well-known approximation of thermal
activated conductivity without carrying out a detailed ana
sis of fitting parameters.17

Figure 2 shows the theoretical dependencesr(T) de-
rived with the help of the Mott expression for hopping co
ductivity of charge carriers over localized states with a va
able hopping range~dashed curve! and by using the
thermoactivation model~solid curve!. In the Mott model, the
expression for resistivity can be written in the form

r~T!5r` exp@~T0 /T!1/4#, ~1!

wherer` is the resistivity at infinitely high temperatures o
the saturation resistivity, and the value ofT0 determines the
localization energy for charge carriers.

FIG. 1. Temperature dependences of resistivity for five Pr0.65Ca0.35MnO3

films prepared under identical conditions but having different thicknessed,
nm: 10~curve1!, 200~curve2!; TN is the point of magnetic phase transitio
for the given compound.
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In the thermally activated conductivity~TAC! approxi-
mation, the expression forr(T) can be written in the form of
the well-known Arrhenius formula:

r~T!5r0T exp~T0 /T!, ~2!

wherer0 is a fitting parameter whose physical meaning w
be considered below andT0 is the activation energy o
charge carriers.

Both expressions contain two fitting parameters wh
must be varied during an analysis of experimental curv
The best agreement between experimental and theore
curves is observed for the following values of the parame
r`'10213mV•cm, T054.4•108 K for expression~1! and
r050.003 mV•cm•K21, T051800 K for expression~2!. The
mean statistical error in fitting the parametersr` andT0 for
the Mott model amounts to 100 and 25% respectively for
experimental curves, while the corresponding errors for
thermally activated conductivity approximation are 1.0 a
13.5%. Moreover, dashed line in the inset to Fig. 2 cor
sponds to the theoretical dependence obtained in the M
model with optimal fitting parameters, which differs notic
ably from the experimental curve. Thus, we can conclu
that only the model of thermally activated conductivity c
describe the temperature dependence of the resistanc
Pr0.65Ca0.35MnO3 films in the high-temperature region to
high degree of accuracy.

On the other hand, a more detailed analysis of poss
physical nature of the fitting parameters is required for c
rect establishment of the transport mechanism for charge
riers in these objects.

If we assume that the value ofr` determines the bound
ary of the minimum metal-type conductivity of the give
compound, the electron mean free path can be estimate
the basis of the Ioffe–Regel criterionkFl>1 assuming that
the electron wave vector iskF5(3p2N/V)1/3, whereN is the
number of electrons andV the sample volume. Choosing th

FIG. 2. Temperature dependences of resistivity for Pr0.65Ca0.35MnO3 films at
T.TN . The solid curve is the approximation base on the model of th
mally activated conductivity and the dashed curve is the approxima
based on Mott’s~VRH! model.
l
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valence of Mn41 equal to 0.405,14 we obtain kF'3.75
3107 cm21. The minimum electron mean free path es
mated in this way isl'0.27 nm, which is approximately hal
the period of the crystal lattice in theab plane. The obtained
result is not unexpected and just reflects the fact that
transport of charge carriers in these compounds involves
2p-band of oxygen atoms. Knowing the width of theeg band
which is equal to EBF'0.3 eV according to some
estimates,18 we can estimate the expected value of the mi
mum resistance:

r`
T5

Am~2EBF!

ne2l
, ~3!

wherem is the electron mass andn the charge carrier con
centration which can be determined if we know the valen
of Mn ions and the unit cell volume calculated from th
x-ray data. In the given case,n'1.8731021cm23, and the
calculated value ofr`

T52.2 mV•cm. It can be seen that th
obtained value differs from the experimental value by th
teen orders of magnitude, thus proving the inapplicability
the Mott model for describing the transport properties
Pr0.65Ca0.35MnO3 films. A similar situation takes place in a
analysis of the second fitting parameter. The value ofT0 in
Mott’s model depends on the electron localization lengthl 0

and the densityN(EF) of electron states at the Fermi leve
kBT0518/l 0

3N(EF).18 Choosing the width of theeg band
equal approximately to 0.3 eV and the number density
charge carriersn'1.8731021cm23, we obtain the electron
localization lengthl 0.2.331022 nm, which is deprived of
any physical meaning.

The thermally activated behavior of the resistance
Pr0.65Ca0.35MnO3 films can be analyzed on the basis of tw
concepts concerning the diffuse nature of motion of cha
carriers, which are responsible for transport properties
these compounds.

One of them is connected with the formation and mov
ment of lattice polarons of small radius~Holstein polarons!
whose size is comparable with the parameter of the cry
unit cell. In this case, any small distortion of the lattice lea
to polaron localization and thermally activated conductiv
mechanism at high temperatures. In the adiabatic approxi
tion, the temperature dependence of resistivity can be wri
in the form19,20

r~T!5
kBT

ne2vopa
2 expS Eg/21WH

kBT D , ~4!

wherea is the hopping length of a polaron,n the polaron
number density,WH the energy of polaron formation,Eg the
energy difference in the lattice deformation states with a
without a polaron, andvop the optical frequency of phonons
If we choose the optical frequency of phonons equal
vop'1014s21,9 and identify the number density of polaron
with the concentration of hole carriers, the first fitting para
eter in formula ~2! can be used to estimate the hoppi
length of a polaron, which turns out to be approximate
equal to 0.31 nm, i.e., virtually coincides with the cryst

-
n
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lattice period. If, however, we identifyT0 in formula~2! with
the energy of polaron formation~as a rule,Eg!WH!,9,21 and
estimate the polaron radius following Jaimeet al.,9 it turns
out to be;0.97 nm, i.e., larger than the hopping length.
this case, we must probably speak not of the hopping me
nism of polaron transport, but on continuous flux creep
local lattice deformations.

Proceeding from the idea proposed by Gor’kov4 and
concerning the possibility of formation of a ‘‘foggy’’ o
‘‘drop’’ phase of excess charge carriers, we can present
samples under investigation in the form of an insulator m
trix with metallic inclusions. It is well known that the con
ductivity of such a system can be described with the help
the following expressions:

s5
ne2

kBT
Ds , Ds5

1

2
Ga2, G5v0 expS 2

T0

T D , ~5!

wheren is the charge carrier concentration,e the electron
charge, Ds the diffusion coefficient,G the hopping fre-
quency for charge carriers,a the mean length of carrier hops
T0 the activation energy, andv0 the attack frequency o
hopping probability. Assuming, as in the previous analys
thateg-band electrons are mainly responsible for the cond
tivity of the film, we can determine the number density
charge carriersn'1.8731021cm23 and the Fermi velocity
vF'1.023106 cm/s and present the hopping probability
the formv0'vF /a.

In this case, the expression for the temperature dep
dence of resistivity can be written in the form

r~T!5r0T expS T0

T D , r05
2kB

ne2avF
. ~6!

If we assume, following Gor’kov,4 that the Ca21 ion
transporting a hole to the Mn41 ion is responsible for the
formation of metal ‘‘drops,’’ the mean length required for a
electron hop can be defined as the product of the ratio of
number of Pr atoms to the number of Ca atoms follow
from the chemical formula of the compound by the sepa
tion between nearest sites averaged over all possible d
tions of hops, i.e., a'2.26 nm. The value of r0

50.0031 mV•cm calculated in this way corresponds with
astonishing accuracy to the value of fitting parameter t
was obtained from an analysis of the experimental curve
the basis of formula~2!. If we again use the expression d
rived by Viretet al.18 for estimating the electron localizatio
length and choose the parameter obtained in the thermo
vated conductivity model~2! as the activation energy, th
value of l 0'2.65 nm virtually coincides with the mean ele
tron hopping length.~The fact that the value ofl 0 turns out to
be slightly larger than the electron hopping length is rat
due to approximate nature of the given estimation in
Drude model than due to physical peculiarities of the co
pound under investigation.!

Thus, we can conclude that the thermal activation mo
of conductivity based on the assumption concerning ph
separation of charge carriers can provide a more cor
a-
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description of the transport properties of doped mangan
in the temperature range preceding the magnetic trans
than Mott’s model or the polaron model. This approach w
confirmed by the results obtained in Refs. 22 and 23,
which the existence of small-radius~1.5–2 nm! ferromag-
netic clusters in an insulating paramagnetic matrix was
tected with the help of small-angle neutron scattering. Un
the action of the external or intrinsic magnetic field~below
the magnetic transition temperature!, such clusters can be
transformed into ferromagnetic domains in which the me
type conductivity emerges due to the double-excha
mechanism.24 It should be noted that the size of discover
ferromagnetic clusters are in good agreement with the e
tron localization length obtained by us from an analysis
the temperature dependence of resistance.

This hypothesis also provides a reasonable explana
for the experimentally observed fact of incomplete transit
of films to the metallic phase at temperatures below the m
netic ordering point~see Fig. 1!. If we assume that the fer
romagnetic order ensures the transport of charge car
along the Mn31–O–Mn41 bonds due to double exchange, w
can expect the formation of percolation clusters consisting
growing ferromagnetic domains with metal-type conduct
ity below the transition temperature. At a certain critical co
centration of domains, an infinitely large conducting clus
determining the transition of the sample to the metal st
can be formed. The value of the percolation threshold in t
model depends on the concentration of bivalent substitu
ions as well as on the extent of ferromagnetic ordering in
Mn–O planes. Precisely this pattern was observed exp
mentally. The transition to the metal state in La12xSrxMnO3

compounds occurs at the threshold values ofx.0.15, while
in bulk Pr2/3Ca1/3MnO3 samples the transition takes plac
only in magnetic fields above 6 T.16 If the volume of the
ferromagnetic phase is insufficient for the formation of
infinitely large percolation cluster, complete transition to t
metallic phase might not occur as in the given case. On
other hand, an increase in the size of ferromagnetic clus
must lead to complete suppression of the thermoactiva
conductivity mechanism since one-electron localized sta
degenerate into a band ensuring the metal-type conduct
within individual domains.

3. CONCLUSION

We obtained experimentally the temperature dep
dences of the resistivity of Pr0.65Ca0.35MnO3 films of various
thickness. In contrast to bulk ceramic samples, a chang
the r(T) dependence was observed in the vicinity of t
magnetic phase transition temperature, which can be at
uted to an incomplete transition of samples to the me
phase. The results of experiments were explained using t
different models: Mott’s model, the polaron model, and t
‘‘foggy’’ model of dynamic phase separation of carriers. T
best agreement with the obtained results is attained in
framework of the ‘‘foggy’’ model presuming the existenc
of small-size ferromagnetic clusters in a paramagnetic in
lating matrix.



796 Low Temp. Phys. 25 (10), October 1999 Prokhorov et al.
* !E-mail: kamin@imp.kiev.ua
** !E-mail: yplee@omega.sunmoon.ac.kr

1C. W. Searle and S. T. Wang, Can. J. Phys.48, 2023~1969!.
2M. McCormack, S. Jin, T. H. Tiefelet al., Appl. Phys. Lett.64, 3045
~1994!.

3D. I. Khomskii and G. A. Sawatzky, Solid State Commun.102, 87 ~1997!.
4L. P. Gor’kov, Usp. Fiz. Nauk168, 665 ~1998! @Phys. Uspekhi.41, 589
~1998!#.

5C. Zener, Phys. Rev.82, 403 ~1951!.
6P. W. Anderson and H. Hasegawa, Phys. Rev.100, 675 ~1955!.
7J. Zaanen, G. A. Sawatzky, and J. W. Allen, Phys. Rev. Lett.55, 418
~1985!.

8N. F. Mott, Metal–Insulator Transitions~2nd. ed.!, Taylor and Francis,
London ~1990!.

9M. Jaime, M. Salamon, M. Rubinsteinet al., Phys. Rev.54, 11914~1996!.
10Guo-meng Zhao, K. Conder, H. Keller, and K. Muller, Nature~London!

381, 676 ~1996!.
11Y. Yanada, O. Hino, S. Nohadoet al., Phys. Rev. Lett.77, 904 ~1996!.
12L. P. Gor’kov and A. V. Sokol, Pis’ma Zh. E´ksp. Teor. Fiz.46, 333

~1987! @JETP Lett.46, 420 ~1987!#.
13V. G. Prokhorov, V. I. Matsui, and V. A. Vas’ko, Sverkhprovodimost’6,
505 ~1992!.

14Z. Jirak, S. Krupicka, Z. Simosaet al., J. Magn. Magn. Mater.53, 153
~1985!.

15H. Yoshizawa, H. Kawano, Y. Tomioka, and Y. Tokura, Phys. Rev. B52,
R13145~1995!.

16J. De Teresa, V. Ibarra, C. Matquinaet al., Phys. Rev. B54, R12689
~1996!.

17M. Ziese and Ch. Srinitiwarawong, Phys. Rev. B58, 11519~1998!.
18M. Viret, L. Ranno, and J. Coey, J. Appl. Phys.81, 4964~1997!.
19D. Emin and T. Holstein, Ann. Phys.53, 439 ~1969!.
20I. G. Austin and N. F. Mott., Adv. Phys.18, 41 ~1969!.
21E. Iguchi, K. Ueda, and W. Jung, Phys. Rev. B54, 17431~1996!.
22J. W. Lynn, R. W. Erwin, J. A. Borcherset al., Phys. Rev. Lett.74, 4046

~1996!.
23J. M. De Teresa, M. R. Ibarra, P. A. Algarabelet al., Nature~London!

386, 256 ~1997!.
24J. B. Goodenough and J.-S. Zhou, Nature~London! 386, 229 ~1997!.

Translated by R. S. Wadhwa



LOW TEMPERATURE PHYSICS VOLUME 25, NUMBER 10 OCTOBER 1999
Optical surface modes in a system of fine metallic particles
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The interaction of electromagnetic radiation with a low-density disordered system of fine metallic
particles located in a dielectric matrix is considered in a quasi-static approach with allowance
for dipole-dipole interaction. The electric dipole moment of the system is calculated in a pair
approximation. The case of nonidentical particles differing in their sizes or dielectric
functions is presented. Allowance for particle nonidentity leads to doubling of the number of
their surface modes and to the appearance of band gaps in the spectrum. The spectrum
peculiarities are revealed in the fine structure of electromagnetic absorption. ©1999 American
Institute of Physics.@S1063-777X~99!01110-X#
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Examination of oscillation spectra of metals is of gre
importance in connection with the problem of investigati
of their absorptive properties. The nonuniform metallic la
ers, whose thickness is small compared to the skin de
demonstrate an anomalously large absorptivity. Thin meta
gratings possess a variety of unusual transmissive and re
tive features in a wide frequency range.1 A layer of fine
metal particles soluted in a host insulator absorbs nearly
tally the radiation incident onto its surface.2 These properties
are attributed to the resonant excitation of the proper os
lation modes in a system and are very sensitive to the in
action between metal particles. Here we consider the
case—a small density system of disordered fine metal
ticles placed into a dielectric material. The volume fracti
of metal particles determined by the filling factorf
54/3pr 3n, wherer is the particle size andn is the particle
density, is assumed to be small,f !1 ~in fact, f ;0.1– 0.2!.
Because of this circumstance, we can restrict the discus
to only the pair interaction between metal particles which
consider as electric dipoles. This approach is develope
the theory of interacting hard sphere gas3 and is commonly
used to describe the vibrational spectra of a crystal lattic4

In this paper we study the interaction between nonid
tical particles that differ in their sizes or dielectric properti
~permittivities!. This nonequivalence leads to the appeara
of new spectral branches and band gaps. These result
similar to those found in one-dimensional vibrational cha
of atoms when some of them are replaced by atoms of o
kind.5,6 It would be interesting to trace this analogy~and
distinctions! in the case of infinite chain of metal particle
with long-range multipole interaction. However, this will b
the subject of another study.

The specific feature of the electromagnetic radiat
~EMR! absorption in a system of fine metallic particles is
7971063-777X/99/25(10)/5/$15.00
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resonance caused by the existence of a surface mode~SM! in
a single particle at the frequency7

vs5
vp

A«`12«0

. ~1!

Here it is assumed that a metal dielectric function has
form

«~v!5«`2
vp

2

v~v1 iv !
, ~2!

where«` is the lattice dielectric function;vp andv are the
electron plasma frequency and the collisional frequency,
spectively; and«0 is the dielectric function of the environ
ment.

This mode usually called Fro¨hlich’s mode is related to
uniform dipole electron oscillations in a particle.7 In the elec-
trostatic limit the polarization inside the particle is dete
mined by well-known relation1

P~v!5
«~v!2«0

«~v!12«0
r 3E0 ,

wherer is the particle radius, andE0 is the external alternat
ing electric field which we consider quasistatic. Using t
dielectric function of a metal particle in the form~2!, we can
rewrite it in the form

P~v!5S a`1
vs

2~12a`!

vs
22v22 ivv D r 3E0 , ~3!

where a`5(«`2«0)/(«`12«0) is the Clausius-Mosotti
factor. This expression clearly shows the resonance at
frequency of the surface mode. Thus, the interaction of
alternating field with a metallic particle results in oscillat
excitation at the Fro¨hlich frequencyvs .
© 1999 American Institute of Physics
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The EMR absorption in a system of metallic particles
sensitive to the magnitude and character of the direct m
pole interaction between particles even though their conc
tration is sufficiently small.8–11

This problem was analyzed theoretically by ma
authors.12–20In those studies alternative methods of calcul
ing the effective dielectric parameters of the disperse syst
containing different inclusions were developed. At the sa
time, comparatively not much attention was given to the
vestigation of the proper surface mode spectra in these
tems. Even when considering a very simple system of two
three particles one finds there some peculiar singular
caused by multipole interaction between particles.9,10,20

In this paper we investigate the spectrum of surface p
mons of two nonidentical metallic particles with differe
radii and different dielectric functions. In determining th
polarization of the system with allowance for the interactio
we have used the results of the previous paper,11 where the
calculation formalism for the effective dielectric function
disperse systems with metallic inclusions was proposed
the present analysis we restrict the discussion to a v
simple model:

1. The analysis is carried out in the long-wave appro
mation, i.e., the wavelengths are large compared with
size of the particle and the mean distance between th
l@r ,L.

2. The particle size is assumed to greatly exceed
electron mean free path,r @ l .

3. The allowance for the interaction between particles
carried out in a pair approximation, which we assume to
sufficient because of a small concentration of inclusions.

1. THE N-PARTICLES CASE

Let us choose two particlesa andb from the ensemble
We can now find the polarization of coupled particles w
allowance for multipole interactions with otherN22 par-
ticles.

We defineRa as the radius-vector of the center of sphe
a, Rb as the radius-vector of the center of sphereb, andR is
an arbitrary point outside the spheres in the medium~see Fig.
1!. In the case of a uniform external fieldE0 , the potential
inside spherea ~which is regular atR5Ra! has the form21

FIG. 1. Geometry of the particle location.
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in52E0 (

l ,m
Alm

~a!@ ur2ra# lYlm~R2Ra!, ~4!

where R2̂Ra is a unit vector alongR2Ra , and Ylm(R
2̂Ra) are spherical harmonics. The potentials at the poinR
outside spherea can be represented in the form

wa
out52E0 (

l ,m
dlmuR2Rau lYlm~R2Ra!

2E0 (
l ,m

Blm
~a!uR2Rau2 l 21Ylm~R2Ra!

2E0 (
bÞa

(
l ,m

Bl ,m
~b! uR2Rbu2 l 21Yl ,m~ uR2Rbu!,

~5!

where the first term is the potential of the external field, t
second term is the potential created by the particlea, and the
third term includes the effect of the remaining particles.

The potentials~4! and ~5! must satisfy the standar
boundary conditions at the surface of spherea:

wa
inuR5Rsa

5wa
outuR5Rsa

, ~6!

«a~¹wa
inna!R5Rsa

5«0~¹wa
outna!R5Rsa

. ~7!

Accordingly, we must reduce the expressions for the pot
tials to a single center of the sphere, which can be done w
use of the following transformation of tesser
harmonics:22–24

Yl ,m~R2̂Rb!

uR2Rbu l 11 5 (
l 8,m8

Ql 8,m8
l ,m

~Rb2Ra!

3uR2Rau l 8Yl 8,m8~R2̂Ra!, ~8!

where

Ql 8,m8
l ,m

~Rb2Ra!5~21! l 1m
Yl 1 l 8,m82m

* ~Rb2̂Ra!

uRb2Rau l 81 l 11

3
4p~2l 11!~ l 1 l 81m2m8!! ~ l 81 l 1m82m!!

~2l 811!~2l 12l 811!~ l 1m!! ~ l 2m!! ~l82m8!! ~l81m8!!
.

Here uR2Rau,uRb2Rau.
After putting expressions~4! and ~5! in the boundary

conditions~6! and ~7! and using~8!, we obtain a system o
equations for the coefficientsBl ,m

(a)

Bl ,m
~a!

a l
~a! 1 (

bÞa
(

l 8,m8
Bl 8,m8

~b! Ql ,m
l 8,m8~Rb2Ra!52dl ,m . ~9!

Equation~9!, in principle, gives the general solution for find
ing the polarization of a single particle (Bl ,m

(a) ) with allowance
for the multipole interactions with other particles.

In the case of two particles~a5 i ; b5 j ! we obtain the
following expressions from~9!:
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Bl ,m
~ i !

a l
~ i ! 1 (

l 8,m8
FBl 8,m8

~ j !
~21!m81 l 8

3
Yl 1 l 8,m2m8~Rj2̂Ri !

Ri j
l 1 l 811

Kl ,m
l 8,m8G52dl ,m ,

Bl ,m
~ j !

a l
~ j ! 1 (

l 8,m8
FBl 8,m8

~ i !
~21!m81 l 8

3
Yl 1 l 8,m2m8~Rj2̂Ri !

Ri j
l 1 l 811

Kl ,m
l 8,m8G52dl ,m . ~10!

Here we define

Kl ,m
l 8,m8

5F 4p~2l 811!~ l 1 l 81m2m8!! ~ l 1 l 81m82m!!

~2l 11!~2l 12l 811!~ l 1m!! ~ l 2m!! ~ l 81m8!! ~ l 82m8!! G
1/2

,

~11!

and a l
( i )5 l (« i2«0)r i

2l 11/@ l« i1( l 11)«0#, where Ri j 5uRj

2Ri u, andr i is the radius of the particlei.
We will discuss only the case of the dipole-dipole inte

action (l 5 l 851). We choose the axisZ along the vector
(Rj2Ri). From ~5! and ~10! we then obtain the dipole mo
ment of the particlei:11

pi~ i !•m52E0m (
m521

1

Blm
~ i !Ylm~R2̂Ri !

5@X10
~ i !nzmz1X11

~ i !~nxmx1nymy!#E0 , ~12!

wherem5(R2Ri)/uR2Ri u, n5E0 /E0 , and

X10
~ i !5a1

~ j !
112a1

~ j !Ri j
23

124a1
~ i !a1

~ j !Ri j
26 , ~13!

X11
~ i !5a1

~ i !
12a1

~ j !Ri j
23

12a1
~ i !a1

~ j !Ri j
26 ~14!

are the longitudinal and transverse polarizabilities, resp
tively, and a1

( i )5(« i2«0)r i
3/(« i12«0) is the polarizability

of an isolated single particle.

2. SURFACE MODES IN A SYSTEM OF TWO PARTICLES

To obtain the spectrum of surface modes we repres
the expressions~13! and ~14! in a convenient form

X105
A2~v!12D3s1

3

A1~v!A2~v!24D3s1
6 r 1

3, ~15!

X115
A2~v!2D3s1

3

A1~v!A2~v!2D3s1
6 r 1

3, ~16!

where D5r 2 /r 1 , s15r 1 /R, and Ai(v)5@« i(v)
12«0#/@« i(v)2«0# ( i 51,2).

The spectrum of surface modes is determined by
polarizability singularities, i.e., from the following relation

A1~v!A2~v!24D3s1
650 ~17!

and
c-

nt

e

A1~v!A2~v!2D3s1
650 ~18!

for the longitudinal and transverse modes, respectively.
Relations~17! and~18! determine the frequencies of th

electron homogeneous oscillations of particles of differ
sizes and different dielectric functions.

2.1. In the case of the same particles~r 15r 25r , «1

5«25«! we haveD51, A1(v)5A2(v), the extra poles in
expressions~15! and ~16! are cancelled, and we obtain th
two known surface modes:10 for the longitudinal mode

v i
25vs

2 122~r /R!3

122~r /R!3a`
, ~19!

wherevs is Fröhlich’s surface mode defined by~1!, and for
the transverse surface mode defined from~18!, which is

v'
2 5vs

2 11~r /R!3

11~r /R!3a`
. ~20!

We see, therefore, that allowance for the dipole-dip
interaction between particles in the presence of an exte
alternating field leads to doubling the proper mo
number—to the appearance of longitudinal and transve
modes.

Note that in the case of identical particles with arbitra
orientation of the external field the dipole interaction b
tween particles shifts the longitudinal mode to low-frequen
side and the transverse mode to high-frequency side. Th
nonsymmetrical shifts lead to some absorption peculiari
in the many-particle system@see Eq.~10! in Ref. 11#.

Let us now consider the changes in the surface m
spectrum caused by the nonidentity of the particles.

2.2. Let us consider particles of different sizes (DÞ1)
but with the same dielectric properties («15«2). In this case
from Eqs.~17! and~18! we obtain, in contrast with the cas
of identical particles, the four surface modes instead of tw

v i
25vs

2 122D3/2~r 1 /R!3

122D3/2~r 1 /R!3a`
, ~21!

ṽ i
25vs

2 112D3/2~r 1 /R!3

112D3/2~r 1 /R!3a`
, ~22!

v'
2 5vs

2 11D3/2~r 1 /R!3

11D3/2~r 1 /R!3a`
, ~23!

ṽ'
2 5vs

2 12D3/2~r 1 /R!3

12D3/2~r 1 /R!3a`
. ~24!

We see from these formulas that allowance for the inter
tion between particles with different sizes leads to splitti
of the longitudinal and transverse frequencies, which
shifted ~for longitudinal and transverse modes! to the oppo-
site sides. The dependence of the proper frequencies on
particle size ratio is shown in Fig. 2. Note that by setti
D51, i.e., passing to the case of identical particles, the e
modesṽ i and ṽ' formally do not disappear. The point i
that the oscillator forces corresponding to these modes
to zero whenD51 @see below Eqs.~30! and ~31!#. The
situation considered here reminds one of the appearanc
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an optical mode in the one-dimensional infinite chain of t
kinds of atoms with different masses in the unit cell.

2.3. Let us examine now another limiting case of p
ticles with the same sizes but with different dielectric pro
erties («1Þ«2). In this case Eqs.~17! and ~18! give the
following relations for finding the surface modes:

for the longitudinal mode

«1~v!12«0

«1~v!2«0

«2~v!12«0

«2~v!2«0
54S r

RD 6

; ~25!

for the transverse mode

«1~v!12«0

«1~v!2«0

«2~v!12«0

«2~v!2«0
5S r

RD 6

. ~26!

Using Eq.~2!, we can write these relations in the form~here
we set«05«`51!

~v22vs1
2 !~v22vs2

2 !
1

vs1
2 vs2

2 5gS r

RD 6

, ~27!

where

vs1,25
vp1,2

)
~28!

are the proper modes of surface oscillations of the separ
spheres;g54 or 1 in the case of the longitudinal or tran
verse mode, respectively.

Introducing a variablex5v2/vs1
2 , we transform~27! to

the form

~x21!~Gx21!5gS r

RD 6

[B, G5S vp1

vp2
D 2

. ~29!

The graphical solution of~29! for G.1 is shown in Fig.
3; x1 andx2 are the roots of Eq.~29!. We see in this figure
that the frequency region betweenvp1

2 /3 andvp2
2 /3 creates

the band gap. For the longitudinal mode (g54), when the
distance between particles isR52r , we havex150.22 and
x251.02. In this case the analogy with the appearance
band gaps in the one-dimensional vibrational chain is app
priate.

The dependence of the proper frequencies on the
tance between particles is shown in Fig. 4.

The general case of nonequivalent spheres~r 1Þr 2 ,
«1Þ«2! will be reported elsewhere.

FIG. 2. Dependence of proper frequencies on the particle size ratio:1—
v i /vs ; 2—ṽ i /vs ; 3—v' /vs ; 4—ṽ' /vs .
-
-

ed
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3. DISCUSSION OF THE RESULTS

As is shown in Sec. 2, allowance for the particle no
identity leads to doubling of the number of proper modes
a system of two spheres. Two supplementary modes, an
gous with the optical modes in the one-dimensional lattic
appear together with two known surface modes for equi
lent spheres. The longitudinal and transverse parts of
polarization, in accordance with expressions~15! and ~16!,
can be represented in the form

X105
1

2
r 1

3F 11D3/2

A~v!22D3/2s1
3 1

12D3/2

A~v!12D3/2s1
3G , ~30!

X115
1

2
r 1

3F 12D3/2

A~v!2D3/2s1
3 1

11D3/2

A~v!1D3/2s1
3G , ~31!

where the poles of the denominators correspond to n
modes. The factors 16D3/2 are oscillator forces which
characterize the appropriate oscillations. All the expressi
entering into Eq.~30! @Eq. ~31!, respectively#, can be repre-
sented in the appropriate form; for example,

11D3/2

A~v!22D3/2s1
3 5

~11D3/2!

~12A!~12a`A!

3S a`~12A!1
v i

2~12a`!

v i
22v22 ivn D ,

wherev i is given by~21!, andA52D3/2(r 1 /R)3.

FIG. 3. Graphic solution of Eq.~29! for G.1.

FIG. 4. Frequency spectrum versus the distance between particles.
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We see, therefore, that the response of a system of
nonidentical particles is given by the sum of responses
responding to four independent oscillators; their frequenc
are the proper modes of the system~21!–~24!.

The same is also true in the case of spheres of equal
but with different dielectric functions.

We appreciate the valuable discussion with E. Syrkin
the analogy of the considered spectra with the vibratio
ones.

*E-mail: blank@ira.kharkov.ua
** E-mail: vit@surfchem.freenet.kiev.ua
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Electromagnetic waves in layered conductors and superlattices in a magnetic field
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The collective electromagnetic wave excitations in layered conductors in an external quantizing
magnetic field are studied theoretically. A set of coupled equations for the electric field
components and the Green’s functions describing collective electromagnetic modes in such a
system within the linear-response approach are obtained on the basis of a model of
conducting planes embedded into a dielectric matrix. These equations, written in the layer-site
representation, provide a basis for studies of the electromagnetic waves in the general
case which does not imply either the spatial uniformity across the layers or the homogeneity
within the conducting planes. The dispersion relations are obtained for the uniform and
homogeneous layered conductors, which give a rich structure of collective electromagnetic modes
in layered conductors in an external magnetic field. The dispersion and damping of helicons
in layered conductors in the regimes of conventional and quantum Hall effects have been studied,
both analytically and numerically. Two new modes propagating perpendicular to the
magnetic field with frequencies of the order of the plasma frequency have been found. ©1999
American Institute of Physics.@S1063-777X~99!01210-4#
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1. INTRODUCTION

It is known that weakly damped electromagnetic wav
of different types can propagate in metals in a strong m
netic field at low temperatures.1,2 Among them are the spira
waves, or helicons, whose frequencyv is proportional to the
intensity of the magnetic fieldH ~Ref. 3!, the magnetoplasma
waves,4,5 the Alfvén waves, the cyclotron waves,6 surface
waves,7 magnetoimpurity waves,8,9 and other waves.

A progress gained in fabrication of various artificial s
perlattices as well as recent extensive research of diffe
types of layered metallic, organic, and other~semi! conduc-
tors and superconductors, including high-Tc cuprates, en-
hances activity in studies of collective electromagnetic os
lations in these systems.

A quasi-two-dimensional~2D! nature of the electron
spectrum in superlattices exerts a substantial impact on
shape of a 2D conductivity tensor which, together with Ma
well’s equations, determines the spectrum and the dam
of the electromagnetic waves in superlattices.

The practical interest in such systems is determined
the possibility of varying the spectral properties of the el
tromagnetic waves in superlattices by modifying their str
tural parameters and varying the strength of the exte
magnetic field.

Extensive literature on the plasma and electromagn
modes in different types of superlattices is available.10–21At
the same time, the electromagnetic waves in layered con
tors in an external magnetic field have been studied
extensively.22–26The 2D dynamics of electrons in a quanti
ing magnetic field produces some nontrivial phenomena
concepts such as the quantum Hall effect~QHE! ~Ref. 27!
and anyons~Ref. 28!, for example. The QHE was observe
experimentally in a superlattice29 and layered organic
8021063-777X/99/25(10)/8/$15.00
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conductors.30,31The electromagnetic waves~helicons! in lay-
ered conductors under the conditions of the QHE have b
considered in a number of theoretical studies.22,24–26within
the model of periodic array of 2D electron gas embedded
a homogeneous dielectric substrate. In this model electr
have no dispersion across the layers so that the quasiclas
approach of the standard electron theory of metals base
the concept of the Fermi surface2,32 and its version adapted
for the semiconducting superlattices10 should be modified.
The dispersion relation for the electromagnetic waves pro
gating along the field~i.e., across the layers! in such
quasi-2D superlattices is governed by the interlayer elec
magnetic correlations described by the Maxwell’s equatio

The relationship between the electromagnetic field a
the current within the layers is determined by the 2D co
ductivity tensorsab(H), which is the key quantity for the
electromagnetic wave dispersion. The dispersion of helic
is determined by the Hall componentssxy52syx , which
are quantized in quasi-2D conductors under the condition
the quantum Hall effect and by the longitudinal compone
sxx , which is nonzero at frequencyvÞ0 due to polarization
and displacement currents26,33 in QHE. The role of the elec-
tron dispersion across the layers in high-frequency phen
ena and propagation of electromagnetic waves have b
considered in Ref. 34. Some specific features of helicon
layered conductors related to the quasi-2D electron ene
spectrum were discussed in Ref. 35.

The purpose of this paper~which is the first publication
of a series of studies on the wave propagation in laye
conductors and superconductors! is twofold. First, we derive
a basic system of equations describing electromagnetic
propagation in layered conductors and superlattices in
most general form, in particular, for nonuniform spatial d
tribution of the dielectric substance between the layers, n
© 1999 American Institute of Physics
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periodic layer sequence and inhomogeneities within the c
ducting layers. These equations provide a basis
subsequent studies of the problem in question which will
published elsewhere.

Another aim of this paper is to study further some pro
lems, which have so far not been resolved completely, on
basis of our model in the limiting case of a uniform a
homogeneous layered conductors. In particular, we cons
the dispersion and damping of the helicon waves in laye
conductors under conditions of conventional and quan
Hall effect and study their coupling to the intralayer pla
mons.

2. THE MODEL AND BASIC EQUATIONS

Consider an infinite stack of conducting planes separa
by dielectric layers of thicknessa, which is large enough so
that one can ignore hopping between adjacent layers.
model is known to be a good approximation for some natu
layered crystals, such as Tl or Bi-based high-Tc supercon-
ducting copper oxides, for example, and evidently it may
perfectly well realized in an artificially fabricated semico
ductor or metallic superlattices.

In this section we consider the wave equations within
frame of the above model. To this end, we direct thez axis
perpendicular to the layers and assume that a constant e
nal magnetic fieldH is also directed along this axis. W
assume that the permeability of the substance between
layers equals to unity,m51, and also assume its dielectr
constant,«5«(z), to be a function ofz.

Under these assumptions, the Maxwell’s equations, w
ten in terms of the electric fieldE,

~divE!2DE52
«

c2

]2E

]t2 1
4p

c2

]

]t
J, ~1!

after the substitution

El5El~q,z,v!exp@ i ~qr2vt !#, ~ l 5x,y,z!, ~2!

take the form

2q~qE'!1 iqS ]

]z
EzD1S qv

2 2
]2

]z2DE'52
4p iv

c2 J' ,

~3!

Ez52
1

qv
2

]

]z
~ iqE'!, ~4!

qv
2 ~z!5q22

v2

c2 «~z!. ~5!

Herer, q, andv are the in-plane coordinate, the wave-vec
and the frequency of the collective mode, andE' andJ' are
the in-plane field and the current, respectively.

Choosingq to be parallel to they axis, we obtain the
system of equations

S ]2

]z22qv
2 DEx5

4p iv

c2 Jx , ~6!

S ]2

]z22qv
2 DEy1U~q,v,z!

]

]z
Ey52

4p iqv
2

ve~z!
Jy , ~7!
n-
r
e

-
e

er
d

m
-

d

is
l

e

e

er-

he

t-

r

Ez52
iq

qv
2

]

]z
Ey , ~8!

U~q,v,z!5S q

qv~z! D
2

«21~z!
]«~z!

]z
. ~9!

Thus, we see that all three components of the electric fi
are determined by the two equations~6! and ~7!, which can
be rewritten as follows:

Ex~n!5
4p iv

c2 (
n8

Gqv

x ~n,n8!@sxxEx~n8!

1sxyEy~n8!#, ~10!

Ey~n!52
4p iqv

2

v (
n8

Gqv

y ~n,n8!@syyEy~n8!

1syxEx~n8!#«21~an!.

We took into account here that the current can flow o
within the layers and therefore itsz axis distribution contains
a system ofd-functions

Ja5(
b,n

sab~q,v,H !d~z2an!Eb~q,v,z!. ~11!

The subscriptsa and b can take two valuesx and y. The
Green’s functions in~10! Gqv

a (n,n8)[Gqv

a (an,an8) satisfy

the equations

S ]2

]z22qv
2 ~z! DGqv

x ~z,z8!5d~z2z8!, ~12!

S ]2

]z2 1U~q,v,z!
]

]z
2qv

2 ~z! DGqv

y ~z,z8!5d~z2z8!.

~13!

The in-plane conductivity tensorsab has off-diagonal Hall
components because of the external magnetic fieldH, which
we assume to be applied perpendicular to the layers.

The principal difference of our approach from the o
developed in the previous papers22,23 is that we do not imply
a spatial uniformity of the«(z) across the layers. We also d
not imply periodicity of the layer sequence in Eq.~10! since
«(z) between the layers in fact may have an arbitrary c
stant value.@In the case of aperiodic layer sequence t
quantitiesa andn in Eq. ~11! should be replaced byan—the
discrete coordinates of the conducting planes.#

In this paper we consider the bulk modes in the case
regular and uniform layered conductor under conditions
the conventional and quantum Hall regimes, leaving the n
uniform case for separate publication.

In the case of an infinite regular and uniform,«(z)
5const, layered crystal theU-term in Eq.~13! vanishes and
the Green’s functionsGqv

x (z,z8) and Gqv

y (z,z8) become

identical since they both satisfy Eq.~12!, in which qv(z) is
independent ofz. The Green’s function of Eq.~12! can then
be easily found

Gqv
~z,z8!52

1

2qv
exp~2qvuz2z8u!. ~14!
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Making the Fourier transform

Eb~n!5
a

2p E
2p/a

p/a

dk exp~ ikan!Eb~k! ~15!

and completing summation over the layer index in Eqs.~10!,
we can rewrite them in the matrix form

(
b

Fdab2
2p iv

c2qv
sab~q,v,H !VabS~q,k,v!G

3Eb~q,k,v!50. ~16!

The structural form factorS(q,k,v) in Eq. ~16! is given by

S~q,k,v!5 (
n52`

`

e2qvaunu1 ikn5
sinh~qva!

cosh~qva!2cos~ka!
~17!

and the components of the matrixVab are

V115V1251, V215V2252
c2qv

2

n0
2v2 , ~18!

wheren05A« is the refraction index.
The system of two uniform equations has nonzero so

tions if the following condition is satisfield:

detFdab2
2p iv

c2qv
sab~q,v,H !VabS~q,k,v!G50, ~19!

which is the dispersion relation for the bulk modes whi
determine the frequencyv5v(q,k,H) of a wave that can
propagate in the volume of a layered conductor. The
quantity in ~19! is the 2D conductivity tensorsab , which
depends on the layer structure and the external magn
field. Thus, the specific type of the electromagnetic wave
determined by the particular form of the tensorsab . We
consider some types of bulk waves in the following sectio
on the basis of the dispersion relation~19!.

3. THE HELICON MODES

According to the Eq.~19! the wave dispersion in layere
conductors is determined by the in-plane conductivity tens
which depends on the electronic properties of the layer
the intensity of the external magnetic field.

The in-plane conductivity may be anisotropic witho
the external magnetic field as is the case, for example
some layered organic~super! conductors.30,31

We consider here a more simple case of a tw
dimensional electron gas in a perpendicular magnetic fi
The conductivity tensor for this model was calculated el
where~see Ref. 36! and has the following components.

sxx5s0g~11g2!21, sxy52s01gsxx , ~20!

sxx5syy , sxy52syx , ~21!

where

s05
Ne2

mV
, g5

n2 iv

V
. ~22!
-

y

tic
is

s

r,
d

in

-
d.
-

Here V5eH/mc stands for the cyclotron frequency,n
51/t is the Landau level damping due to the impurities, a
N is the 2D electron density.

Substituting Eqs.~20! and ~21! into the dispersion rela-
tion ~19!, we have

11g22
igS~q,k,v!

2V*
S v

*
2 ṽ

qva
2

qva

n0
2ṽ D 1S2~q,k,v!

3S v*
V*

D 2 1

4n0
2 50. ~23!

The dimensionless notation adopted in this relation is

v* 5
vpa

c
, V* 5

V

vp
, ṽ5

v

vp
, ~24!

andvp
254pNe2/ma is the plasma frequency.

The helicons, as is well known, propagate along
magnetic field direction in the bulk conventional metals2,3

and in the layered conductors.22,23 Thus, to study their dis-
persion and damping we must consider the caseqa50. The
layer form factorS(q,k,v) in this case takes the form

S~0,k,v!5
iv* ṽn0

12cos~ka!
. ~25!

We have taken into account also thatv* ṽn0!1 ~this state-
ment will be verified below!, so that we can approximat
cosh(v* ṽn0)'1 in the denominator of Eq.~17!. Using ~25!,
we rewrite the dispersion relation~23! in the form

11~G2 iX !22 i ~G2 iX !X2A2X2A250, ~26!

where

G5
n

V
, X5

v

V
, A5

v
*
2

2~12coska!
. ~27!

The equation~26! has an exact solution in the complex for
X5ReX2i Im X, which determines the dispersion of he
cons along the magnetic field

Rev~k!5
V sin2~ka/2!

~v* /2!21sin2~ka/2!
, ~28!

and their damping

Im v~k!5
n sin2~ka/2!

~v* /2!21sin2~ka/2!
. ~29!

In the long-wavelength limit,ka→0, the helicon dispersion
relation ~28! gives the well-known result22,23

Rev~k!.
V

vp
2 k2c2. ~30!

The damping of helicons, as one can see from Eq.~29!, is
proportional ton and vanishes in a pure conductor (n50).
The small quantityv* !1 may vary in a wide range, de
pending on the values of the plasma frequencyvp and the
distance between layersa. The appropriate dispersio
Rev(k) and the damping Imv(k), considered as function
of the wave vectork, are shown in Fig. 1 for different value
of n.

It follows from Eqs.~28! and ~29! that the ratio
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Im v~k!

Rev~k!
5

n

V
~31!

is independent of the wave vectork, so that forn!V heli-
cons are damped only slightly at anyka. The above-required
smallness of the parameterv* ṽn0 holds since, according to
the Eq.~28!, ṽ;V/vp and v* ṽn0;Va/c!1, because in
attainable fields for thicknessesa.1027– 1025 cm, V is
much lower frequencyc/a;1017– 1015s21.

4. THE HELICON WAVES UNDER THE CONDITIONS OF THE
QUANTUM HALL EFFECT

The dispersion relation~19! is a general relation which
may be applied to various layered conductors with differ
types of conductivity tensors. The helicon waves of the p
ceding section are caused by the Hall currents and form
stem from the Hall components of the conventional cond
tivity tensorsab of the 2D electron gas. On the other han
sab has a very simple form in a 2D system under the c
ditions of the quantum Hall effect. In view of this circum
stance, it is rather logical to consider the problem of
helicons in layered conductors under the QHE conditions
the basis of our approach, especially since QHE was
served in some layered organic conductors30,31 and
superlattices.29

FIG. 1. The dispersion relation~a! and the damping~b! of helicons in a
layered conductor under the condition of the Hall effect. The param
v* 50.01 for both pictures. Rev is independent of the Landau level broa
ening, whereas Imv is proportional to v, taken in~b! equal to 0.1, 0.01, and
0.001, respectively, from the top line to the bottom line@see also Eqs.~26!
and ~29!#.
t
-
ly
-

,
-

e
n
b-

Early theoretical studies of helicons under the conditio
of the QHE~Refs. 22, 24, and 25! disregarded the effect o
the polarization currents on thesab(v) at nonzero
frequency,26,33 which makes the Imsxx(v)Þ0. The longitu-
dinal conductivity in this case is

sxx~v!5 i S v

V Dsxy , ~32!

wheresxy52syx is the quantized, in units of the conduc
tance quantum,e2/h, static component of the conductivit
tensor27

sxy5
ne2

h
, ~n51,2,3...!. ~33!

With respect of Eq.~33!, the dispersion relation~19! gives

F11aS~q,k,v!S v

V DsxyGF12bS~q,k,v!S v

V DsxyG
1abS2~q,k,v!sxy

2 50, ~34!

where

a5
2pv

c2qv
and b5

2pqv

vn0
. ~35!

Setting in Eq. ~34! qa50 and using the form facto
S(0,v,k) in the form ~25!, we obtain a very simple disper
sion relation for helicons under the QHE regime

112X2An2An
2X2~12X2!50, ~36!

whereX5v/V, and

An5
na0

12cos~ka!

Va

c
, ~n51,2,3,...!. ~37!

Herea05c2/\c51/137 is the fine structure constant.
The solution of Eq.~36! is trivial and yields two modes

v1(ka) andv2(ka);

S v6

V D 2

5
22An6AAn~An24!

2An
... . ~38!

For smallka!1 ~whenAn→1! we have the following rela-
tion for the v2(ka) mode, which corresponds to the «m
nus» sign in Eq.~38!,

v2~ka!.
2c

ana0
sin2

ka

2
. ~39!

Formally, the magnetic field does not enter Eq.~39! but, in
fact, it does since~39! is valid only for fieldsH which fall
within the plateaus in the quantum Hall conductivity.27

Another branch of thev(ka), which corresponds to the
positive sign in the dispersion relation~38!, in the long-
wavelength limit is given by

v1~ka!.V2
2c

ana0
sin2

ka

2
. ~40!

Thus, we have two types of wave in a layered conducto
the QHE regime: one with the acoustic dispersion@v2(ka)#
and one with the optic-like dispersion@v1(ka)#. The
v1(ka) branch has not been considered before. It appear

r
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the problem in question owing to the termsxx(v) ~32! in the
dispersion relation~34!. This term enhances by unity th
power of the polynomial inX2 on the left-hand side of Eq
~36! and, correspondingly, gives an additional root@i.e., the
new branch of v1(ka)#. Physically, the frequency
dependent longitudinal conductivity~32!, as was shown in
Refs. 26 and 33, is caused by the polarization currents.

It follows from Eq. ~38! that under the condition
An(ka),4 the right-hand side of Eq.~38! acquires an imagi-
nary part, which implies that Imv(ka)Þ0.

An analysis shows that fork less than the threshol
value,k* , the quantum waves in question propagate with
damping@ Im v(ka)50#. The threshold value is

k* ~n!5
2

a
arcsinS pn

4a0

Va

c D 1/2

. ~41!

For k.k* the Imv6(ka)Þ0.
The dispersion and the damping of the two modes

layered conductors in the QHE regime are shown in Fig
for the first three values of the integern51,2,3. We see from
Fig. 2 that the decreasing modesv1(ka) do exist only for
k,k* (n) @they terminate exactly atk5k* (n), as is shown
in Fig. 2a# whereas the modes increasing withkav2(ka) are
damped whenk.k* (n), because 2Im v(ka)Þ0. This
damping, as one can see in Fig. 2c, increases rapidly withka,
so that the ratiouIm v2(ka)/Rev2(ka)u!1 only in a small
vicinity of the threshold valuek* .

5. THE BULK MODES WITH DISPERSION ALONG THE
LAYERS

The dispersion relation~23! which we have used in Sec
3 for studies of the helicon waves that propagates along
magnetic field may be also employed for analysis of differ
types of waves in this model. In this section we will briefl
discuss the waves that propagate perpendicular to the m
netic field, i.e., parallel to the layers, and then will consid
the caseqÞ0, kÞ0, both analytically and numerically.

The analytic solution of Eq.~23! can be obtained, in
particular, for the case of waves propagating exactly para
to the layers, i.e., whenk50, provided thatuqvau!1, where
qv is given by Eq. ~5!. Under these conditions, settin
n50 and taking into account that the layer form factor~17!
in this limit is

S~q,0,v!'cothS qva

2 D'
2

qva
, ~42!

we have from Eq.~23!

y22y~11b!1b50, ~43!

where

y5S v

vp
D 2

n0 , b5
1

n0
F11S qa

v*
D 2G . ~44!

The solution of Eq.~43! gives two modes:

v1
25S vp

n0
D 2F11S qa

v*
D 2G and v2

25
vp

2

n0
. ~45!
t

n
2

e
t

g-
r

el

The modev1 belongs to the so-called propagating sec
qv

2 ,0 ~Ref. 23!, which can be checked by the direct subs
tution of Eq.~45! into the definition forqv ~6!, which yields
qv

2 a252v
*
2 . Thus, uqvau5uv* u!1, which has been as

sumed in the course of the derivation of Eq.~45!. We also
assume thatugu5uv/Vu@1, which is true for modesv1 and
v2 sincevp@V.

The mode v2 after substitution into Eq.~6! yields
qv

2 a25(qa)22n0v
*
2 , so that the conditionuqvau!1 holds

for qa!1.
On the other hand, it is possible to obtain an analy

solution of Eq. ~23! when qa@n0v* v/vp . In this case

FIG. 2. The dispersion relation and the damping of helicons, given by
~38!, under the conditions of the QHE is a layered conductor are show
~a–c! for integersn51,2,3. The decreasing modesv1(k) in ~a! do not exist
above the threshold valuesk.k* (n) @see Eq.~4! for k* (n)#. The increasing
modesv2(k) in ~b! are damped whenk.k* (n) since Imv2(k)Þ0 in ~c!
under this condition.
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qva'qa, so that the form factor of the layer is independe
of v:

S~q,k,0!'
sinh~qa!

cosh~qa!2cos~ka!
. ~46!

Under these conditions the dispersion relation~23! in the
limit n50 yields

v252qaF V2

2qa1Sv
*
2 1S vp

2n0
D 2

SG . ~47!

Setting ka50 in Eq. ~46!, we have for smallqa ~i.e., for
n0v* v/vp!qa!1! S(q,0,0)'2/qa, which, after substitu-
tion into the Eq.~47!, yields

v2'V21S vp

n0
D 2

'S vp

n0
D 2

. ~48!

We see, therefore, that in this limit the dispersion relat
~47! equals thev1 mode, given by Eq.~45!. Since v*
5vpa/c is of the order of 1024– 1022 for vp.1013– 1015

and a.1027– 1025, the inequality qa@n0v* v/vp.v*
holds forv, given by Eq.~48!.

The second term in Eq.~47! is exactly the bulk plasmon
dispersion in a layered conductor12–15

vpl~q!5S vp

n0
D 2 qa

2

sinh~qa!

cosh~qa!2cos~ka!
. ~49!

The first term in Eq.~47! under the conditionskaÞ0, qa
!1 may be rewritten in the helicon-like form

V2F11
Sv

*
2

2qaG21

'
V2sin2~ka/2!

sin2~ka/2!1~v* /2!2 . ~50!

We thus conclude that when the wave vector has both c
ponents, parallel~q! and perpendicular~k! to the layers, the
waves in question are the mixture of helicons and plasmo
For q50 only helicons are excited.

The damping of the mode~47! in the linear approxima-
tion on the small parametern/V!1 is given by

Im v~q!5
n

2
~11Ŝ!21F ~21Ŝ!S v

vp
D 2

2
qa

n0
2 G , ~51!

where

Ŝ5
S~q,k,0!v

*
2

2qa
~52!

and (v/vp)2 is determined by Eq.~47!.
In the caseka50 and for smallqa!1 the form factor

S(q,0,0)'2/qa and the damping is estimated to be

Im v~q!'
n

2
@S~q,0,0!21#

qa

n0
2 '

n

n0
2 . ~53!

It is easy to find the dependence of helicons onqa in the case
of a smallqa, qa!1. The dispersion relation~23! in this case
yields

11~G2 iX !22~X1 iG!AS 2X;
q̃2

X D
1A2~ q̃22X2!50. ~54!
t

n

-

s.

This equation differs from~26! in the terms containingq̃2.
The latter is defined by the relation

q̃5
qa

n0v* V*
. ~55!

Theq̃2 terms make the dispersion relation be cubic in pow
of X @in constrast with the quadratic equation~23!# so that
when nÞ0, it can be solved only in linear onn/V!1 ap-
proximation. The result is

Rev5
V sin2~ka/2!

~v* /2!21sin2~ka/2!
b1/2, ~56!

Im v5
n sin2~ka/2!

~v* /2!21sin2~ka/2!
2

n

2b
q̃2A, ~57!

where

b511A~11A!q̃2. ~58!

These equations give corrections to the dispersion rela
and damping of helicons given by Eqs.~23! and~29! due to
the small terms proportional to the parameter,

q̃2A5S qa

n0V* 2 sin~ka/2! D
2

!1. ~59!

The numerical calculations of the dependencev(q), ob-
tained for different values of the parameterka both in propa-
gating (qva)2,0 and in nonpropagating (qva)2.0 sectors,
are shown in Fig. 3.

6. SUMMARY AND DISCUSSION

We have considered the electromagnetic waves pro
gating in a stack of conducting layers embedded into a
electric matrix in the presence of an external magnetic fi
perpendicular to the layers. We ignored in our model
interlayer electron hopping and do not imply either period
ity in the layer stacking or uniformity of the dielectric con
stant across the layers. The latter distinguishes our appro

FIG. 3. The dispersion relationv(qa) for electromagnetic waves in a lay
ered conductor in an external magnetic field plotted as a function of
in-plane component of the wave vectorq, calculated on the basis of Eq.~23!
for three different values of the component parallel to the magnetic fi
ka50.01 ~1!; 0.1 ~2!; 0.5 ~3!. The other parameters are:v* 50.01, V/vp

50.001,n50, andn051.
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which is based on Eqs.~10! and those for the Green’s func
tions @Eqs. ~12! and ~13!#, from those presented in the pre
ceding papers on this subject.22,23 As a first step toward the
studies of the electromagnetic waves with the help of
equations which we obtained, we have considered the ca
the bulk modes in the regular and uniform layered cond
tors and superlattices.

The fundamental quantity which determines the spec
form of the electromagnetic wave dispersion is the cond
tivity tensor of a two-dimensional layer in a perpendicu
magnetic field. We tooksab in the Drude-like form~20!–
~22!, which yields in the caseqa50 the well-known heli-
cons that propagate along the magnetic field in laye
conductors.22 Our new finding here is the expression f
damping of these helicons, given by Eq.~29!. It is shown
that Imv(k) is proportional to the Landau level broadeningn
and is independent ofH, so that the ratio~31! of the wave
damping to its frequency equalsn/V and is independent o
the wave vectork. The dispersion and damping of helicon
under the conventional Hall effect regime are shown in F
1. The corrections to the dispersion relation and damping
helicons due to the deviation of the wave vector from
field direction~i.e., a small portion of the components whic
are parallel to the layers,qa!1! are given by Eqs.~56! and
~57!.

The helicons in a highly doped InAs-GaSb artificial s
perlattice with a two-dimensional electron gas have been
served in Ref. 29 and it is tempting to try to search for th
in the high-Tc layered cuprates. At first sight, Tl- or Bi-base
layered cuprates seem to satisfy well our model becaus
the high anisotropy and low conductivity across the layers
the normal state. Unfortunately, these strongly correla
systems display a very high broadeningn.v ~Ref. 37!,
which means that their damping Imv(k)'v.V is of the
same order of magnitude as the wave frequency Rev(k)
.V.

Helicons in the QHE regime in superlattices have be
studied extensively theoretically.24–26 The experimental
grounds for this are given by the observation of QHE
some artificial superlattices29 and layered crystals.30,31 The
QHE in organic conductors remains so far unresolv
theoretically.36

Of all the studies of the helicons in the QHE regime
superlattices, only the paper of Vagner and Bergman26 takes
into account that at radio-frequencies Imsxx, given by Eq.
~32!, is nonzero. They used a model with the Kronig-Penn
like dispersion relation for the electromagnetic waves acr
the layers and obtained forka!1 the result~39!, which is a
particular limiting case of our more general expression
the helicon dispersion at arbitrary wave vectorka ~38!. In
addition to the low-frequency mode,v2(ka), we found a
high-frequency mode,v1(ka) ~40! and showed that both
modes can propagate without damping only ifk,k* . The
threshold wave vector depends on the magnetic fieldH and
is given by Eq.~41!. The dispersion and damping of helicon
under the QHE regime are shown in Fig. 2.

We also have shown that the waves propagating al
the layers have frequencies@given by Eq.~45!# of the order
of the plasma frequencyvp , and we have calculated bot
e
of
-

c
-

r

d

.
of
e

b-

of
n
d

n

d

-
s

r

g

analytically@Eqs.~47! and~48!# and numerically~see Fig. 3!
their dispersion relations for different values ofk andq. For
kÞ0 these modes may be considered as a mixture of h
cons and plasmons, since their frequencyv'V for qa!1
@see the Eqs.~49! and~50!#. The dispersion shown in Fig. 3
is qualitatively similar to that found in Ref. 39 for th
coupled hole-like and electron-like two-dimensional magn
toplasmons in a semiconductor-insulator structure with m
allized surfaces in the presence of a magnetic field perp
dicular to the layers.

In summary, we would like to stress that there is no w
to consider all the possibilities of the dispersion relatio
~10! and ~19! in one article. In particular, we leave for th
following separate publication our results obtained, toget
with A. M. Ermolaev, on the magnetoimpurity modes in th
layered conductors considered above. Studies of the sur
modes in the system in question also will be published e
where.

We wish to thank A. M. Ermolaev for reading the man
script and for valuable discussions.
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Proximity phenomena in double-barrier structure NbZr /NbO x /Al/AlO y /NbZr

A. Plecenik, Š. Gaži, M. Zuzčak, and Š. Beňačka
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A tunneling structure NbZr /NbOx /Al/AlO y /NbZr with a thin barrier in the NbZr /NbOx /Al
junction and 4 to 6-nm-thick Al interlayer was prepared and studied experimentally. A proximity
effect between NbZr and Al through NbOx barrier has been observed. An electrical voltage
was generated in the NbOx barrier and a coexistence of the proximity effect and applied voltage
in the junction NbZr /NbOx /Al has been observed. This experiment could be described on
the basis of a model for coherent charge transport in superconducting/normal proximity structures.
© 1999 American Institute of Physics.@S1063-777X~99!01310-9#
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1. INTRODUCTION

Tunneling process permits to obtain information on t
superconducting density of states~DOS! over a wide energy
range with high-energy resolution, both for superconduct
in the equilibrium state and for those in the nonequilibriu
state. The proximity effect between a superconductor
normal metal has been discussed for a long time, and it
recently attracted new attention because of the dram
progress in nanotechnology, which allows the fabricat
and study of metallic structures in the mesoscopic regim1

The electron transport in normal diffusive conductors in
presence of proximity-induced superconducting correlat
was studied theoretically in Ref. 2. It was demonstrated
Ref. 2 that superconducting correlations and electrical fi
can penetrate in the case of transparent barriers, caus
whole range of novel nonequilibrium effects. In this pap
we report on the observation of the coexistence of proxim
induced superconducting correlation and electric field.

2. EXPERIMENTAL

Superconducting thin films were deposited by dc m
netron sputtering from Nb target with admixture of Zr, a
clean target of Al. After the deposition of 100-nm-thic
NbZr film (Tc512 K! the first tunneling barrier (NbOx) was
prepared in two technological steps. At first, the thermal o
dation of NbZr in O2 at room temperature was provided a
then the tunneling barrier was prepared by rf sputt
oxidation in Ar and residual gas for about 10 min. In th
step thin, dirty NbZr layer, implanted by O2 at energies 250–
500 eV, was prepared. Specific contact resistanceR of this
junction is smaller in order of magnitude than that of the t
tunnel junction (Al/AlOy /NbZr) resistance. After this proce
dure thin Al layer was deposited by dc sputtering at a de
sition rate of 100 nm/min at 2 Pa of Ar. Then the therm
oxidation of Al was carried out at room temperature at 1
8101063-777X/99/25(10)/4/$15.00
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Pa for 60 min. After pumping of the vacuum system, the t
layer of NbZr was deposited at 2 Pa with the deposition r
160 nm/min. The top layer was deposited on a cooled s
strate holder at about 10 °C.

This technology provides nonsymmetrical operation
the double-barrier tunnel structure. TheI –V characteristics
of the structure are shown in Figs. 1–3 for various tempe
tures.

3. DISCUSSION

We have investigated a superconducting tunnel junct
with two potential barriers like as NbOx and AlOy . One can
see in Fig. 1~curve 1 the presence of a Josephson curre
~the I –V curve from p.0 to p.1! that flows through the
double barriers. The NbOx barrier resistanceR is smaller in
order than that of the AlOy barrier. It is assumed that th
AlOy barrier limits the Josephson critical current through t
double junctions, but for the NbOx barrier the Josephso
critical current must be higher than that for the AlOy barrier.
In the experiment the same current flows through both b
riers simultaneously; at small current~to point 5! a voltage in
the NbOx barrier does not exist. One can see from point 1
point 5 that the measuredI –V curve is a characteristic of a
superconducting tunnel junction. For example, the proxim
model3,4 of NbZr /NbOx /Pb and of NbN/NbOx /Pb tunnel
junctions, fabricated using similar technology, with the e
ception of thermal oxidation instead of rf-oxidation, show
good agreement between the calculated and experimen
determined values of the proximity layer. Now we can me
sure the current step voltage on the junction~for example,
point 2 or point 3 on theI –V curve! and estimate the value
of the proximity energy gap of Al. We conclude that the A
proximity energy gap value is approximately equal toDAl

Pr

'1.2– 1.3 meV atT54.2 K.
© 1999 American Institute of Physics
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The nature of this gap is in the proximity effect betwe
the NbZr and Al through the NbOx barrier. Also in the ex-
periment theDAl

Pr values change slightly because the Al fil
has a nonequilibrium quasiparticle distribution function
duced by the current through the AlOy barrier upon increas
ing the voltage on this barrier.

We see that theI –V curve is linear from point 4 to poin
5. This part of theI –V curve can be fitted by a linear func
tion like I 54.6 V; this fitted curve is shown as curve2. At
point 5, there is voltage also on the NbOx barrier. At this
point the current attains values of the critical current for
NbOx barrier. Let us now analyze theI –V curve as the
‘‘sum’’ of the two I –V curves for the two junctions, becaus
from this point the measured voltage is the sum of the v
age on the AlOy barrier and the voltage on the NbOx barrier.
We believe that between point 5 and point 9 the voltage
the AlOy barrier can be calculated by using the fitted curv2
and corresponding value of the current through the junctio
VAlOy

5I /4.6. We then calculate the voltage on the Nbx

barrier asVNbOx
5V2VAlOy

and we plot the graph of the
I –V curve for the NbZr /NbOx /Al junction using the corre-
sponding values ofI andVNbOx

~see curve3 in Figs. 1–3!.
We see that above point 5 there is voltage on the Nbx

barrier, and simultaneously the nature of the Al-‘‘gap’’ is th
proximity effect between NbZr and Al through the sam

FIG. 1. The I –V curves of the double-barrier structur
NbZr /NbOx /Al/AlO y /NbZr .

FIG. 2. The I –V curves of the double-barrier structur
NbZr /NbOy /Al/AlO x /NbZr .
e

t-

n

s,

NbOx barrier. We believe that this very complicated situati
could be analyzed on the basis of the new theory for cohe
charge transport in superconducting/normal proxim
structures.2

The I –V curves were measured in the range of tempe
tures T from 4.2 to 13 K ~see Figs. 1–3!. Since at
T.Tc

NbZr the I –V curve is linear~see Fig. 3!, NbZr and Al
are in the normal state, and the large voltage does not e
on the NbOx barrier. WhenT.Tc

NbZr, the voltage on the
normal Al and NbOx barrier is negligible.

Recall that unusual quasi-superconducting state exist
Al; we will compare the measuredI –V curves with theI –V
curves of the superconducting Josephson junctions. The
striction model for SNS Josephson junctions is well know
In this model the approach developed by Blonder, Tinkha
and Klapwijk ~BTK! for calculation of the quasiparticle~qp!
current in NcS contacts is generalized to the case of Sc
and SNcNS contacts with disordered NS electrodes. The
lation between the qp current and the energy spectrum of
proximity sandwich is found for arbitrary transparencies
the constriction and NS interfaces. We have plotted

FIG. 3. The I –V curves of the double-barrier structur
NbZr /NbOx /Al/AlO y /NbZr .
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NbZr /NbOx /Al junction the temperature dependence of t
critical current~point 10 on curve3 in Figs. 1–3! ~see Fig.
4!. Our curve, like curve2 in Fig. 2 ~Ref. 5!, is a case for
ScNS or SNcNS withdN /jN51, gB51, and g50 ~gB

5RB /rnjn , g5rsjs /rnjn ; here g is a measure of the
strength of the proximity effect between the S and N met
and gB describes the effect of the boundary transpare
between these layers;rn,s and jn,s are the normal state re
sistivities and coherence lengths, andRB is the product of the
resistance of the NS boundary and its area5!. We can there-
fore assume that the Nb/Al interface is a series of const
tions in otherwise lower transparent barrier.

From point 10 to point 13 theI –V curve is like anI –V
curve for a tunnel Josephson junction. With such shape
I –V curves are described in Ref. 6 for the stacked Joseph
tunnel junctions Nb/Al–AlOy /Nb of overlap geometry. This
kind of I –V curve can exist if the Al is in a quasi
superconducting state, but it cannot exist in the other ca

We have plotted for the NbZr /NbOx /Al junction the
dependence of voltage at point 11Vquasigapon the tempera-
ture ~see Fig. 4!. Also shown in this figure for comparison i
a plotted dependence of the voltage at point 2 orVgap on the
temperature.

We see that atT54.2 K the Al has a proximity-effect-
induced energy gap of about 1.2 meV, so the proximity
fect is large enough through the NbZr /Al interface. In t
first case the same current~NbZr is in the nonsuperconduc
ing state! cannot produce the measured voltage on the Nbx

barrier, but in the second case~NbZr is in superconducting
state! it can produce the measured voltage on the NbOx bar-
rier; at this applied voltage the behavior of th
NbZr /NbOx /Al junction is similar to that of the tunnel SIS
junction.

We assume that this result can be interpreted on the b
of the model2 for coherent charge transport i
superconducting/normal proximity structures at least qua
tively. We also assume that our experiment demonstrates
presence of a soft~no sharp edge! pseudo gap in the densit
of states for Al, as shown in the model.2

We have measured the complex junctions with nonu
form order parameterD in the electrodes to estimate the po
sibility of the influence of the electrode resistive~nonsuper-

FIG. 4. The dependences of the critical currentI 0 , Vgap, Vquasigapon tem-
perature.
s,
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conducting! state on the junctionI –V curves. The junction
geometry is shown in Fig. 5. The voltmeter measu
the voltage (V22V1

0). But potentialsV1 and V2 could be
functions of the coordinatex and y just as V1(x,y) and
V2(x,y). We can describe the junctionI –V curve as fol-
lows:

I 5 f 1~V22V1! ~1!

or

V22V15 f 1
1~ I !. ~2!

If the voltage (V22V1) is applied, then the currentI
flows through the tunnel junction with unit square. We c
describe the electrodeI –V curve as follows:

I 5 f 2~V222V21! ~3!

or

V222V215 f 2
1~ I !. ~4!

If the voltage (V222V21) is applied per unit length of the
electrode film, then the currentI flows through the electrode
film with unit square of cross section~V22 and V21 are the
potentials at point 2 and point 1 of the film 2, respectivel!.
We can express the current through the tunnel junction at
point with the coordinates~x, y! as follows:

dI5 f 1~V22V1!dx dy, ~5!

I 05E dI5E
0

l xE
0

l y
f 1~V22V1!dx dy. ~6!

Let us consider an imaginary strip~with the coordinate
x! which is parallel to theY axis. We can estimate the poten
tial V2 distribution in this strip. Because we use a curre
source for measurements, the current and voltage at the
ginning of the strip are

I 5
I 0

hlx
hdx5

I 0

l x
dx, ~7!

dV25V2
02V215 f 2

1S I 0

I xh
Ddy. ~8!

We then have

I 5
I 0

I x
dx2I junc; ~9!

FIG. 5. Measured tunnel junction scheme.
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I junc5E
0

y

f 1~V22V1!dy dx; ~10!

V22V2
05E

0

y

f 2
1F I 0

l xh
2

1

h E
0

y

f 1~V22V1!dyGdy. ~11!

We also have

V12V1l x
5E

l x

x

f 2
1F1

h E
l x

x

f 1~V22V1!dxGdx. ~12!

We can use the equivalent equations for~11! and ~12!

¦

]V1

]y
5 f 2

1F1

h E
0

y

f 1~V22V1!dyG ;
]V1

]x
5 f 2

1F1

h E
l x

x

f 1~V22V1!dxG ;
]V2

]y
5 f 2

1F I 0

l xh
2

1

h E
0

y

f 1~V22V1!dyG ;
]V2

]x
5 f 2

1F I 0

l xh
2

1

h E
l x

x

f 1~V22V1!dxG .
~13!

We use the functionf 2
1 as follows:

H V222V2150, if I<
I c

l xh
;

V222V215bS I 2
I c

l xh
D , if I .

I c

l xh
.

~14!

Then

5
1

b

]2V2

]y2 52
1

h
f 1~V22V1!;

1

b

]2V2

]x2 52
1

h
f 1~V22V1!;

1

b

]2V1

]y2 5
1

h
f 1~V22V1!;

1

b

]2V1

]x2 5
1

h
f 1~V22V1!.

~15!

Hereb is the differential resistance of the strip in the res
tive ~nonsuperconducting! state.

Since we used a current source in the measurement
have a standard wave equation with the initial conditions

]2V2

]x2 2
]2V2

]y2 50; ~16!

V2~x,0!5V2
0; ~17!

]V2

]y U
y50

5
bI0

l xh
2

blc
l xh

. ~18!

We can therefore use the Dalamber decision of the o
dimentional wave equation in partial derivatives:7
-

we

e-

V22V1
05V2

02V1
0, if I<

I c

l xh
;

V22V1
05V2

01
b~ I 02I c!l y

l xh
2V1

0, if I .
I c

l xh
. ~19!

In the experiment described above we have not obser
this kind of additional voltage as in formula~19!. At 12.1 K
and 13.0 K we found that the superconducting state of
electrodes does not exist~using theI –V curve of the tunnel
junction with AlOy barrier! and we have theI –V curve for
the double junction in this case~see Fig. 3!. It is clear that
the additional voltage caused by the resistive state in par
the electrode of the investigated junctions can have on
small value as in theI –V curves~Fig. 3!, and that the ob-
served additional voltage on the NbZr /NbOx /Al junction
cannot be attributed to this factor.

4. CONCLUSIONS

We have prepared and experimentally investigated
tunneling structure NbZr /NbOx /Al/AlO y /NbZr with a trans-
parent barrier in the NbZr /NbOx /Al junction and 4 to 6-nm-
thick Al interlayer. In this structure a proximity effect be
tween NbZr and Al through NbOx barrier has been observed
The voltage on the NbOx barrier was produced, and we hav
observed a coexistence of the proximity effect and app
voltage on the junction NbZr /NbOx /Al. We believe that this
experiment could be described on the basis of the mode
coherent charge transport in superconducting/normal p
imity structures.2
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In this letter we review and compare the available information about the stability and
spectroscopy of the hydrogen atoms and protons in rare-gas solids. Mechanism of the H1 diffusion
involving protonated rare-gas dimer Rg2H

1 formation in the lattice is discussed. We suggest
that the puzzling differences in their behavior and the stability are due to the fact that diffusion of
hydrogen atoms is thermally activated, while that of the protons is activated by vibrational
excitation of the Rg2H

1 under ambient temperature blackbody radiation. ©1999 American
Institute of Physics.@S1063-777X~99!01410-3#
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Diffusion in solids is of fundamental interest from th
purely academic point of view and it is also important
nature and in numerous industrial situations and proces
While molecular species in solid matrices at low tempe
tures are usually stable, and can be maintained isolated
indefinite periods, some atoms exhibit even below 10 K
considerable degree of mobility.1,2 Rare-gas solids, with thei
well-known potentials3 and well-defined structures thus re
resent a very suitable model system for studying diffusi
Particularly interesting is the mobility of the lightest an
most abundant atom of them all—the hydrogen ato
Atomic hydrogen can, in fact, exist in the host at least in t
varieties—as neutral atoms4–12 and as charged protons,13–18

and both of them have been studied in-depth spectrosc
cally.

Neutral hydrogen atoms are easily detected either
their ESR spectra4 or by optical UV spectroscopy,5,6,9,11,12

and can occur in matrices in several distinct sites.4,19 Protons
in rare gases are tightly solvated by two rare-gas atoms
form well-defined Rg2H

1 cations.20 Both states, neutral an
charged, have been investigated by many researchers, a
is well known that under suitable conditions both forms c
be mobilized, and their depletion due to diffusion can
followed spectroscopically.8,9,11,12,16,17 Somewhat surpris-
ingly, not only the weakly interacting neutral atoms, but a
the strongly bound protons can be quite easily destroyed
diffusion.16,17 Examination of the available data revea
however, that the diffusion of the two species exhibits so
very surprising differences. The purpose of the present pa
is to compile and review some of the available evidence,
propose an explanation for the observed differences and
expected trends in the behavior of neutral atoms and prot

In an early study of matrices produced by discharging
photolysing deuterium halides infrared absorptions appea
at 645 and 607 cm21 were observed in solid argon and kry
ton, respectively.13 The carrier clearly involved a single deu
terium atom, and the lines shifted to 907 and 851 cm21 when
8141063-777X/99/25(10)/4/$15.00
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normal hydrogen halides were substituted for the deuterid
At first, an assignment to a neutral H atom trapped in
interstitial site in the rare-gas solid was preferred, since
was not understood how ions could be produced under
conditions of some of the experiments. Later studies, ho
ever, have shown rather conclusively that the absorpti
are, in fact, due to the positively charged protons,14,15 which
form strongly bound, linear centrosymmetric RgH1Rg cat-
ions in the matrix. These are characterized by a very inte
asymmetric stretching infrared absorptionn3 , accompanied
by a progression ofn31nn1 combination bands.16,21

Neutral hydrogen atoms in rare gases were extensiv
studied by means of ESR spectroscopy4 since the early days
of matrix spectroscopy. These studies suggested that whi
neon a single matrix site is observed, in the heavier r
gases Ar, Kr, and Xe and H atoms can be trapped in at l
two different trapping sites, presumably substitutional a
octahedral interstitial.4,19 Atoms produced by dissociatio
with excess kinetic energy22,23 can apparently propagat
through the matrix for distances of the order of 100 Å10

Atoms in thermal equilibrium with the lattice, on the oth
hand, appear to be at the lowest temperatures indefin
stable.8 They can in fact be stabilized at sufficiently hig
concentrations for the detection of H...H spin-pair diradica
with a distribution of internuclear distances ofr .7 Å.24 Be-
sides ESR, it was recently shown that H atoms can also
detected by optical absorption and emission spectrosc
While in the gas phase the lowest resonant transition of
drogen atoms requires 10.2 eV~a-Lyman!, in rare-gas solids
the transition is shifted to much lower energies, with ons
of strong structured absorptions near 9.7, 8.0, and 6.2 eV
solid argon, krypton and xenon, respectively. Excitation
these bands by tunable synchrotron radiation results in br
and intense, strongly red-shifted emission bands.7

The ability to monitor hydrogen atoms and bare proto
spectroscopically allows us to study their stability and diff
sion as a function of temperature, and indeed numerous s
© 1999 American Institute of Physics
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studies have been reported. Both the neutral H atoms and1

cations can be destroyed due to diffusion, but compariso
the two processes indicates some surprising trends and
ferences. Careful studies of the mobilities of hydrogen ato
produced in solid krypton and xenon by x-ray irradiati
were carried out by Creuzburg and coworkers.9,11 They
found that annealing of the matrix leads to disappearanc
the H atoms at a rate which is in solid xenon below 32
unobservably slow, but changes by six orders of magnit
between 32 and 45 K, with a similar rapid rate change
curring in solid Kr between 22 and 27.5 K. The disappe
ance of the atoms is presumably due to radical-radical
combination, with formation of the HXeH hydride being a
alternative channel in xenon.11,25–27From an Arrhenius plot
of the data, the authors were able to deduce activation e
gies of 66 and 123 meV~Ref. 11! ~6.4 and 11.9 kJ/mole! for
the bleaching process in Kr and Xe, respectively, which th
explain in terms of thermally activated diffusion. Most inte
estingly, they find no observable difference between
bleaching of hydrogen and deuterium atoms, a result wh
was recently confirmed by Vaskonenet al..12

While no experimental values for the H1 diffusion acti-
vation barriers are available, one might expect them to
considerably higher than those of the neutral atom. This
indeed confirmed by recent theoretical calculations, pred
ing a barrier of about 10 kJ/mole in solid neon, and ab
30–35 kJ/mole in the heavier rare-gas solids.20 As noted
above, the asymmetric stretching absorption of the Rg2H

1

cations allows easy monitoring of the ‘‘matrix isolated’’ pro
tons. Rather surprisingly, despite the relatively high barrie
a rather efficient bleaching of the absorption is observed
exhibits, however, quite different properties than the neu
hydrogen depletion.16,17In the first place, the Rg2H

1 destruc-
tion does not exhibit a pronounced temperature depende
and persists down to the lowest matrix temperatures. Furt
more, in contrast with the neutral hydrogens, whose dif
sion shows no isotopic dependence, the charged protons
cay up to an order of magnitude faster than t
corresponding deuterons.

The fast disappearance at low temperatures could po
bly be explained if one argued that not the proton diffus
but some alternative process is responsible. Since the p
tively charged cations are present, negatively charged cen
must also be present, and these centers are usually unid
fied. One might understand the bleaching if it was due
diffusion of electrons located in shallow traps. While such
process could have a very low activation energy, it can
explain the strong hydrogen isotopic effect.16

We propose as one possible explanation that while
matrix may be at a low temperature of only a few kelvin, it
still invariably in the room-temperature-range~about 300 K!
radiative field of the apparatus walls. This radiation might
efficiently absorbed by the very intense infrared transit
and lead to the observed diffusion. The computed low
energy path shown in Fig. 1 involves essentially a ligan
switching reaction, where the Rg2H

1 solvated proton ex-
changes one of its rare-gas ligands. Stretching modes o
atomic molecules almost invariably relax via the low
frequency bending modes, and the excitation step can
of
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followed by tunneling of the vibrating proton in the excite
molecule from one Rg–Rg bond to an adjacent one. T
infrared absorption thus provides the energy needed to lo
the activation barrier. This interpretation also helps to rat
nalize the strong isotopic dependence by combination of s
eral effects: factor of 2 change in the reduced mass, with
corresponding& change in the vibrational frequency, th
change in the overlap with the 300-K Planck curve, as sho
in Fig. 2, and change of the oscillator strength due to
mass effects. Equally important may be the zero-point effe
and, in particular, the effect of mass upon the tunneling p
cess.

This observation of a process activated by blackbo
radiation would not be without precedence. Like in the m
trix, where the ‘‘collision energies’’ are too low to activat
chemical reactions, in the high vacuum of an FT-ICR ma
spectrometer collision are too infrequent for the classi
Lindeman-Hinshelwood mechanism of chemical activat
to be operative. We have recently shown that in such
ultrahigh environment, where at pressures of'10210mbar
collisions are reduced to about 1 per 100 s, the absor
blackbody radiation becomes the dominant source of act
tion energy.28 Thus, for example, fragmentation of ionic wa

FIG. 1. Schematic diagram of proton diffusion in the host, for simplic
constrained to two dimensions. Only three rare-gas atoms are involve
each diffusion step, in which only one H1–Rg bond needs to be rearrange
Barriers calculated in the gas phase for an Rg3H

1 complex are given in Ref.
20 and Table I. While the proton has moved considerably in the rare
environment, the displacement of the rare-gas atoms involved is minor

FIG. 2. Overlap of the vibrational modes of Ar2H
1 and Ar2D

1 with the
Planck blackbody radiation field. The lower infrared intensity of the deu
ated species is partly compensated by the better overlap with the radi
field.
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TABLE I. Vibrational frequenciesn(cm21), infrared intensitiesI (n)(km/mole), the photon energyE(n)(kJ/mole), the absorbed powerP(n)(kJ/mole•s),
and the barrier for proton diffusionE(TS)(kJ/mole).

Ion 0.8n3
a I (n3)a E(n3) P(n3) 0.8n2

a I (n2)a E(n2) P(n2) P(n2)1P(n3) E(TS)a

Ne2H
1 1329 2319 15.9 6.7 620 248 7.4 2.33 9.0 11.5

Ne2D
1 950 1153 11.4 7.6 444 115 5.3 1.00 8.6 13.8

Ar2H
1 878 4227 10.5 31.3 549 42 6.6 0.40 31.7 29.7

Ar2D
1 625 2117 7.5 19.9 390 19 4.7 0.15 20.0 29.9

SECPb

Ar2H
1 950 4385 11.4 28.9 518 47 6.2 0.44 29.4 30.7

Ar2D
1 678 2196 8.1 20.2 369 21 4.4 0.16 20.3 31.6

Kr2H
1 857 5094 10.3 38.9 486 17 5.8 0.15 39.1 32.3

Kr2D
1 606 2551 7.3 24.1 345 8 4.1 0.06 24.1 32.8

Xe2H
1 758 5873 9.1 50.6 444 3 5.3 0.03 50.6 35.5

Xe2D
1 537 2941 6.4 27.6 314 1 3.8 0.01 27.6 35.9

aThe values for protonated species were taken from Ref. 20; for deuterated species from this work.
bThe values above the horizontal line were computed considering all electrons explicitly. The computations below the divider were carried out usior the
heavier rare-gas atoms the quasi-relativistic effective core potentials of the Stuttgart/Dresden group.35
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ter clusters, as well as a variety of chemical reactions wit
the clusters, like hydrogen formation29–32 or aldol
condensation,33 are activated by blackbody radiation. In a
dition, a whole range of other processes in low-tempera
rare-gas solids, where collisional activation is in view of t
low temperatures of 5–20 K, inefficient processes, such
isomerization and structural rearrangements, are known t
efficiently activated by infrared absorption.

To estimate the amount of energy absorbed by the io
we have used the infrared frequenciesn and line intensities
I (n) of Rg2H

1 species from our previous paper,20 and for the
purpose of this work we have calculated the values for d
terated Rg2D

1 species on the same level of theory~B3LYP
in Gaussian-94;@Ref. 34#!. For the calculation of the powe
absorbed from blackbody radiation, the frequencies are m
tiplied with a scaling factor of 0.8 to account for the stro
matrix shift.20

The power absorbed by these modes from 298-K bla
body radiation can be calculated from the Planck distri
tion, taking into account that half of the 4p steric angle
around the molecule is occupied by the low-temperature m
ror on which the host is deposited, reducing the steric an
of radiation to 2p. With n in cm21, this amounts to

P~n,I ,T!5
4phc2n3I •106

exp~100chn/kT!21
.

The vibrational frequencies, infrared intensities, the pho
energy and the power absorbed by the vibrational modes
listed in Table I, together with the activation barrier for pr
ton diffusion. Examination of the data for Ne2H

1 reveals that
absorbtion of a singlen3 photon is sufficient to overcome th
diffusion barrier, and that about 0.4 of these photons
absorbed by each Ne2H

1 site per second, which might ac
count for the fact that the H1 protons were thus far no
observed in solid neon. The proton activated by the abs
tion of room-temperature blackbody radiation may acquire
solid neon a considerable mobility, and find an electron or
anion for recombination or a neutral molecule for reactio
within a few seconds. Among possible ‘‘sinks’’ for H1 could
be the formation of H2

1 or H3
1 molecular ions.36
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The situation is a little more complicated in solid Ar, K
and Xe, where then3 photon energy is considerably lowe
than the computed H1 activation energy, and where the H1

ions have been studied experimentally. Even though in
heavier hosts the absorbed power is higher, amounting
about 3–5 photons/~ion•s! due to higher oscillator strength
multiphoton processes are quite unlikely to be important
overcoming the barrier. Here, however, the absorptions
to the n31nn1 combination bands might be a contributin
factor. It is also possible that the actual barrier in the b
may be lower than that computed for RgnH1 clusters with
n53, and, as suggested by the strong isotopic depende
tunneling through the barrier may very well be involved.

The proposed infrared activation would thus be ess
tially consistent with the observations: bulk matrix tempe
ture independence, and a strong isotopic effect of the pro
absorption bleaching. A similar mechanism would not wo
for neutral hydrogen atoms, whose vibrational modes lie
considerably lower frequencies, and whose infrared abs
tions are surely many orders of magnitude weaker than th
of H1 in the complex Rg2H

1.
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Amplitude–phase spectroscopy of resonant reflection of light by crystals
with a Fabry–Perot interferometer at the surface

P. S. Kosoboutski
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Conditions for the formation of the minima of amplitude spectra of reflection of electromagnetic
waves by transparent Fabry–Perot interferometers fixed on crystal surfaces with resonant
dispersion of the dielectric constant«̃(v) are investigated. It is shown that, irrespective of the
nature of the dispersion«̃(v), the minimum of the reflection contour is formed at a
frequencyvm of phase compensation, for which the general phase of the reflected wave is a
multiple of p. Analytic expressions connecting the frequency corresponding to the minimum of the
reflection contour with parameters of the surface resonator and resonant excitation of bulk
excitons, phonons and plasmons in the substrate are obtained. ©1999 American Institute of
Physics.@S1063-777X~99!01510-8#
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INTRODUCTION

Resonant reflection of light by a three-layer system
interfaces of the type vacuum–nondispersive plane-par
layer ~resonator!–bulk crystal were investigated for the fir
time by Hopfield and Thomas1 in the exciton region of the
spectrum. Later, this model was used by many researc
for explaining the anomalies in the exciton reflection spec
and the main results of these investigations were genera
in monographs.2–9

Following the publications by Ivchenkoet al.,10,11 the
interest towards the resonant spectroscopy of reflection
light rose considerably, especially towards new physical
jects like quantum-size structures12–19 the technology of
whose preparation has attained a very high degree
precision.20 Among other things, it was shown21,22 that a
simple analytic expression connecting the frequency of
minimum of exciton reflection contour and the thickness
the barrier layer with resonant excitation parameters can
obtained for structures with solitary quantum wells. Lat
this approach was used for explaining the growth of the a
plitude of the minimum of exciton reflection contour wit
temperature.23

The three-layer reflection model is significant for cry
tals in which bulk excitons of large radius are excited.
resonator in the form of a ‘‘dead’’ layer is formed on th
surface of such crystals as a result of interaction of excit
with their ‘‘mirror image’’ at the interface.1

An important problem concerning microelectronics i
volves the investigation of processes of excitation of se
conductor surfaces and hence the development of met
for measuring parameters of intrinsic oxide layers, e
ZnO–ZnSe, SiO2–Si, etc. For these purposes, it is conv
nient to use phonon spectroscopy. In comparison with e
8181063-777X/99/25(10)/5/$15.00
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tons, phonons are less sensitive to the value of attenuatio24

Hence the method of three-layer phonon reflection spect
copy does not require too low temperatures, and it is su
cient to study the dependence of the spectral position of
minimum of the reflection contour on the thickness of t
surface layer.

The plasma resonance region has been attracting th
tention of researchers not only for studying the state of
crystal surface,5 but also for developing optical probes fo
measuring physical quantities25 According to Roderick,26 the
problem of reflection of an electromagnetic wave in th
spectral region can be reduced to a three-layer system
taking into account the Coulomb interaction of charge ca
ers with their mirror images at the vacuum-surface interfa

The aim of our investigation is to study theoretically th
conditions of localization of the minimum of theR(v) con-
tour of light reflection by a transparent nondispersive Fabr
Perot-type interferometer fixed on the crystal surface, in
region of excitation spectra of bulk excitons, phonons a
plasmons in the crystal. Analytical expressions are obtai
for the dependence of the frequency corresponding to
minimum of theR(v) contour of resonant reflections on th
parameters of a three-layer reflecting system.

2. GENERAL RELATIONS

It is well known that taking into account the multibea
interference in the resonator, we can represent the com
amplitude r̃ 13 of light reflected by a three-layer structur
~Fig. 1! in the form1

r̃ 135
r̃ 121 r̃ 23exp~2 ids!

11 r̃ 12r̃ 23exp~2 ids!
, ~1!
© 1999 American Institute of Physics
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where the subscripts 12 and 23 correspond to the vacu
resonator and resonator–bulk crystal interfaces,
ds54pnsds /l is the phase shift of the wave in a resona
of thicknessds and refractive indexns . Formula~1! is valid
for normal as well as oblique incidence of the wave on
surface.

The energy coefficient of reflectionR13(v) is defined as

R135 r̃ 13r̃ 13* 5

~r122r23!
214r12r23sin2

D

2

11r12
2 r23

2 22r12r23cosD
, D5w231ds ,

~2!

where r̃ i j 5r i j exp(iwij). As a function of the frequency o
light, expression~2! has only one extremum, viz., a min
mum at the pointv5vm where the following conditions are
satisfied:

dR13

dD
50 and

d2R13

dD2 .0. ~3!

Irrespective of the form of resonance dispersion of
complex dielectric function«̃(v)5(n2 ix)2 in the bulk of
the crystal wheren andx are its optical refractive index an
absorption coefficient, respectively, the minimum of the
flection of light by a three-layer system is attained at
frequencyvm where the phase compensation relation is s
isfied:

w231ds52p. ~4!

Figure 2 shows the results of computations for the c
of reflection of light by a resonator of thicknessds5160 Å
fixed on the crystal surface in the excitation spectral reg
of bulk excitons. Here, curve1 is the reflection contour
curve2 is the frequency dispersion of the functiondR13/dD,
and curve3 is the frequency dependence of the phase s
(w231ds) of the wave. It can be verified that the conditio
dR13/dD50 is satisfied only at frequencyvm at which the
reflection coefficient is defined as

R135S r122r23

12r12r23
D 2

. ~5!

FIG. 1. Three-layer reflection diagram: vacuum~1!–nondispersive resonato
~2! of thicknessds and refractive indexns on the surface~3! of a crystal
with resonant dispersion of dielectric constant«̃(v).
–
d

r

e

e

-
e
t-

e

n

ft

It follows from this expression that, for equal values of t
moduli r125r23, we can use the condition~4! to select such
a relation between the phase thicknessds of the resonator
and the optical parametersn and x of the crystal that the
following equality holds:

r̃ 121 r̃ 23exp~2 ids!50 ~6!

and the coefficient of reflection at the minimum vanishes20

In this case, the ‘‘clarified’’ reflection minimum (R13
min50) is

attained under the condition

Rer̃ 1350 and Imr̃ 1350, ~7!

which means that the hodograph of the amplituder̃ 13 inter-
sects the origin of the coordinate axes Rer̃13 and Imr̃13. The
condition of complete clarification of the reflection conto
at the minimum corresponds to a jumpwise variation of
type ‘‘N’ ’ ↔ ‘ ‘ S’ ’ of the spectral form of the contour
w13(v) of the phase.20

For other relations between the parameters of reson
and resonance excitation in the crystal, the following con
tion is satisfied at frequencyvm :

Rer̃ 13Þ0, Im r̃ 1350, ~8!

i.e., the hodograph of the amplituder̃ 13 does not intersect the
origin of the coordinate axes Rer̃13 and Imr̃13. In this case,
the spectral form of the contourw13(v) of the phase will be
of ‘‘ N’’ or ‘‘ S’’ type,19 while the general phase of the re
flected light at frequencyvm is a multiple ofp ~curve4 in
Fig. 2!.

The fulfilment of condition~4! at the frequencyvm of
the minimum of reflection contour leads to an analytic d
pendence between the frequencyvm , phase thicknessds of
the resonator, and optical parameters of the crystal in
region of resonance dispersions«̃(v). Indeed, the tangent o
the phase shift of a wave reflected at the resonator–cry
inner interface is defined as

tanw235
Im r̃ 23

Rer̃ 23

5
ns~22«112A«1

21«2
2!1/2

«s2A«1
21«2

2
, ~9!

FIG. 2. Dependence of the reflection coefficientR13 ~1!, derivative
dR13 /dD ~2!, phase shift functionD5w231ds ~3!, andw13 phase contour
~4! on the frequency of light in the vicinity of the exciton resonancen51.
Calculations were carried out for a model crystal with parameters Zn
4pa50.0061; \v052.802 eV, \g51024 eV, «059.1.
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where the dielectric constant of the layer«s5ns
2,(xs50),

and «̃(v)5«11 i«2 in the bulk of the crystal. Equation~9!
can be presented in a more convenient form as follows:

«s
21«1

21«2
21

2«s«1

tan2 ds
5

2«s

sin2 ds
•~«1

21«2
2!1/2, ~10!

where we have taken into account the fact that tanw23

5tan(2p2ds)5tands. It should be emphasized that th
equation contains only parameters of the resonator and
active medium in which the dielectric constant has a reson
form. Hence it can be used for establishing a dependenc
the frequency of the reflection contour minimum on the p
rameters of the reflecting system. We shall demonstrate
by considering specific examples.

3. RESONANCE OF BULK EXCITONS

In the region of excitation of bulk excitons, the dispe
sion of the dielectric function«̃(v) without taking spatial
dispersion into account has the form

«̃~v!5«01
4pav0

2

~v0
22v22 ivg!

, ~11!

where v0 is the resonance frequency of transition with
oscillator energy 4pa; «0 the background dielectric constan
andg the damping factor.

Separating the real («1) and imaginary («2) parts in~11!
and substituting them into~10!, we obtain a fourth-order
equation inv2:

S «s
21«0

21
2«0«s

tan2 ds
D

1
4pav0

2@4pav0
21~v0

22v2!~2«s12«0/tan2ds!#

~v0
22v2!21v2g2

5
2«s

sin2 ds
H «0

21
4pav0

2@4pav0
212«0~v0

22v2!#

~v0
22v2!21v2g2 J 1/2

.

~12!

This equation can be simplified by putting«s5«0 :

F4pav0
21

2«0

sin2 ds
~v0

22v2!G2

1
4«0

2

sin2 ds
@~v0

22v2!2

1v2g2#50. ~13!

In this case, Eq.~13! has the following solution:

vm
2 5v0

2@S11~S1
22S2!1/2#, ~14!

where

S1511
2pa

«0
1

g2 cot2 ds

2v0
2 ,

S2511
4pa

«0
1S 2pa sinds

«0
D 2

. ~15!

The condition

g!v0 , ~16!
he
nt
of
-
is

is usually satisfied in the exciton part of the spectrum. In t
case, solution~14! is simplified considerably and assum
the form

S vm

v0
D 2

'11
4pa

«0
cos2

ds

2
. ~17!

Thus, a change in the phase thickness of the resonat
the crystal surface leads to a periodic variation of the f
quency of the reflection contour minimum within the limi
of the longitudinal–transverse splittingvLT of the exciton
state under consideration:v0<vm<vL , where vL is the
longitudinal frequency of resonant excitons. For examp
the presence of a nondispersive resonator of exciton siz
the surface of a model crystal with ZnSe parameters (4pa
50.0066; «059; \v052.802 eV), leads to a displace
ment of the reflection minimum by about 10–15% of t
longitudinal–transverse splittingvLT .

If the phase thickness of the resonator isd5(2m
11)p,m50,1,2,3,..., the frequencyvm is localized in the
vicinity of v0 . For ds50, 2p, 4p, ...52mp, the mini-
mum is localized at the frequency

vm
2 5v0

2S 11
4pa

«0
D , ~18!

i.e., at the resonance frequencyvL of longitudinal excitons.1

4. PHONON REFLECTION OF LIGHT IN THE INFRARED
REGION

As in the preceding section, we must determine the re
nance dispersion«̃(v) in a given frequency range in order t
establish a dependence of the frequencyvm of the phonon
reflection contour minimum on the phase thickness of a fi
resonator at the crystal surface. In accordance with the
presented in Ref. 24, this dispersion can be presented in
form

«̃~v!5«`1
~«02«`!vTO

2

vTO
2 2v22 ivg

, ~19!

wherevTO is the resonance frequency of transverse opt
phonons. Separating the real and imaginary parts and su
tuting them into~10!, we obtain a fourth-order equation i
v2:
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@2«s«`1~«s
21«`

2 !tan2 ds#
22S 2«s«`

cos2 ds
D 2

1F2~«`
2 1«s«`!tan2 dsDLT

2 ~vTO
2 2v2!1«`

2 ~«s
21«`

2 !DLT
2 tan2 ds

~vTO
2 2v2!21v2g2 G2

2F2«s«`

cos2ds
G2 DLT

2 12~vTO
2 2v2!DLT

~vTO
2 2v2!21v2g2 12@2«s«`1~«s

21«`
2 !tan2 ds#

3
2~«`

2 tan2 ds12«s«`!DLT~vTO
2 2v2!1«`

2 DLF
2 tan2 ds

~vTO
2 2v2!21v2g2 50. ~20!
o
d
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Putting «s5«` , we can present Eq.~20! in a simplified
form:

V21VS D«vTO
2

«`
1

g2

tan2 ds
D 1S sinds

2«`
D« VTO

2 D 2

2
4«`

2 vTO
2 g2 cos2 ds

sin4 ds
50. ~21!

The solution of this equation can be written as follows:

vmin
2 5vTO

2 1
1

2
@V1A~V22DLT

2 sin2 ds1vTO
2 g2 cot2 ds!#,

V5DLT2g2 cot2 ds ,DLT5vLO
2 2vTO

2 ,

D«5«02«` . ~22!

If the conditiong!vTO is satisfied, Eq.~21! assumes
the form

V21V
D«vTO

2

«`
1

sin2 ds

4«`
2 D«

2vTO
2 50 ~23!

with a simple solution

vm
2 5vTO

2 F11
D«

«`
cos2

ds

2 G . ~24!

As in the case of excitation of bulk excitons, a variation
the phase thickness of the resonator whose role is playe
the oxide layer at the crystal surface, the energy position
the phonon reflection contour minimum is displaced perio
f
by
of
i-

cally between the spectral positions of resonance phonon
quenciesvTO and vLO . In the limiting caseds50, the so-
lution of Eq. ~24! coincides with the well-known Sachs
Teller–Leddane expression27

vmin
2 5vTO

2 «0

«`
5vLO

2 , ~25!

thus confirming the correctness of the proposed approach
establishing such a functional dependence, we can exten
spectrum of the experimental investigations of anomal
dispersion of quartz in the interval 8–10mm caused by va-
lence oscillations of Si–O bonds.28

5. PLASMA REFLECTION REGION IN SEMICONDUCTORS

It was mentioned in Sec. 1 that interaction of char
carriers with their mirror images at the interface leads to
emergence of a nondispersive layer at the crystal surf
Hence, in order to establish the functional dependence of
frequencyvm corresponding to the minimum of the plasm
reflection contour on the phase thickness of the layer at
crystal surface, we must solve, as in the previous cases,
~10! under the condition~4! with a known dependence«̃(v).
According to Refs. 5 and 9, it can be written in the followin
form:

«̃~v!5«`2
vp

2

v21 ivg
, ~26!

wherevp is the plasma frequency. Taking into account E
~26! at the frequencyvm , we can write Eq.~10! in the form
@~«s
21«`

2 !tan2 ds12«s«`#21S 2v2vp
2~«s1«` tan2 ds!1vp

4 tan2 ds

v41v2g2 D 2

3
2@~«s

21«`
2 !tan2 ds12«s«`#@2v2~«s1«` tan2 ds!1vp

4 tan2 ds#

v41v2g2 5
4«s

2«`
2

cos4 ds
1

4«s
2

cos4 ds

2«`vp
2v21vp

4

v41v2g2 . ~27!
For «s5«` , Eq. ~27! assumes a simpler form

v42S g2 cotds1
vp

2

«`
Dv21

vp
4 sin2 ds

4«`
2 50, ~28!

and has the solution
vm
2 5

1

2
g2 cot2 ds1

vp
2

2«`
6H S 1

2
g2 cot2 ds1

vp
2

2«`
D 2

2
vp

4 sin2 ds

4«`
2 J 1/2

~29!

or, if we disregard attenuation,
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vm
2 '

vp
2

«`
cos2

ds

2
. ~30!

Thus, in the absence of a nondispersive layer at the c
tal surface, the plasma reflection minimum emerges on
longwave side of the plasma resonance at the freque
vm'vp /A«`. If the attenuation is disregarded, the real p
of the complex function~26! at frequencyvm is equal to
zero, which is in accord with Ref. 5. Hence, as the plas
resonance frequencyvp is approached, no peak will be ob
served on the reflection curve. With increasing phase th
ness of the surface layer, the minimum of the reflection c
tour is displaced towards lower energies. This fact must
taken into consideration while designing sensor devices.29

6. CONCLUSIONS

~1! In the case of reflection of an electromagnetic wave a
three-layer system of the type nondispersive mediu
Fabry-Perot interferometer–medium with resonant d
persion of the dielectric constant, the minimum of t
reflection contour is localized at the phase compensa
frequency.

~2! The spectral position of the reflection contour minimu
is determined by the phase thickness of the resonator
parameters of resonance excitation in the crystal.

~3! Upon a variation of the phase thickness of the reson
in the exciton and phonon parts of the spectrum,
frequency of the reflection contour minimum oscillat
within the longitudinal–transverse splitting. In the regio
of plasma reflection, the range of variation of the refle
tion minimum frequency is bounded only on the sho
wave side of the plasma frequency.

~4! The phasew13(v) of the reflected wave at the frequenc
corresponding to the reflection curve minimum is a m
tiple of p.

~5! The approach considered here is applicable in all ca
of reflection of electromagnetic waves by three-laye
structures of the type nondispersive medium–Fab
Perot interferometer–crystal with resonant transitio
for which the dielectric functions can be used for a ma
roscopic description of resonant optical properties.
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An attempt is made to interpret the low-temperature negative thermal expansion of solid C60 on
the basis of an assumption concerning the freezing of all~thermally activated! rotations
and the formation of anisotropic intermolecular potential ensuring libron vibrations of fullerene
molecules in the equilibrium position displaced relative to the isotropic potential minimum.
© 1999 American Institute of Physics.@S1063-777X~99!01610-2#
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1. Aleksandrovskiiet al.1 who measured the thermal ex
pansion of solid C60 in the low-temperature range (T
&10 K) discovered an unexpected peculiarity, i.e., the s
reversal of the linear coefficient of volume expansi
aC60

(T) which becomes negative for this cryocrystal atT

.3.4 K. In other words, compression~or, which is the same
a decrease in the size! of a C60 fullerite sample in the form of
a tablet pressed from powder1! in the experiments,1 is
changed into expansion~increase in size! upon a further de-
crease inT ~below 3.4 K!. This effect is known as negativ
thermal expansion~NTE! and was associated by Aleksa
drovskii et al.1 with the assumption on the existence of
low-energy spectrum of C60 molecules in fullerite at helium
temperatures due to their quantum~under-the barrier! rota-
tional tunneling between different orientational positions
the solid phase.

It should be noted that, although the NTE is a relative
rare effect, it is nevertheless not a unique phenomenon.
example, it was observed earlier~see the literature cited in
Ref. 1! is some cryocrystals~molecular or atomic, but with
an admixture of simple molecules!. Examples of other~non-
cryocrystalline! compounds~including simple materials suc
as RbI!2 exhibiting NTE to a certain extent in various tem
perature regions are given in the monograph by Noviko3

However, we must admit that the NTE effect discover
more than 30 years ago in ZrW2O8

4 is astonishing even if we
take into account the above arguments. It was found that
temperature range of NTE in this essentially ionic cu
compound embraces the entire range of its existence in s
state, i.e., for allT,Tmelt51050 K,5 the NTE being isotro-
pic. Naturally, the Gru¨neisen coefficient of the ZrW2O8 crys-
tal is also negative everywhere, its value increasing in m
nitude atT&50 K also and amounts to'25 @Ref. 6#.

According to modern theoretical concepts~see, for ex-
ample, Refs. 7 and 8!, the reason behind negative therm
expansion in ZrW2O8 and similar crystals~for example,
ZrVO7) is the prevailing contribution toa(T) from libron
branches of lattice vibrations~corresponding to rotations o
rigidly coupled groups of ions! as compared to the compe
ing contribution from translational vibrations. Rigid stru
8231063-777X/99/25(10)/3/$15.00
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tural elements in the ZrW2O8 crystal lattice are ZrO6 octahe-
drons and WO4 tetrahedrons which can be regarded to
certain extent as undeformed ‘‘molecules.’’ Such a divisi
is conditional and is characterized by the presence of oxy
ions in common for neighboring ‘‘molecules.’’ In spite o
the fact that the latter make the simple pattern with trans
tions and librations less accurate,2! it remains quite visual.
Indeed, it is easy to verify that the lattice constructed fro
rigid structural elements with common ions~playing the role
of hinges! inevitably shrinks for any rotation of any~or all!
of such groups singled out into ‘‘molecules.’’ Thus, the sta
dard angular deviation̂ u2& increasing with temperature
leads to a negative contribution to the thermal expans
coefficient of the crystal since the change in its volumeDV
}2^u2&. A more detailed and consistent analysis based
the concept of translational and librational modes separa
in this way makes it possible to describe successfully
NTE effect in ionic crystals not only qualitatively, but als
quantitatively with the help of temperature dependences
the densities of corresponding states.

2. The approximate ‘‘translation–libration’’ approach
important not only from the quantitative, but primarily from
the qualitative point of view. First, such an approach~due to
the presence of the same ions that are in common for nea
‘‘molecules’’! does not necessitate rotational~including tun-
nel! movements for the emergence of NTE since such ro
tions are impossible in a lattice of the type ZrW2O8, although
they are observed in molecular~cryo!crystals in which mol-
ecules, being really rigid structural units, are completely
dependent of one another~at least, at highT). Second, the
competition between two types of vibrations~translational
and libron! may ~and must! lead to the NTE effect. Both
these types of vibrations are always present in known
amples of cryocrystals exhibiting NTE. For this reason,
assumption concerning the origin of NTE in fullerite C60 and
differing from that proposed by Aleksandrovskiiet al.1 has
some grounds. According to this assumption, the contri
tions to the coefficientaC60

(T) from these vibrations have

opposite signs: a positive contribution ensuring the inequ
ity aC60

(T).0 from translations and a negative contrib
© 1999 American Institute of Physics
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tions that can lead to the inequalityaC60
(T),0 from libra-

tions.
In this connection, we note a specific feature of fuller

C60 whose molecules can rotate freely at first, and then w
retardation down to quite low temperatures. It cannot
ruled out that the total spectrum of the solid phase
fullerene is formed completely only in the helium tempe
ture range~or close to it! in view of extremely high~icosa-
hedral! point symmetry of its molecules.

The structure of various modifications of fullerene
well known ~see the review in Ref. 9!. In the intermolecular
interaction as a function of mutual orientation of molecul
the so-called pentagonal and hexagonal configurations, s
rated by a comparatively high barrier (;0.3 eV), are singled
out quite clearly10 ~see also Ref. 11!. Such a large barrie
height is determined by the fact that these configurations
not equivalent. Since such configurations can be realized
large number of ways, each of these two main minima
actually multiply degenerate.

We can assume that the barriers between identical p
tions of each of interacting molecules are considera
lower.3! Moreover, it is quite possible that as the temperat
T decreases, at first rotations~to be more precise, random
movements! of molecules relative toC2 axes~i.e., through
an angle 180° are frozen out, followed by rotations about
C3 axes~through 120°), and finally by rotations aboutC5

axes~through 72°) at the lowest temperatures. It is approp
ate to note that if fullerene possessed onlyC2 andC3 axes,
fullerite would exist as a system with a long-range orien
tional order. However, the existence ofC5 axes makes this
impossible in principle, and it is assumed~see Ref. 6! that
fullerite atT&90 K is an orientational glass. As long as the
mally stimulated rotational diffusion persists~at least about
C5 axes!, it is meaningless to speak about the final format
of librational spectrum of fullerite since the multicompone
tensorF̂ ~the multipole order parameter! is not manifested
under such conditions. The correlators of various com
nents of this tensor ultimately determine the noncentral p
of the paired intermolecular potential~essentially, its
‘‘swing’’ !.4! Naturally, different component ofF̂ can freeze
at differentT.

Indeed, this potential can be presented phenomenol
cally by the sum

V~R!5Vis~R!1Vanis~R!^^F̂2&&, ~1!

whereVis(R) andVanis(R) are the isotropic and anisotrop
components of interaction of two C60 molecules in the crys-
tal. According to calculations~see Chap. 12 in Ref. 14!,
these components for N2 type molecules have a similar stru
ture ~repulsion at small and attraction at large distances!, but
the quantityRanis corresponding to the minimum ofVanis(R)
corresponds to more distant equilibrium positions of m
ecules than the quantityRis determined from the minimum o
Vis(R). If such a behavior is also preserved for the interm
lecular potential~1!, this means that the minimum ofVis(R)
lies on the repulsive branch of the anisotropic compon
Vanis(R) which is ‘‘actuated’’ only with the emergence an
growth of ^^F̃2&&.
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Assuming that these terms@appearing in~1!# have the
simple form

Vis~R!5
1

2
kisR

22
1

3
k isR

3, Ris50;

~2!

Vanis~R!5
1

2
kanis~R2Ranis!

2,

wherekis , kanis andk is are the elastic and anharmonism co
stants~we omit the anharmonism ofVanis(R) sinceuVis(R)u
.uVanis(R)u),14 we find that the equilibrium molecular spac
ing for V(R) taking into account~2! is defined by the expres
sion

Rmin~T!5
k isR

21kanisRaniŝ ^F̂&&
kis

, ~3!

in which R2 is the root-mean-square amplitude of trans
tional vibrations determining the conventional~positive!
thermal expansion. It can be seen from~3! that for ^^F̂2&&
Þ0, the value ofRmin(T) increases slightly sinceRanis.0.
The thermal expansion coefficientaC60

(T)5dRmin /dT in this
case has the form

aC60
~T!5aC60

~ is!~T!1aC60

~anis!~T!;

aC60

~anis!~T!52
kanis

kis
Ranis

d^^F̂2&&
dT

,

and its sign at a given temperature is determined by the
of the larger addend sinced^^F̂2&&/dT,0 as usual.

The proposed mechanism coincides to a certain ex
with that considered in Ref. 7 and 8 for ZrW2O8, when the
orientational ordering of structural elements relative to o
another leads to an increase in their separation. This
sembles to a certain extent the ordering of hydrogen bond
water observed slightly above the freezing point and a
accompanied by an increase in molecular spacing. As
gards fullerite C60, we can hope that rotational motion i
fullerite retarded atT&90 K ceases completely only at quit
low temperatures in view of an increase in^^F̂2&& and the
formation of the potentialVanis(R) leading to the optimiza-
tion of molecular spacing. On the whole, the calculation
aC60

(R) for fullerite requires self-consistent calculation
the spectrum of translational and libron vibrations and
value of^^F̂2&&, which is apparently a complicated proble
in view of the absence of a long-range orientational orde
this crystal, and hence undamped modes~except acoustic
ones!.

Thus, the proposed qualitative explanation of the NTE
fullerite does not involve tunneling processes which are d
ficult to justify for undoubtedly classical objects such
fullerenes C2n ~whose atomic mass is&103 amu for n
*50). The classical nature is manifested in extremely sm
amplitudes of zero-point vibrations in fullerite.12 It should be
recalled that librations in solid C60 are quite soft
(&20 cm21), and their spectrum undergoes noticeab
changes as the temperature decreases from;102 to
;10 K.15
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Finally, returning to the origin of NTE, we must als
bear in mind that the coefficienta(T) is usually determined
by the pressure dependence of characteristic~vibrational!
frequencies of the spectrum. If the lattice is compressed~also
as a result of a change in temperature!, the energy of levels
having a nontunnel origin has a tendency to increase w
the energy of tunnel levels tends to decrease. Such a be
ior has an obvious physical explanation: a decrease in ato
spacing leads to more rigid intermolecular~interionic! poten-
tials on the one hand and to higher barriers separating di
ent orientational positions on the other hand. This is the r
son behind a peculiar~negative! contribution of tunnel states
to the Grüneisen coefficient in simple cryocrystals containi
tunneling subsystems.16 But such subsystems appear infr
quently ~in RbI as well as in ZrW2O8), which necessitates
the search for other~‘‘non-tunneling’’! reasons behind NTE
Besides, it is interesting to note that a decrease in the p
ability of subbarrier~quantum! transitions in cryocrystals is
in fact freezing~or fixation! of a reorienting center from
among several positions. In this case, it is transformed fr
a ‘‘tunnel-blurred’’ ~isotropic! object into an anisotropic ob
ject with a definite orientation. Consequently, we can sp
of the formation of a component of the intermolecular pote
tial ~including the potential of interaction between impu
ties! of the Vanis(R) type due to the retardation~and even
vanishing! of orientational~quantum and classical! transi-
tions. The consequences of possible manifestations of
component were considered by us in the above analysis

The author expresses his deep gratitude to V.G. Manz
lii for numerous discussions of the NTE in cryocrystals a
to Yu.B. Gaididei for his support and stimulating critic
remarks. Thanks are also due to M.A. Ivanov and Yu
Freiman for fruitful discussions and to A.N. Aleksandrovs
who mentioned the existence of calculations of orientatio
barriers in fullerites.
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1!Recently, the same effect was confirmed by measurements of therma

pansion of C60 single crystals~V. G. Manzhelii, private communication!.
2!Besides, it is very difficult to single out librational modes in ionic crysta
le
av-
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like ZrW2O8, which are just degenerate low-frequency optical oscillatio
3!Unfortunately, only the barriers for the so-called consistent~simultaneous!

rotation of all molecules or rotations~in both cases, relative to crystallo
graphic axes! of individual molecules in the field of other molecules a
given in available publications~see, for example, Ref. 12!, which allows us
to determine the mutual orientations of nearest molecules that are
advantageous from the energy point of view. However, it would be equ
interesting to analyze barriers for rotations of fullerene C60 molecules
about their symmetry axes between equivalent positions in a given
figuration of the environment~including the configuration advantageou
from the energy point of view!. We are speaking of just such barriers.

4!It should be recalled that an~orientationally! disordered medium~glass!
must be characterized not by a conventional order parameter~i.e., ^F̂&),
but by a correlation function or Edwards–Anderson order param
^^F̂2&&, in which additional averaging over configurations is presumed
is important to note that whiled^F̂&/dT→0 asT→0 for ordered media for
which ^F̂&Þ0, the derivatived^^F̂2&&/dT for glasses remains finite in the
entire range of the frozen state.13
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High- Tc rf SQUIDs for operation in magnetic fields. Effect of thermal fluctuations

V. I. Shnyrkov, V. P. Timofeev, and A. S. Garbuz
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Ukraine. 310164 Kharkov, Ukraine*

Cheol Gi Kim
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Optimization of bulk high-Tc rf SQUID characteristics is carried out in the limit of strong
thermal fluctuations. It is shown that such fluctuations affect the impedance of interferometers so
that they operate only in quasi-nonhysteretic mode. Textured ceramics can be used to
produce SQUIDs capable of stable operation in unshielded environment and/or in strong magnetic
fields (H5150– 200 A/m) with a sensitivity about 2310213T/Hz1/2. These SQUIDs form
the basis of a portable susceptometer designed and tested in constant~up to 150 A/m! and varying
~up to 4 A/m! magnetic fields with a magnetic moment sensitivity not lower than 1.6
310210A•m2. © 1999 American Institute of Physics.@S1063-777X~99!01710-7#
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INTRODUCTION

Modern high-Tc SQUIDs produced by thin-field techno
logical method1 have good characteristics in weak magne
fields. During operation in the magnetic field of the Ear
the spectral density of the noise in film-type high-Tc

SQUIDs increases by more than an order of magnitude2 in
the low-frequency range~1–100 Hz!, i.e., in the spectral re
gion in which advantages of SQUIDs over other magne
field detectors are manifested most strongly. This exc
noise is associated as a rule with specific properties of HT
materials~see, for example, Refs. 3, 4! and sets a limit on the
application of SQUIDs in physical investigations in ma
cases.

In our earlier publication,4 we noted that the spectra
density of noise associated with ‘‘Josephson fluctuato
consisting of superconducting loops closed by weak lin
exhibits a nonmonotonic dependence on magnetic field
temperature. It follows from the theory of such fluctuato5

that noise extrema depend explicitly on fluctuator parame
and the coefficient of coupling with the quantization conto
Consequently, it is reasonable to assume that by suppres
the main extrema~e.g., those located near a Josephson ju
tion!, we can reduce the spectral densitySF of SQUID noise
for operation in unshielded environment. In this communi
tion, we consider some aspects of optimization of bulk hig
Tc rf ~one-junction! SQUIDs intended for operation in exte
nal fields up to 150 A/m and their application in a susce
tometer.
8261063-777X/99/25(10)/3/$15.00
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1. RF SQUID IN THE LIMIT OF STRONG FLUCTUATIONS

A transition from helium to nitrogen level of cooling
leads to an increase in the thermal fluctuation energykBT
and hence to an increase in the magnetic flux fluctuationsFN

2

in the SQUID inductanceL:

FN
2 ~T!>kBTL. ~1!

The analysis of operation of superconducting quant
interferometers in the presence of strong thermal fluctuati
carried out in the seventies~see, for example, Ref. 6! proved
that the result of their effect on a SQUID can be described
the decrease in the effective critical currentI c* (T) through
the Josephson junction, i.e.,

I c* ~T!5I c~T!exp$2L/2LF~T!% ~2!

and the corresponding change in the dependence of the
ternal magnetic fluxF in the interferometer on the externa
flux Fe . Here LF is the temperature-dependent fluctuati
inductance of the SQUID, which is given by

LF~T!5~F0/2p!2/kBT510210GH for T577 K, ~3!

F0 being the magnetic flux quantum andkB the Boltzmann
constant.

In the simple resistive model of a Josephson juncti
the spectral density of SQUID noise is a function of the ra
of the thermal energy to the Josephson binding energy:

G52pkBT/I cF0 , ~4!

which must be considerable smaller than 0.1 for obtain
the maximum sensitivity~accordingly I c must be much
larger than 30mA!. The fulfillment of this condition and the
© 1999 American Institute of Physics
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requirementL,LF /p for bulk interferometers is compli
cated, and high-Tc SQUIDs operate, as a rule, in the limit o
strong fluctuations.

In this limit, a natural question arises concerning t
choice of the optimal coefficientk of coupling between the
resonance contour with a factorQ and the quantization con
tour. It is usually assumed that its value can be chosen f
the conditionk2Q51 for the hysteretic mode andk2Ql@1
for a nonhysteretic mode. Both these conditions are not q
correct in the limit of strong fluctuations, whenG50.5– 0.2
in view of a change in the dimensionless SQUID inductan
~2! l * 52nLIc* /F0 . This result can be readily interpreted
follows: strong fluctuations broaden the probability dens
for decay of metastable current states of the interferomete
such an extent that the impedance changes rendering
F(Fe) dependence quasi-nonhysteretic.

It was proved by us earlier7 that the steepness of tran
formation increases rapidly in the nonhysteretic mode u
an increase ink2Ql and attains values of 1011– 1012V/Wb. A
further increase in this product the spectral density
SQUID noise increases abruptly. Subsequent anal
proved8 that stochastic oscillations deteriorating the sensi
ity of the detector are generated fork2Ql.2 – 3 even in the
nonhysteretic mode. Consequently, the condition of optim
matching forl ,1 must have the form

1<k2Ql,223. ~5!

The inductance of bulk high-Tc rf SQUIDs under inves-
tigation is 3310210H, which is an order of magnitude
higher thanLF /p. This choice is dictated by the concessi
between an increase in the intrinsic noise of the pickup
an increase in the coefficient of coupling between
SQUID magnetometer and the sample under investigat
The effective value of current~2! through the interferomete
for such an inductance varies asI c* 5I c exp(21.5)50.22I c ,
which make the dependenceF(Fe) for critical currentsI c

,5 mA of a Josephson junction nonhysteretic even if
disregard large values ofG.

The solution of the Einstein–Focker–Planck equat
for an autonomous junction~see, for example, Ref. 9! for
intense fluctuationsG50.3– 0.5 shows that almost all high
Tc rf SQUIDs described in the literature operate in a ‘‘no
hysteretic’’ mode. For this reason, for optimal matching a
for obtaining the maximum transformation coefficient, t
sweep of the signal characteristic, and for improving the s
sitivity, the value ofk2Q must be made much larger than
the ‘‘conventional’’ hysteretic mode:

1/l * ~L/LF ,G!5k2Q. ~6!

Thus, intense fluctuations vary the impedance of the
perconducting quantum interferometer so that the bound
between ‘‘hysteretic’’ and ‘‘nonhysteretic’’ modes of the
SQUID vanishes. In other words, forG50.2– 05 andL
.LF , only the quasi-nonhysteretic mode is realized,
which the sensitivity can be estimated on the basis of c
ventional formulas for a nonhysteretic mode. The noise fr
the amplifier and resonance circuit can be partially redu
by increasing the coupling coefficient to
m
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2/l * ~L/LF ,G!5k2Q. ~7!

However, in this case the frequency band becomes narro
and dynamic parameters of the high-Tc rf SQUID deterio-
rate.

2. EXPERIMENTAL RESULTS

We prepared interferometers of rf SQUIDs with th
quantization contour diameter of 0.8 mm from textur
YBCO ceramics with a high critical current density (j
.103 A/cm2) at T577 K. The Josephson junction wa
formed with the help of a series of laser pulses under c
tinuous control of SQUID parameters in the magnetic field
the Earth. The study ofSF in the presence of a magnetic fie
revealed that only one out of ten interferometers is char
terized by a sufficiently good noise spectrum. In our opinio
a Josephson junction can be created in this case withou
ditional contours of ‘‘Josephson fluctuators’’ which deteri
rate the spectral density of noise at low frequencies. Figu
shows the spectral densities of noise from the magnetic
of a bulk high-Tc rf SQUID, obtained as a result of shieldin
of pickup and a permalloy screen by an HTSC as well as
the magnetic field of the Earth, i.e., in aluminum scree
With a magnetic flux concentrator, the effective value of t
detecting area of the magnetometer increases by a facto
2.7 and amounts to 1.3 mm2, and the sensitivity in the region
of quasi-white noise attains a value of 2310213T/Hz1/2 in
the magnetic field of the Earth.

Such pickups of high-Tc rf SQUIDs were developed by
us for measuring instruments operating in relatively stro
magnetic fields of 30–300 A/m. An example is the susc
tometer created on the basis of an rf SQUID with nitrog
cooling level.10 The main components of this instrument a
a low-noise glass-reinforced plastic cryostat moun
in a permalloy screen, a ‘‘reciprocal’’ glass Dewar fla
for maintaining the temperature of the sample under inve

FIG. 1. Magnetic field dependence of spectral density of noise of a highTc

rf SQUID with L53310210 H at T577 K. The SQUID is placed in HTSC
and two-layered permalloy screens~lower curve,B50.02 A/m). The pickup
noise in aluminum screen in the magnetic field of the Earth~upper curve,
B540 A/m).
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gation in the temperature range from 77 to 250 K, a cop
solenoid creating fields up to 300 A/m, a thermometer, an
high-Tc rf SQUID coupled through mutual inductance with
sample of diameter 1.5 mm. The separation between
sample and the quantization loop of the SQUID is 15 m
The coefficient of transformation of the magnetic moment
the sample into the output voltage iskm5mZ /Um58.2
31028 A•m2/V.

The sensitivity of the setup in the field 150 A/m amoun
to 1.6310210A•m2 and is independent of the sample tem
perature. In weak magnetic fields (H50.02 A/m), the sensi-
tivity increases to 5310211A•m2. These values of sensitiv
ity can in principle be improved by a factor of 2–3 b
decreasing the separation between the sample and
SQUID, but the setup was designed for samples with a m
mum diameter of 8 mm.

By way of an example, Fig. 2 shows the temperat
dependence of susceptibility of a Gd88La12 polycrystalline
sample having size 13131 mm, which was measured in
constant magnetic field. These results are in quantita
agreement with the data obtained for the same sample
susceptometer with the helium cooling level manufacture
Quantum Design. In addition, we studied on our setup ph
transitions in HTSC materials in fields up to 150 A/m a
magnetic characteristics of samples made of special-g
steels for atomic reactor building, which passed fatig
tests.10

FIG. 2. Temperature dependence of the bulk susceptibility of a Gd88La12

sample, averaged over a series of measurements in a constant magnet
43 A/m. Dark circles show the results of comparative tests on a heli
cooled susceptometer manufactured by QUANTUM DESIGN.
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CONCLUSION

During the decade of development of high-Tc SQUIDs,
high-precision technological methods were worked out
obtaining integral film detectors for operation in weak ma
netic fields. The parameters of film-type SQUIDs will b
improved, and their application in unshielded environme
for developing methods of nondestructive magnetic cont
medical diagnostics, and geophysical and physical invest
tions ~NMR, susceptibility, etc.! will become effective if
only due to realization of the limit of weak fluctuations an
application of film aerials, and high-quality epitaxial films
film-type high-Tc SQUIDs. However, the above analys
shows that the optimization of bulk high-Tc rf SQUIDs and
the entire measuring setup makes it possible even now
develop high-sensitivity instruments operating in qu
strong external fields, i.e., to solve the problems formula
by Acad. B. I. Verkin immediately after the discovery o
quantum interference in oxide superconductors.11
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Light scattering in LiCoPO 4 single crystal: analysis of the vibrational spectrum
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In a single crystal of LiCoPO4 Raman scattering has been studied in a wide temperature range.
Thirty-two of the 36 Raman-active vibrational modes predicted by group-theory analysis
were detected. The experimental lines are identified on the basis of their polarization rules,
frequency position, and temperature behavior. ©1999 American Institute of Physics.
@S1063-777X~99!01810-1#
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The recent interest in the family of lithium orthopho
phates LiMePO4 (Me5Fe, Mn, Co, Ni) stems from the fac
that ~i! they could have been good candidates for the ob
vation of the so-called piezomagnetoelectric effect,1 and ~ii !
LiCoPO4 crystals have rather high linear magnetoelec
coefficients,2 which were previously observed mainly i
rare-earth compounds, e.g., TbPO4 ~Ref. 3!. The high value
of the magnetoelectric effect may be due to the particu
arrangement of the energy levels of the magnetic ions
LiCoPO4. That is why the study of the energy spectrum fe
tures of lithium orthophosphates is important.

In this paper we report the results of a Raman study o
LiCoPO4 single crystal in a wide frequency and temperatu
ranges. As a result of the incomplete 3dn shell of transition
metal ions, the low-temperature Raman spectra may con
lines corresponding to electronic crystal field transitions. B
cause of the phase transition to the magnetically orde
state, the light scattering on spin waves, and on excitons
expected to be observed. On the one hand, there are rea
to believe that the high magnetoelectric coefficients
LiCoPO4 are connected with the electronic energy level
rangement of the magnetic Co21 ion. On the other hand, th
above-mentioned frequency region of the electronic exc
tions overlaps with that of the vibrational spectra. This c
cumstance makes it necessary to study the phonon spec
the paramagnetic and magnetically ordered states. Since
vibrational spectra of LiCoPO4 have not yet been studied
our aim is to study the spectra in detail in order to detect
phonon modes predicted by group-theory analysis and
identify them.

EXPERIMENTAL PROCEDURE

The Raman spectra were measured on a single cryst
LiCoPO4 of high optical quality. The sample was cut as
rectangular parallelepiped with edges parallel to
8291063-777X/99/25(10)/4/$15.00
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crystallographic axes of the orthorhombic cella, b, c with
0.96, 1.22, and 1.76 mm length, respectively. The system
coordinates was chosen to beXia, Yib, Zic. Since the ab-
sorption spectrum of this crystal has strong lines at 470–
nm and weaker ones at 700–800 nm,2 the 632.8-nm line of
the He–Ne~;30 mW! laser was used in the experiments
reduce the beam-induced heating of the sample and to
hance the scattered light intensity. The scattered light w
analyzed with a double Jobin Yvon U1000 monochroma
and detected with a cooled photomultiplier and a pho
counting system. In order to avoid the polarizing effect of t
spectrometer, a depolarization wedge was placed in fron
the entrance slit. The temperature interval 4.2–300 K w
ensured using a special optical cryostat with a wide-an
aperture micro-objective. The sample was kept in an
change gas atmosphere.

STRUCTURAL FEATURES OF LiCoPO 4 AND GROUP-
THEORY ANALYSIS OF FUNDAMENTAL VIBRATIONS

The crystal LiCoPO4 is isomorphic with other lithium
orthophosphates LiMePO4 ~Ref. 4!, which belong to the oli-
vine structure type. At room temperature the orthorhom
unit cell contains four formula units and is described w

TABLE I. The symmetry of fundamental vibrations of a LiCoPo4 crystal.

Symmetry of vibrations

Type of vibrations Ag B1g B2g B3g Au Blu B2u B3u

Acoustic 1 1 1
Optic 11 7 11 7 10 13 9 13
Internal PO4 6 3 6 3 3 6 3 6
External:

Translational 4 2 4 2 5 6 4 6
Librational PO4 1 2 1 2 2 1 2 1
© 1999 American Institute of Physics
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830 Low Temp. Phys. 25 (10), October 1999 Fomin et al.
space groupPnma. One of the structural features is a laye
like arrangement of oxygen atoms in the planes paralle
~001!, the atom distribution is similar to the hexagonal clo
packing. Each phosphorus atom in the crystal is surroun
by four oxygen atoms, creating a distorted tetrahedral P4

32

complex with Cs(m'b) point symmetry. The Co and L
atoms are surrounded by six oxygen atoms which occupy
positions with site symmetryCs and Ci , respectively. The
antiferromagnetic ordering of the Co21 spins @TN521.9 K
~Ref. 2!; magnetic space groupPnma8 ~Ref. 5!# does not
induce multiplication of the crystallographic primitive cell

The group-theory analysis of the fundamental vibratio
in the crystal LiCoPO4 was performed in terms of externa
and internal vibrations of the ion complexes and sin
ions. Let us introduce the internal vibrations as vibratio
which are caused by the motion of atoms which indu
deformation or a change in the PO4

32 volume~the position of
the mass center and the orientation of the inertia axes

FIG. 1. Low-temperature~10 K! polarized Raman spectra of the cryst
LiCoPO4. Spectral resolution is 2.0 cm21.
o

ed

e

s

e
s
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assumed to be undisturbed!. This is valid in the case where
the internal and external vibration frequencies differ cons
erably. The so-called external vibrations describe the tra
lational motion of the mass center of PO4

32, Li1, and Co21

ions and the hindered rotations~librations! of the PO4
32 ions.

Such separation is rather arbitrary and may be used in
group-theory analysis for clarity only. In fact, these vibr
tions are not completely independent. The group-theory
sults are given in Table I using the above-mentioned ter
As seen in Table 1, 36 optic modes with the symmetriesAg ,
B1g , B2g, andB3g are expected in the Raman spectra, wh
correspond to the polarization of the excited and scatte
light in the chosen coordinate system as:Ag—(XX), ~YY!,
~ZZ!, B1g—(XY), ~YX!, B2g—(XZ), ~ZX!, andB3g—(YZ),
~ZY!.

EXPERIMENTAL RESULTS AND DISCUSSION

The Raman spectra of the LiCoPO4 crystal shows many
well-polarized lines of different intensities~Fig. 1!. It should
be noted, however, that the strongest Raman lines can i
trate into the spectra with other polarizations, which are f
bidden for them by selection rules. This is mainly connec
with the use of collecting wide-angle aperture optics requi
for the experiment under the conditions of strong excited a
scattered light absorption by the crystal.

The intense lines which persist when the temperat
rises fromT,TN to room temperature are identified here
first-order vibrational excitations. Since the test crystal u
dergoes no structural phase transitions, the phonon l
show only a weak frequency shift and broadening with
creasing temperature~Figs. 2 and 3!.

FIG. 2. Temperature behavior of the Raman spectrum of the cry
LiCoPO4 with the component of the scattering tensorYZ ~B3g modes! in the
region of external vibrations. The numbers indicate the spectra at temp
tures, K: 300~1!; 250 ~2!; 200 ~3!; 150 ~4!; 82 ~5!; 40 ~6!; 10 ~7!.
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Internal vibrations of the free tetrahedron PO4 contain,
according to Herzberg,6 the nondegenerate modeA1(v1),
double-degenerate modeE(v2), and two triple-degenerat
modesF2 ~v3 andv4! in terms of irreducible representation
of point groupTd of the tetrahedron. The fundamental mo
frequenciesv1 , v2 , v3 , and v4 are 980, 365, 1082, 515
cm21 and 938, 420, 1017, 515 cm21, as obtained in Refs. 6
and 7, respectively. In the crystal these modes generat
Raman-active vibrational branches. On the basis of the
quencies estimated above and the comparison between
number of experimentally observed and theoretically p
dicted modes, the frequency region of vibrational excitatio
in the crystal LiCoPO4 is arbitrarily separated into two sub
regions, which correspond to the external~0–350 cm21! and
the internal PO4 complex vibrations~above 400 cm21!.

Following the scheme given above, it is assumed tha
the first subregion the Raman spectrum involves the tran
tional modes of the Co21 and PO4

32 ions and the PO4
32 com-

plex librations. Since the Li1 ions are embedded at the p
sitions with a symmetry center, their vibrations are not act
in the first-order Raman scattering. It is known8 that the tem-
perature dependence of the phonon line width may mainly
determined via two mechanisms:~i! anharmonicity of
the corresponding vibrational mode and~ii ! relaxation pro-

FIG. 3. Temperature dependence of the frequencyv and width at half-
maximumG of the phonon lines in the low-frequencyB3g spectrum~see
Fig. 2!.
18
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cesses which may be related to many-particle decays of
oscillation or reorientation motions typical of atomic com
plexes. The first mechanism provides the linear part of
spectral line widening dependence of temperature, while
second one represents the Arrhenius-like part. Since the
orientation motions in the crystal are accomplished only
the PO4 complexes during their hindered rotations, the 17
and 323-cm21 lines (T510 K) in the low-frequency region
of theB3g spectrum were preferentially assigned to libratio
on the grounds that the temperature dependence of
width is described mainly by mechanism~ii ! ~Fig. 3!. In the
other polarizations the temperature behavior of the l
widths cannot clearly be assigned to each mechanism.
should note that 214.5 cm21 (Ag) and 310 cm21 (B1g) lines
have large widths~contrary to other lines in the low
frequency region! in the whole temperature range studie
We can therefore assume that they have librational chara
also.

In the high-frequency region of the phonon spectru

TABLE II. Experimentally observed frequencies~cm21! of vibrational ex-
citations of a LiCoPO4 single crystal at 10 K~300 K! and their classifica-
tion.

Symmetry of vibrations

Type of vibrations Ag B1g B2g B3g

104.5~102!
113~111!

149.5~143!
151.5~151!

157.5~156!
166~164!

174.5~169!
External 216~209!

248~244.5!
253~250.5!

261~260!
279~272!

300~299!
304.5~299!

310~300.5!
323~318.5!

405~402!
E(v2)* 433~432!

444.5~446.5!
451.5~448!

577.5~577.5!
589.5~589!

Internal
PO4

F2(v4)* 591~590!

596~596!
636~634.5!

A1(v1)* 951~950.5!

935~939!
986~986.5!

F2(v3)* 21030~21009!
1044~1037!

1080~1075!
1093~1088!

* Irreducible representations and the internal mode indexes of a free4

tetrahedron.6
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the observed lines were identified in accordance with th
closeness to the fundamental oscillation frequencies of
free PO4 complex ~see above! and with allowance for the
polarization selection rules following from group-theo
analysis.

The frequencies of all phonon lines detected in this
periment along with the symmetries and identification of
corresponding vibration modes are presented in Table II
the 36 predicted modes (11Ag,7B1g,11B2g,7B3g) 32 Raman-
active phonon modes (11Ag16B1g18B2g17B3g) were de-
tected. The absence of some lines from the spectra ma
attributed either to their extremely weak intensity or to t
masking with the infiltrated strong lines that belong to a
other Raman polarization.

It should be noted that the low-temperature spectra h
features in their temperature behavior of the intensity t
differ from that of phonons. We assign the lines appearing
T,TN in the spectral region below 100 cm21 to the scatter-
ing by spin waves. Their temperature behavior and freque
position require further experimental and theoretical inve
gations. If all the three lines observed in the spectrum h
single-particle nature, the description of the magnetic str
ture of LiCoPO4 requires the consideration of more than tw
nonequivalent sublattices.

In the region above 100 cm21 some lines may be as
signed to scattering by electron~exciton atT,TN! excita-
tions. Their typical feature is the tendency to rapidly wid
as the temperature rises aboveTN .

An additional point to emphasize is that some phon
lines observed in the experiment exhibit an asymme
shape. This may result from the crystal lattice inharmonic
or from a strong hybridization of electronic and vibration
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excitations in the LiCoPO4 crystal. In order to separate th
contributions of the above mechanisms, it is interesting
study vibrational spectra of other members of the lithiu
orthophosphate family in which paramagnetic ions of met
have no low-frequency electron excitations, which can ov
lap in energy with that of the phonons.
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Rectification of surface polaritons in an insulator in a magnetic field at the boundary
with a metal
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Surface polaritons in a semi-infinite insulator in a constant magnetic field at the boundary with
an ideal metal or a superconductor have been considered. These polaritons are induced
by dynamic magnetoelectric interaction, which exists in any insulator in the presence of a magnetic
field. The modes of these surface polaritons differ appreciably in opposite directions of the
magnetic field or the propagation of the wave. As a result, polaritons of the given optical or IR
frequency propagate only in one direction, which is the effect of rectification of surface
electromagnetic waves. The inversion of the magnetic field results in ‘‘switching on’’ or
‘‘switching off’’ of surface polaritons. ©1999 American Institute of Physics.
@S1063-777X~99!01910-6#
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The influence of the magnetic field on the surface pola
tons in metals and semiconductors is the subject of a w
range of theoretical and experimental studies. A similar
vestigation of insulators has also been started.1 In metals and
semiconductors polaritons are considered as a result of in
action of electromagnetic waves with free electrons o
crystal ~plasmon polaritons!. In the presence of a magnet
field these polaritons are called magnetoplasmon polari
~see, for example, Ref. 2!. In insulators the interaction o
optical phonons with a magnetic field can be described
dynamic magnetoelectric energy,3 which takes into accoun
the electron and ion contributions to the electric polarizati

It is well known that in the presence of a magnetic fie
the polariton spectrum is nonreciprocal, i.e.,v(2k)
Þv(k). The nonreciprocity in the polariton spectrum is
weak effect.

In this paper we show strong nonreciprocity of surfa
polaritons in a semi-infinite insulator at its boundary with
ideal metal or a superconductor in the presence of a magn
field. The modes of polaritons propagating in opposite dir
tions essentially differ. Surface polaritons with a given fr
quency propagate only in one direction with respect to
magnetic field: rectification of surface polaritons. The inv
sion of the wave vectork→2k corresponds to that of th
magnetic field.

Let us consider a uniaxial insulator~z is an easy axis!,
although the results obtained are of general importance.

We start with the density of insulator energyW used
earlier for the investigation of surface polaritons in an ins
lator in an electric field:4

W5
c1

2
Pz

21
c2

2
~Px

21Py
2!1

P2

2r
2eP1jP@P3H#, ~1!

where P is the electric polarization;P is the momentum
8331063-777X/99/25(10)/3/$15.00
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density;H5H01h; ande andh are alternating electric and
magnetic fields. The uniform external magnetic fieldH0 is
imposed in they direction. In ~1! we disregard the spatia
dispersion of the electric polarization. The last term in~1!
corresponds to the dynamic magnetoelectric energy.3 This is
the energy of the interactionP with an effective electric field
Eef521/c@v3H# produced by the motion of chargee with
velocity v in a magnetic field~c is the speed of light!. Since
the momentumP5mv/V0 , j5V0 /mc and the constantr in
kinetic energyP2/2r is r5m/V0 , wherem is the mass of
the charge andV0 is the unit cell volume.

In general, the electric polarizationP consists of ion and
electron parts. In the IR region of the spectrum the contri
tion of ions to the magnetoelectric energy is prevalent; th
m is the ion mass andP is the ion momentum. In the optica
region of the spectrum the electron contribution to the po
ization is ionic contribution,m is the electron mass, andP is
the electron momentum. The dynamic magnetoelectric
ergy @the last term in Eq.~1!# is a scalar; therefore, it is
present in the energy of any crystal.

The linear response of an insulator in the field of
electromagnetic wave in the absence of damping can be
tained in the same way as in Ref. 3. In our case the com
nents of the dielectric constant« ik are

«15«xx511
4pv̄0

2~ve
22g2H0

22v2!

~v22v1
2!~v22v2

2!
,

«25«yy511
4pv̄0

2

v0
22v2 , ~2!

«85 i«xz5 i ~«zx!* 5
8pvgH0v̄0

2

~v22v1
2!~v22v2

2!
,

© 1999 American Institute of Physics
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«5«zz5
~v22V1

2!~v22V2
2!

~v22v1
2!~v22v2

2!
.

Here

v1,2
2 5

1

2
@v0

21ve
212g2H0

2

7A~v0
22ve

2!218g2H0
2~v0

21ve
2!#,

~3!

V1,2
2 5

1

2
@v0

21Ve
212g2H0

2

6A~v0
22Ve

2!218g2H0
2~v0

21Ve
2!#,

g5
e

mc
, v̄0

25
e2

mV0
, v05v̄0Ac2, vev̄0Ac1,

Ve
25ve

214pv̄0
2.

The frequencyve is the excitation frequency of electric po
larization P along the easy axisz, and v0 is the excitation
frequency of the transverse components of polarizat
Px ,Py in the absence of a magnetic field. For a uniax
crystal we haveve,v0 . In a constant magnetic field thes
frequenciesve andv0 becomev1 andv2 , respectively.

The nondiagonal components of the dielectric consta
exz andezx in Eq. ~2!, which indicate the presence of gyro
ropy, are proportional to the first degree of the magne
field.

The geometry we consider is shown in Fig. 1. A sem
infinite insulator (z.0) is in contact with an ideal meta
z,0. A static magnetic fieldH0 is applied along they axis
parallel to the interface. The boundary conditions atz50 are

bz5b̃z , dz5d̃z , et5ẽ50, ht5h̃t , ~4!

whereb andd are the magnetic and the electric induction
et andht are the tangential fields; and the letters with a til
refer to a metal. In the case of a superconductorb̄z50. We
assume that magnetic permeability of an insulator ism51.

The solution of the Maxwell’s equations for surface p
laritons that propagate along thex axis is

e, h}exp@ i ~kxx2vt !2k0z#, k0.0, z.0. ~5!

FIG. 1. The insulator~I! is in semi-infinite space (z.0) and the metal~M!
is in the space wherez,0. The magnetic fieldH0 is in the positive direction
of the y axis in the contact plane; the wave vectork is along the x axis.
n
l

ts

c

-

;

Here k0
21 is the depth of penetration of the field into a

insulator.
Using Eqs.~2!, ~4!, and~5!, we can write the Maxwell’s

equations in the form

hy52
ckx

v
ez , hy52

v

ckx
«ez , S k02

v2

c2

«8

kx
Dez50.

~6!

Only ez andhy differ from zero in the wave; in this case th
depth of their penetration and the dispersion relation are

k05
v2

c2

«8~v!

kx
56

v

c

«8~v!

A«~v!
, kx

25
v2

c2 «~v!. ~7!

In our casebz5hz50; therefore, all the results are also val
when the insulator is in contact with a superconductor.

Taking into account the necessary conditionsk0.0,
«.0, expression~2!, and the ratioVe.v0 , which is natural
for a uniaxial crystal, we obtain the polariton modes, whi
are shown in Fig. 2. For ion excitations~the IR region of the
spectrum! the gyromagnetic ratiog.0 and Fig. 2 corre-
sponds to the caseH0,0. For electron excitations~the opti-
cal region! g,0 and Fig. 2 corresponds to the caseH0.0.
The thick solid curves in Fig. 2 are modes of the surfa
polaritons (k0.0). The dashed curves correspond to^un-
physical& excitations, which increase exponentially inside t
insulator (k0,0). All surface polariton excitations are rea
Two left thick solid curves in Fig. 2 are modes of the pola
tons that run to the left. The surface polaritons that run to
right have one mode~thick solid curve ofkx.0!. The sub-
stitution ofkx by 2kx in Fig. 2 corresponds to the inversio
of the magnetic field,H0→2H0 . In this case the dashe
curves are the modes of surface polaritons and the thick s
curves correspond to ‘‘^unphysical&’’ excitations.

The ratio of amplitudes of the electric and magne
fields in the wave is

Uez

hy
U5F ~v22v1

2!~v22v2
2!

~v22V1
2!~v22V2

2!G
1/2

. ~8!

FIG. 2. Modes of surface polaritons. The thick solid curves correspon
the case whereH0↑↑y in the optical region and to the case whereH0↑↓y in
the IR region. The dashed curves are surface modes for the opposite d
tions of H0 .
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We see from~8! that the magnetic field dominates in excit
tions near the frequenciesv1 andv2 (ez→0). The electric
field dominates near the frequenciesV1 andV2(hy→0). In
Fig. 2 the letterse, m, andemdenote the excitation characte
i.e., e–electrical,m–magnetic, andem–electromagnetic.

The frequency range@V2 ,v2# for the polaritons running
to the right~Fig. 2! is very small,v22V2;g2H0

2v0
21. Since

the gyromagnetic ratiog5e/mc for electrons is on the orde
of 107 andv0;1014– 1015rad/s, for the magnetic fieldsH0

;104 Gs(v22V2) is on the order of 107– 108.
When the magnetic fieldH0 decreases, the frequenc

range @V2 ,v2# tends to zero, and the magnitudek0}«8
}H0 also tends to zero, i.e., the depth of penetrationk0

21

tends to infinity. In the limitH050, the frequencyv25V2

and^unphysical& polaritons~the dashed curves in Fig. 2! are
real; i.e., in the absence of magnetic field there are b
polaritons with two symmetric excitation branches~the lower
and the upper curve in Fig. 2!, for which v(2k)5v(k).
Thus, in the absence of a constant magnetic field only
bulk polaritons exist in the system, which corresponds to
known results.2 It is also clear from the last equation in~6!
that when«850(H050), k0 must be equal to zero; i.e., th
depth of penetrationk0

215`.
As to the constant magnetic field («8Þ0), in its pres-

ence the polaritons are surface polaritons. The depth of t
penetration,k0

21}H0
21, decreases with increasing magne

field. Figure 3 shows the frequency dependence of the d
of penetration of polaritons into the insulator.

In summary, in the presence of a constant magnetic fi
the surface polaritons exist in a semi-infinite insulator, wh
is in contact with an ideal metal or a superconductor. T
depth of penetration of their field into the insulator is i
versely proportional to the magnetic field. The surface mo
are strongly nonreciprocal with respect to the propaga
direction,v(k)Þv(2k). The number of modes for wave
propagating in opposite directions is different. Since
modes are not close to each other, excitations with the g
frequency propagate only in one direction with respect to
magnetic field. The surface electromagnetic waves can th
lk
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fore be rectified in the system under consideration. The
version of the magnetic field is equal to that of the propa
tion direction. Thus, the inversion of the magnetic fie
results in^switching on& or ^switching off& of surface polari-
tons with a given frequency. Only surface polaritons exist
the presence of a constant magnetic field.
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FIG. 3. The frequency dependence of the polariton penetration depths
the insulator.
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