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Abstract—The electron-density functional and pseudopotential methods are used to study the effects of hydro-
gen and pressure on the formation of vacancies and divacanciesin silicon. It is shown that the formation energy
of vacancies can be reduced by 1.8-3.5 eV and that of divacancies by 2.0-5.4 eV in the presence of hydrogen.
As aresult, the spontaneous generation of vacancies and vacancy-containing complexes becomes possible at
high concentrations of hydrogen. At the same time, the presence of hydrogen makes silicon less sensitive to
pressure and, at high hydrogen concentrations, can completely suppress the tendency toward additional forma-

tion of vacancies in the sample exposed to pressure. © 2004 MAIK “ Nauka/Interperiodica’ .

1. INTRODUCTION

The presence of hydrogen in asilicon crystal lattice
affects various properties of silicon. Asit has high dif-
fusivity, hydrogen (whose sources are many of the reac-
tants used in semiconductor technology and water
vapor) can easily penetrate silicon crystalseven at room
temperature and, thus, can interact with various defects
of the crystal lattice. Hydrogen has a high chemical
activity and reacts with impurities and crystal-lattice
defects. Intrinsic point defects and their complexes
with impurity atoms are formed in silicon crystals dur-
ing technological treatment. Studying the interaction of
these defects with hydrogen therefore has both scien-
tific and practical significance.

Calculations from first principles show that hydro-
gen can be present in both atomic [1] and molecular [2,
3] statesin silicon that isfree of defectsand other impu-
rities. The molecular state is more favorable and yields
an energy gain per hydrogen atom of 1.0 €V [4]. At the
same time, the presence of hydrogen in silicon is con-
ducive to the formation of vacancies [5, 6]. The differ-
ence between the energy of the Si—H bond and that of
isolated interstitial hydrogen (2.2 eV) is sufficiently
large to initiate the spontaneous formation of vacancies
if four dangling silicon bonds are saturated simulta-
neously with hydrogen [7]. Even the formation of
microvoids in silicon is possible if the hydrogen con-
centration is high [8]. In addition, it iswell known that
pressure also stimulates the appearance of vacanciesin
silicon by reducing their formation energy [9]. How-
ever, the combined effect of hydrogen and pressure on
the formation of vacancies and vacancy-containing
complexes has so far not been studied.

The objective of this study was to gain insight into
the effect of pressure on the processes of formation of
isolated vacancies and divacanciesin crystalline silicon
that contains hydrogen. We will not discuss issues
related to the kinetics of these processes, i.e., we will
not consider the diffusion of hydrogen molecules and
atoms and that of silicon self-interstitials that appear as
aresult of the formation of vacancies. In other words,
we will not consider the activation energies of the pro-
cesses; we will only compare the energies of the initia
and final states. Such an approach isjustified in the case
of high temperatures when we areinterested only in the
final result rather than in the processrate. Since we will
compare our caculations with high-temperature
(~1000°C) experiments[8], the approach aboveiscom-
pletely justified. The effect of pressure on the diffusion-
related processes will be considered in a separate pub-
lication.

2. METHOD AND PARAMETERS
OF CALCULATION

The theoretical studies reported in this paper are
based on the theory of the electron-density functional
[10] in the local-density approximation [11, 12], which
is combined with the pseudopotential method in the
Troullier—Martins approximation [13].

For the calculations, we used the FHI96md software
package [14], which made it possible to optimize the
atomic configuration of the system and determine its
total energy. Plane waves were chosen as the basis; the
cutoff energy was varied from 8 to 20 Ry. In order to
take into account the relaxation of the silicon crystal
lattice around defects, we performed all the calcula
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tions for a silicon supercell composed of 64 silicon
atoms. We used the I point of the Brillouin zone as the
k point.

The equilibrium value of the silicon lattice constant
was equal to 5.35 A according to our calculations. In
order to simulate the compression, we reduced the sili-
con lattice constant by 1-5%, which corresponded to a
pressure of 1-5 GPa. These values are consistent with
the pressures that actually exist in silicon and arise in
semiconductor devices when they are used in condi-
tions of dynamic loads and under the effect of ther-
moelastic stresses at the interfaces between silicon and
other materials.

3. RESULTS AND DISCUSSION

3.1. Vacancies and Divacanciesin High-Purity Slicon
under Atmospheric Pressure

The vacancy-formation energy was determined
from the following formula:

Ei(vec) = Eg_ —(Eg,, + Eg).

Here, Eg_, isthe energy of asilicon supercell, Eg_ is
the energy of asilicon supercell with avacancy, and Eg
isthesilicon chemical potential whose value was deter-

mined from separate calculations. Accordingly, we
have the following expression for a divacancy:

Eq(divac) = Eg_—(Es, + 2Es).

Here, Eg, isthe energy of a silicon supercell with a

divacancy. It isimplied that the “excess’ silicon atoms
released as a result of the formation of vacancies and
divacancies reach the surface and become incorporated
into it; thus, one of the “surface” atoms is transformed
into a “volume” atom, so that the number of volume
atomsis conserved.

Different values of formation energy for vacancies
and divacanciesin silicon are reported in various publi-
cations [15-17]. The energy for a vacancy ranges from
3 to 4 eV, for a divacancy, 4-5 eV. Our calculations
(with acutoff energy of 8 Ry) yielded values of 3.0 and
4.2 eV, respectively, which are in good agreement with
published data.

3.2. Hydrogen in Silicon under Atmospheric Pressure

Since the molecular state of hydrogen in silicon that
does not contain other impuritiesand intrinsic defectsis
more favorable than the atomic state, we will compare
the energy of hydrogen in various defect structureswith
that of molecular hydrogen. In the absence of lattice
defects, the tetragonal interstitial siteis the most favor-
ablesitefor molecular hydrogeninsilicon[18, 19]. The
formation energiesfor avacancy and adivacancy inthe
presence of a hydrogen molecule decreases because a
spontaneous dissociation of the H, molecule and satu-
ration of dangling silicon bonds with hydrogen occur

ZAVODINSKY et al.

when hydrogen transfers from an interstitial site to a
vacancy (divacancy). In this case, the formation ener-
gies are defined by the following formulas:

Ef(vac) = Eg_+n,—(Es+2n + Es),
Es(divac) = Eg, +n,— (Eg,+2on + 2Eg).

Here, Eg_ .y, IStheenergy of asystem that consists of

silicon and a hydrogen molecule at a tetragonal site,
Es,,+2n iSthe energy of a system that consists of sili-

con and two hydrogen atomsin avacancy, and Eg, , oy

is the energy of a system consisting of silicon and two
hydrogen atoms that reside in a divacancy.

Our calculations yielded 1.2 eV for the formation
energy for avacancy inthe presence of ahydrogen mol-
ecule and 2.3 eV for the case of adivacancy. Thus, the
presence of a small amount of hydrogen in silicon
reduces the formation energy for both vacancy and
divacancy by about 2 V. Only partial passivation of the
internal dangling bonds of silicon occurs in this situa-
tion. Hydrogen can passivate all the dangling bonds if
its concentration is higher. In that case, a vacancy
attracts two hydrogen molecules, while a divacancy
attracts three. A gain in the energy becomes so large
that the formation energies become negative: —0.5 eV
for a vacancy and —1.3 eV for a divacancy. Conse-
guently, at high hydrogen concentrations, vacancies
and divacancies can be formed spontaneously without
any additional energy (for example, thermal) expenses,
and they areimmediately filled with hydrogen, whichis
consistent with experimental data[8].

The available published theoretical data are also
consistent with our results. For example, Van der Walle
et al. [4] showed that the energy of a silicon crystal is
reduced by ~2.2 eV owing to the passivation of asingle
dangling bond when an isolated hydrogen atom is
transferred from an interstitial site to a vacancy; two
hydrogen atoms reduce the crystal energy by 4.4 eV if
these atoms passivate two dangling bonds. Sincewe are
considering molecular hydrogen (rather than atomic
hydrogen) as the initial state, we should subtract the
dissociation energy of a hydrogen molecule (equal to
2¢V [4]) from 4.4 €V in order to compare the data
of [4] with our results. Thus, according to [4], the for-
mation energy for avacancy in the presence of ahydro-
gen molecule is reduced by 2.4 eV, which is not very
different from our value of 2 eV.

3.3. The Combined Effect of Pressure and Hydrogen

We studied the effect of pressure on the formation of
vacancies and divacanciesin silicon that containsand does
not contain hydrogen. In this case, the formation energy
for avacancy was determined from the expression

E; = (E§, +ES§)—ES,.
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EFFECTS OF PRESSURE AND HYDROGEN ON THE FORMATION

Formation energy, eV

Pressure, GPa

Fig. 1. Dependences of the vacancy-formation energy on
pressurein silicon (1) without hydrogen, (2) in the presence
of a hydrogen molecule, and (3) in the presence of three
hydrogen molecules.

where the superscript P indicates the dependence of
corresponding parameters on pressure.

The formation energy for a vacancy in silicon that
contains hydrogen and is subjected to pressure was
determined from the formula

P _ /P P P
Ef = (Es,+2onv + Es) —Esiy+nmy

where N = 1, 2 isthe number of hydrogen molecules.

In Fig. 1 we show the cal culated dependences of the
formation energies for avacancy E; on pressurein sili-
con that contains and does not contain hydrogen. The
value of E; decreases linearly with increasing pressure
in silicon without hydrogen: asthe pressureincreasesto
5 GPa, the value of E; decreases by 1 eV. Thisresult is
qualitatively consistent with the data reported previously
[9] but differs from these data quantitatively: according
to [9], the vacancy-formation energy decreases by only
0.2 eV asthe pressure increases to 5 GPa. In our opin-
ion, this discrepancy is caused by the fact that a cell
with 32 silicon atoms was used in [9] to simulate the
behavior of a vacancy, whereas we used a cell com-
posed of 64 atoms. As shown previoudly [20], it is hec-
essary to use a cell with no lessthan 70 atoms in order
to describe redlistically the relaxation properties of a
vacancy in silicon (these properties are important in
studying the effect of pressure). Asthe number of atoms
decreases, the error increases drastically. This behavior
is understandable since the boundary atoms in the cell
are fixed during simulation and cannot contribute to the
relaxation. At the sametime, there are arelatively large
number of boundary atomsin cellswith asmall number
of atoms. Specifically, 26 atoms are involved in relax-
ation around avacancy in acell composed of 64 atoms,
whereas only 4 atoms are involved in this relaxation in
a cell composed of 32 atoms. The result we obtained
indicates that pressure has ardatively strong effect on
vacancy formation and isimplicitly consistent with the
results reported in [21], where the effect of pressure on
the activation energy of As diffusion (with a vacancy-
2004
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Fig. 2. Dependences of the divacancy-formation energy on
pressurein silicon (1) without hydrogen, (2) in the presence
of a hydrogen molecule, and (3) in the presence of three
hydrogen molecules.

related origin) in silicon was studied and a decrease in
E; by 0.7 eV was observed under a pressure of 6 GPa.

A decrease in the vacancy-formation energy as a
result of exposure to pressure is attributed to the fact
that pressure reduces the distances between atoms, spe-
cificaly, between the atoms that have dangling bonds
and surround the vacant site in the crystal lattice. Asa
result, we have an increased overlap of the wave func-
tionsthat correspond to dangling bonds and an increase
in the exchange (covalent) interaction. Simultaneously,
a partial (proportional to the pressure) saturation of
dangling bonds occurs, the vacancy energy decreases,
and the vacancy-formation energy decreases.

Hydrogen reduces the vacancy-formation energy by
saturating (passivating) the dangling bonds. Therefore,
one would not expect the pressure to have a significant
effect on the formation energy for vacancies with com-
pletely passivated dangling bonds. The effect of pres-
sureisexpected to be lessin the case of incomplete pas-
sivation than in the case of the absence of hydrogen.
Indeed, as can be seen from Fig. 1, the curve represent-
ing the dependence of E; on pressure in the presence of
asingle H, molecule has slope that is smaller by afac-
tor of two in the absence of hydrogen. Two hydrogen
molecules completely neutralize the effect of pressure
(within the accuracy of the calculation and simulation
methods used). Similar results were also obtained for a
divacancy (Fig. 2). A pressure of 5 GPa applied to sili-
con devoid of hydrogen reduces the divacancy-forma-
tion energy by 1.4 eV. In the presence of asingle hydro-
gen molecule, the formation energy decreases by 2 eV,
continues to decrease with increasing pressure, and
attainsavalue of 1.3 eV at 5 GPa. At higher hydrogen
concentrations (three hydrogen molecules per diva-
cancy), in which case al the dangling bonds are satu-
rated, the divacancy-formation energy at the zero pres-
sure is equal to —1.3 €V. The divacancy-formation
energy remains nearly constant as pressure increases
further (Fig. 2, curve 3).
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The values of the vacancy- and divacancy-formation energies

(ineV) in relation to the cutoff energy E.

ZAVODINSKY et al.

Energy Ecwie=8Ry | B =16Ry | Ecy =20Ry
E; (vac) 3.0 29 3
E; (vac, Hy) 12 11 11
E; (divac) 4.2 4.0 4.0

In order to estimate the reliability of the results
reported here, we performed test calculations at higher
cutoff energies (16 and 20 Ry). Theresults obtained are
listed in the table.

The difference in the vacancy-formation energies
calculated at various values of the cutoff energy is
within the error of the calculation method (0.1 eV). For
a divacancy, the difference in energies represents an
error within 0.2 eV, which is within the range of the
spread in the available published data.

4. CONCLUSION

Calculationsfrom first principles show that pressure
stimulates significantly the appearance of vacancies
and divacancies in silicon by decreasing the energy of
their formation owing to the fact that atoms with dan-
gling bonds are forced closer to each other and that
exchange interaction between these atoms increases.
As hydrogen is introduced into silicon, the effect of
pressure is reduced, as hydrogen atoms passivate the
dangling bonds. If the amount of hydrogen is insuffi-
cient to passivate all the dangling bonds, the pressure
has almost no additional effect on the formation of
vacancies and divacancies.
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Abstract—The formation of a continuous series of substitutional solid solutions is theoretically considered
from the viewpoint of taking into account generalized moments and differencesin the valence and the covalent
radii of atoms or molecules of initial components. These considerations are used to devel op technology for the
fabrication of (Si,); _,(GaAs), (0<x<0.96) and (Si,); _,(GaP), (0< x< 1) epitaxial layerson silicon substrates
from a tin melt—solution by the forced cooling method. The distribution of components over the thickness of
the (Si,); _(GaAs), and (Si,); _(GaP), layers, the photosensitivity, and the current—voltage characteristics of
Si—(Siy); _(GaAs), and SiHSi,); _(GaP), heterostructures were studied. The analysis of results of X-ray
investigations and photoelectric properties indicate that the grown epitaxial layers of (1V,), _,(I11-V), solid
solutions are structurally perfect. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The study of the liquid-phase epitaxy and properties
of grown epitaxial films with the aim of expanding the
range and reducing the cost of semiconductor materi-
als, as well as to fabricate structures with new proper-
ties suitable for devices of modern microelectronics
and optoel ectronics, remains aproblem of current inter-
est in semiconductor materials science and photoel ec-
tronics. Therefore, it is very promising to investigate
thefeasibility of growing I11-V compounds and epitax-
ial layers of their solid solutions on less expensive sub-
strates, such as single-crystal and polycrystalline Si,
using liquid-phase epitaxy. The I11-V compounds and
their solid solutions are the most suitable materials for
producing semiconductor devices, such as high-effi-
ciency solar cells, injection GaAs lasers, and optical-
range GaP light-emitting diodes. It is possible to con-
siderably expand the scope of these semiconductors
using their (1V,), _,(I11-V), solid solutions due to the
possibility of controllably varying the band gap and
individual properties while keeping other properties
unchanged.

The possibilities for the practical application of
solid solutions based on Group-1V elements and I11-V
compounds and their heterostructures have still not
been completely clarified. Therefore, a further search
isrequired to improve the purity of materials and clar-
ify the behavior of impurities, aswell asto attain high
crystalline quality. In this context, it is very important
to perform combined theoretical and experimental
studies of conditions for growing the epitaxial layers
of wide-gap (1V,); _,(I11-V), solid solutions and to
fabricate heterostructures with the specified properties

based on them. In this paper, we report the results of
experimental and theoretical studies of the properties of
Si—(1V,), _(I11-V), structures.

2. METHODS

2.1. Conditions for the Formation of a Continuous
Series of Solid Solutions in Multicomponent Systems

For the solubility of multicomponent systems,
Saidov [1] suggested the formula

Chi
_ Cri &Xp[(1/KT)(aAZ; + bAr))] )
1+ Y { exp[(1/KT)(alZ; + bAr)] -1 CY

i=1

For two-component systems (i = 1), formula (1) iswrit-
ten as

Ch1
~ Cr1eXp[—(1/KT)(aAZ, + bAr,)] ()
"~ 1+{exp[~(1/KT)(aAZ, + bAr,)] -1} C},’

where

AZ; = Z,-Z;, Orp=r1-r1;. 3
In expressions (1)<3), Cy; and Cy; arethe mole frac-
tions of the (') and (") phases, Z; isthe valence, r; isthe
covalent radius of atoms of the ith component, k is the
Boltzmann constant, T is the absolute temperature, and
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Parameters of components of hypothetical solid solutions

Ay AB Si, | SiGe | Sisn
Ey eV 1.08 | <1.08|<1.08

CD Ry +Rg, A

Ey eV

Re+ R, A 234 | 239 | 257
AP | 242 2.36 —0.02| 003] 021
GaP | 225 2.36 ~0.02| 003| 021
InP | 134 2.54 ~0.20(-0.15| 0.03
AlAs | 2.16 2.44 ~0.10[-0.05| 0.13
GaAs | 145 244 —-0.10(-0.05| 0.13
AlSb | 1.60 2.62 - | 023]/-005
Gasb | 0.79 2.62 - | 023]-005
InSo | 0.18 2.80 - | - |-023
Zns | 354 2.35 —0.01| 004| 022
ZnSe | 2.80 2.45 ~0.11(-0.06| 0.12
ZnTe | 2.30 2.63 - - 0.06
cds | 248 2.52 -0.18(-0.13| 0.05
Cdse | 1.85 2.62 - | - |-005
CdTe | 147 2.80 - | - |-023

Note: Valuesof Ar aregiveninA.

a and b are constants determined experimentally; the
subscript j refersto a solvent.

According to formula (2), the lower |AZ,| and |Ar,],
the higher the solubility of component 1. If the system
components are binary compounds of the A,, AB, and

CD type (A and B are the Group-1V eements, and CD
denotes 111V, 11-VI, and I-VII compounds), we have
AZ; = (Zpy+Zg)—(Zc+ Zp), (4)

Arj = (ra+rg)—(rc+rp). ©)

Generalizing the experimental data according to
which acontinuous series of solid solutionson thebasis
of elementary metals [2] and binary semiconductor
compounds [3] is formed if their components have
identical types of crystal lattices and chemical com-
pounds, and the difference in the radii of their atoms or
moleculesislessthan 15%, Saidov [1] used formulas (4)
and (5) to suggest the following conditions for the for-
mation of continuous substitutional solid solutions for
binary compounds:

AZ = 0, (6)
Ar = (rpa+rg)—(rc+rp) <0.1(ra +rg). )

In the table, we list some II1-V and 1I-VI com-
pounds and silicon-containing IV, and 1V-V com-
pounds, their band gaps (E,), sums of radii of atoms of
elements (Ry + Rg, R: + Rp), and Ar values that satisfy

SAPAEV et al.

condition (7). As can be seen, Si, and SiGe can form a
continuous series of solid solutions with 111-V and
[1-V1 compounds in approximately 14 cases.

2.2. Experimental Setup and Method of Growth

Two types of continuous solid solutions,
(Sip); - (GaP), and (Siy); _(GaAs),, were prepared, and
their properties were studied. The solubility was mea-
sured by the weight-loss method applied to a semicon-
ductor crystal after the liquid phase has attained satura-
tion in an atmosphere of hydrogen purified by passing
through palladium. In [4], the effect of certain elements
on the solubility of silicon in tin was determined. We
developed this line of investigation and report in this
paper the results of studying the effect of the third com-
ponent on the solubility of silicon, gallium phosphide,
and gallium arsenide in tin and in tin solutions contain-
ing GaP, GaAs, GaSb, and Sb at varioustemperatures. The
temperaturewas measured by a Chromel-Alumel thermo-
couple. Semiconductor plates (GaP, GaAs, and Si)
attached to the specia graphite holder were immersed
into the melt. The crystal was extracted from the melt
after its saturation at a given temperature, and the solu-
bility of the material was calculated from the weight-
loss measurement using a VLR-200 balance with an
accuracy of 0.05 mg. The holder and crucible were
made of spectral-purity graphite. The purity of the
materials used was no worse than 99.999%.

Epitaxia layers of (Si,);_.(GaAs), solid solutions
were grown on polycrystalline silicon substrates 20 mm
in diameter. Single-crystal silicon substrates 20 and
40 mm in diameter were used to grow the layers of
(Si,); _«(GaP), solid solutions. We used a vertical-type
reactor with horizontally arranged substrates (Fig. 1).
In this case, the epitaxial films grow from a small vol-
ume of melt—solution bounded by two substrates. It cor-
responds to the requirements of highest efficiency; i.e.,
the epitaxy is carried out with a minimal quantity of
melt—solution. The growth was carried out in an atmo-
sphere of hydrogen purified by passing it through pal-
ladium. In this case, the reactor wasfirst evacuated to a
residual pressure of 107 Pa; then, the purified hydrogen
waslet in. Hydrogen was passed through the reactor for
a period of 10-15 min, after which the heating began.
When the temperature attained a certain value, the sys-
tem was switched to automatic mode. Over a period of
30-40 min, the melt—solution became homogenized.
Then, the substrates were brought into contact with the
melt—solution. At the initial moment of growth, S was
crystallized from the melt—solution according to the
diagram of states and the coefficient of distribution
because the solution is saturated with Si at the epitaxy
temperature. At lower temperatures, the conditions for
growing (Si,); _«(GaAs), and (Si,); _(GaP), solid solu-
tions are satisfied; i.e., at these temperatures, the melt—
solution becomes supersaturated with silicon, gallium
arsenide, or gallium phosphide.

SEMICONDUCTORS  Vol. 38
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Fig. 1. Schematic representation of setup for growing solid
solutions from the bounded melt—solution volume.
(2) quartz tube for thermocouple, (2) H, outlet, (3) silicon
substrates, (4) rod with the sample holder, (5) bolts for her-
metic sealing, (6) H, inlet, (7) graphite cartridge, (8) graph-
ite gasket, (9) melt-solution, (10) electric furnace,
(11) quartz glass, and (12) quartz chamber.

3. RESULTS

3.1. A Study of Conditions for the Formation
of a Continuous Series of Solid Solutions

Until now, we experimentaly obtained
(S!Z)l—x(GaP)w (Sz)l—x(GaAS)w . (S|2)1_—x(zns)x’
(Siy); - «(InSh),, and (Ge,), _(InP), solid solutions. The
found solubilities for GaP, GaAs, and Si in tin at 600—
1000°C arein agood agreement with known data[5, 6].
It follows from the temperature dependence of solubil-
ity of silicon in Sn + GaSb (1 mol %) solution that the
presence of GaSb in the tin melt at temperatures of
850°C or higher increases the solubility of silicon,
which is probably induced by the decomposition of
GaSh. Studying the effect of GaP, GaAs, GaSh, and Sb
on the solubility of silicon in tin at 800°C shows that
GaP, GaAs, and GaSb cause the solubility of Si to
increase. Thisis also true of Ga[4], whereas Sb hardly
changes the solubility of Si.

3.2. Growth and Properties of (S,), _(GaAs),

To determine the composition of the melt—solution,
the diagrams of states of the S—GaAs-solvent system
were preliminarily investigated by the solubility
method. In this case, the published data [5, 7] were
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Fig. 2. Polyhedrons grown on athin film at temperature
Ter = 700°C.

used. The technological procedure for growing the epi-
taxia filmsincludes conventional technological opera-
tions [8]. The films of (Si,),_,(GaAs), solid solutions
were grown in a hydrogen atmosphere from a bounded
tin melt—solution in the temperature range 850—700°C.
As substrates, we used wafers 20 mm in diameter and
350400 pm thick cut from ingots of fine- and coarse-
grained polycrystalline silicon of n and p types with a
resistivity p =30 and 0.1-3.0 Q cm, respectively.

In order to establish the dependence of the parame-
ters of (Si,); _(GaAs), films on the growth conditions,
all thefilm samples under study were grown by varying
the temperature of the onset of crystallization and with
different gaps o between the substrates|ocated in a hor-
izontal plane. In some cases, in order to obtain amirror-
smooth surface and improve the melt—solution wetta-
bility, we added aluminum with a concentration of
~0.1% [8]. As a result, the epitaxial films grown on
p-type substrates formed ap— junction at the substrate
boundary, whereas the films grown on the n-type sub-
strates formed an isotype n—n junction.

When crystallization set in at temperatures T, <
700°C, the structural elements of the film had the form
of dendrite polyhedral pyramids and, sometimes, sim-
ply polyhedrons (Fig. 2) located on the substrate and
strongly bonded to it. On the substrate, there were areas
with a very thin film (as thin as 0.1-0.3 um) between
dendrites. If the crystallization set in at temperatures
T, > 800°C, the film structure was aso dendritic. In
this case, the dendrites grew together with the film, and
the thickness of the film between dendrites was ~5—
10 pum. As the temperature of the onset of crystalliza-
tion is increased, the dendrites increase in sizes, reach
the upper substrate (Fig. 3), and bond to it. The solid-
solution films obtained under optimal conditions (crys-
tallization-onset temperature T, final growth tempera-
ture T;, and the gap & between substrates) had a smooth
and lustrous surface with patterns that reproduced the
polycrystalline structure of the Si substrate (Fig. 4).

Studies of the thickness and structure of films as
functions of the growth rate and initial growth temper-
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Dendrite

Substrate Si

x600 20 pm
| |

Fig. 3. Dendrites grown at temperature T, > 800°C. Image
of acleaved surface of the Si—(Si,); _ (GaAs), structure.

ature showed that, at T, < 700°C, the film growth at a
cooling rate above 1.5 K/min resulted in an increase in
the dendrite sizes. Under these conditions, there is no
appreciable improvement in the parameters of films.
It should be noted that growth at T, > 800°C and a
cooling rate above 1.0-1.2 K/min was found to be
undesirable because volume crystallization began in
the melt—solution bulk. Thisfact is corroborated by the
appearance of dendrites, which are not bonded or
weakly bonded to a film and can be easily separated
from the film, sometimes without damaging its surface.
Thefilmsgrown at aratelower than 0.5-0.75 K/min are
formed almost without dendrites. Thefilm growninthe
temperature range T, = 700-800°C at a cooling rate of
0.75-1.0 K/min are found to be more smooth and mir-
rorlike.

Using the X-ray radiometric analysis of thin layers
[9], we determined the component composition and
thickness of the epitaxial films. The characteristic radi-
ation of Ga and As was excited by X-ray photons from
a 199Cd source, and the characteristic radiation of Sn
was excited by y-ray photons from a ?*!Am source
(Fig. 5). In order to detect the characteristic radiation of
the chemical element under study, we used a Si(Li)
detector with an energy resolution of 300 €V and spec-
trometric equipment with an Al-1024-95-02 pulse-
height analyzer. The composition of (Si,); _(GaAs),
solid solutions was determined by comparing the inten-
sities of characteristic lines of chemica elements in

SAPAEV et al.

Fig. 4. Surface of the epitaxial layer grown under optimal
conditions.

layers with unknown and known contents of compo-
nents. For X-ray radiometric analysis, we used several
wafers of polycrystalline Si with (Si,),; _(GaAs), epi-
taxial layers of various composition.

The content of a chemical element in the epitaxial
layer was determined using the formula from [9]. For
example, we have the following formulafor As:

| asCat
CAS = Asst AS' (8)
Ias
Here, C,cand Cj, are the contents of As (in grams) in
the studied and reference samples; 1, and |5 are the

Intensity, arb. units
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Fig. 5. Characteristic radiation of Ga, As, and Sn elements
in (Siy)q _(GaAs), samples.
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Fig. 6. Scan patterns obtained from cleaved surfaces of Si—Si5); _(GaAs)y structures using an X-ray microanalyzer.

intensities of characteristic linesin the studied and ref-
erence samples, respectively. The percentage relation
describing the composition of films was determined
using data on the content of an element (in grams),
which was used further for estimating the density and
thickness of thefilm under study. The error in measured
values was | ess than 5%.

A Jeol JSM 5910 LV-Japan X-ray microanalyzer
was used for studying the chemical composition of the
surface and the cleavage of the grown (Si,); _,(GaAs),
epitaxial layers. The results of studies over a cleaved
surface (scan patterns) are shownin Fig. 6. Theanalysis
of the scan patterns of the layer surface showed that
there are no macroscopic defects and metal inclusions
in the obtained solid-solution epitaxial layers. The dis-
tribution of components both over the epitaxial-layer
surface and in the solid-solution bulk is uniform.

The degree of structural quality of the grown layers
was studied by X-ray diffraction using a DRON-3M
diffractometer. The voltage and current on the anode of
a radiating element were 30 kV and 20 mA, respec-
tively. We chose specidly grown samples of
(Si,)1 - (GaAs), solid solutions with thin layers (thick-
nessd = 3-5 um). The diffraction spectra (Fig. 7) were
measured using filtered CuK, radiation with wave-
lengths A = 1.5405 A (CuK,,) and A = 1.5443 A
No. 11

SEMICONDUCTORS  Vol. 38 2004

(CuK,) and the separate recording of reflectionsfrom the
same plane, which allowed us to increase the accuracy of
determining the interplanar spacings dyg (h, k, | are the
Miller indices). When the spectrograph is used at suffi-

Z oz

2 © <
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- T i
Nel = —
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A
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56.5 55.5 54.5 53.5
20, deg

Fig. 7. Diffraction pattern of S—Si5); _(GaAs), hetero-
structures.
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Fig. 8. Spectral characteristic of photosensitivity of a
Si—(Sis)1 _x(GaAs)y structure.

ciently high resolution, the K, line is detected in the
form of a Ky; and K,, doublet. Figure 7 distinctly
shows the spectral-line splitting into the K,; and K,
doublet.

In order to determine the crystal-lattice parameters,
the chosen reflections were detected in the discrete
scanning mode with step A(28) = 0.01° and scanning
time 1 = 20 s at each point. The Wulf—Bragg equation
has the form A = 2d,,,sinB (d,,4 is the spacing between
atomic planesin the system with theindiceshkl, 8 isthe
angle of reflection of X-ray photonsor the Bragg angle,
and A isthewavel ength of the used radiation). Then, the
lattice parameter is calculated from the expression a =

Oy /% + K + 17 [10]. The calculated error of deter-
mining the interplanar spacing d,, in the angular range
20 = 53°-58° for the (311) reflection (Fig. 7) amounts
to ~0.0001 A, which introduces an error Aa= 0.0004 A
into the determination of the parameter a. For grown
films, we obtained the lattice parameter a = 5.6519 A.

The absence of other peaksin the diffraction pattern
and the appearance of the K, and K, doubl et areindic-
ative of the good crystalline quality of the grown epi-
taxial layers.

Some electricdl parameters of the grown
(Si,); - ((GaAs), epitaxia layerswere studied. The Hall
and four-probe resistivity measurements showed that
the (Si,); _(GaAs), epitaxia films grown from a tin
melt—solution were self-doped with n-type conductiv-
ity and resistivity p = 0.5-1.5 Q cm. The electron and
hole mobilities were 1, = 800-1200 cm?/(V s) and p,, =
500-800 cm?/(V s), respectively. We also investigated
the spectral photosensitivity and current—voltage char-
acteristics of the obtained p-Si—n-(Si,);_(GaAs),
structures. It should be noted that the rectifying proper-
ties of such a structure are retained in the temperature

SAPAEV et al.

range T = 77-300 K, and the current-flow mechanism
is complicated.

Theprepared Si—(Si,); _ ,(GaAs), structures are pho-
tosensitive in the wavelength range A = 0.427-1.1 um
(Fig. 8). The photoresponse in the energy range E =
1.1-1.4 eV is related to the generation of nonequilib-
rium charge carriers in the Si substrate and the
(Siy); - x(GaAs), epitaxial film. At E = 1.42-1.6 eV, an
increase in the photocurrent is attributed to the genera-
tion of nonequilibrium charge carriers in the p—n junc-
tion of the structure and in the GaAs layer adjoining it
(energy range E = 1.6-2.8 eV). A fraction of nonequi-
librium charge carriers from the GaAslayer hastimeto
reach the p—n junction in the structure and contribute to
the photocurrent. Another fraction of these carriers is
captured by deep levelsthat play the role of trapsin the
GaAs layer, and this leads to a signal-amplitude deficit
in the range A = 0.427-0.77 um. The open-circuit volt-
age and short-circuit current density of the structures
without blooming are asfollows: V. = 0.80-0.83V and
| = 10-12 mA/cm?. The results obtained are consis-
tent with the published data for GaAs structures with
p—n homojunctions and are comparabl e to the data for
similar structures obtained on single-crystal GaAs
substrates.

The studies performed show that the epitaxial films
of (Si,);_,(GaAs), solid solutions grown on polycrys-
talline Si substrates can be used instead of similar films
grown on expensive GaAs substrates.

Thus, the technology devel oped allows usto synthe-
size new epitaxial (Si,);_,(GaAs), solid solutions and
expand the material resources for devices of modern
electronics.

3.3 Growth and Properties of S—<9,); _(GaP),
Heterostructures

Analysis of the solubility of Si and GaP in liquid
metals has shown that the use of tin asa solvent is pos-
sible. In a combination with a reasonably low growth
temperature (750-900°C), the conditions necessary for
the formation of (Si,); _,(GaP), solid solutions are sat-
isfied. The technological process of growing the
Si—(Si,); _(GaP), heterostructures from a bounded
melt—solution is described in [8].

The (Si,); _(GaP), epitaxia layers were of the n
type, and their thickness varied within 15-30 pm. From
the data on the distribution of components over thick-
ness (obtained using the Jeol JSM 5910 LV-Japan
microanalyzer), the GaP content in a graded-gap
(Si,); - (GaP), epitaxial layer increases along the
growth axis, and a content of 48 and 52% for Gaand P,
respectively, is attained on the layer surface. We mea-
sured the intensities of characteristic radiation of com-
ponents from the surface of epitaxia layers; the spec-
trum is shown in Fig. 9. According to the scan patterns
obtained from the cleaved surfaces of structures
(Fig. 10), thelayersare structurally perfect, and the dis-
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Fig. 9. Spectrum obtained from the surface of an epitaxia
layer of a Si—(Si,); _«(GaP)y structure using a microana-
lyzer.

tribution of components at the interface is reasonably
uniform. Detailed analysis showed that the distribution
of components over the surfaceisalso uniform. Smooth
epitaxial layers are obtained on cooling the melt—solu-
tion at a rate of 0.5-1.5 K/min for the gap & = 0.75—
1.0 mm between two horizontal substrates.

Our method for growing epitaxial layersisbased on
the forced cooling of the melt at arate of 0.5-5.0 K/min.
When afilm growsin the forced-cooling mode, the heat
removal from the last crystallizing layers proceeds
faster than the heat removal from theinitial layers. This
distinction increases with the cooling rate. As a result,
thermoelastic stresses arise, which are compressive at a
depth and tensile closer to the surface. In turn, these

‘Substrate
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stressesinduce plastic strain, crack formation, and even
the fracture of the film.

In[11] the causes of formation of defects are given:
these are a mismatch of lattice parameters, thermal
stress, a composition gradient through the epilayer
thickness, and the inheritance of substrate defects.
A mismatch in the lattice parameters of the Si—GaP het-
erocouple defined as [11]

f = (s —acwp)
(1/2)(ag + acw)

100% )

is negligible (0.36%); therefore, stress arising at the
heterointerface due to a mismatch of lattice parameters
between the substrate and the epitaxial layer is
excluded. The content of chemical components
smoothly varies from zero to unity (0 < x < 1). The
inheritance of substrate defects can also be eliminated
by choosing dislocation-free (perfect-structure) sub-
strates. The basic stress source resulting in defect for-
mation inthe Si—Si,), _(GaP), structurein our study is
the difference in the thermal-expansion coefficients of
the solid solution and the substrate (5.8 x 10 and
2.44 x 10°° K1, respectively). Additional causes can
arise during the growth due to an imperfection in the
growth technology. This fact is also not excluded. The
appearance of cracks depends on the film thickness and
the chemical composition of solid solutions. A similar
cracking of Ge layers in Ge-Si structures and ZnSe
thick layers grown on Ge and GaAs was observed in
[12-14]. The stresses arising in afilm due to the differ-

Fig. 10. Scan patterns obtained from a cleaved surface of Si—(Si,); _ (GaP), structures using a microanalyzer.

SEMICONDUCTORS Vol. 38 No. 11 2004
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1V, V

Fig. 11. Dark -V characteristic of ap-Si—n-(Si5); _(GaP)y
heterostructure.

ence in thermal-expansion coefficients are estimated
from the formula [15]

E
1_yAaAT,
where E is the Young modulus, v is the Poisson ratio,
Aa is the difference in thermal-expansion coefficients,
and AT is the difference between the growth and room
temperatures. With decreasing temperature, o, increases
virtually linearly, while the plasticity of crystals varies
exponentialy; therefore, the relaxation of a thermal
stress is hampered, which may result in the destruction
of epitaxial layers[14]. With increasing GaP content in
(Si,); _(GaP), epitaxia layers, the thermal-expansion
coefficient of the layer increases and approaches that
characteristic of GaP. However, for optimal thick-
nesses, the role of the thermal-expansion coefficient is
reduced because of agradua passagefrom Si to GaPin
the epitaxia layer. Therefore, no bends and cracks of
the film are observed in our case.

We preliminarily investigated electrical properties
of the grown solid solutions. Ohmic contacts were fab-
ricated using the Ga—In compound.

Opa =

(10)

3.4. Current-\oltage Characteristic
of the p-S—n-(S,); _(GaP), Heterojunction

Thedark current—voltage (1-V) characteristics of the
p-Si—n-(Si,); _(GaP), heterojunctions were detected in
the forward and reverse directions at a room tempera-
ture (Fig. 11). There are many theoretical models for
the 1-V characteristics of homojunctions and hetero-
junctions. It is known that the electrical characteristics
of a p—n junction at the forward bias depend on the
potential-barrier height V, and the resistivity of semi-
conductors. Irrespective of the theoretical model cho-

SAPAEV et al.
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Fig. 12. Spectral dependence of photoresponse for a p-Si—
n-(Si,)1 _ (GaP)y heterostructures.

sen for the description of 1-V characteristics, aforward
current J, increases exponentially according to the
law Jiony 0 exp(qV/KT) — 1 with increasing bias V. In
our case, the potential barrier V4 determined by extrap-
olating the linear portion of the |-V characteristic
amounted to V4= 0.5V. A further increasein the current
with V, is associated with physical processes occurring
in the semiconductor bulk.

In the reverse 1-V characteristic, it is easy to note
three typical portions corresponding to voltage ranges
V, =0-0.3,0.3-1.25V, and V,, > 1.25 V. In the first of
them, corresponding to small voltages, the reverse cur-
rent increases only dlightly with the bias and follows

approximately the law J = BV}, where B is a constant

and n < 1. In the second range, a substantial increasein
the current is observed. At higher voltages, impact ion-
ization takes place in the p—n heterojunction bulk
resulting in a soft electric breakdown.

The observed increase in the current J in the second
range is most likely associated with the development
impact ionization in an area adjoining the p— hetero-
junction rather than in the bulk.

3.5. Photoelectric Properties of S—<S,); _(GaP),
Heterojunctions

In Fig. 12 we show the spectral dependence of a
photoresponse for heterojunctions. The heterojunctions
were illuminated perpendicularly to the plane of the
p—n junction. Studies show that the spectral depen-
dence has the form of abroad peak at T =290 K in the
photon-energy range1.32<hv<2.1eV;i.e, a energies
between the Si and GaP band gaps. The analysis shows
that the photoresponse is generally induced by the gen-
eration of charge carriers from impurity centerslocated
in the depletion region of the p— junction adjoining the
Si substrate.
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4. CONCLUSION

Graded-gap (Si); _(GaAs), and (Siy); _(GaP), epi-
taxial layers are grown. It is shown that the growth of
(Si,);_(GaAs), films is possible on polycrystalline Si
substrates instead of expensive GaAs substrates. The
possibility of subsequently growing Al,Ga, _,As solid
solutions on such layers opens up new fields for their
use by developing highly efficient cascade solar cells
on Si substrates. Varying the composition of
(Si,); - «(GaP), solid solutions, one can vary the band
gap, which makes it possible to use these solutions for
fabricating optoelectronic devices that cover a wide
spectral range.
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Abstract—The topography and local hardness of the etched surfaces of layers of SIO, thermal oxide that con-
tained Si nanocrystals in its bulk were studied using atomic-force microscopy. The Si nanocrystals were
obtained by implanting Si* ionsinto the oxide with subsequent high-temperature annealing. It is shown that the
use of selective etching that removes the oxide material makesit possible to reveal Si nanocrystals that appear
in the profile of etched surfacesin the form of nanohillocks with a height of up to 2-3 nm. These values arein
satisfactory agreement with the average radius of Si nanocrystals in the SiO, oxide layer. Independent confir-
mation of the Si-nanocrystal observation was obtained by comparing the topography of etched surfaces with
the local -hardness maps obtained for the same surfaces; in these maps, the hillocks appear as sites at the surface
with areduced hardness. The phase precipitation of implanted Si is also observed in the form of extended flat
clusters oriented in the oxide bulk paralel to the oxide surface. The suggested method for revealing the Si
nanocrystals and clusters incorporated into the oxide provides a convenient way to study the specific features
of nucleation growth and spinodal decomposition in the Si solid solution in the SIO, oxide. © 2004 MAIK

“ Nauka/lInterperiodica” .

1. INTRODUCTION

At present, there is notable interest in Si nanocrys-
tals incorporated into thermal SiO, oxide and obtained
by implanting Si* ions into the oxide with subsequent
heat treatment. The interest in this system is related to
the prospects for using it in devices of semiconductor
microelectronics, for example, in light-emitting diodes
[1, 2] and memory devices[3-5]. Itisimportant that the
formation of Si nanocrystals in the matrix of thermal
SiO, be compatible with the technology of production
of silicon devices.

The formation of Si nanocrystals in a SIO, layer
using ion implantation with subsequent annealing
depends on many factors, such as the implantation
dose, the temperature of the sample during implanta-
tion, the implantation rate, the temperature and dura-
tion of annealing, the thickness of the oxide layer into
which the Si* ions are implanted, the chemical compo-
sition of the oxide, and so on. As aresult, the formation
of Si nanocrystalsis an extremely irregular process and
reguires continuous control, starting with the confirma-
tion of the very fact that Si nanocrystals are obtained
and including the subsequent characterization of their
linear dimensions, structure, and spatia distribution.
Transmission electron microscopy (TEM) is typically
used for this control when the plan view or cross section
of the oxide layer is studied. This method has some
merits but also certain disadvantages, such as the time-
consuming procedure for preparation of the samples,
the small size of the analyzed surface areas, and the

averaging of the results over the thickness of the region
under study.

In this study, we suggest a simpler method for
revealing the Si nanocrystals in the SIO, layer using
selective etching and monitoring the topography of the
etched surface by atomic-force microscopy (AFM)
under atmospheric conditions. This approach was suc-
cessfully used recently to reveal the Fe nanoparticlesin
a SO, layer [6] and the InAs nanoislands in a GaAs
layer [7]. The feasibility of applying this approach to a
system of Si nanocrystalsin a SiO, layer was not obvi-
ous. First, the results of TEM measurements indicate
that Si nanocrystals are very small (no larger than 5 nm
in diameter [8, 9]); their Sizes are severafold smaller than
those of the nanoparticles observed previoudy [6, 7].
Such small Si nanocrystals may simply not be observed
in the topography of the etched surface. Second, if the
Si nanocrystals are found at the surface and are exposed
to atmospheric air, they should naturally be oxidized
themselves and, as a result, become indistinguishable
from the surrounding oxide material. We showed that Si
nanocrystals can nevertheless be observed on a selec-
tively etched surface of thermal oxide in the shape of
nanohillocks, and they can be identified using the dif-
ference in mechanical strength between thermal and
natural oxides. To this end, we studied selectively
etched surfaces of the SIO, oxide with incorporated Si
nanocrystalsin two AFM modes simultaneously: in the
topography mode and in the mode of detection of local
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hardness of the surface beneath the probe of an atomic-
force microscope.

2. EXPERIMENTAL

We studied 300-nm-thick thermal oxide SiO, layers
on a p-Si substrate. Using sequential implantation of
Si* ions with five different energy levels (30, 50, 75,
105, and 150 keV) into the oxide layer, we obtained an
initially uniform distribution of silicon in the oxide
layer. The integrated dose of implantation was 6 x
10% ¢cm2. The Si nanocrystals were formed by anneal -
ing the samples for 1 h at 1100°C in a nitrogen atmo-
sphere. The formation of Si nanocrystals in the oxide
layer was confirmed by the observation of a character-
istic photoluminescence line peaked at 740 nm at room
temperature [10]. We studied the oxide-layer surfaces
before implantation, after implantation and annealing,
and after selective etching of the implanted and
annealed oxide. For selective etching, we used the
Ammonium Fluoride Etchant (Merck AF 87.5-12.5),
which affected the SIO, oxide but did not affect the Si
nanocrystals. In order to revea nanometer-sized
objects in the oxide bulk, an etchant with a fairly low
etching rateis required. The etchant we chose provided
an acceptable etching rate of 1 nm/s for unimplanted
oxide; thisrate is even lower when the implanted oxide
is etched. The oxide thickness after etching was deter-
mined using optical ellipsometry.

We carried out the measurements using a P47-Semi
atomic-force microscope (NT-MDT, Zelenograd, Rus-
sia) in the contact mode, which made it possible to
determine the surface topography and simultaneously
plot a map of local surface hardness. A schematic rep-
resentation of the experiment is shown in Fig. 1. The
behavior of the AFM probe, which is a small pyramid
installed on aflexible cantilever, is monitored using the
reflection of a laser beam from the top surface of the
cantilever; this beam is then directed to a four-section
photodiode. In the case of determining the topography
(see Fig. 1a), the position of the reflected laser beam at
the photodiode and, accordingly, the signal from the
photodiode were maintained constant. As the probe
approaches a hillock during scanning of the surface, an
additional flexure of the cantilever is caused, together
with arelated shift of the reflected laser beam over the
sensitive area of the photodiode. In order to return the
reflected beam to theinitial position, afeedback signal H
is applied to the scanner that carries the probe; this sig-
nal movesthe probe away from the surface until theini-
tial flexure of the cantilever isrestored. In the course of
scanning the surface, the feedback signal H fed to the
scanner is detected and carries information about the
surface topography.

In the mode of detection of the local stiffness of the
surface (see Fig. 1b), the device's probe is additionally
introduced into a state of forced flexural vibrations,
which causes a vibrational motion of the reflected laser
beam over the surface of the photodiode. The amplitude A
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Fig. 1. Diagrams of the AFM experiment with detection of
(a) thetopography and (b) amap of thelocal stiffness of sur-
faces with nanoinclusions.

of vibrations of the prabe, one end of which is fixed at
the cantilever whilethe other end isfixed by the contact
of the pyramid to the surface under study, depends on the
degree of rigidity of this contact and, thus, makesit pos-
sibleto characterizethelocal stiffness of the surface. For
example, a decrease in the hardness of a surface area
leads to the “softening” of the probe contact to this area
and causes a decrease in the amplitude of flexural vibra-
tions; asaresult, adecrease in hardnessis detected from
the decrease in the signal at the photodetector.

In our studies, we chose probeswith pyramids of sil-
icon nitride Si;N, (Olympus, Japan), which is a stron-
ger material than silicon. The higher strength of the
probe material compared to that of silicon was required
both to reduce the wear of the probing pyramid in the
case of contact scanning of the surface and to decrease
the contribution of elastic strainsin the pyramid to the
detected signal of stiffness. The relatively large curva-
ture radius of the tip of the probing pyramid at a level
of 30 nm is one disadvantage of the probes we used.

3. RESULTS AND DISCUSSION

In Fig. 2, we show AFM images of the topography
and the characteristic profiles of the surfaces of the
thermal oxide (SiO,) layers (Fig. 2a) before implanta-
tion, (Fig. 2b) after implantation and annealing, and
(Fig. 2c) after subsequent selective etching to adepth of
50 nm. The surfaces under study exhibit a fairly high
degree of planarity that is not affected by all the pro-
cesses carried out: the maximal spread in height was no



1256

(a)
Vm/l probe

DUNAEVSKII et al.

Sio,

Q =] 0 o
Sieoeiitatiating,

Si substrate

Si substrate

Height, nm

2.5 2.5
2.0 2.0
1.5 1.5
1.0 1.0
0.5 0.5

O L | | | | 0 L | | | |
0 400 800 0 400 800

Distance, nm

Fig. 2. AFM image and the characteristic surface profiles of the SiO, layer (a) before implantation and (b) after implantation, with
Si nanocrystals formed in the bulk of the oxide layer; (c) the oxide layer with Si nanocrystals after selective etching to a depth of
50 nm. The geometry of measurementsisillustrated in the upper part of the figure.

larger than 1-2 nm over an areano smaller than 1 pn.
This circumstance was an important factor in the suc-
cess of the suggested method for revealing Si nanocrys-
tals in the bulk of the oxide layer. Note aso that
implanting Si* ions has only a dight effect on the local
roughness of the oxide surface; the increase in the
roughness as a result of implantation was within the
subnanometer range of heights.

The presence of alarge number of nanohillockswith
heights no larger than 2-3 nm is characteristic of the
etched oxide surface whose AFM image is shown in
Fig. 2c. Note that etching an unimplanted oxide layer
does not affect the surface topography (illustrated in
Fig. 2a). Therefore, it is reasonable to assume that the
nanohillocks observed in Fig. 2c are the manifestation
of Si nanocrystals formed in the bulk of the oxide as a
result of implanting Si* ions with subsequent high-tem-
perature annealing. According to the available data of
TEM measurements, the average diameter of Si nanoc-
rystals formed using this technology iswithin the range
3-5 nm. The observed heights of nanohillocks fall in
this range and are even dightly smaller, which one
would expect since Si nanocrystals must be embedded
into the oxide in order to hold their position on the
oxide surface. The observed widths of the nanohillocks
exceed appreciably the expected values of diameters of
Si nanocrystals and are as large as 3040 nm for the
hillock with the largest height (2.5 nm). We attribute

this discrepancy to a broadening of the AFM topo-
graphic images, which is caused by the finite curvature
radius of the tip of the probing pyramid. The value of
this instrument-related broadening of AFM images of
nanohillocks is given by Lgye = 2(2RN)%> [11], where
Risthecurvatureradiusof the pyramid’'stip and histhe
nanohillock height. Substituting the value R = 30 nm,
which is characteristic of Si;N, probes, and the nano-
hillock height h = 2.5 nm, we obtain Lspreag = 25 NM,
which is close to the experimental values. It is worth
noting that the topographic resolution in AFM images
of Si nanocrystals can beimproved later on by selecting
“softer” modes of scanning (discarding the measure-
ments of the surface hardness) and using sharper probe
tipsin this case.

Figure 3 illustrates the AFM topography of the
implanted and anneal ed surface area of the oxide layer;
thisareaislarger than that shown in Fig. 2. In addition
to the previously revealed nanohillocks with a density
of ~10%° cm2, we also observe a significant number of
cluster inclusions at the surface. It isinteresting that the
elevation of clusters above the surface is aimost the
same as in the case of nanohillocks (i.e., 1-2 nm).

Figure 4 shows another AFM image that illustrates
the surface topography of the etched oxide. Here, we
also see nanohillocks with a nanometer height; at the
same time, a large number of small pits whose depth
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Fig. 3. (a) AFM image of Si nanocrystals and clusters on a
selectively etched surface of the SiO, layer with an area of
8 x 8 um? and (b) a profile drawn through two clusters
whose positions are indicated by the arrows.

does not exceed 1-2 nm can also be seen at the surface.
We believe that the observed pits are the sites of initial
attachment of Si nanocrystals and the large clusters
observed in Fig. 3. The profile in Fig. 4b is drawn
through a separate high hillock in the upper part of the
AFM image shown in Fig. 4a; the height of this hillock
is 4.5 nm. We may assume that here we detected a
Si nanocrystal that is aimost completely free of the
oxide matrix.

In this study, it was important for us to indepen-
dently confirm that the observed nanohillocks and clus-
ters are in fact inclusions of another phase in the ther-
mal-oxide matrix rather than a result of specific fea
tures of the etching of the oxide. This confirmation was
obtained by examining the maps of local stiffness of the
etched surfaces. In Fig. 5, we compare the AFM topog-
raphy with the maps of local stiffnessfor the same area
of the etched surface that includes both nanohillocks
and large clusters. It can be seen from the datashownin
Figs. 5b and 5c that the nanohillocks and clustersin the
stiffness map correspond to areas with a stiffness
reduced by about 20% (the darker areas correspond to
a smaller amplitude of flexural vibrations of the fixed
probe). In measuring the local stiffness, it isimportant
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Fig. 4. (a) AFM image of nanopits on a selectively etched
surface of the SiO, layer with an area of 3 x 3 pm2 and

(b) the profile drawn through a nanohillock with a large
height in the upper part of the topographic image.

to redize that measurements for hillocks can yield
smaller values than those for a plane due to the effect of
the geometrical shape of the area under examination
[12]. In our case, this effect was much less pronounced
than the observed decreasein stiffness. Indeed, it can be
seen from Fig. 5athat the tops of the clusters are almost
flat and the size of these clusters (200-300 nm) far
exceedsthe diameter of curvature of thetip of the prob-
ing pyramid; the decrease in the local stiffness near the
clusters (see Fig. 5b) is almost constant over the entire
surface of the cluster. These observations show that the
detected variationsin the stiffness of clusters cannot be
caused by changes in the surface shape; rather, these
variations should indicate that the cluster material is
different. The detection of almost the same decreasein
the stiffness for both nanohillocks and clusters indi-
cates that, in this case as well, the material of a hillock
differs from that of the surrounding oxide matrix. In
order to confirm this inference, we note that a careful
examination of the clusters' structure in Fig. 5a shows
that severa hillocks areincluded in this structure. There
are also voids in the clusters, which can be seen as dark
areas against the bright background in the clusters
topography. The nanohillocks and voids contained in the
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Fig. 5. Comparison of manifestations of Si nanoclusters (a) in AFM topographic images and (b) in maps of loca stiffness of the
etched surface of SiO, oxide; (c) manifestation of Si nanocrystalsin amap of local stiffnesswith ahigher magnification. For al the

images, the characteristic profiles are shown below.

clusters also manifest themselves in the surface profile.
At the sametime, anoticeable decreasein stiffnessis not
observed on the stiffness map in either hillocks or at the
edges of voids; this circumstance indicates that the topo-
graphic contribution to the stiffness signal is small.

It is reasonable to assume that the material of clus-
ters and hillocks is Si introduced intentionally in con-
siderable amounts into the SIO, thermal oxide as a
result of implantation. However, an interesting circum-
stance should be noted here. If the Si nanocrystals and
clusters are found at the oxide surface as a result of
etching, they should also become oxidized rather rap-
idly (almost completely), since the natural-oxide thick-
nessat the Si surfaceis expected to be4 nm[13], which
is close to the average diameter of Si nanocrystals.
Therefore, we attribute the difference found in the value
to the difference in hardness between the thermal and
natural SiO, oxides; the latter oxide is known to have a
lower strength.

It follows from the known models of formation of Si
nanocrystals in SiO, layers implanted with Si* ions
[14, 15] that implanted silicon tends to agglomerate
predominantly at the oxide midplane after annealing; it
isin this part of the oxide that most of the Si nanocrys-
tals are formed. This inference is also confirmed quali-
tatively by our observations. Si nanocrystals were not
observed on the oxide surface immediately after
implantation. We had to etch off the top part of the
oxide to a considerable depth in order to detect the
nanocrystals.

The observation of agglomeration of separate Si
nanocrystals in comparatively large clusters was a new
result. We used conventional conditions of implantation
and annealing (see[9, 10, 16]) in order to obtain the Si

nanocrystals. The Si layers that we implanted and
annealed had the photoluminescence characteristic of
Si nanocrystals, the AFM studiesrevealed Si nanocrys-
tals with sizes as expected. Therefore, we may assume
that our samples should not be radically different from
the samples studied previously. Note that in the studies
available the structure of silicon inclusions and their
distribution in the bulk of the oxide were not generally
analyzed in detail. The data of TEM observations of
separate Si nanocrystalswere mainly reported asacon-
firmation of the formation of Si nanocrystals. In con-
trast, we abtained topographic information about the
formation of silicon inclusions in large areas of an
oxide layer after implantation and annealing.

We believe that the simultaneous formation of
Si nanocrystals and clusters could occur in many cases.
It has been shown theoretically [15] that the phase pre-
cipitation of siliconimplanted into SiO, depends on the
implantation dose and the temperature and duration of
subsequent annealing and can occur in two stages.
Nanocrystals grow at the nucleation sites in the initial
stage. Spinodal decomposition with the formation of
extended clusters can occur if the atomic fraction of the
implanted Si exceeds a certain value (about 10%). It is
important to note that the regions with a silicon content
exceeding the critical value can be formed owing to
(i) either a higher dose of implantation or (ii) (at lower
doses) subsequent redistribution of silicon over the
layer thickness as a result of annealing. Consequently,
in the second case, the oxide can contain neighboring
layers with a different structural state of silicon in the
form of Si nanocrystals and clusters, as well as transi-
tion layers that include both types of the Si structural
precipitates. We believe that this second situation is
what appears in our experiments.
2004
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It is interesting to note that the shape of clustersis
flat and their thickness is on the nanometer scale. The
nanometer-scale values of both the elevation of clusters
above the etched surface and the depth of pits on the
surface at the sites of theinitia position of clustersindi-
cate that the cluster thickness does not exceed 10 nm.
The clusters extend parallel to the oxide surfaceto large
distances (200-300 nm), which are comparable with
the total thickness of the oxide layer. In fact, clusters
grow in the shape of nearly flat and extended platelets
with a nanometer-scal e thickness in an oxide layer that
does not have a crystalline structure and, consequently,
specific planes for growth. Evidently, the fact that flat
clusters are oriented paralel to the oxide surface is
caused by the planarity of the distribution of implanted
silicon in the oxide layer; the gradient in the silicon
density is perpendicular to the oxide surface.

4. CONCLUSION

We devel oped a convenient method for revealing the
Si nanocrystals and clusters in the bulk of SiO, oxide.
This method consists in selective etching of the oxide
material with a subsequent AFM study of the topogra-
phy and stiffness of the etched surfaces. We used an
Ammonium Fluoride Etchant (Merck AF 87.5-12.5)
selective etchant that ensured a fairly low etching rate
for the SIO, oxide (less than 1 nm/s). It is shown that
Si nanocrystals manifest themselves as nanohillocks
with a height as large as 2-3 nm on the etched surface.

Our experimental studies of SiO, oxide layers
implanted with Si* ions show that the phase precipitates
of Si in the bulk of the SiO, oxide may occur in the
shape of both Si nanocrystals and extended flat clusters
oriented paralel to the oxide surface. Evidently, the
formation of clustersisrelated to the nonuniform distri-
bution of implanted silicon in the oxide layer; this non-
uniformity becomes more pronounced after subsequent
annealing. As a result, at a certain distance from the
oxide surface, the concentration of implanted silicon
may exceed the critical value that givesrise to the spin-
odal decomposition of the Si solid solution in SIO,.

The experimental data obtained indicate that it is
important to study the type of Si phase precipitates and
their distribution over the thickness of the implanted
oxide layer. The method suggested above makesit pos-
sible to carry out these studies using the controlled
layer-by-layer etching of oxide layers. To this end,
AFM experiments should be performed with the probe
and sample installed in a liquid-phase cell that is con-
secutively filled first with a selective etchant and then
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with deionized water, and vice versa. The small volume
of the liquid-phase cells produced by NT-MDT makes
it possible to rapidly replace one liquid with the other
and carry out layer-by-layer etching with a step of
10 nm or less.

ACKNOWLEDGMENTS

This study was supported by the Russian Founda-
tion for Basic Research (project no. 03-02-17635) and
the Ministry of Industry, Science, and Technology of
the Russian Federation (the program “Low-Dimen-
sional Quantum Structures’).

REFERENCES

1. D. Muller, P. Knapek, J. Faure, et al., Nucl. Instrum.
Methods Phys. Res. B 148, 997 (1999).
2. P Protopoulpsand A. G. Nassiopoulou, Appl. Phys. Lett.
77, 1816 (2000).
3. Yi Shi, K. Ishikuro, and T. Hiramoto, J. Appl. Phys. 84,
2358 (1998).
4. E. Kapetanakis, P. Normand, D. Tsoukas, et al., Appl.
Phys. Lett. 77, 3450 (2000).
5. G. Ben Assayag, C. Bonafos, M. Carrada, et al., Appl.
Phys. Lett. 82, 200 (2003).
6. A.A.Bukharaev, N. I. Nurgazizov, and A. V. Sugonyako,
Mikroélektronika 31, 121 (2002) [Russ. Microelectron-
ics 31, 103 (2002)].
7. 1. A. Karpovich, N. V. Baidus, B. N. Zvonkov, €t al.,
Phys. Low-Dimens. Semicond. Struct., No. 3/4, 341
(2001).
S. Guha, J. Appl. Phys. 84, 5210 (1998).
M. L. Brongersma, A. Polman, K. S. Min, and H. A. Atwa-
ter, J. Appl. Phys. 86, 759 (1999).
10. S. CheylanandR. G. Elliman, Appl. Phys. Lett. 78, 1912
(2001).

11. V. J. Garcia, L. Martinez, J. M. Briceno-Vaero, and
C. H. Schilling, Probe Microsc. 1, 107 (1997).

12. B. Kracke and B. Damaschke, Appl. Phys. Lett. 77, 361
(2000).

13. G. D. Wilk, Yi Wei, H. Edwards, and R. M. Wallace,
Appl. Phys. Lett. 70, 2288 (1997).

14. M. Strobel, R.-H. Heinig, and W. Moeller, Phys. Rev. B
64, 245 422 (2001).

15. T. Mueller, R.-H. Heinig, and W. Moeller, Appl. Phys.
Lett. 81, 3049 (2002).

16. S. P. Withrow, C. W. White, D. M. Hembree, and
J. C. Barbour, J. Appl. Phys. 86, 396 (1999).

© ©

Trandated by A. Spitsyn



Semiconductors, Vol. 38, No. 11, 2004, pp. 1260-1262. Trandated from Fizika i Tekhnika Poluprovodnikov, Vol. 38, No. 11, 2004, pp. 1301-1303.

Original Russian Text Copyright © 2004 by Tetelbaum, Gerasimov.

ATOMIC STRUCTURE AND NONELECTRONIC PROPERTIES
OF SEMICONDUCTORS

On the High-Dose Effect in the Case
of lon Implantation of Silicon

D.|. Tetelbaum”™ and A. |. Gerasimov

Physicotechnical Research Institute, Nizhni Novgorod State University,
pr. Gagarina 23/5, Nizhni Novgorod, 603950 Russia
Ne-mail: Tetelbaum@phys.unn.ru
Submitted March 23, 2004; accepted for publication April 14, 2004

Abstract—In order to gain insight into the mechanism of the so-called high-dose effect, several experiments
were performed with ion implantation of phosphorus into silicon. On the basis of experimental data, it is con-
cluded that the effect under consideration is caused by the weakening of interatomic bondsin amorphoussilicon
heavily doped with phosphorus, and this is stimulated both by irradiation and increased temperature. An inter-
ruption in irradiation after the dose for amorphization is attained leads to the stabilization of the amorphous

state. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

It was reported previously [1, 2] that an unusual
dose dependence of the degree of disorder is observed
in the case of ion implantation of silicon with boron,
phosphorus, and arsenic: the surface layer is amor-
phized at certain doses, while this layer is found to be
crystalline (a mosaic crystal with inclusions of poly-
crystalline phase) at doses that far exceed the dose for
amorphization. This phenomenon wasreferred to asthe
high-dose effect (HDE). This effect was attributed [1, 2]
to the athermal amorphous-layer crystallization stimu-
lated by the decomposition of chemical compounds
synthesized at high implantation doses and by the exci-
tation of the electronic subsystem in silicon. However,
the fact that the processisathermal is not obvious since
the heating of the sample can be appreciable with the
ion-current densities used if a special heat sink is not
employed. The mechanism of electronic excitation is
also problematic. It is aso unclear whether amorphiza-
tion has time to occur before the time instant when the
crystal is heated to a temperature at which the amor-
phization becomes impossible [3].

In this study, we performed a number of experi-
ments with the aim of gaining insight into the HDE
mechanism and determining the conditions at which
this effect manifests itself or, on the contrary, is sup-
pressed.

2. EXPERIMENTAL

Silicon with p-type conductivity, (111) orientation,
and a resistivity of 15 Q cm was grown by the Czo-
chralski method, was then subjected to the conventional
treatment, and was finally irradiated with phosphorus
ions in the scanning mode using an ILU-200 ion
implanter. The target chamber of the implanter was

pumped out so that the residual pressure near the target
was ~1072 Pa. The samples were fastened to a copper
target holder that was cooled using running water, the
temperature of which was controlled with athermostat.
The check measurements using a thermocouple showed
that the therma conditions of implantation were quite
reproducible in the case under consideration. The sur-
face-layer structure was studied using reflection electron
diffraction with an electron energy equal to 100 keV. We
used layer-by-layer chemical etching in order to study
the structure of deep-lying layers and determine the
thickness of the layer with the changed structure.

3. RESULTS AND DISCUSSION

The experimental results arelisted in the table. First
of al, we checked whether amorphization actually
occurred at some stage of irradiation under conditions
when the HDE was observed. To this end, some of the
samples (the first group) were irradiated under condi-
tions that were typical of the effect under study (ion
energy E = 40 keV, average ion-current density j = 5—
30 pA/cm?, and dose @ = 6 x 10% cm?). Other samples
(the second group) were irradiated under the same con-
ditions, except for the dose (P = 2 x 10'® cm?). After
irradiation, the samples of the first group had the struc-
ture of a mosaic single crystal with inclusions of the
polycrystalline phase. In contrast, the samples of the
second group were found to be amorphized to atypical
depth of h= R, + AR, where R, is the mean projected
range of ions and AR; is its straggling. Consequently,
amorphization takes place in the HDE at the first stage
of irradiation. The crystalline state observed as the dose
increases is caused by crystalization of the initially
amorphized layer.

Inorder to clarify therole of thethermal factor inthe
HDE, some of the samples were pressed to the target
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holder with anintermediate layer of In-Gapaste, which
improved the thermal contact. The initial temperature
of the holder T, wasvaried by adjusting the temperature
of the water that flowed through the holder. We used a
thermocouple attached to the sample to measure the
sampl e’ stemperature. The results showed that thistem-
perature increased by 60°C inthefirst 5 min of irradia-
tion if the sample was irradiated with j = 20 pA/cm?,
and then the temperature remained constant. We found
that crystallization did not occur up to the highest radi-
ation dose (3 x 10" cm?) used if T, < 10°C. In contrast,
crystallization is observed if Ty = 20°C. Therefore, the
HDE is not a purely athermal phenomenon and is a
result of the combined effect of ion implantation and
some heating of the sample by the ion beam.

The following experiment was aimed at clarifying
the role of the high phosphorus concentration accumu-
lated in the amorphized layer (in principle, one can
imagine a scenario unrelated to the impurity accumula:
tion). To thisend, we experimented with two-stageirra-
diation with P* ions. At the first stage of irradiation, the
ion energy was E = 50 keV, the dose ® = 6 x 104 cm™,
and the initial temperature T, = 20°C. The ion energy
was then increased to 100 keV, and the samples were
irradiated for the second time with a dose of 6 x
10 cm at j = 16 pA/cm? and T, = 200°C. The layer
remained amorphous after this two-stage irradiation
notwithstanding the increased temperature at the sec-
ond irradiation. This behavior can be attributed to the
fact that, dueto the differencein theion energies, the sec-
ond irradiation did not introduce a significant amount of
phosphorus into the layer amorphized as a result of the
first irradiation. Thus, the accumulation of a high con-
centration of the impurity (in the case under consider-
ation, phosphorus) isindeed necessary for the HDE.

A very important factor revealed in the course of our
experiments was the effect of interruptions in irradia-
tion on the HDE (aging). The sample was first irradi-
ated with the dose ® = 6 x 10" cm=? (E=50keV, T, =
20°C), and the irradiation was then interrupted for
10 min. After that, theirradiation was resumed and was
performed under the usual conditions for an HDE (the
dose wasincreased to 2 x 107 cm at j = 16 pA/cm?).
In this case, the layer was found to be amorphous; i.e.,
the HDE did not manifest itself.

Thus, the mechanism of the HDE can be conceived
as following. At first, amorphization occurs as the con-
centration of radiation defects increases. If irradiation
continues, a high concentration of the impurity (phos-
phorus) is accumulated in the amorphous layer and at
its boundary. Since the Si—P bond is weaker than the
Si—Si bond [4], the energy barrier for the reverse pro-
cess (radiation-stimulated recrystallization [5]) is
reduced, and recrystallization begins to dominate over
the process of spontaneous amorphization. An increase
in temperature as a result of irradiation (if special pre-
cautions were not taken in order to ensure efficient heat
removal) isalso conducive to the recrystallization process.
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The structure of Si layersirradiated with P* ions under vari-
ous conditions (according to the data of reflection electron
diffraction)

lon-current
Energy, keV; dens Tos
2 ensity, | o Structure
dose, cm LA/Cm? C
40; 6 x 10% 530 |[=220 | Mossicsinglecrys-
ta, polycrysta
40; 2 x 10% 530 |=20 | Amorphization
40; 3 x 10% 20 <10 | Amorphization
40; 6 x 10'6 20 >20 | Mosaic singlecrys-
ta, polycrystal
1) 50; 6 x 104 16 20
2) 100; 6 x 10'6 16 200 | Amorphization
1) 50; 6 x 10%; inter- 16 20
ruption for 10 min
2) 50; 2 x 10Y 16 20 | Amorphization

The experiment with aging indicate that an interrup-
tion of irradiation after the onset of amorphization leads
to the stabilization of the amorphous phase. As aresult,
even the subsequent introduction of a high phosphorus
concentration becomes insufficient for radiation-stimu-
lated crystallization. It is likely that the stabilization is
related to either structural relaxation [6] or the penetra-
tion of impurities (O, N, C) from the adsorbed layer;
these impurities form stronger bonds with Si atoms
compared to the Si—Si bonds [4]. In the latter case, the
degree of vacuum and the extent to which vacuum is
oil-free are important.

It is important from the application-oriented stand-
point that the procedure described above makes it pos-
sible to avoid crystallization, i.e., to suppress the HDE
if we want to abtain heavily doped Si layers in the
amorphous state. As mentioned above, lowering of the
sample temperature during irradiation is another
method for suppressing the HDE.

4. CONCLUSION

The experiments performed in this study show that
the high-dose effect (HDE) isthe process stimulated by
the radiation and affected by temperature and is caused
by the weakening of chemical bonds in amorphous Si
as aresult of the buildup of a high concentration of the
implanted impurity. Our studies were restricted to irra-
diation with phosphorus ions; however, the inferences
drawn are apparently also valid for use in HDEs of
other impurities that have a bonding energy to Si lower
than that of the Si—-Si bond, for example, boron and
arsenic. Preliminary results of this study were pub-
lished previoudy [8]. It is worth noting that the HDE
was also apparently observed in the case of ion-implan-
tation doping of nanocrystals in the SIO, matrix [9],
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despite the fact that the behavior of nanocrystals can Affinity (Akad. Nauk SSSR, Moscow, 1962) [in Rus-
differ from that of abulk sample. sian].
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Abstract—A mechanism of stimulation of low-temperature plasma anodization using a catalyst or ultraviolet
radiation in the case of the formation of oxide films of metals and semiconductorsis suggested. The stimulating
effect of acatalyst or ultraviolet radiation on the process of plasma anodization is attributed to the appearance
of an additional concentration of antibonding quasiparticles (electrons and holes) that weaken the chemi-
cal bondsin the anodized material. The conditions for implementing the stimulated processes are reported.
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1. INTRODUCTION

Progress in microelectronics and nanoelectronics
has stimulated the design of fundamentally new meth-
ods for producing oxide films, as well as the further
development of conventional methods. High-tempera-
ture treatment leads to the spread of diffusion regions,
the diffusion of unwanted impurities, the generation of
defects (dislocations, voids, cracks), theviolation of the
ratio between the componentsin binary semiconductor
compounds, and so on. All these factors have a detri-
mental effect on the parameters of integrated circuits
and theyield of devices. Taking into account the factors
above, we have reason to believe that low-temperature
methods are very promising. Despite this circumstance,
the low-temperature process of plasma anodization of
metals and semiconductors has not found wide use for
the formation of insulator layers owing to its low effi-
ciency and the low growth rate of the oxide [1].

The results of low-temperature catalytic plasma
anodization of metals and semiconductors using a cat-
alyst based on ZrO, were reported previously [2-5].
However, it was stated [2-5] that the problem of remov-
ing the ZrO, film from the surface of anodized material
after the process is completed was not solved. In addi-
tion, the mechanism of the catalytic effect of ZrO, on the
process of plasma anodization was not clarified in [2-5].

In this paper, we report the results of studying the
promotion of the plasma anodization of metals and
semiconductors and suggest mechanisms for the meth-
ods of low-temperature plasma anodization that
increase the oxidation efficiency and the growth rate of
the oxide. Stimulation is attained using either a catalyst
(arare earth element) deposited on the surface of the
material to be anodized [6-9] or ultraviolet (UV) radi-
ation in the course of the plasma anodization [10]. We
used the oxides of rare earth elements (REES) as cata-
lysts on the surface of Al, Si, and SiC.

2. EXPERIMENTAL

n-Si(100) wafers with aresistivity of 4.5 Q cm, epi-
taxial n-GaAs(100) layers with a mgjority-carrier con-
centration of 2 x 10' cm3, and single-crystal 6H-SIC
wafers with concentration Ny — N, = 10 cmr® and a
(0001) surface orientation were used as the substrates.
In order to form an Al,O; oxide layer onthe Si surface,
we deposited Al layers using the resistive evaporation
of Al in vacuum at a substrate temperature of 423 K.
A thin continuouslayer of acatalyst (Y, Sm, orYb) was
deposited using el ectron-beam sputtering in vacuum at
a substrate temperature of 373 K. Prior to the techno-
logical processes, the surface of the substrate was
treated chemically using conventional methods.

The processes of plasma anodization of structures
consisting of an REE and the material to be anodized
were carried out in a setup of the three-electrode type
with a dc source of oxygen-containing plasma. The
plasma anodization was performed under galvanostatic
conditions, i.e., a a constant current density of oxide
forming.

The catalyst (an REE oxide) was removed chemi-
cally without damaging the Al,O; or SIO, surfaces after
completion of the catalytic plasma anodization.

The highest energy of the UV photonswas 5 eV, so
the surface of the anodized material was not damaged.

M etal-insulator—semiconductor ~ structures were
formed by depositing aluminum contacts through a
mask on the obtained oxides. We studied electrical and
other parameters by optical methods, Auger spectros-
copy, and by measuring the high-frequency capaci-
tance—voltage characteristics.

3. RESULTS AND DISCUSSION

InFig. 1, we show experimental dependences of the
thickness d of oxide films on thetimet of plasmaanod-
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Fig. 1. Dependences of the thicknessd of oxide films on the
time t of plasma anodization of (1, 4) Al, (2, 5) Si, and
(3) SIC using (1, 2, 3) and not using (4, 5) a catalyst. The
plasma anodization was carried out under the following

conditions: the forming-current density was I = 2 mA/cm?
and the substrate temperature was T = 423 K for a uminum;
I = 5 mA/em? and T, = 523 K for silicon; and I¢ =
10 mA/cm? and T, = 600 K for silicon carbide.

ization of Al, Si, and SiC. It can be seen that the oxide
thickness increases rapidly and linearly if a catalyst is
used. In contrast, the thickness increases much more
slowly and the curves d(t) level off if a catalyst is not
used. Note that the SIO, oxideis not formed on the SIC
surface without a catalyst.

The effect of UV radiation on the growth kinetics of
the GaAsnatural oxideisillustrated in Fig. 2. It isnote-
worthy that the use of UV radiation in the course of
plasma anodization not only promotes oxidation but
also increases the uniformity of the thickness of GaAs
oxide and reduces the built-in charge in the oxide.

In developing a mechanism of catalytic plasma
anodization of metals and semiconductors, we should
take into account the specific features that distinguish
this process from other methods for obtaining oxides.
These features are as follows: (i) the catalytic effect is
not observed if anodization is performed in an electro-
Iyte; (ii) the catalytic effect is observed in the course of
repeat anodization in plasma of structures that consist
of acatalyst, the oxide, and the material to be anodized
and were preliminarily grown in an electrolyte or
plasma; (iii) the region of the negative space charge in
plasma at the sample surface is not observed experi-
mentally in catalytic plasma anodization; (iv) a metal
whose oxide is the catalyst has unoccupied d or f orbit-
as; (v) the catalyst has superionic conduction of oxy-
gen and alow electron conductivity (i.e., the catalyst is
asolid electrolyte); (vi) the self-diffusion coefficient of
oxygen is larger than that of the metal; (vii) the elec-

BIBILASHVILI, GERASIMOV

d, nm
80+
1
60
40+ 2
20+
1 1 1 1
0 5 10 15 20
¢, min

Fig. 2. Kinetics of oxidation of GaAs (1) in the presence of
UV radiation in the course of plasmaanodization and (2) in
the absence of this radiation. The forming-current density

was | = 0.8 mA/cm?, and the substrate temperature was
To=400K.

tronegativity of the material to be anodized is higher
than that of the metal whose oxide serves as the cata-
lyst; and (viii) an unusually high oxidation rate for a
metal whose oxide is used as the catalyst.

We used the facts above to suggest a mechanism of
catalytic plasma anodization. We used an'Y catalyst in
the anodization of silicon as an example. In the initial
stage of the process, the primary Y oxide film is
obtained owing to chemisorption of oxygen, since Y
has a high adsorptivity and the process has avery high
rate [11]. A further increase in the thickness of the Y
oxide occurs owing to the diffusion and drift of oxygen
atoms through the oxide film. This process also has a
high rate since the diffusion coefficient of oxygen in
Y,Ozisvery large[12].

Since the electronegativity of oxygen is higher than
that of Y [13], oxygen carries a negative effective
charge and its motion is accelerated by an applied
external electric field. In addition, the presence of the
catalyst oxide above the silicon surface increases the
surface density of oxygen by many orders of magni-
tude. Asthe electronegativity of Si ishigher than that of
Y, silicon atoms attract oxygen atoms from Y ,0O5; and
react with them to form the SiO, oxide. The applied
film is conducive to the formation of a new molecule
that consists of an O atom and aSi atom, which ensures
the growth of oxides. The oxygen vacancies at the cat-
alyst surface are easily filled with oxygen atoms from
the plasma.

When avoltagethat is positive rel ative to the plasma
is applied to the sample, the mutual migration of cat-
ions of the anodized material and oxygen anions from
the plasma occurs, and the oxide of the anodized mate-
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rial is formed as a result of a chemical reaction. Elec-
trons also enter Y,0; if an external field is applied.
Theseinjected el ectrons are antibonding quasi particles,
and they weaken the chemical bond between O and Y.
However, it is well known that Y atoms have unoccu-
pied d orbitals; as a result, electrons in the conduction
band (an antibonding band) have a very large effective
mass [14] and do not play asignificant rolein the elec-
trical conductivity. Therefore, the forming current for
SiO, under the catalyst consists predominantly of the
ionic component. Cations do not migrate to the Y ,04—
plasmainterface since their coefficient of self-diffusion
inY,0;is much smaller than that for oxygen [12]. This
means that the anionic-transport number a = 1 in the
case under consideration; i.e., the catalyst is a solid
electrolyte and its oxide exhibits anionic mobility.

Thus, theY layer oxidizes very rapidly, holds elec-
tronswithin itsvolume, transfers oxygento Si, and eas-
ily takes oxygen again from the plasma. Yttrium is an
effective source of oxygenionsfor Si; i.e., it actsasthe
catalyst for the SiIO, compound.

Itiswell known that the presence of a catalyst stim-
ulates the appearance of intermediate complexes with
an activation energy that is lower than that of com-
plexes formed without a catalyst. Some of the ions
whose energy is insufficient for overcoming the barrier
are accumulated in the plasma near the sample [15].
These ions are inactive in the absence of a catalyst and
become active if there is a catalyst. In that case, the
space charge in the plasmais not observed, and, conse-
guently, the reaction rate increases.

Catalytic plasma anodization develops owing to a
reduction in the activation energy for oxidation of the
material. In general, thisreduction is caused by the for-
mation of new intermediate complexes (Y-O com-
plexesin the case under consideration), which changes
the shape and lowers the height of the potential barrier;
as aresult, the reaction can proceed via a new channel
that involves a barrier with alower height.

Thus, unlike the widely accepted conceptsthat el ec-
trons hinder plasmaanodization, in the catalytic plasma
anodization electrons play adecisiverole by weakening
the chemical bonding of the metal to oxygen. Further-
more, electrons are held in the catalyst, are hardly
involved in the forming current, and thus increase the
ionic component of this current. This circumstance can
be explained by the fact that there is no catalytic effect
in an electrolyte where there are no electrons.

The mechanism described above accounts for the
catalytic effect of ZrO, (and al REE oxides) since Zr
has unoccupied d orbitals and REEs, unoccupied
f orbitals; the electronegativity and self-diffusion coef-
ficients are similar in the corresponding oxides.

We attribute the increase in the growth rate as a
result of irradiation of the anodized surface with UV
photons to the appearance of antibonding quasiparticles
2004
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mainly in the bulk of the GaAsnatural oxide at thelevels
of thetailsin the density of statesand at the semiconduc-
tor—oxide interface. These quasiparticles weaken the
chemical bonds and facilitate the motion of ions. Irradi-
ation with UV photons makes it possible to perform
technological processes related to the breaking of
chemical bonds at relatively low temperatures. There-
fore, a plasma-induced anodic natural oxide of GaAs
was formed in the course of plasma anodization of the
sample exposed to UV radiation. The catalytic process
of plasma anodization of GaAs is unproductive since,
after the completion of the process and the removal of
the catalyst from the surface of the GaAs natural oxide,
the gallium arsenide oxide is also removed from the
surface.

The improvement in the uniformity of thickness of
the GaAs natural oxideisrelated to the fact that the sur-
face concentration of nonequilibrium charge carriers
generated by UV radiation in GaAs exceeds the doping-
impurity concentration, which eliminates the effect of
nonuniformity of the resistivity over the sample surface.

4. CONCLUSIONS

(1) In order to carry out the process of catalytic
plasmaanodization, the following conditions are neces-
sary: electrons should beinjected into the material to be
anodized (electrons are antibonding particles and, as
such, weaken the chemical bonds and facilitate the
motion of atoms), the material used asthe catalyst must
have unoccupied d or f orbitals, and the electronegativ-
ity of the material to be anodized must exceed that of
the material used as the catalyst.

(2) Increasing the concentration of antibonding qua-
siparticles in the material to be anodized as a result of
irradiation with UV photons increases the mobility of
drifting atoms, which is conduciveto an increase in the
anodization rate.

(3) In order to improve the uniformity of thickness
of GaAs natural oxide, it is necessary to irradiate the
sample with UV photonsin the course of plasmaanod-
ization.
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Abstract—Gallium nitride (GaN) was doped with Eu, Sm, and Er impurities using the diffusion method. The
behavior of rare-earth impurities (the formation of donor or acceptor levelsin the GaN band gap) correlateswith
the total concentration of defects, which is determined from optical measurements, and with the position of the
Fermi level in starting and doped crystals. The intensity of emission lines, which are characteristic of the intra-
center f—f transition of rare-earth ions, is controlled by the total defect concentration in the starting semiconduc-

tor matrix. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Wide-gap GaN crystals doped with rare-earth ions
(REISs) have attracted the attention of many researchers
because of the possibility of developing light-emitting
devices for various spectra regions. The crystals are
doped with thulium (Tm) for the short-wavelength
region, with erbium (Er) for the visible and mid-IR
regions, and with europium and samarium (Eu, Sm) for
the long-wavelength region [1-3]. The presence of a
wide-gap semiconductor matrix allows p——n structures
based on REI-doped GaN to operate at room tempera-
ture or above, since the wider the band gap of the semi-
conductor, the less pronounced is the thermal quench-
ing of photoluminescence (PL) [4]. The wavelength of
emission resulting from intracenter f—f transitions of the
REls is independent of the type of semiconductor
matrix. Thisisanother reason why research of thiskind
isof current interest. In addition, the technology of fab-
rication of structures with an REI-doped matrix for a
specified spectral region, which corresponds to the
emission wavelength of the intracenter f—f transition of
the REIs, is considerably simpler than the technology of
fabrication of multicomponent epitaxial structures [5].
In order to resolve such problems successfully, it is
necessary to determine the nature of the REI-induced
states and corresponding energy levels, since they con-
trol the kinetics of electron excitations of the system
along with the defects of the matrix.

Despite extensive previousresearchinthisfield, itis
not known whether REIsin semiconductor matrixesare
donorsor acceptors. It isknown that REIsin asemicon-
ductor matrix can be found in different charge states.
When Eu, Sm, and Er areintroduced, charge states (2*)
and (3*) are most often observed. In this case, some

ions of this type can be in charge state (2*) and others
in state (3*); the ratio of their concentrations is con-
trolled by the defect concentration in the semiconduc-
tor matrix [5]. Previoudy, it was shown using Er in
GaN as an example that REIs are substitutional impuri-
ties [6]. Consequently, they should be donors or accep-
tors in this semiconductor matrix. However, until now,
the nature of the REI impurity centers was not deter-
mined. The effect of methods of introduction of REls
into the GaN semiconductor matrix on the shape of the
spectra of the near-edge PL and the intensity of the
emission line characteristic of intracenter f—f transitions
of Er was studied previously [7].

The purpose of this study was to determine the
nature of impurity states (donors or acceptors) of rare-
earth metals (Eu, Sm, Er) introduced into the GaN epi-
taxial layers and to determine the effect of correlation
between these states and defects in the starting GaN
matrix on the specific features of the PL spectra of
REI-doped GaN crystals.

2. EXPERIMENTAL

In this study, REIs were introduced into the GaN
crystals using the diffusion method, asin [8]. The Sm,
Eu, and Er dopants were incorporated into each group
of crystals under identical technological conditions.
Thefilmswere deposited and subsequently annealed in
an ammonia ambient in a single operation at 1000—
1050°Cfor 1-1.5h[8]. Asin[7], we obtained crystals
by two different methods, namely, by chloride-
hydride vapor-phase epitaxy in an open system
(HVPE) and by decomposition of metal—organic com-
pounds (MOC-hydride epitaxy, MOCVD). This
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allowed usto attain awider variation of the defect con-
centration in the starting semiconductor matrix.

The main sources of data on the defect concentra-
tionin starting crystals (asin [8]) arethe PL spectra, the
results of measurements of the carrier concentration by
the van der Pauw method (the Hall effect), the results of
examining the surface morphology by scanning elec-
tron microscopy, the data of X-ray structural analysis
(thewidth of the curve of the diffraction reflection), and
the position of the Fermi level (determined from the
carrier concentration, the density of states in the con-
duction band, and the tabul ated data on the Fermi func-
tion) at temperatures T = 77 and 300 K in starting
(undoped) and REI-doped GaN crystals.

For undoped GaN crystals obtained by the HVPE
technique, the Fermi level islocated 0.085 eV abovethe
bottom of the conduction band a& T = 300 K and
0.03 eV above the bottom of the conduction band at
T=77K.

For the GaN crystals obtained by the MOCVD tech-
nique, the Fermi level is located 0.0173 eV above the
bottom of the conduction band at T = 300 K and below
the bottom of the conductionband at T= 77 K. Thecon-
centration and type of defects in starting and doped
crystals were estimated using optical spectroscopy
(PL spectra), specificaly, by the intensity and position
of emission lines D, x and A°, x, which are caused by
recombination at neutral donors and acceptors, by the
full width at half-maximum (FWHM) line, and by the
dependence of the PL spectra on the excitation inten-
sity. The REIs used in this study had different charge
states. The Er ion has a single charge state (3*), while
the Eu and Sm ions may be in the (2*) and (3*) charge
states[1, 2]. The charge state of the Euimpurity ionwas
determined using M dssbauer spectroscopy.

When studying the effect of REI doping on the PL
spectra of GaN crystals, it was shown that the method
of introducing the impurity specifies the shape of the
PL spectrum [7]. When REls are introduced during
growth, one can observe emission lines characteristic of
near-edge PL and intracenter f—f transitions of REIs.
When REIs are introduced by ion implantation, the
near-edge PL is not observed. In that case, one can
observe only emission lines characteristic of the
f—f transitions of REIs, which may indicate that numer-
ous defects are generated by implantation. In this study,
we used the diffusion method to introduce REIs.

In order to compare the emission spectra of various
GaN crystals correctly, the process parameters were
kept constant: the angle of incidence of the beam, the
intensity of excitation light, and the temperature.

Optical measurements were carried out using an
SDL-2 diffraction spectrometer with an inverse linear
dispersion of 1.3 nm/mm in the near-edge PL region of
GaN. As emission sources for PL excitation, we used

KRIVOLAPCHUK et al.

several types of laser. The sources of PL excitation in
the steady-state mode were as follows.

(i) A continuous-wave He-Cd laser with an emis-
sion wavelength of A = 3250 A and an emission power
of 5 mW (band-to-band excitation of GaN).

(ii) A continuous-wave Ar laser of the LG-106M4
type with an emission power density of 0.5 W/cm? and
selection of the emission wavelength using a rotating
prism mounted in the place of thetotally reflecting mir-
ror. This alowed us to attain lasing at several wave-
lengths, namely, A, = 5145 A, A\, = 4880 A, and A, =
4765 A (excitation of intracenter transitions in rare-
earth ions).

(iif) Xenon and halogen lamps with a set of optical
filters (excitation of intracenter transitionsin rare-earth
ions).

3. RESULTS AND DISCUSSION

The undoped GaN crystalswere divided into several
groups, depending on the preliminary estimate of the
type of defectsin them.

(i) Crystals whose spectra contain only lines of the
near-edge PL, but with different values of FWHM
(27-300 meV).

(if) Crystals with an inhomogeneously broadened
line of the near-edge PL, which also have an emission
line at 3.26-3.17 eV, the so-called donor—acceptor PL
band, whose intensity can exceed the intensity of the
near-edge PL by orders of magnitude.

(iii) Crystals that mainly have deep-level defects,
which are the effective centers of nonradiative recom-
bination. The existence of these centersisinferred from
the low intensity of the near-edge PL line and small
FWHM (79 meV, i.e., <KT) [8].

When analyzing the PL spectra, we paid most atten-
tion to theintensity of lines of intracenter f—f transitions
at wavelengths of 1.54 and 0.54 um (Er), 0.72 um (Sm),
0.35 um (Eu?*), and 0.54 and 0.66 um (Eu®*), aswell as
to the evolution of the near-edge PL band, which is
inhomogeneously broadened [8], and to variation in its
width. According to [8], the carrier concentration in the
crystals obtained by the HVPE technique exceeded
>10® cm3, since the value of FWHM was 180-
300 meV. For the crystals obtained by the MOCVD
technique, the value of FWHM was 18-27 meV, i.e,,
the carrier concentration was approximately an order of
magnitude lower.

To clarify the effect of the postgrowth treatment,
namely, heat treatment in an ammonia atmosphere or
doping with REls with subsequent annedling in the
same atmosphere, we divided the crystal into two parts.
One part was only thermally treated in an ammonia
atmosphere (NH;, temperature T, = 1050°C, duration
t, = 1 h). The other part was doped with Er (GaNErD)
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Fig. 1. Effect of heat trestment in an ammonia (NH3) atmo-
sphere and Er doping on the shape of spectra of the near-
edge photoluminescence of GaN (HVPE): (a) starting crys-
tal, (b) crystal annealed in ammonia, and (c) Er-doped crys-
tal. T=77K.

with subsequent heat treatment under the same condi-
tions. The PL spectraare shown in Fig. 1. One can see
that the heat treatment affected the shape of the spec-
trum (compare curves a and b), specifically, the inten-
sity of the donor—acceptor recombination band (D-A)
decreased. However, no variation in intensity, no shift
of the position of the near-edge PL peak, and no varia-
tion in FWHM were observed. After doping with Er
and heat treatment (curve c), substantial variationswere
observed in the shape of the spectrum. The intensity of
the near-edge PL decreased with a simultaneous
decrease in FWHM, and the intensity of the donor—
acceptor PL also decreased. We may assume that heat
treatment only causes a decrease in the concentration of
the donor—acceptor pairs, whereas doping with Er trans-
forms shallow-level defectsinto deep-level defects[§].

3.1. Crystals of the First Group

Figure 2 shows the PL spectra with FWHM = 15—
27 meV prior to and after doping with Sm for the crys-
tals obtained by the MOCVD method. On doping with
other REIs, the spectra had the same shape. One can see
that the spectrum of the near-edge PL D9, x is virtually
unaffected by doping. The carrier concentration is also
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Fig. 2. Near-edge photoluminescence of GaN:Sm
(MOCVD): (a) starting crystal and (b) Sm-doped crystal.
T=77K.

unaffected; consequently, the position of the Fermi
level also remains unchanged.

In the long-wave spectral region, there are emission
lines characteristic of intracenter f—f transitions of
REls: at 0.54 and 1.55 pm for Er, at 0.716 um for Sm?*,
and at 0.66 um for Eu®* (see Fig. 3).

Figure 4 shows the spectra for the crystals obtained
by the HVPE method (a is for the starting crystal, and
bisfor the Er-doped crystal). One can see that the spec-
traare broadened, and FWHM for various starting crys-
tals varies from 120 to 300 meV. Inhomogeneous
broadening emerges because the emission wavelengths,
which correspond to the radiative recombination of car-
rierslocalized at various shallow-level centers, are some-
what different. The causes of inhomogeneous broaden-
ing of the spectrawere considered in detail in[8]. A sub-
stantial spread in the values of FWHM for the near-
edge PL linein starting samplesis caused by the differ-
ent concentrations of various defects in these samples.
The intensity of emission of the near-edge PL line and
its FWHM depend on the concentration of radiative and
nonradiative centers and the carrier transport to these
centers. The parameters of the carrier transport are in
turn controlled by the tails in the density of statesin the
band gap and by the position of the percolation level [§].
Hence, it follows that, under identical experimental
conditions, the samples with different PL intensities
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Fig. 3. Photoluminescence spectrain the longer-wavelength
region: (a) GaN:Sm (MOCVD) and (b) GaN:Er (MOCVD).
T=77K.

differ primarily in defect concentration. These defects
induce both deep levels, which substantially shorten the
lifetime of free carriers, and fluctuations in the density
of band states.

In the case of doping with Er that has one charge
state (3*), the energy of the peak of the near-edge
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Fig. 4. Near-edge photoluminescence of GaN:Er (HVPE):
(a) starting crystal and (b) Er-doped crystal. T=77 K.

PL lineisindistinguishable from the peak energy for the
undoped crystal and corresponds to the emission line of
excitons bound a neutral donors, D% x (3.463 eV,
3579 nm). The variation in the carrier concentration on
doping at alevel ashigh as8 x 10* cm2 isinsignificant
(10" cm2 for the undoped crystal). Consequently, the
variation in the position of the Fermi level due to dop-
ing is insignificant: 0.006 eV at T = 77 K. We may
assume that the concentration of electrically active cen-
tersis lower than that of optically active centers. The
cause of this behavior is the fact that the variations in
the shape of the spectrum of the near-edge PL are more
significant than the variations in the carrier concentra-
tion and, consequently, in the position of the Fermi
level. Such a behavior of the introduced impurity may
be caused by the formation of various complexes of
REIswith impurities[5, 8] present in the crystal. How-
ever, the intensity of emission lines characteristic of
intracenter f—f transitions of REIsis considerably lower
for GaN crystals obtained by the HVPE method com-
pared with crystals obtained by the MOCVD method.
Thus, most likely, the mechanisms of excitation of rare-
earth ions in GaN are different. For crystals with the
Fermi level below the bottom of the conduction band at
the measurement temperature of spectra(T = 77 K), the
excitation of intracenter transitionsis caused by carrier
trapping at the REIs. When the Fermi level is located
above the bottom of the conduction band, the excitation
is caused by trapping at the REI-impurity complex.
SEMICONDUCTORS  Vol. 38
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Fig. 5. Near-edge photoluminescence of GaN:Eu (HV PE):
(a) starting crystal and (b) Eu-doped crystal. T=77 K.

3.2. Crystals of the Second Group

Figure5illustratesthe results of doping aGaN crys-
tal with Eu. The intensity of the donor—acceptor PL in
the undoped crystal was higher than that of the near-
edge PL. After doping, the position of the near-edge PL
peak changed. For the starting crystal, it was 358.4 nm;
after doping, 357.8 nm. Thus, the peak shifts to longer
wavelengths. In addition, the near-edge PL line narrows
drastically, the donor—acceptor PL line completely van-
ishes, and aband in the region of 410440 nm emerges.
We may suggest two causes of such considerable vari-
ation in the shape of the spectrum. These are the trans-
formation of shalow-level defects into deep-level
defects, which is indicated by a decrease in intensity
and narrowing of FWHM of the near-edge PL line, and
the presence of the emission line, which is characteris-
tic of intracenter f—f transitionsin the Eu?* ion.

To determine the charge state of theimpurity Euion,
we used M dssbaver spectroscopy at 1>'Eu using a stan-
dard MS-2201 spectrometer. The measurements were
carried out at room temperature. The studied crystals
GaN:[Eulland *°1Sm,0; served as adsorbers. The spec-
tra were the superposition of two lines, whose relative
intensities varied considerably from sample to sample.
The line with an isomer shift of 0.2 mm/s corresponds
to the Eu®* ions, while the line with an isomer shift of
9.5 mmV/s corresponds to the Eu?* ions. The spectra are
noticeably broadened (the experimental width is
No. 11
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Fig. 6. Mdsshauer spectra of GaN:[Eu + Eudcrystals.
(1) and (2) are crystals with substantially different Eu con-
centration.
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Fig. 7. Near-edge photol uminescence spectra of GaN:[Eu +
Eultrystals. T=77 K. Curves (1) and (2) arefor thecrystals
with substantially different Eu concentration.

2.8 mm/s) compared with the doubled natural width
(1.36 mm/s), which istypical of the M6ssbauer spectra
of *>1Eu. Note that the concentration of impurity ionsin
the samples for M dssbauer measurements was increased
by a factor of no less than 2 (we introduce [(Eu + Eul)
compared with the concentration of impurity Euionsin
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Fig. 8. Near-edge photoluminescence of the GaN:Er crys-
tal, sample N1: (a) starting crystal and (b) Er-doped crystal.
T=77K.

the GaN crystal, whose PL spectrumisshowninFig. 5.
This is caused by the lower resolution of Mdssbauer
spectroscopy compared with optical spectroscopy. Fig-
ure 6 shows Mdssbauer spectrafor two crystalswith an
increased but different Eu concentration. One can see
that the Eu ion has two charge states. (2*) and (3*). The
PL spectra of the same crystals with an increased Eu
concentration are shown in Fig. 7. One can see that,
under such heavy doping, the PL spectraof two crystals
arevirtually identical, similarly to the M Gssbauer spec-
tra; i.e., the data of the Mdssbauer spectroscopy corre-
late with the data of optical investigations.

Figures 8 and 9 show the variationsin the spectra of
starting crystals N1 and N2 (which differ in the ratio
between intensities of the donor—acceptor PL band and
the near-edge PL line) and their spectra after doping
with Er. The intensity of the donor—acceptor PL for
crystal N1 increased after doping (Fig. 8). Conse-
quently, the concentration of donor—acceptor pairs
increased; thus, we may state that Er is the acceptor
impurity, similarly to Mg, whoseintroduction givesrise
to donor—acceptor PL in GaN [8]. In crystal N2, the
intensity of the donor—acceptor PL decreased after dop-
ing (Fig. 9). One of the causes of such a sharp distinc-
tionin PL of two samplesisthe difference in the crys-
tallite sizes, which are larger for crystal N1 than for N2.
To verify this assumption, the sample surface was
ground to a depth of more than 20 um, which substan-
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Fig. 9. Near-edge photoluminescence of the GaN:Er crys-
tal, sample N2: (a) starting crystal, (b) Er-doped crystal,
(c) crystal doped with Er and then ground to a depth of
20 um, and (d) crystal additionally doped with Er after
grinding. T =77 K.

tially exceeded the penetration depth of the dopant, and
then polished. Figure 9 shows the spectra of the crystal
after polishing (curve c) and after introduction of the
doping ions (curve d). One can see that the intensities
of both the near-edge PL and donor—acceptor PL after
polishing are low, while the introduction of Er caused
an increase only in the intensity of the donor—acceptor
PL, which exceeded the intensity of the near-edge PL.
Thus, asituation similar to that observed for crystal N1
occurred. In the spectrum of crystal N1, we observe
emission lines at longer wavelengths; these lines are
characteristic of intracenter f—f transitions in Er
(1.54 um). However, these lines are absent in the spec-
trum of crystal N2. The presence of donor—acceptor PL
in the spectra of crystals indicates that an additional
recombination channel exists, which apparently ham-
pers the population of rare-earth centers; therefore, no
emission is observed at a wavelength of 1.54 um. The
intensity of the emission line in the green spectral
region (0.54 um) is sufficient to detect with the sensi-
tivity of the instrumentation used in this study.

3.3. Crystals of the Third Group

The PL spectra of the crystals that have only deep-
level defects in the initia state are shown in Fig. 10.
SEMICONDUCTORS  Vol. 38
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Fig. 10. Spectra of near-edge photoluminescence of
(a) GaN:Sm and (b) GaN:Eu. (a): (1) starting crystal and
(2) Sm-doped crystal; (b): (3) starting crystal and (4) Eu-
doped crystal. T=77 K.

The doping of such crystal with REIsgenerally leadsto
the transformation of deep-level defects into shallow-
level defects[8]. Figure 10 showsthe spectraof starting
GaN crystals (curves 1, 3) and crystals doped with Sm
(curve 2) and Eu (curve 4). We can see that doping
causes an increase in FWHM and intensities of the
near-edge PL and donor—acceptor PL, while the posi-
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tion of the near-edge PL peak isunchanged (3.463 eV),
which corresponds to the emission related to recombi-
nation at a neutral donor (D, X). Since the intensity of
the near-edge PL increases and donor—acceptor PL
emerges, we may assume that the REIs are acceptors.

Based on al the data obtained, we may conclude
that the REIs in the semiconductor matrix can be both
donors and acceptors, depending on the concentration
of defectsin the starting crystals. At the same time, the
defect concentration in the starting crystal governs the
charge state of the introduced REIs, namely, whether
the (2*) or (3*) states are redlized, as is the case, for
example, with the introduction of Eu.

We may assume that there is a spatial ordering of
defectsin REI-doped GaN crystals. In general, the con-
trol parameters of this process are as follows: (i) the
charge state of the REIls, which causes changes in the
type of bonds, from a covalent bond, which is charac-
teristic of the Ga—N bond, to an ionic Er—N bond, since
the REI is the substitutional impurity, as was shown
previously [6]; and (ii) the concentration and the type of
defects in a semiconductor matrix. These processes
were abserved only for crystalswith ahigh carrier con-
centration, i.e., with a high impurity concentration.
No such processes were observed for the crystals
obtained by the MOCV D method.

5. CONCLUSIONS

We can draw the following conclusions from the
results of our studies. (i) The REls in wurtzite GaN
crystals can be either donors or acceptors, depending
on the total defect concentration in the starting semi-
conductor matrix. (ii) The intensity of emission lines
characteristic of intracenter transitions in REIs in epi-
taxial layers correlates with the concentration of
defects in the starting semiconductor matrix: the lower
the concentration of defects, the higher the intensity of
the lines that correspond to intracenter transitions.

In al probability, the diffusion mechanism of REls
in GaN depends on the defect concentration in the start-
ing matrix. As the defect concentration in the matrix
increases (the Fermi level is close to the bottom of the
conduction band), REIls apparently reside in the inter-
domain space of the mosaic structure. In this case, al
variationsin the PL spectraare caused by the variations
in these regions.
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Abstract—The results of studying the dose dependences of the decay kinetics of phosphorescence excited by
X-ray radiation in luminescent ZnS—-Cu ceramic material before and after irradiation with 50-MeV protons are
considered. An anomalous variation in the exponent of the hyperbolic phosphorescence curves was observed
experimentally as the accumulated light sum increased. It is found from an analysis of the data obtained that
two processes are involved in the decay: one of theseis monomolecular and correspondsto thefirst-order kinet-
ics; the other is bimolecular and corresponds to the second-order kinetics. Transitions of charge carriers delo-
calized from traps occur at the nonradiative-recombination centersinduced by proton radiation. Recombination
of these charge carriers at the emission centersin the course of decay is described by the second-order kinetics.

© 2004 MAIK “ Nauka/lnterperiodica” .

1. INTRODUCTION

A high-intensity afterglow is observed for several
tens of minutesin the classical ZnS—-Cu (FK-106) lumi-
nophor. This luminophor is widely used for visualiza-
tion of X-ray radiation since it exhibits a high quantum
yield in the green-emission band (~525 nm) [1].
A number of publications are devoted to studying the
kinetics of phosphorescence in ZnS phosphor crystals
subjected to photoexcitation (see, for example, [2, 3]).
One special feature of X-ray excitation of a material is
the appearance of local regions with a high density of
electronic excitation. The spatial distribution of local-
ized charge carriers of different types has a significant
effect on the kinetics of the phosphorescence decay [4].
This type of excitation is dso most informative in
studying the radiation defects formed in the materia as
aresult of irradiation with protons. The reason is that
X-ray photons penetrate much more deeply into amate-
rial than optical photons, which makes it possible to
gain more information about the changes that occur in
the bulk of the material. The second special feature of
X-ray excitation isits low efficiency in the emission of
the accumulated light sum, since the probability of an
X-ray photon interacting with a high-energy photoel ec-
tron with point defects does not exceed the probability
of their interaction with ions of the matrix. In the case
of generation of the same number of free electron—hole
pairs, X-ray excitation nearly aways yields a larger
accumulated light sum than photoexcitation.

Ananaysisof variationsin the X-ray luminescence,
phosphorescence [5], and thermally stimulated [umi-
nescence (TSL) of zinc sulfide as aresult of irradiation
with protons shows that the radiation defects produced
do not form new centers of emission or absorption;

instead, these defects act as the nonradiative-recombi-
nation centers. The main factors affecting the properties
of semiconductors after irradiation with protons are the
formation of new impurities as aresult of nuclear reac-
tions, radiation-defect production, and the accumula-
tion of hydrogen atoms[6]. Radiation defects produced
in zinc sulfide as aresult of irradiation with e ectrons,
neutrons, or protons are diverse and complex if the
energy of the incident particles is higher than the
threshold energy. However, Frenkel pairs in the zinc
and sulfur sublattices are dominant [7—9]. The vacan-
cies produced by irradiation are not annealed out at
temperatures lower than 400 K (V) and 450 K (Vy)

[9]. Onetype of point defects (V5,,, asingly negatively
charged zinc vacancy) is incorporated into an associa-
tive center of blue emission with a wavelength of A =
465 nm [9, 10]. In the case of proton radiation with a
dose of 10% cm?, noincreasein theintensity of the cor-
responding band was observed. At the same time, the

intensity of green emission related to the V5, vacancies
decreased significantly. According to [10], the green-
emission band can be aimost completely quenched if
the sampleis heated in zinc vapors.

The aim of this study was to gain insight into the
decay kinetics of luminescence in the powdered
ceramic material ZnS—Cu as the dose of X-ray excita
tion varied; this decay was measured before and after
irradiation with protons.

2. EXPERIMENTAL
We studied the luminescent ceramic ZnS-Cu
obtained by hot pressing an FK-106 (ZnS-Cu) com-
mercia powder phosphor crystal in graphite molders at

1063-7826/04/3811-1275$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Spectra of the (1) steady-state luminescence excited
by X-ray radiation and (2) phosphorescence of the ZnS-Cu
samples. T=85K.

atemperature of 1400 K and a pressure of 3 x 107 Pa.
In order to study the afterglow, we chose two types of
samples: unirradiated samples (type 1) and samples
irradiated with protons at a dose of 10'® cm (type 2).
The samples were irradiated with 50-MeV protonsin a
U-240 cyclotron. Luminescence and phosphorescence
were excited using radiation from an X-ray tube (Mo,
35kV, 10mA) at temperatures T = 85 and 295 K. Phos-
phorescence was detected simultaneoudy via two
channels: integrally (luminescence emission was
focused directly onto the sensitive area of an FEU-106
photomultiplier) and spectrally (emission was directed
to the photomultiplier through an MDR-2 wide-aper-
ture monochromator). All the luminescence spectra
were corrected taking into account the spectral sensitiv-
ity of the detecting system. The duration of excitation
of the samples was varied from 2 sto 3 h; phosphores-
cence was detected for 10 min. Taking into account the
technical characteristics of the detection system, we
analyzed the phosphorescence data obtained after a
lapse of at least 30 s from the completion of excitation.

3. RESULTS AND DISCUSSION

It was established that the time dependences of the
phosphorescence intensity J(t) are similar after excita
tion for identical time intervals. Thisinferenceis valid
both for detection in integral light and for detecting the
phosphorescence intensity at the peak of the green-
emission band (520-529 nm). The spectrum of steady-
state luminescence excited by X-ray radiation and that
of phosphorescence are different (Fig. 1). The blue-
emission band peaked at A = 465 nm is not observed in
the spectrum of low-temperature phosphorescence; fur-
thermore, a shift of the green-emission band to longer
wavelengths is clearly seen. The emission spectrum of
steady-state luminescence of the ZnS-Cu ceramic in

KUCHAKOVA et al.

the green region apparently consists of several closely
spaced and highly overlapping emission bands [11].
The shift of the resulting peak of the green-emission
band in the phosphorescence spectrum with respect to
the corresponding band in the spectrum of lumines-
cence stimulated by X-ray radiation may be caused by
the different contribution of the component bands men-
tioned above to the total emission intensity. For this
center, arecombination mechanismisinvolved inemis-
sion, since emission is observed in both phosphores-
cenceand TSL. Thismeansthat the emission center can
remain in arecharged state for a very long time, which
causes a variation in the spatial coordinates of the cor-
responding ligands. Naturally, the strength and possibly
symmetry of the crystal field change for a recharged
emission center. The energy gap between the ground
and excited states should change (the Jahn—Tel ler effect
[8]) as a result of the recombination of a free charge
carrier in the crystal field mentioned above. In the case
of steady-state luminescence, we will observe not only
the emission due to the recombination of free charge
carriers, but also the emission caused by excitonic
recombination.

It was also established experimentally that long-
term X-ray excitation (t, = 3 h) did not affect the num-
ber of recombination centers (radiative and nonradia-
tive) and trapping centers. In order to draw this conclu-
sion, we compared the phosphorescence and TSL
curves measured after 5-s excitation and before and
after 3-h excitation and the release of the accumulated
light sum. The shape of the phosphorescence curve
depends on the dose of excitation obtained for both
types of sample. Asthe duration of excitation increases,
the phosphorescence intensity increases steadily and
attainsamaximum in ~180 sat T = 85K for both types
of sample. At T = 295 K, the highest phosphorescence
intensity is attained in ~60 sfor the type-1 samples and
in ~180 sfor the type-2 samples. If the irradiated sam-
pleis excited for alonger time (from 10 minto 3 h), a
dlight increase in the light sum under the phosphores-
cence curve is observed in the final stage of the phos-
phorescence decay. Note that the value of accumulated
light sum under the phosphorescence curve was found
to be much smaller (especialy at T = 295 K) for the
samplesirradiated with protons. In addition, a decrease
in the emission intensity of steady-state luminescence
by ~35% was observed for these samples; specifically,
a decrease in the emission intensity for the main band
peaked at A = 522 nm was detected. In all cases (two
types of samples and two temperatures of excitation),
experimental curves of the intensity decay J(t) after the
elapse of the first minute of decay can be satisfactorily
approximated using a hyperbolic dependence (the phe-
nomenological Becquerel formula[12]):

__Jd
. (1+wt)” @

where a and w are constants (note that 1 < a < 2).
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Fig. 2. Dependences of the hyperbola exponent a on the
duration of excitation by X-ray photons for the samples
(2) unirradiated and (2) irradiated with protons. T = 295 K.

Irradiation of the ceramics with protons induces
changes in the dependence of the phosphorescence
kinetics on the duration of excitation of the samples. If
the phosphorescence is excited at the liquid-nitrogen
temperature, these changes are less pronounced and the
general trends are retained. In Figs. 2 and 3, we show
the dependences of the exponent a = In(J)/In(t) (here,
t isthe detection time of phosphorescence) on the dura-
tion of excitation t, for both types of the samplesat T =
85 and 295 K.

The method used for excitation requires that anum-
ber of factors be considered. First of all, the distribution
of recharged traps over the volume should be taken into
account. The deeper lying layers of the luminophor are
excited to a lesser extent. The decay curves for each
layer have specific initia slopes; the recorded decay
curveisthe sum of all these curves. We should also take
into account the spatial distribution of electronic exci-
tation that is typical of excitation with X-ray photons.
Loca regions with different excitation density are
formed in the sample bulk.

In the samples of type 1, the decay characteristics at
both the above temperatures do not change when level -
ing-off (saturation) is attained. The state of saturation
corresponds to an equilibrium distribution of charges
over the traps (the following condition is satisfied: the
ratio between the concentrations of localized chargesis
found to be constant in the time interval from t; to t,,
i.e., n/n, = congt); the decay characteristics change only
dightly when the samples are further excited. The con-
dition n/n, = const isnot satisfied at alow level of exci-
tation. The spread in the values of a is representative of
thesetrends. For the samples of type 1, the decay curves
obtained for different durations of excitation can be
made to coincide by shifting to the right along the time
axis the curve that corresponds to a lower excitation
level. Asthe stored light sum increases, the exponent o
decreases. The kinetics of phosphorescence decay in
the type-1 samples in the case of X-ray excitation cor-
responds to the kinetics of the transition (Becquerel’s)
2004
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Fig. 3. Dependences of the hyperbola exponent a on the
duration of excitation by X-ray photons for the samples
(2) unirradiated and (2) irradiated with protons. T = 85 K.

region in the theoretical decay curve obtained on the
basis of the gas-kinetic theory of photoluminescencein
phosphor crystals[2, 3].

An increase in the exponent a is observed in the
samples of type 2 asthe duration of excitation increases,
i.e., asthe stored light sum increases; this behavior cannot
be explained in the context of the gas-kinetic theory of
luminescence in phosphor crystals [2, 3]. At the same
time, an increase in the exponent a as the light sum
stored in the sample increases cannot be attributed to
special features of excitation by the X-ray radiation
either [4]. Variationsin radiation had a greater effect on
the decay at room temperature. At the sametime, if the
time instant of the phosphorescence decay (t;) is fixed,
the dose dependence of intensity is described ade-
quately by the following expression that defines the
light-sum accumulation and is known from the gas-
kinetic theory of photoluminescence:

3t = 3o(t)| 1- expL]. @

Here, t; is the duration of excitation of the sample,
while 1 is the characteristic time of saturation of the
traps of the ith type and reflects the rate of light-sum
accumulation. The obtained time dependences of the T,
distribution within the detection range of phosphores-
cence are shown in Fig. 4. The values of T; were calcu-
lated using the smallest rms deviation of dependence (2)
from experimental values. The found form of these
dependences makes it possible to assume that the
observed phosphorescence in the ZnS—-Cu luminescent
ceramic is a superposition of two emission curves
related to different physical processes and dominant in
different timeintervals. Thefirst process exhibits linear
kinetics, while the second process features quadratic
kinetics. We used the Alentsev—Fock method [12] to
decompose the curves into two components. We took
into account the following. The phosphorescence curve
is a superposition of two curves that are dominant in
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Fig. 4. Distribution of T within the timeinterval of the phos-
phorescence detection. T =295 K.
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Fig. 5. Characteristic decomposition of the experimental
phosphorescence curve into two elementary components at
T = 295 K: (1) exponential component and (2) hyperbolic
component.

different (although partially overlapping) time inter-
vals. As aresult, we obtain different decay curves with
different durations of the phosphorescence excitation.
If we assume that in this case the shape of the decay
curves that represent different mechanisms remains
unchanged, the difference between experimental curves
is then caused by differences in the relative contribu-
tions of the components. We decomposed the experi-
mental curves for both types of sample and for various
combinations of excitation duration. Note that experi-
mental curves of the phosphorescence decay in fact
remain similar in the later stages of the process. An
important advantage of this method is the existence of
an experimental test for its applicability; thistest relies
on the presence of horizontal portions in the plot that
showstheratio between two decay curves. The substan-
tial decreasein the detected light sum stored at the traps
that are remote from the emission centers (i.e., those
exhibiting the hyperbolic decay law) in the sample of
type 2 made it possible to decompose the decay curve
into two components more accurately. In Fig. 5, we

KUCHAKOVA et al.

show atypical set of two elementary components of the
decay curvethat were obtained asaresult of decompos-
ing the experimental curve. Using these data on the
exponential component of the phosphorescence curve,
we obtained values of T (characteristic decay time)
equal to ~70 and ~50 sat T = 85 and 295 K, respec-
tively. Thelarge value of T can be explained if apolaron
stabilized in the lattice by some defect acts asthe meta-
stable state, while the transition to the emission center
is realized via a tunneling mechanism. The constant
w=5stat a=18isobtained for the second compo-
nent whose decay is described by the kinetics given by
formula (1).

The presence of an exponential component in the
decay may be caused by the following factors: (i) the
presence of homologically related emission centersand
traps in the material; (ii) the extremely low mobility of
free charge carriers (formation of an intermediate meta-
stable polaronic state); and (iii) an appreciable excess
(by at least an order of magnitude) of the concentration
of recharged emission centers over the concentration of
the shallow-level traps that give rise to phosphores-
cence. It was previously assumed [13] that there are
specific traps in ZnS—Cu that reside near the emission
center or are part of aunified complex. The green-emis-
sion centers that are dominant in the material under
consideration may be composed of intrinsic defects and
the activator impurity (Cu) [9, 10]. The metastable state
acts asthe trap in this center, while the excited level of
the center plays the role of a short-lived level [13].
A polaron localized in the vicinity of the defect may
also play the role of the metastable state [14-16]. An
intracenter mechanism is actually in effect in the com-
plex under consideration; asis well known, this mech-
anism is described by an exponentia decay depen-
dence. A radiative transition in this center occurs
regardless of the state of other centersand is controlled
only by the corresponding probability. In this case, the
decay intensity obeys the exponential law

f
J = JoexpEg )
where J, is the highest emission intensity at t = 0 and
T isthe characteristic decay time.

The dependences of the decay kinetics on the dura-
tion of excitation (see Figs. 2, 3) can be interpreted in
the following way on the basis of the suggested mech-
anism of radiativetransitionsin afterglow. In the case of
short-term excitation, the charge carriers are mainly
captured by the traps responsible for the exponential
decay, since the probability of charge-carrier recombi-
nation in this case is independent of both time and the
state of other centers. Traps of the above type are there-
fore transformed more rapidly into the quasi-steady
state. Asthe excitation duration increases, the contribu-
tion of the second component, whose decay obeys the
hyperbolic law, increases. The nonradiative-recombi-
nation centers formed by proton radiation inhibit the
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buildup of charge carriers at the trapsthat arelocated in
spaceindependently of the emission centers. The above
recombination centers compete with recharged emis-
sion centers in the recombination-related transitions.
Thus, anincreasein thevalue of a with increasing exci-
tation duration is related to the variation in the relation
between the values of the light sums accumulated at
traps of different types.

Thus, the shape of the emission curve for phospho-
rescence reflects the combined contribution of relax-
ation processes that occur in the crystal after termina-
tion of excitation. The radiation defects that are pro-
duced by irradiation with protons and which affect
selectively the recombination processesin the ZnS—Cu
ceramic made it possible to clarify the origin of the
traps responsible for phosphorescence in this material.
The anomal ous behavior of the decay kinetics observed
in ZnS—Cu after irradiation with protons allowed us to
suggest a mechanism of phosphorescence and clarify
the causes of the increase in the hyperbola exponent in
the decay.
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Abstract—The photosensitivity of nanocompositesin asystem constituted by an organic transition metal com-
plex and silica was studied. It is shown that the photosensitivity of a hanocomposite is determined by the
valence and the ionization potential of the metal atom, which is equal to (3-8) x 10* cm?/J (quantum yield of
carrier photogeneration is 0.03-0.05) for the Cu* complex and 5 x 10° cm?/J for the Ru?* complex. The possi-
bility of controlling the magnitudes and spectra of both the photosensitivity and luminescence of thin films of
nanocomposites based on these complexes by varying the structure of metal complexes and the fact that the
guantum efficiency of photogeneration can be raised by introducing transport molecules into the structure of a
nanocomposite gives reason to believe that photosensitive and €l ectroluminescent devices can be created on the
basis of these nanocomposites. © 2004 MAIK “ Nauka/lInterperiodica” .

1. INTRODUCTION

Organic—inorganic nanocomposites [1], which con-
stitute one of the most intensively developing areas of
materials science, have clearly pronounced semicon-
ducting properties. Owing to the possibility of obtain-
ing thin transparent layers of optical quality, they seem
to be promising materials for creating recording media.
In this context, organic complexes of a number of tran-
sition metals with bipyridyl ligands are of primary
interest in this class of nanocomposites[2-5]. Compos-
ites of this kind have already found practical applica
tion: they are successfully used in luminescent sensors
for determining the concentration of oxygen[5, 6]. The
occurrence of an effective charge transfer between a
metal atom and an organic aromatic ligand gives reason
to believe that photosensitive recording media, includ-
ing photorefractive media for holography [7], and
materials for photovoltaic cells[8] can be created using
these composites. Owing to their effective lumines-
cence, whose spectral range can be varied by choosing
the metal atom [2—4, 9], and the possibility of introduc-
ing transport molecules, which provide an effective car-
rier transport, these composites are certainly of interest
as a new class of materials for e ectroluminescent
devices.

The aim of this study was to examine the photosen-
sitive properties of nanocomposites in a system consti-
tuted by an organic transition metal complex and silica
and to analyze the mechanism of carrier photogenera-
tion in the nanocomposites.

2. OBJECTS AND METHODS OF STUDY

As objects of study, we used thin films synthesized
on the basis of complexes of Cu* and Ru?* with 2,2'-
bipyridyl (ligand L)-{MeL,]*", where n = 1 for Me =
Cu* and n=2for Me = Ru?* (L = bipy):

Cly,

where X =-H and -CONH—CH,);—SiO—. The concen-
tration of the complex was 1-20%. We used xerogels
SiO, asamatrix, which were synthesized by the sol—gel
method of hydrolytic polycondensation of tetramethox-
ysilanesin an acid medium [10]. In addition to the com-
posites mentioned above, the matrix contained free
bipyridyl molecules, which provided carrier transport.
The films were annealed at 300 and 500°C. The organic
complexes with Cu* and Ru?* formed a nanohybrid with
the silica matrix via molecular interaction between the
components of the system in the case of the copper com-
plex [11] and via chemica binding for the ruthenium
complex [12]. The thickness of the film was 1-2 um.

The photosensitivity and the quantum efficiency n
of carrier photogeneration were measured in the elec-
trophotographic mode by the procedure described in
[13], in the spectral range 400-800 nm at an electric
field strength E = (0.1-1.0)E,, where E; is the limiting
field strength for a given material. The field depen-
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dences n(EY?) were used to evaluate the dielectric con-
stant () of the starting xerogel and the nanocomposites
based on metal complexesin terms of the Pool—Frenkel
model and to find the quantum efficiency of formation
of bound pairs (ny) and the thermalization length (r,)
using the Onsager model. The absorption spectra a
were measured on a Perkin EImer spectrophotometer.
The photosensitivity S,; was found from the criterion
of a10% decrease in the surface potential of alayer (V)
relative to the initial value (AV/V = 0.1) as a result of
exposureto amonochromatic light or to that of aK GM-
300 halogen lamp (integral photosensitivity).

3. RESULTS AND DISCUSSION

The nanocomposites obtained, with a content of
metal complexes in the range 1-20%, had the structure
showninFig. 1. All the compositesin which the content
of acomplex waslessthan or equal to 15% were mono-
lithic and transparent. Although the increase in hard-
ness and mechanical strength of the sample with a10%
content of the complex compared to the starting gel is
not very significant, it indicates that there is a certain
physical interaction between the organic component
and the silicamatrix. The optimal structure of the com-
positeisobtained at acontent of the organic component
in the range 5-10%. When the content of the organic
component is raised to 15%, the density and hardness
of the composite decrease, while a 20% content of this
component |eads to adramatic decreasein the hardness
of the composite, and it ceases to be monalithic. This
change in the properties of the organic-inorganic
hybrids synthesized can be understood by analyzing
their micrographs (Fig. 1). The structure of a sample
with a 10% content of the complex (Fig. 1b) is similar
to the structure of the starting gel (Fig. 1a), which, how-
ever, is considerably more ordered, apparently because
of theformation of ananocomposite. The pore diameter
in both the structures is 10-17 nm. The structure of a
composite with a 20% content of the complex is looser
and more porous (Fig. 1c). Presumably, the optimal
content of the copper complex, the approximate size of
whose molecules is 1.0-1.5 nm, is limited by the size
and number of these pores in the matrix. Thus, the
structure of the composite is optimal in the case of a
10% content of the complex, whereas the introduction
of a greater amount of molecules of the complex dra-
matically impairs the mechanical properties of a sam-
ple and causes it to crack, because the silica matrix is
formed under nonoptimal conditions.

The spectra of absorption a(A) and photosensitivity
Sa(A) of films that contain nanocomposites with Cu*
and Ru** complexes in a SIO, matrix are shown in
Figs. 2aand 2b (curves 1 and 2, respectively). For com-
parison, the same figure shows, for comparison, the
spectra of the starting xerogel (curves 3). It can be seen
from Fig. 2a that the absorption peak associated with
the Cu* complex lies at 750 nm, i.e., in the longer-
wavelength part of the spectrum as compared with the
peak for the Ru?* complex at 450 nm. The energy at
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Fig. 1. Electron micrographs of (a) starting xerogel and
(b, ¢) nanocomposites with different content of Cu*™ com-
plexes: (b) 10 and (c) 20%.

which the absorption pesak lies (1.69 eV for the Cu*
complex and 2.76 eV for the Ru** complex) decreases
as the valence of the metal becomes lower [14]. This
correlates with the previously observed shift of the
absorption peak to longer wavelengths on passing from
Me* to Me?* and with a decrease in the ionization
potential of the metal atom, which isindicative of elec-
tron transfer from the metal atom to the ligand.

The luminescence spectra of the nanocomposites
synthesized, which were measured [9] previously under
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400 500 600 700 800 A, nm
Fig. 2. Spectraof (a) absorption a(a) and (b) photosensitiv-
ity S, of composites based on (1) Cu* and (2) Ru** and

that of (3) starting xerogel; content of the complexes, 5%.

excitation with light from a nitrogen laser (wavelength
337 nm, pulse width 6-8 ns) for 1 us after the excitation
pulse at temperature T = 300 K, coincide with the spec-
tra of analogous nanocomposite structures [3-6]. Irre-
spective of the annealing temperature, there is a lumi-
nescence band peaked at 610-620 nm for the Ru®* com-
plex and a broad band at around 420 nm for the Cu*
complex. The luminescence intensity for the Ru?* com-
plex exceeds that for the Cu* complex by more than a
factor of 10. The luminescence band observed for the
Cu* complex is apparently due to emission from only
bipyridyl fragments, which absorb at 300-360 nm,
rather than from the complex with the metal, which
absorbs in the long-wavelength spectral range, as can
be seen from Fig. 2.

The photosensitivity spectra of the nanocomposites
(Fig. 2b) reproduce their absorption spectra (Fig. 2a).
The photosensitivity of films of the nanocomposite
with Cu* at a 5-10% content of the complex is (3-8) x
10* cm?/J, with a quantum yield of 0.03-0.05. For the
Ru?* complex, the photosensitivity §,; is about 5 x
10% cm?/J at 400-550 nm, with a quantum yield n =
0.003 £ 0.001, which is more than an order of magni-
tude lower than that for the Cu* complex. The photo-
sensitivity of layers of the starting xerogel is about 2 x
10% cm?/J, with a quantum yield n = 0.001. The ther-
malization length for the nanocomposite with Cu* is
r.= 1.5+ 0.2 nm, which is comparable with the size of
the molecule of the complex (1.0-1.5 nm) and is some-
what smaller (by 25%) than the corresponding vaue for
polymeric complexes of smilar structure [15]. The quan-
tum yield of formation of bound pairsisn,=0.08 £ 0.03.

The correlation between the absorption and photo-
sengitivity spectra of the systems studied and the
increase in the luminescence intensity observed as the
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value of §,; decreases (on passing from the Cu* com-
plex to the Ru?* complex) indicate that the molecule of
a complex, [CuL,]* or [RuL4]?*, isinvolved in the pri-
mary photophysical processes. The absorption of a
photon by the molecule leads to electron transfer from
the metal atom to the ligand. Within the same molecule,
the excess photon energy is lost and Coulombically
bound carriers are thermalized. Further charge separa
tion occurs as aresult of temperature-and-fiel d-assisted
dissociation in an external electric field. Carriers
become free at distances of 10-15 nm. This distance
(Coulomb radius) is calculated from the dielectric con-
stant €, which is6.5-7.0 for the complexesand 6.0+ 0.5
for the starting xerogel.

The energy Aiw of the peak of the absorption band
associated with the complex is determined by the metal
atom, asis shown above. At the sametime, if theligand
is varied from bipyridyl to biquinolyl and to phenan-
throline derivatives for the nanocomposites with Ru?*,
the energy of the first charge-transfer band shifts from
4.64 eV for bipyridyl to 4.47 eV for nitrophenanthro-
line, 4.19 eV for aminophenanthroline, and 3.87 eV for
phenanthroline-5,6-dione [16]. The presence of free
(forming no complexes with the metal) bipyridyl mole-
cules makes it possible to obtain rather high photosen-
sitivities, which exceed the §); of structuraly similar
metal—organic complexes of the same metalsin a poly-
meric matrix [15], and apparently high carrier mobili-
ties, which are attained because of the hopping of free
carriers via aromatic nitrogen-containing molecul es of

bipyridyl.

4. CONCLUSIONS

Thus, it was shown that, with the silica matrix used,
it ispossible to obtain rather high photosensitivities for
thin films of nanocomposites with metal—organic com-
plexes, which exceed the values of §,; for structurally
similar complexes of the same metals in a polymeric
matrix. The fact that an effective luminescence from
nanocompositesin the silicamatrix is observed and the
spectral position of the band of this luminescence can
be varied by selecting an appropriate metal atom [9] or
aligand structure (replacing bipyridyl with biquinolyl
or phenanthroline, which are also capable of complex-
ation with metals, etc.) gives reason to believe that not
only photosensitive materials, but also electrolumines-
cent devices can be developed on the basis of these
nanocomposites.
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Abstract—The photophysical properties and mechanism of charge-carrier photogeneration in supramolecular
polyamidine structures (which form, as was shown previously, a promising class of materials for photosensitive
and electroluminescent devices) are studied. Based on the analysis of the spectral, field, temperature, and concen-
tration behavior of changes in the photosensitive and luminescence properties, it is shown that the carrier photo-
generation in the systems under investigation is described by the Pool—Frenkel model, which takes into account
strong interactions and collective effects in the supramolecular system arising due to the formation of aregular
network of hydrogen bonds between functional groups of a polymer. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

In recent decades, polymers have been widely used
in the development of optical recording media and
semiconductor optoelectronic devices. The traditional
approach to the synthesis of photoconductive polymer
systemsis based on either the introduction of photosen-
sitive low-molecular compounds into a polymer matrix
(formation of “guest—host” systems; these compounds
exhibit donor—acceptor interaction and can form
charge-transfer complexes (CTCs) with monomeric
units of the polymer) or the formation of polymerswith
covalently bonded photoactive fragmentsin the main or
lateral chain. The primary photophysical processes that
occur in such systems after absorption of a photon and
subsequent charge transfer in a complex are generally
limited by the monomeric unit of the polymer, and the
polymer structure affects the transport of a photon-
induced carrier that forms a Coulomb pair and subse-
guent transport of free charge carriers.

However, it was suggested recently that photosensi-
tive polymer systems can be obtained by forming
supramolecular ensembles of photoactive components,
which arise due to the existence of a system of regular
hydrogen bonds between the fragments of macromole-
cules [1]. Then, this suggestion was confirmed experi-
mentally for one of the classes of these polymers—
polyamidines [2]. The formation of supramolecular
ensembles changes the properties of the ground and
excited states of individual particles, and the collective
character of this process leads to the occurrence of new
photophysical properties and specific features of pri-

mary photophysical processes (in particular, the
appearance of new absorption bands, which are absent
in the spectra of monomeric analogs), the mechanisms
of photogeneration of charge carriers and their trans-
port, and so on. Obvioudly, the formation of networks
of hydrogen-bonded systems with fragments character-
ized by significant Tt conjugation gives rise (due to the
intense charge transfer in the chains of their compo-
nents, i.e.,macromolecules) to high mobilities of free
charge carriers (about 10 cm?/(V s) [3]) and high
luminescence efficiency (on the same order of magni-
tude as that of polyphenylenevinylenes [4]), which
makes these materials promising for various applica
tionsin optoel ectronics.

The possibility of introducing (due to the formation
of complexes) chromophore molecules, which have
high luminescence quantum yields and nonlinear optical
properties, into a polyamidine matrix makes it possible
to expand and vary their photosensitivity range and the
efficiency of photophysical processes, which is of inter-
est for developing nonlinear optical materials and
recording media (in particular, for dynamic holography)
and electroluminescent devices based on these systems.

The purpose of this study is to gain insight into the
nature of primary photophysical processes, in particu-
lar, the mechanism of carrier photogeneration in polya
midine supramolecular structures, including structures
with introduced chromophore molecules, and reveal the
specific features caused by the formation of supramo-
lecular ensembles.

1063-7826/04/3811-1284$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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2. OBJECTS OF STUDY

It is well known that polymers containing amidine
groups in the main chain exhibit efficient two-center
bonding with the formation of cyclic and linear
supramolecular ensembles [5] (Figs. 1la, 1b), which
leads to the occurrence of a quasi-conjugate system. In
addition, the high basicity of amidine groups makes it
possible to obtain ionic complexes of these polymers
with both low-molecular compounds with donor or
acceptor propertiesand introduced low-molecular com-
pounds forming complexes through nonval ent bonding.
This circumstance makes it possible to systematically
change the photophysical properties of molecular
ensembles due to the occurrence of charge transfer in
the chains of the component macromol ecules asaresult
of the formation of network hydrogen-bonded systems
with fragments characterized by strong 1t conjugation.

We investigated a series of polyamidines with the
general formula

R
N}\ N~ R]_ .
H n
The above structures differ in both the structure of the

main chain,

R, = (CH,-),, X =6,7,8,10 ()]

or
R, = -C4H~—CH,—C;H,—, ()]
and the type of substituents in the amidine fragment,
R=—-CHs, @
or
R =-CgH-. (b)

Hereinafter, we use the designations laand Ib for struc-
tures with a main chain of type | and substituents of
types (a) and (b), respectively. Similar designations (11a
and I1b) are used for structures with a main chain of
typell.

Polyamidines were synthesized by the conventional
method [6]. These structures were chosen for the fol-
lowing reasons. On the one hand, they allow oneto con-
sider the relationship of the basicity and, respectively,
the strength of hydrogen bonds both between amidine
groups and between amidine groups and chromophore
molecules with the photophysical properties of the
complexes. On the other hand, the systematic increasein
the number of T-conjugated fragments proneto the effect
of Tt stacking, which leads to the transfer of an electron
between noncovalent-bonded elements of the chain,
makes it possibleto determine the influence of thisfactor
on the photoconductivity of the system asawhole.

Compounds with a developed T-conjugation chain
that can form ionic bonds with polyamidine molecules
SEMICONDUCTORS  Vol. 38
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Fig. 1. Supramolecular (a) linear and (b) cyclic structures of
polyamidines; (c) destruction of the structure as a result of
the formation of a complex with a chromophore.

were used as chromophores introduced into the poly-
mer matrix. The general formula of these compoundsis

o]
| (a1
HO R,

where R2 = H, K OCH31 NOZ! N(CH3)21 OH’
NHCOCH,.

The energy of interaction between these compounds
and the polymer matrix depends on the structure of the
substituent R, and can be characterized their Hammet o
constants. These constants characterize the donor (o < 0)
or acceptor (o > 0) character of the functional group.
These compounds, which can form ionic bonds with
polyamidines, were chosen because, according to the
data of [7], their complexes with polydecamethylene-



1286

acetamidine have a low Schottky barrier, which mani-
festsitself in nonlinear optical effects of the second and
third ordersin these complexes[4]. It isnoteworthy that
the efficiency of the second-harmonic generation lin-
early increases as the donor properties of the substitu-
ent are enhanced (decreasing the values of o).

As low-molecular compounds capable of nonvalent
formation of complexes with polyamidines (a guest in
the guest—host system), we used the molecules with
strong donor or acceptor properties. Asdonors, we used
nitrogen-containing molecules of indole, carbazole,
and diphenylamine with low ionization potentials I
(7.9, 7.4, and 7.1 eV, respectively [8]) and their analogs
without anitrogen atom (which plays an important role
in the formation of complexes with aromatic poly-
mers—phenanthrene and anthracene with I = 7.8 and
7.3 eV, respectively [8]). Fullerene molecules (Cg, : Crp =
87 : 13) were used as acceptors. The content of the
introduced compounds was 1 mol %.

Complexes of polymers were obtained by mixing
polyamidine solutions with solutions of the noted com-
pounds in ethanol. The thus obtained solutions were
poured onto a rotating substrate (glass with an
In,O5(Sn) (ITO) coating, 3000 rpm, 30 s) to form films
with their subsequent drying in vacuum at room tem-
perature to constant mass. Thefilm thicknesswasin the
range 1-5 um.

3. MEASURING TECHNIQUE

The photosensitivity §,; and the quantum yield of
carrier photogeneration | were determined in the elec-
trophotographic mode [9, 10]. The measurements were
carried out in the equienergy spectrum with an average
photon-flux density of 102 cm™ s in the spectra
range 400900 nm at an electric field strength E = (0.2—
1.0)E,, where E; is the limiting field strength for this
materia in the temperature range T = 300420 K, i.e,,
above and below the glass-transition temperatures of
the polymers T,,. Samples were heated by passing an
electric current through the ITO layer on the substrate
(which is necessary for measurements in the electro-
photographic mode). Temperature was measured with
an accuracy of about 1% by liquid-crystal indicators.

The complete collection of the charge carriers pho-
togenerated in the polymer layer was monitored by the
“photogeneration-wedge” method [11] and by measur-
ing the field dependences of the quantum yield n/e =
f(V/d) for layers of thickness d in the range 1-5 pm
(where g isthe permittivity). Theerror in measuring &3
and n was 10%.

The absorption spectra were measured on a Perkin-
Elmer spectrophotometer in the wavel ength range 400—
1200 nm. The spectra obtained were used to determine

the optical energy gap AEZ" (the band gap) according
to[12].

The photosensitivity S, ; was determined by the cri-
terion of the decrease in the surface potential of alayer

ALEKSANDROVA et al.

by 10% with respect to theinitial value (AV/V = 0.1) as
a quantity inverse to the exposure necessary to attain a
critical change in the surface potential. Thetotal photo-
sensitivity S,; was determined by the same criterion
(AVIV = 0.1) for illumination of layers by a KGM-300
hal ogen lamp with a power of 300 W.

The value of permittivity, which is necessary for the
calculation, was estimated from the slopes of the field
dependences of the quantum yield n(E) and the carrier
mobility H(E), according to the Pool-Frenkel model
(dn(B)/dE = (e/4meg,)Y? [9]), and the ultimate poten-
tials of the layer charging, as well as by comparing the
data on € obtained for aliphatic and aromatic polymers
[13]. The activation energy of photogeneration W, was
determined from the slopes of the temperature depen-
dence n(T), and the field dependences n(E) were used
to determine (according to the Onsager model) the ther-
malization length r, = /W, [10].

4. RESULTS AND DISCUSSION

Investigation of the dark characteristics of polymers
at temperatures below the glass-transition temperature
showed almost complete absence of dark conductivity
for all objects under investigation (the resistance was
about 102 Q cm™). However, after heating to tempera-
tures above T, the resistance decreased significantly

(to 10° Q cm™). Measurements of the electronic
absorption spectra of the polymer films under study,
a(A), showed that the intrinsic absorption edge of the
polymers, Aiw, lies in the range 350-420 nm. It is note-

worthy that the energies #iw and AEY" correlate with

the degree of Tt conjugation in a polymer, which mani-
festsitself in the bathochromic shift of the absorption

band and the energy of the optical band gap AEY" inthe

la—Ib-lla-1b series (seetable). In addition, weak long-
wavel ength bands peaked at 505-510 and 635-640 nm
for la and at 490-525 and 750-850 nm for Ilb are
observed in the spectra a(A) beyond the intrinsic-
absorption region. These bands are absent in the spectra
of the polymer solutionsin ethanol. These bands can be
assigned to the forbidden transitionsin the quasi-conju-
gate system of hydrogen-bonded amidine groups
(Fig. 1) (thissystem cannot exist in solutions of proton-
donor solvents, in particular, ethanol). This suggestion
is confirmed by the cal culations of electronic spectra of
atrimer of the model compound—N,N'-dimethylaceta-
midine—by the ZINDO/S method with optimization of
the geometric characteristics by the ab initio STO-3G
method. According to these calculations, the prohibi-
tion of the transition at 420 nm is removed in this case.

As the analysis of the photosensitivity spectra
$1(A) showed [2], the value of S,; steadily decreases
from 2 x 10* to 3 x 10% cm?/J with increasing A from
400 to 950 nm. In this case, the total photosensitivity is
equal to 0.03-0.08 (Ix s)™ and is independent of the
number of methylene units x in the main chain of the
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Photophysical characteristic of the polymers under study and their complexes

T< Tgl T> Tg|

AEY
Polymer or complex " | Absorption | Luminescence
la 3.3 5.86 2.98 1.0 1.0 3.2-3.3 45 3.1-3.3 45
Ib 3.2 5.01 2.95 1.25 0.85 3.3-35 4.8 3.1-3.3 45
Ila 3.0 3.86 2.48 30 2.3 4143 8.6 2.8-3.0 <0.1
b 2.7 4.10 2.48 0.75 4.0 4.2-45 9.4 2.8-3.0 <0.03
la+ 11l (R=0H) 2.71 2.54 2.45 3.5 0.75 3.54.0 34 - -
la+ 11l (R=0OCH,) 2.59 2.45 2.03 - 0.6 3540 29 — -

polymer |. When achromophoreisintroduced, the pho-
tosensitivity increases in the chromophore absorption
region (at 450-550 nm) due to the increase in the
absorption.

The spectrum of the quantum yield of carrier photo-
generation r(A) shows that the quantum yield is almost
constant (only weakly depends on A) in the visible
spectral range (Fig. 2) and steadily decreases in the
long-wavelength region: at A > 750 nm for la and Ib
(curves 1, 2) and at A > 620 nm for Ila and Ilb
(curves 3, 4). Theintroduction of chromophoresinto la
leads to a decrease in n by afactor of 2-2.5 (curve 5).
For the monomeric analog (N,N'-didecylacetamiding),
unlike the spectra considered above, there is no region
with aconstant quantum yield and n beginsto decrease
at A = 400 nm (curve 6). For al the polymers under
study, the found values of activation energies are 0.1—
0.2 eV, which correspondsto thermalization lengths (cal -
culated within the Onsager model for € = 3) of 2-3 nm.
However, the strong interaction between amidine
groups and the presence of collective effects cast doubt
on the validity of the Onsager model for the systems
under investigation because the Onsager model
assumes that the absorbing centers—monomeric units
(for most polymers)—are noninteracting and retain
their individuality (which manifestsitself, in particular,
in the insignificant difference between the spectrum of
a polymer and the spectrum of its monomeric anal og)
[9, 12, 14]. Most likely, polyamidines can be ade-
guately described by the Pool—-Frenkel model, which
considersthe escape of abound carrier from aCoulomb
center as a result of overcoming the potential barrier
reduced by 0.1-0.2 eV by an applied external electric
field. After the carrier becomes free at a distance of
about 15 nm, it begins to move over the network of
alternating single and double bonds (similar to the
structure of polyphenylenevinylene) formed by the
arising supramolecular structure.

Aswas shown previously [1, 2], the photosensitivity
and quantum yield n systematicaly increase in the
la(x = 10)-a(x = 6)-Ib-Ib-lla series, whereas the
positions and theintensity of the luminescence bands of
the objects studied are determined not so much by the
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chemical structure of the monomeric unit of a polymer
and the Teconjugation length [4] as the cooperative
absorption and emission of the ensemble of supramo-
lecular structures with a Tn—H-conjugation system,
which arise during the ordering of the system caused by
the formation of a network of hydrogen bonds between
nitrogen-containing functional groups.

We should aso note the significant dependence of
the photosensitivity of the polymers under study on the
thermal history of the samples. At temperatures above
the glass-transition temperature, the dielectric proper-
ties (€) and photosensitivity (S,;) of polymerslaand Ib
hardly change, whereasarelative decreasein € by afac-
tor of amost 2 for polymer Ilb and a significant
decrease in n are observed for polymer |la (see table).
It is likely that the noted features are related to the
decrease in the basicity of polymersin the la-lb-lIb-lla
series. This circumstance leads to aweakening of inter-
molecular hydrogen bonds and the degradation of the
supramolecular structure, which is responsible for the
occurrence of photoconductivity.

n, %
10
9L 4
8 3
7_
6_
5L
4_
3+ 5 2 1
2_
1k 6
1 1 L 1 1 1
40 500 600 700 800 900
A, nm

Fig. 2. Spectra of the quantum yield of carrier photogener-
ation n for polyamidines of different structure: (1) la, (2) Ib,
(3) I1a, (4) llb, (5) lat 11 (R=0OH), and (6) N,N'-didecylac-
etamidine.
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S0.1/(S0.10 N/Mo> N/ Miim)o
1.0 <41.0
0.9+ 0.9
0.8+ 40.8
0.7+ 40.7
0.6+ 0.6
0.5+ | | | © ] 0.5

1
0.10 0.15 0.20 0.2
C, mol %

1
0 0.05

Fig. 3. Dependences of the (1) photosensitivity S ; and
quantum yields of (2) photogeneration n and (3) lumines-
cence n;,m on the concentration of 11l inthela+ Il (R=
OCHs) complex; | = 9.445 x 10% 5L,

As can be seen from the data listed in the table, the
values of both the quantum yield n and S ; increase in
going from aliphatic polyacetamidinesto aromatic ben-
zamidines, which could be explained by the enhanced
TU conjugation. However, above the glass-transition
temperature (under conditions corresponding to the
destruction of the supramolecular structure), the value
of n drops for polymers containing aromatic groups,
remaining almost constant for aliphatic polyamidines.
This fact indicates that the increase in the degree of
conjugation due to the introduction of aromatic groups
is not a major factor leading to the occurrence of pho-
tosensitivity. We can suggest that such behavior is
related to achangein the system of hydrogen bonds and
the transformation of the linear structures responsible
for carrier transport (Fig. 1a) into cyclic structures
(Fig. 1b), which govern the photosensitivity of the system.

The decisive role of the supramolecular organiza-
tion of the system is confirmed by the significant
decreasein the photosensitivity of polyamidines caused
by the introduction of chromophores. Specifically, the
photosensitivity of the la + Il (R = OH) system
decreases by afactor of 1.7. In this case, the acidity of
the introduced admixture is sufficient for the protona-
tion of the amidine groups of the polymer, which leads
to the destruction of the system of hydrogen bonds and,
accordingly, to quasi-conjugation in the supramolecu-
lar system (Fig. 1c). Thisis also confirmed by the fact
that, with an increase in the relative chromophore con-
centration, a steady decrease in the photosensitivity and
guantum yield is observed (Fig. 3, curves 1 and 2,
respectively). The decrease in the photosensitivity with
increasing concentration correlateswith the decreasein
the luminescence quantumyield n,,, inthelat+ 111 (R=
OCH,) system (Fig. 3, curve 3). Note that, with an
increase in the chromophore concentration, the inten-
sity of the chromophore luminescence is redistributed
between the short- and long-wavel ength bands (Fig. 4).
Apparently, this phenomenon is due to the specific fea-
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1, arb. units

1.0F

0.8

0.6

041

0.2

1]S

1 1 1 1 1 1 1 1
560 580 600 620 640 660 680 70
A, nm

Fig. 4. Luminescence spectra of the lat+ |1l (R = OCHy)
complex for different chromophore concentrations: (1) 1,
(2) 5, and (3) 10 mol %.

tures of chromophores of the dibenzalidenealkanone
class, for which the long-wavel ength absorption peak is
associated with the Te=1t* rather than the n—rttransition,
which occursin the well-studied carbazolyl-containing
polymers [14]. Asis well known [9, 14], the photoge-
neration quantum yield of polymers is independent of
the concentration of absorbing centers (chromophores
in the case under study). The observed concentration
dependences of the photophysical processes also indi-
cate that both competing processes—carrier photoge-
neration and the release of the photoexcitation
energy—are not related to the polyamidine monomeric
unit but are controlled by the supramolecular structure
of the ensemble of polymer chains.

Thisisaso confirmed by the results of studying the
effect of the donor—acceptor properties of the substitu-
ent R, in a chromophore (which are characterized by
the Hammet ¢ constants) on the photosensitivity
(Fig. 5a). It can be seen that Scorrelateswith the o con-
stants of the substituent in I11. It should be noted that,
when polyamidines are exposed to light with a wave-
length corresponding to the region of intrinsic absorp-
tion of chromophoreions (Fig. 5a, curve 1), the depen-
dence S(0) correlates with the dependence of the effi-
ciency of the third harmonic generation on the same
parameter [7], whereas, at A = 600 nm (which corre-
spondsto the absorption of supramolecular ensembl es),
the dependence S(0) demonstrates antibatic behavior
(Fig. 5a, straight line 2). The regularities established
confirm that the increase in the degree of conjugationin
a chromophore |eads to a decrease in the carrier photo-
generation efficiency.

The introduction of fullerene Cg, (which is known
[8] as an efficient acceptor capable of forming nonva
lent complexes) as adopant into apolymer matrix leads
to a significant (by a factor of 5) increase in the dark
conductivity and a twofold decrease in the photosensi-
tivity of the polymers laand Ila. Such behavior of the
systems under study is indicative of the predominantly
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S0.1/(S0.1)0
1.6

1.4

1.2+

1.0r

0.8

0.6

4.5
4.0
3.5
3.0
2.5
2.0
L5
1.0

0.5¢ 1 1 1 1 1 1 1 1 1

1
7.0 7.2 7.4 7.6 7.8 8.0
Ip, eV

Fig. 5. Dependences of the photosensitivity §1 a A =
(1) 500 and (2) 600 nm on the (a) o constants of the substit-
uent in the compound 111 and (b) the ionization potential I
of the introduced |ow-molecular donor.

acceptor character of the functional groups of polya-
midines.

The use of indole (atypical representative of donors
proneto nonvalent complex formation) as alow-molec-
ular admixture leadsto an increase in the photosensitiv-
ity of the la + indole system by a factor of 5 (Fig. 5b).
At the same time, the introduction of a nitrogen-free
representative of this class of low-molecular donors—
anthracene—into a polymer does not change its photo-
physical properties. Obvioudly, this differenceisdueto
the different features of interaction of admixture mole-
cules with fragments of the polymer matrix. When
anthracene is used as an admixture, the absorption
spectrum of the composite is a superposition of the
spectra of polyamidine and anthracene, whereas the
introduction of indole leads to the appearance of a new
absorption band at 400480 nm in the spectrum of the
composite. The introduction of carbazole and dipheny-
lamine results in the appearance of a broad (up to
600 nm) band. The appearance of such bands, whose
position depends on the ionization potential 1 of the
donor molecule, indicates the formation of a complex
(specificaly, polymer—indole). It is likely that the for-
mation of the complex is facilitated by the presence of
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NH groups in the indole molecule that are capable of
forming hydrogen bonds with functional groups of the
polymer. Thus, the introduction of low-molecular
impurities exhibiting donor—acceptor interaction with
monomeric fragments of polyamidines does not play a
key role in the photogeneration, as occursin the sensi-
tization of most aromatic polymers [9, 10, 14]. The
introduction of such polymers into polyamidines leads
to an increase in the photosensitivity by several orders
of magnitude with a significant red shift of the photo-
sensitivity region [10].

The data on the behavior of the changes in the pho-
tophysical properties of polyamidines and their sensiti-
zation by chromophores show that the mechanism of
photogeneration in polyamidines differs from that typ-
ical of most polymers and confirm our suggestion that
the Pool-Frenkel model is valid for supramolecular
systems in the stage of carrier photogeneration and the
subsequent transport of free carriers over the network
of aternating single and double bonds formed by the
supramolecular structure.

5. CONCLUSIONS

Thus, we may conclude that the proposed approach
to the development of photosensitive polymer systems,
based on the formation of supramolecular structures
originating from the ordered network of hydrogen
bonds between functional groups of the polymer chain,
is an efficient method for preparing photoconductive
mediawith ahigh photosensitivity (=10* cm?/J). Taking
into account the rather high values of carrier mobility
and luminescence efficiency at low glass-transition
temperatures, modulus elasticity, and melt viscosity,
we believe that such systems are promising for the
development of photosensitive and transport layers of
electrophotographic devices and thermoplastic materi-
asfor recording media
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Abstract—Photosensitive structures based on n-HgGa,S, single crystalswere prepared and investigated. It was
concluded that HgGa,S, crystals are promising for the fabrication of photodetectors of natural and linearly
polarized light in the short-wavel ength spectral region. © 2004 MAIK “ Nauka/Interperiodica” .

Mercury thiogalate HgGa,S, belongs to ternary

semiconductor compounds of the A'B)'C) type,

whereA' isZn, Cd, or Hg; B"'is B, Ga, or In; and CV!
isS, Se, or Te. Although these semiconductors have not
been adequately studied, they are increasingly of inter-
est for application in solid-state el ectronics and nonlin-
ear optics [1-4] because their fundamental properties
can be controlled by changing the nature and positional
ordering of the component atoms. In this paper, we
report the results of the first investigations of the elec-
trical properties and optical absorption of homoge-
neous n-HgGa,S, single crystals, the preparation of
new photosensitive structures based on them, and the
study of photoel ectric processes in these structures.

1. Theresearch was carried out with HgGa,S, single
crystals grown by planar crystallization from a stoichi-
ometric melt of mercury thiogallate under conditions of
an ultralow temperature gradient (T/I = 1-3 K/cm)
along the crucible containing the compound and rates
of motion of the crystallization front of 0.1-0.3 K/h [5].
The single crystals obtained under different processing
conditions showed a homogeneous light orange color
when exposed to white light. They are described by the
space group S (typical of A"BS'C,' compounds) and
their unit-cell parameters are consistent with the datain
the literature [6].

2. According to the sign of thermopower, all nomi-
nally undoped crystals grown by planar crystallization
had n-type conductivity. It is noteworthy that, as for

most A''B5'C;' compounds, the conductivity type of

HgGa,S, cannot be controlled by changing the crystal-
lization conditions, which is related to the features of

the defect structure of ternary semiconductors of this
type[1].

The samples for measuring the kinetic coefficients
were limited in size (no larger than 0.6 x 0.9 x 4 mm?®).
Hall measurements showed that the growth technique
we used makesit possible to obtain single crystalswith
a rather low concentration of free electrons (n = 10%—
10° cm®) and high resistivity (p = 10°-10'° Q cm) at
T 0300 K; the sign of the Hall coefficient indicates that
the majority carriers are electrons.

Figure 1 (curve 1) shows a typical temperature
dependence of the resistivity of one of the n-HgGa,S,
samplesin the range from room to liquid-nitrogen tem-
perature. It can be seen that the resistivity of n-HgGa,S,
single crystals obeys the Arrhenius law in awide tem-
perature range (which istypical of semiconductors):

E
P = PoEXP L )

Here, E isthe activation energy, kisthe Boltzmann con-
stant, and T is the sample temperature. The activation
energy of the resistivity of the crystals grown found
from the dependences p(T) was E = 37—40 meV, which
is much lower than the band gap of HgGa,S, (Eg O
2.8¢€V) [6]. In this case, the Arrhenius law (Fig. 1,
curve 1) may be related to the excitation of electrons
from donor levels to the conduction band (on the
assumption of high compensation of donors by accep-

tors[7]). Note that such shallow-level centers have not

been observed in A'BS'C;' compounds until now.

Hence, we may concludethat the study of HgGa,S, sin-

gle crystals made it possible to obtain important exper-
imental proof that shallow levels of lattice defects may

1063-7826/04/3811-1291$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Temperature dependence of the resistivity of an-HgGa,S, single crystal (curve 1, sample 7n), the steady-state current—volt-
age characteristic of an Inn-HgGay,S, surface-barrier structure (curve 2, sample 17n), the steady-state (curves 3, 4) and optical
(curves 5, 6) current—voltage characteristics of an Inn-HgGa,S, surface-barrier structure (sample 17n) in the logarithmic coordi-
nates log|l|-log|U| at T=300K at a(3, 5) forward and (4, 6) reverse bias. The values of the exponent m are indicated for curves
3-6. Positive polarity of the barrier contact corresponds to the forward direction. Illumination from the barrier contact; the light

intensity is about 1 mwW/cm?,

exist in crystals of ternary compounds of theA!'B}'C}'
group.

3. Measurements of current—voltage (I-V) charac-
teristics of contacts formed by vacuum deposition or
chemical deposition of some pure metals showed for
the first time that In [2], Au, and Ag layers on cleaved
or mechanically and chemically treated surfaces of
electrically homogeneous n-HgGa,S, crystals exhibit
pronounced rectification. Figure 1 (curve 2) shows the
steady-state |-V characteristic of one of the surface-
barrier In-n-HgGa,S, structures of the highest quality.
The rectification coefficient, which is the ratio of the
forward to reverse current at fixed biases |U|= 20V is
as high as K = 200 for the structures of highest quality.
Small sizes of available crystals impede further
improvement of the quality of the peripheral area of
such structures. In our opinion, increasing the sizes of
thesingle crystalswill makeit possibleto obtain signif-
icantly higher values of K compared to those cited in
this paper.

Theinitia portions (U < 1V) of theforward steady-
state |-V characteristics (T = 300 K) of the In—n-
HgGa,S, and Agn-HgGa,S, surface-barrier structures
obey the well-known diode equation. The diode factor
for such structures turned out to be rather high ( = 10),

whereas, when the structures are illuminated from the
side of the barrier contact, its value dropsto f = 2. We
believe that the high value of 3 = 10 indicates a tunnel-
ing-recombination mechanism of the forward current,
whereas, under illumination, the recombination mech-
anism isdominant (8 = 2).

In awide range of forward biases (0.1-500 V), the
power dependence | O UMis observed. The exponent m
iscloseto unity (Fig. 1, curve 3), which indicates either
the tunneling of charge carriers or current limitation by
the space charge in the velocity-saturation mode.
According to [8, 9], the current density in this case can
be written as

= 2egyV A

= —L2

where € and g, are the permittivities of the semiconduc-
tor and free space, respectively; v, is the saturation

velocity; A is the area of the structure; and L is the
thickness of the HgGa,S, wafer.

The reverse steady-state |-V characteristic, as can
be seen from Fig. 1 (curve 4), also follows a power law
and its exponent m almost coincides with the value
characteristic of the forward current. This circumstance

U, )
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suggests that a change in the direction of current does
not affect its nature.

It can also be clearly seen from Fig. 1 (curves 5, 6)
that the forward and reverse currents increase by
1.5-2 orders of magnitude under illumination from the
barrier contact. In this case, a portion described by a
guadratic law arisesin the power dependence of thefor-
ward current on biasintherange0.2<U <1V (Fig. 1,
curve5). Thisfeature indicates the possible presence of
currents limited by the space charge in the mobility
mode:

9eg LA
J = 3
8L

where | is the electron mobility in HgGa,S,. The for-
ward current at U > 1V is characterized by the expo-
nent m= 1, asin the absence of illumination. Therefore,
the mechanism of the forward-current transport at U >
1V turnsout to be insensitive to the photogeneration of
charge carriers.

For illuminated structures, the dependence of the
reverse current on bias retains a power character. How-
ever, the presence of photogenerated charge carriers
changes the exponent as follows: m= 0.5 at biases U <
10V, whileat U > 10V, the exponent becomes as high
asm= 133. Theincrease in mat U > 10 V can be
explained by theincreasein the contribution of currents
limited by the space charge in the mobility mode (trap-
less quadratic law) [8, 9].

The illumination of Inn-HgGa,S, and Ag-
HgGa,S, surface-barrier structures gives rise to the
photoelectric effect. As arule, the open-circuit photo-
electric voltage is dominant in these structures under
their illumination from the barrier contact, which,
under these conditions, acquires a negative charge and
retains its sign with changes in the photon energy, the
light intensity, and the location of the light probe
(0.2 mm in diameter) on the surface. The sign of the
photoel ectric voltage is consistent with the direction of
rectification. Therefore, the rectification and photoel ec-
tric effect in such structures should be attributed to the
energy barrier formed at the contact of HgGa,S, withIn
and Ag.

Some parameters of the structures obtained are
listed in the table. It can be seen from the table that the
highest photovoltaic sensitivity of the surface-barrier

structures is S]' = 2100 V/W, which significantly
exceeds the result of [2].

The typical spectral dependences of the relative
guantum photoconversion efficiency n(fiw) of a sur-
face-barrier structure and the optical absorption coeffi-
cient of aHgGa,S, crystal for exposure to unpolarized
light at T = 300 K are shown in Fig. 2. It can be seen
that, in the structures of highest quality illuminated
from the barrier contact, photosensitivity isobservedina
wide spectral range (from 0.9t0 3.6 eV) (Fig. 2, curve 1).
Its value changes within four to five orders of magni-

V2, 3)
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Photoelectric properties of the structures based on n-HgGa,S,
singlecrystasat T=300 K

Structure o™ eV | eV |, VIW| PY, %
InHgGa,S, |305-365| >08 | 2100 | —-40
Ag-HgGaS, 2.1 0.55 3% | -16
pr—HgGa,S, |3.06-327| >06 | 2000 | -38
H,0-HgGa,S, | 3.0-3.3 | >06 | 15000 | -48

tude and is peaked in the region of photon energies
hw™= 3-3.6 eV, which, according to [1, 6], corre-
sponds to the fundamental absorption band of
HgGa,S,. When such astructureisilluminated from the
side of the substrate at 2w > 2.25 eV, adrop in n is
observed in the short-wavelength region of the spec-
trum n(xw) (Fig. 2, curve 2). This drop is consistent
with the beginning of the sharp increase in the optical
absorption coefficient a of the HgGa,S, crystal (Fig. 2,
curve 3) on which the surface-barrier structure was
formed. Figure 2 (curve 3) demonstrates that the sharp
increase in a occurs specifically at a photon energy of
hw = 2.3 eV, which can be considered a preliminary
estimate of the band gap width Eg of the ternary com-
pound HgGa,S,. In this case, the observed decrease in

n, arb. units
104 L

1 2.24

102 L

100,

fiw, eV

Fig. 2. Spectran(fiw) of an Inn-HgGa,S, structure (sam-
ple 17; curves 1, 2) and a(fw) (curve 3) of an n-HgGa,Sy
singlecrystal (sample17-1,0.64 x 2.1x 4.3 mm3in size) at
T = 300 K. Geometric conditions of illumination: (1) from

the barrier contact and (2) from the substrate (substrate
thickness d = 0.64 mm).
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Fig. 3. Spectral dependence of the relative quantum effi-
ciency of photoconversion of (1, 3, 4) Inn-HgGa,S, and
(2) Ag—n-HgGayS, structuresin the coordinates (1, 2) n¥2-
h, (3) (Nhw)Y%+#hw, and (4) (NAw)’~hw. Illumination
from the barrier contact. The values of cutoff energies for
the corresponding curves are indicated by arrows (T = 300 K).
Samples (1, 3, 4) 17 and (2) 17-4.

n (Fig. 2, curve 2) can be attributed to the increase in a
in the HgGa,S, substrate. As a result of this increase,
the region of the carrier photogeneration becomes more
and more removed from the active region of the struc-
ture with increasing a to be finally located in the thin
surface layer of the semiconductor. We may suggest
that, due to the small diffusion displacement in
HgGa,S, crystals, the concentration of photogenerated
carriersthat reach the active region rapidly decreases at
hw = 2.3 eV and, as a result, the photosensitivity
decreases aswell.

It can also be seen from Fig. 2 that the spectran (£.w)
at i < 2.2 eV are dmost insengitive to the geometric
parameters of illumination of the surface-barrier struc-
ture (Fig. 2, curves 1, 2), whichisdueto the bulk charac-
ter of the carrier photogeneration in HgGa,S, crystals.

The long-wavelength edge of the photosensitivity
spectra of the surface-barrier structures (hw < 2.2 €V)
obeys the Fowler law, which represents a linear depen-
dence in the coordinates nY?>~Aw (Fig. 3, curve 1). This
fact makes it possible to relate the long-wavelength
photosensitivity of the In-HgGa,S, and Ag-HgGa,S,
structures to the emission of photoelectrons from the
metal to the semiconductor. The heights of the surface
potential barrier estimated from these dependences are

RUD’ et al.

¢ 01.35 and 1.27 eV for indium and silver, respec-
tively, at T = 300 K. It is noteworthy that, for some
energy barriers obtained by plotting the dependences
nY2-fw, several slopes were observed, which can be
attributed to the complexity of the energy spectrum of
HgGa,S, crystals.

The increase in the photosensitivity of the surface-
barrier structures of highest quality at Aw > 2.3 eV
under illumination from the barrier contact (Fig. 2,
curve 1) may be related to the interband optical absorp-
tion in HgGa,S, crystals. We failed to detect this
absorption in such small crystals by conventional
absorption spectroscopy (Fig. 2). It can be seen from
Fig. 3 (curve 3) that, in the range of photon energies
2.3-2.8 eV, the spectra dependence of the photosensitiv-
ity follows alinear law in the coordinates (n#w)Y?~hw
On the basis of the existing theory of interband absorp-
tion in semiconductors [10], the extrapolation
(nAw)Y? — 0 makes it possible to determine the

energy of indirect interband optical transitions Eg in

=2.27 eV for n-HgGa,S, crystals at T = 300 K. The
sharper increase in the photosensitivity in the surface-
barrier structuresat 1w > 2.8 €V (Fig. 3, curve 1) obeys
the quadratic law ((nAw)>-:w), which is characteristic
of direct interband transitions, and the extrapolation
(n%w)? — 0 makesit possible to determine the energy
of direct interband transitions in n-HgGa,S, crystals:

EY’ =2.86eV at T=300K. Thisvalueisin agreement
with the data of [6].

The large total width of the spectra n(Aw) at half-
height & > 0.8 eV for the IFHgGa,S, structures (see
table) indicates their fairly high quality with respect to
the recombination processes. At the sametime, the drop
in the photosensitivity at fiw < 3 €V indicates the possi-
bility of using such structures as photodetectors operat-
ing in the short-wavel ength spectral region and insensi-
tive to long-wavelength radiation (A > 0.44 eV).

4. We also studied the possibility of preparing pho-
tosensitive structures based on a direct contact of natu-
ral protein with the surface of an-HgGa,S, single crys-
tal. The technique of preparation of structures com-
posed of a semiconductor wafer and aprotein (pr) layer
with thickness d = 0.1 mm is similar to that used by us
previously [11]. A layer of molybdenum (d = 2—4 pm)
deposited on a glass plate was generally used as a cur-
rent-collecting contact.

All the pr-n-HgGa,S, structures we obtained
showed rectifying characteristics(K=5a U= 10V and
T = 300 K). The forward direction is implemented at
positive polarity of the external voltage on the Mo
layer, whichisin direct contact with the protein. Illumi-
nation of the pr-n-HgGa,S, heterocontactsis accompa-
nied by the appearance of a photovoltage, the sign of
which is in agreement with the direction of rectifica-
tion. The conservation of the photovoltage sign as the
photon energy changesin the entire range of photosensi-
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tivity and the position of thelight probe on the surface of
the structure give groundsto believethat the photovoltaic
effect is controlled by the separation of photogenerated
pairs by the only active region formed near the hetero-
contact between the semiconductor and protein.

[Hlumination of pr-n-HgGa,S, structures from the
protein layer gave rise to the highest photosensitivity:

S = 2900 V/W, which is significantly higher than for

In-HgGa,S, surface-barrier structures (see table). It is
aso important that the photosensitivity of pr—n-
HgGa,S, structures shows no degradation phenomena,
as for structures of the same type on compound dia-
mond-like substances [11].

A typical spectral dependence of the relative quan-
tum photoconversion efficiency for one of the
pr-HgGa,S, structures exposed to unpolarized light
from the protein layer isshown in Fig. 4 (curve 1). The
spectral profile n(Aiw) and its features are similar to
those observed for the In-HgGa,S, solid-state struc-
tures of highest quality (Fig. 2, curve 1). The long-
wavelength falloff at 2w < 2.3 eV is, apparently, con-
trolled by the photoactive absorption at the level s of |at-
tice defectsin n-HgGa,S, crystals.

5. We also investigated for the first time the photo-
sensitivity of the contact of an electrolyte (using H,O as
an example) with the surface of an n-HgGa,S, single
crystal. The technique of preparation of the structures
wasthe same asin [12]. A platinum-wire mesh (with a
wire diameter of 0.05 mm) was used as a counterel ec-
trode. In the absence of illumination, the photoel ectro-
chemical cells obtained show a pronounced diode char-
acteristic (K = 10? at U = 10-20V). No signs of degra-
dation were observed for the H,0-HgGa,S, cells.

Figure 4 (curve 2) shows a typica spectral depen-
dence of the relative quantum efficiency of photocon-
version for an H,O0—n-HgGa,S, cell. It can be seen that
the photosensitivity of such structures is dominant in
the intrinsic-absorption region of HgG&,S,, attaining
maximum values at Zw™ = 3 eV. H,0-HgGa,S, cells
make it possible to obtain the highest (in comparison
with the other types of structures) photovoltaic sensitiv-
ity: S =1.5x 10*V/W at T = 300 K. This value is
much higher than that for the solid-state surface-barrier
structures (see table).

It should also be noted that analysis of the spectra
n(xw) of the pr—HgGa,S, and H,O-HgGa,S, structures
in the fundamental-absorption region of HgGa,S,
yields the same values of E and EX" for HgGa,S, as
for the In-HgGa,S, structures (Fig. 3, curves 3, 4).

6. Since HgGa,S, crystals are anisotropic (space
group Sﬁ) and characterized by strong tetragonal com-
pression T = 1 — c¢/2a = 7%, one might expect natural

photopleochroism to appear in photosensitive struc-
tures based on them [13]. Therefore, photosensitive
SEMICONDUCTORS  Vol. 38
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Fig. 4. Spectral dependences of the relative quantum effi-
ciency of photoconversion of pr—n-HgGa,S, (curve 1, sam-
ple 17-5) and H,O0-n-HgGa,S, (curve 2, sample 17-2)
structures in unpolarized light at T = 300 K. To exclude
superpositions, the spectra are shifted relative to each other
aong the ordinate axis.

structures were deliberately formed on n-HgGa,S,
wafers of two crystallographic orientations of the pho-
todetection plane: (100) and (001). It was found that,
when linearly polarized light propagates perpendicu-
larly to the illuminated (001) plane of the INFHgGa,S,,
pr-HgGa,S,, and H,O0-HgGa,S, structures, the photo-
current is independent of the spatial orientation of the
electric field vector of the light wave, whereas for the
(100) photodetection plane, the photocurrent through
the above structures obeysMalus's law [13], which cor-

responds to the space group Sﬁ .

Figure 5 shows typical spectral dependences of the
relative quantum efficiency of photoconversion of the
pr—HgGa,S, structure for two polarizations of light:
E ||c and E O ¢, where c is the unit vector directed
along the tetragonal axis of the crystal. As can be seen
fromFig. 5 (curves 1, 2), with an increase in the photon
energy, the sign of the polarization difference of the
quantum efficiency An = nll — n® changes. Here, the
symbols || and 0 indicate the orientation of E with
respect to ¢ (E || c and E U ¢) for the normal incidence
of light on a HgGa&,S,(100) crystal. For example, for
photon energies of up to Aw = 2.3 eV, the inequality
n''> n"is vaid for pr—-HgGa,S, structures; therefore,
the sign of An is positive. Then, at a particular photon
energy (specific for each structure), the polarization
difference An becomes zero (the photoisotropic point),
after which it remains negative in the entire short-wave-
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Fig. 5. Spectra dependences of the relative quantum effi-
ciency of photoconversion of a pr—n-HgGayS, structure at

T=300K ((2) E||cand (2) E O c) and the natural-photopl e-
ochroism coefficient (3). [llumination in the direction per-
pendicular to the plane of the protein layer, whichisin con-
tact with the HgGa,S4(100) single crystal.

length region of photosensitivity (2.4-3.7 eV). This
behavior was observed for al three types of structures
under consideration, which gives additional grounds
for attributing this behavior to the absorption processes
in HgGa,S,.

Analysis of the spectran(fw) of the pr—n-HgGa,S,
structure exposed to polarized light (Fig. 6) in the con-
text of the theory of interband optical absorption in
semiconductors [10] shows that the dependences
(N "hw)Y>~Aw, which are characteristic of indirect
optical transitions, only dightly depend on polarization
and, therefore, their extrapolation (N “2w)Y>~Aw — 0

yields a similar value of Ei('; for both polarizations

(.28 eV), which was also obtained when the same
structures were exposed to unpolarized light. With an
increasein the photon energy (hw> 2.8 eV), apolariza
tion dependence arises in the spectran(fw), for which
An =nll—=n < 0. The change in the polarization from
E O cand E || cis accompanied by an aimost simulta-
neous blue shift of the spectral dependence n(zw)
(Fig.5, curves 1, 2). The spectral dependences
n't 9(%w), as follows from Fig. 6 (curves 3, 4), are flat-
tened in the coordinates (! "2w)*~#w. As aresult, the

direct energy gap ng = 2.87 eV for the polarization

EOc, and, in going to the polarization E ||c, it

RUD’ et al.

(N%w)?, arb. units

(NAw)'72, arb. units
100[

i, eV

Fig. 6. Dependences ('t ") °~ies (1) E Dcand (2) E || )
and (n!" “Aw)°~hw ((3) E O ¢ and (4) E || ¢)) for a pr—n-
HgGay,S, structure at T = 300 K.

increases by ~80 meV: E‘é” =295eV a T=2300K.
Unfortunately, the energy-band spectrum of HgGa,S,
has not been calculated [14, 15]. Therefore, more a
detailed analysis of the polarization dependences of the
photosensitivity cannot yet give definitive results.

Thetypical spectral dependence of the natural pho-
topleochroism coefficient [13]

Py = (n"=n"1(n"+n" @)

for pr—n-HgGa,S, structuresisshownin Fig. 5 (curve 3).
It follows from this dependence that the sign of the
coefficient Py is positive only in the region of impurity
absorption in HgGa,S, at Aw < 2.3 eV. Its inversion
occurs in going to the short-wavel ength spectral region
(hw > 2.5 eV). The highest coefficient of negative pho-
topleochroism is obtained near the energy of direct
interband optical transitions, as for pseudodirect-gap

ternary A'B'VC}) semiconductors with a chalcopyrite
structure [16].

7. Thus, based on single crystal s of the ternary com-
pound HgGa,S,, we prepared for the first time photo-
sensitive heterocontacts between a natural protein and
semiconductor and photosensitive photoel ectrochemi-
cal cells. In addition, the characteristics of surface-bar-
rier structures based on HgGa,S, were significantly
improved. The physical properties of HgGa,S, single
crystals and several types of photosensitive structures
based on them were investigated. Natural photopleo-
chroism was found and studied in HgGa,S,-based pho-
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tosensitive structures. The perspectivesfor applying the
new semiconductor in the development of photodetec-
tors of natural and linearly polarized light in the short-
wavelength spectral range were outlined.
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Abstract—The current-voltage characteristics of the Sbn-Si-GeyAs;,Sess—Sb and  Sb—n-Si-Bi—
Ges3As,Se55—Sb heterostructures are studied. It is found that the presence of bismuth atoms in the transition
region causes the current through the structure to increase. The width of the space-charge region and, corre-
spondingly, the extent of penetration of the contact field into the p-type region are in the range from 0.2 to
0.5 um. The introduction of a modifying bismuth layer also leads to radical changes in the current—voltage
characteristic, which indicates that the mechanism of the charge-carrier transport in the structure is changed.
Theintroduction of the Bi nanolayer leads to the transformation of an abrupt heterojunction into agradient het-
erojunction. A soft breakdown is not observed in the structures with the modified transition layer. The soft
breakdown is observed at a reverse bias; the cutoff voltage of ~0.62 V corresponds to the barrier height of
0.65 eV for electrons. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

At present, a search is under way to find new film-—
crystal combinations with the aim of developing het-
erostructures with new functional capabilities, as well
as heterostructures with a higher radiation resistance.
Some of the studies concerned with these types of het-
erostructures were performed using films of binary
chal cogenide vitreous semiconductor compounds. The
use of these compounds widens the range of combina-
tions of heterostructure pairs that consist of an amor-
phous film and a crystal. The choice of the Sb—n-Si—
Ge,3A S;,56e5:—Sh heterostructure as the object of study
is motivated by the results of calculating the threshold
of photoemission for the glasses of a GeAsSe system.
This analysis shows that the offset of the conduction
band for this heterostructure is close to zero. In addi-
tion, GeysAs,Sess films are used as optical coatingsin
infrared electronics due to their transparency in the
wavelength range 1-12 um and their stability against
the impact of aggressive media. These films were also
used to reduce the reverse currents in silicon-based
diode structures [1].

One of the differences between homojunctions and
heterojunctions consists in the fact that a transition
layer forms at the interface between different semicon-
ductorsin aheterojunction. These layers have aconsid-
erable effect on the characteristics of heterojuctions,
generally degrading them. The formation of the transi-
tion layer depends on the technological conditions of
fabrication of the structures. One way of improving the
properties of the heterostructureisto modify the transi-
tion layer, e.g., by introducing asmall amount of impu-
rity into the interface region. The choice of material for

modification is crucial. We considered the use of bis-
muth as the modifier. It is well known that bismuth
exhibits the largest diffusion coefficient among metals
and can also induce conductivity-type conversion in
chal cogenide vitreous semiconductors [2]. The modifi-
cation of the transition region in the p-Si—Ge;3AS;,Ses5
heterostructure using the metals Cu, Pb, Sb, In, and Bi
was studied previously [3]. The modification of the
transition region using Bi atomsyieldsthe largest value
of the rectification factor; however, in that case, one
serious disadvantage is the appearance of soft break-
down at reverse bias voltages.

The effect of the transition layer on the electrical
properties of the n-Si—-Ge;3AS;,565: heterojunction has
not been adequately studied. Therefore, the objective of
this study was to gain insight into the effect of modify-
ing the transition layer on the electrical properties of a
heterostructure that consists of n-Si and a Gey;As,,Sess
amorphous film.

2. EXPERIMENTAL

Sputtering-assisted  deposition of GezAS;Sess
amorphousfilms onto silicon substrates was carried out
in a VUP-5M setup. The GegiAs,,Se;; glasses were
evaporated from quasi-closed evaporators (Knudsen
cell) madeof athin (d < 0.1 um) tantalumfoil [4]. In order
to satisfy the conditions for effusive evaporation of mate-
ria, we chose the following relation between the effective
areaof orifices S, and thetotal area S, of the cell:

100S, < S, (1)

In order to study the current—voltage (1-V) charac-
teristics of experimental samples, we applied alternat-
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Fig. 1. Block diagram of the setup for measuring the -V
characteristics of experimental samples. (1) G6-15 genera-
tor of special-form signals, (2) U5-9 amplifier, (3) N307/1
x=y recorder, and (4) the sample under study.

ing voltage in the form of triangular pulsesto the struc-
ture under study. Thisvoltage was generated by asignal
generator and was recorded using a chart recorder. The
signal generator made it possible to vary both the repe-
tition frequency and the amplitude of the pulses. Sepa-
rate pointsin the -V characteristics were formed using
aconstant-voltage source, avoltmeter, and an amplifier.
The voltage was measured within the range from 0.001
to 5V with an error of 2%, while the current was mea-
sured in the range from 1023 to 10 A with an error
of 3%. A schematic diagram of the setup for measuring
the 1-V characteristicsis shownin Fig. 1

3. RESULTS AND DISCUSSION

InFig. 2, we show the -V characteristics of a Sb—n-
Si—GeAs;,Se;s—Sh structure (a) without modification
of the transition layer and (b) with the transition layer
modified by Bi atoms (i.e., in the latter case, we have
the Sb—n-Si-Bi—GeyAs,,Sess—Sb structure). Thethick-
ness of the Ge;sAs;,Ses film was 0.2 pm. The reason
for choosing Sb as the material for electrodes was the
fact that Sb forms injecting contacts with both the
GexAs;,Sess film and n-Si [5-8]. The choice of bis-
muth as the modifier is based on the fact that Bi can
convert the p-type conductivity of achalcogenide vitre-
ous semiconductor into n-type conductivity [2]. In
order to clarify the effect of the Sb—n-Si—Bi structureon
the properties of the heterojunction in general, we stud-
ied the |-V characteristics of thisstructure (Fig. 3). Itis
evident that the effect of this structure is not significant;
the Bi nanolayer indeed plays the role of the modifier.

As can be seen from Fig. 2, bismuth causes the cur-
rent through the structure to increase, which can be
attributed partially to a decrease in the effective thick-
ness of the high-resistivity GegAs;,Sess film and a
decrease in the thickness (or complete disappearance)
of the SIO, layer at the Si surface as a result of Bi dif-
fusion. The introduction of a modifying Bi layer also
has a significant effect on the shape of the 1-V charac-
teristic, which may indicate that the mechanism of the
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Fig. 2. Current—voltage characteristics of the Sbn-Si—
Ges3As),Sess—Sb structure with positive voltage applied to
S (the thickness of the GezAs»Sesg film is 0.2 pm)
(a) without modification of the transition layer and (b) with
amodified transition layer (on different scales).
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Fig. 3. I-V characteristic of the Sb—n-Si-Bi structurewith a
positive bias voltage applied to Bi.

charge-carrier transport in the structure under study
changes.

Since Bi has alarge diffusion coefficient, the actua
thickness of the Gez;As;,Sess film in the structure with
amodified transition layer is smaller than that without
a Bi layer. Therefore, we studied the Sb—n-Si-Bi—
GeysAs,Se=—Sh  structures with an  0.5-um-thick
GeyAs;,Ses; film. The |-V characteristic of this struc-
tureis shown in Fig. 4. The available published data on
the diffusion coefficients of metalsin chalcogenide vit-
reous semiconductors are lacking; therefore, we could
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Fig. 4. |-V characterigtic of a Sb—n-Si-Bi—GezzAs,,Ses5-Sb
with a positive bias voltage applied to Bi. The thickness of
the Gez3As;,Ses5 filmis 0.5 pm.
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not calculate accurately the depth of penetration of Bi
into the GegsAs;,Ses: film.

The differences between the 1-V characteristics of
the Sbn-S-Bi—-GepAs;,Sess—Sb  structures  with
GexAs;,Sess films with different values of thickness
can be interpreted in the following way. It is well

Rectification factorsin the structures under study at avoltage
of 0.3V

Thickness of the | Rectifi-
Structure GezsAspSess | cation
film, pm factor
Sbn-Si-GezzAs,Sess—Sh 0.2 7
Sb—n-Si-Bi—-GezsAs »Sess—Sh 0.2* 2.7
Sbn-Si-Bi—-GeysAs;,Ses5—Sh 0.5* 824

Note: An asterisk indicates that the correction for Bi diffusion is
introduced.

KONDRAT et al.

known that the rectification factor depends on the film
thickness [9], which is caused by the position of the
space-charge region in the film. The rectification factor
attains a maximum in the situation where the entire
space charge caused by the contact potential difference
islocated within the thickness of the film. Asthe thick-
ness of the film increases further, the series resistance
of thejunction increases and limits the forward current;
as aresult, the rectification factor decreases.

On analyzing the 1-V characteristics (Figs. 2b, 4)
and rectification factors (see table), we may conclude
that the width of the space-charge region (and, accord-
ingly, the extent of penetration of the contact field into
the p-type region) isin the range 0.2-0.5 pum with cor-
rection for the Bi diffusion. If the thickness of the
Gey3ASs,Ses; film is equal to 0.2 um, the rectification
factor is smaller than that for a 0.5-um-thick film. Con-
sequently, we may state that, in the former case, the
thickness of the film is not sufficient to accommodate
the entire space charge. The forward current in the het-
erostructures with a 0.5-um-thick GeysAs;,Sess filmis
lower than that in the heterostructures with a 0.2-pm-
thick film. Thus, thefilm thicknessin the former caseis
larger than the width of the space-charge region; i.e.,
we may take d = 0.4 um as the extent of penetration of
the contact field into the p-type region of the hetero-
junction.

This fact is inconsistent with the theory that disre-
gards the transition regions in heterojunctions. Accord-
ing to this theory, the calculated thickness of the space-
chargeregion in aGezAs;,Ses: filmisW, = 2.74nmin
the absence of an externa field. The discrepancy is
attributed to the presence of atransition layer, in partic-
ular, the nonuniformity of the layer of the GezAs,,Sess
film with a thickness on the order of severa tens of
nanometers and the presence of a SiO, silicon-oxide
layer with a thickness of 5-10 nm on the silicon sur-
face. In addition, introducing a bismuth nanolayer
transforms an abrupt heterojunction into a gradient het-
erojunction in the structure under study.

In Fig. 5, we show the -V characteristics of the
structures under study using the semilogarithmic scale.
In this case, an exponentia voltage dependence of the
current is observed. This dependence can be approxi-
mated using the following expression:

I = T exp(B,U) + [ exp(B,U). )

It is important that the coefficient 3, is the same for
both curves, whereas the coefficient 3, is different for
each of the curves. It isalso worth noting that the ochmic
portion at small values of applied positive voltageis not
observed in the |-V characteristics of the structures
(Fig. 2a, 4). This circumstance indicates that thereisno
barrier at the interface between silicon and the film of a
chal cogenide vitreous semiconductor.

For a Sb—n-Si-Bi—Ge;3As;,Se55—Sbh structure with a
0.2-um-thick Geg;As;,Sess film, the 1I-V characteristics
are linearized in logarithmic (rather than semilogarith-
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Fig. 6. Positive portion of the |-V characteristic for a Sb—n-

Si—Bi—Geg3As,Ses5—Sh structure; the log-og scale is
used. The thickness of the GeszAs;oSess filmis 0.2 um.

mic) coordinates (Fig. 6); i.e., a power-law dependence
of the current on the voltage | O V™isobserved. Severa
portions of the characteristic with different values of m
can be distinguished. The dependence under consider-
ation is characteristic of heterojunctions with a high-
resistivity layer at theinterface[9]. In order to interpret
these results, we can use the theory of currents limited
by the space charge in the case of monopolar injection
[9, 10].

In modifying the transition region, an interesting and
useful feature is the absence of soft breakdown in the
structures with a modified transition layer (Figs. 2, 4),
which improves the characteristics of the heterojunction.
The absence of soft breakdown can also be attributed to
the elimination of eectrons from the charge transport
when the transition region is modified by a bismuth
nanolayer. Soft breakdown is observed at reverse bias
voltages; a cutoff voltage of ~0.62 V (Fig. 2a) corre-
sponds to a barrier height of 0.65 eV for electrons.

4. CONCLUSIONS

(i) We devel oped amethod for modifying the transi-
tion layer in the n-Si—-GegAs,Ses; heterostructure
using bismuth atoms.
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(ii) It is shown that soft breakdown caused by elec-
tron transport under a reverse-bias voltage is not
observed in the structures with a modified layer. The
barrier height for electrons at the interface is 0.62 eV.

(iii) It is shown that an abrupt junction is trans-
formed into a gradient junction when the transition
region is modified with abismuth nanolayer. This effect
may be attributed to the diffusion of metal into surface
layers with a resulting increase in the width of the
space-charge region.
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Abstract—Current—voltage characteristics, which emerge under the effect of oppositely directed tempera-
ture gradients, areinvestigated for “long” Ge—GaAs p—njunctions. The rectification factor increases depend-
ing on counter heat flows. This effect is attributed to a thermoelectric field forming at the heterointerface.

© 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The thermoelectric power of the Ge-GaAs hetero-
structure was previously investigated as a function of
the temperature gradient [1, 2]. It was found that the
thermoelectric power of the heterostructure at a high
temperature gradient is controlled by nonequilibrium
charge carriers generated under the effect of agradient.

It is interesting to investigate the effect of the ther-
moelectric field emerging under the effect of a high
temperature gradient on the current—voltage (I-V) char-
acteristic of heterostructures. The thermoelectric field
that interacts with the diffusion field of the heterostruc-
ture emerges under the effect of counter heat flows that
meet each other at the boundary plane of the heteroint-
erface, which iskept at a constant temperature by alig-
uid refrigerant.

2. EXPERIMENTAL

“Long” p-Ge—n-GaAs junctions were fabricated
using the procedure suggested in [3]. The junction was
fabricated using an external high temperature gradient
directed such that the refractory material was posi-
tioned at the high-temperature side of athermal field.

We refer to heterojunctions as long if the sizes of
their base regions x;x; and X,x, on both sides of the
junction are much larger than the extent of space-
charge regions Xgx; and XX, 1.€., X1X3 = X;Xp and X%, >
X% (Fig. 1).

Rectangular waferswithidentical sizes0.1x 1 x 3mm
were fabricated from n-GaAs and p-Ge. The wafers
were ground, etched, and superimposed on each other
so that the total length was 4 mm. Then the samples
were placed into avacuum chamber, and ahigh temper-
ature gradient was induced in a near-contact regionin a
He flow. We consider the temperature gradient as high
if the carrier concentration in the sample variesalong a
free-path length. As the temperature gradient increased

and Ge started to melt at the plane of the wafer adjoin-
ing GaAs, heating was immediately switched off. Asa
result, the molten layer crystallized and formed the het-
erojunction. X-ray structural analysis showed that the
crystallized boundary region between Ge and GaAs s
single-crystal, and the boundary planes are rotated rel-
ative to each other by no more than 3°.

The |-V characteristic of resulting Ge-GaAs junc-
tion is similar to the |-V characteristic obtained in [3]
for a heterojunction fabricated by Ge epitaxy onto a
GaAs surface, which indicates the high quality of the
heterojunction.

E Ge
By .
Ev I |
AE\,—t | i GaAs
NG
PN
b : :
1 I 1 :
p | i
X3 Xy {Xo! X2 Xy
T, T,

Fig. 1. Energy-band diagram of the p—n Ge-GaAs hetero-
junction in the absence of atemperature gradient. The tem-
perature distribution over the heterojunction length under
the effect of counter heat flowsis shown in the lower panel.
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The setup for measuring thermoelectric-power
under ahigh temperature gradient was described in [4].
The measurements were carried out by the following
scheme. Initially, the 1-V characteristic was measured
at a certain temperature of the boundary region of the
heterojunction in the absence of heat flows. Then,
maintaining the same temperature of the boundary
region, we induced counter heat flows using heaters
arranged at the ends of long diodes, and the |-V charac-
teristic was measured as a function of the magnitude of
counter heat flows, while the temperature of the bound-
ary region was retained. Heaters at both ends made it
possible to induce identical temperature gradients at
both sides of the heterojunction. Thetemperature distri-
bution along the heterojunction length under counter
heat flows is shown at the bottom of Fig. 1.

3. RESULTS AND DISCUSSION

Figure 2 showsthe |-V characteristics at atempera-
ture of the boundary region of the heterojunction T, =
150 K both in the absence of the temperature gradient
andat AT=T,-Ty, =T, — T, equal to 80 and 120 K,
respectively.

We can see from a comparison of the I-V character-
istics that both the forward-voltage drop, at which the
experimental value of the current startsto increase, and
the limiting prebreakdown reverse voltage decrease due
to the thermoelectric field induced by counter heat
flows. The calculation shows that the rectification fac-
tor increases (ny = 100, n; = 130, n, = 330) as the
counter heat flows increase. The quantities n,, n,, and
N, are the rectification factors at various differences
in temperature AT = T, , — Ty between the ends and
the junction region. In our case, n, is obtained at
AT = 0, n,is obtained at AT = 80 K, and n, is
obtained at AT = 120 K.

The variations observed in the parameters of the
|-V characteristics can be qualitatively explained as
follows. Due to the counter heat flows, thermoelectric
fields E7 (in the n-type region) and E¥ (in the p-type
region) emerge in the base regions of the heterojunc-
tion. These fields compensate the built-in field Eg,
which appears in the heterojunction under the thermo-
dynamic equilibrium due to the contact potential of the
p—junction. Aswe can seefrom Fig. 2 (inset), thefield
E, is weakened because of the partial compensation of
charges of a double electric field. The positive charges
on the n-type side are compensated by electrons, and
the negative charges on the p-type side are compen-
sated by holes. Electrons and holes enter the p—n junc-
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Fig. 2. Current—voltage characteristics of the p-Ge—n-GaAs
heterojunction with the temperature difference between the
ends and the junction region AT = T; — T =T, — Tg: (1) O,
(2) 80, and (3) 120 K.

tion region from the ends due to the counter heat flows.
Itisclear that an increase in heat flows from the endsto
thejunction region isaccompanied by anincreaseinthe
degree of weakening of thefield of the contact potential
difference E,. Thisin turn leads to the variation in the
|-V characteristic. Aswe can see from Fig. 2, the onset
of an exponential increase in the forward current
decreased from2to 1 V.

The experimental prebreakdown reverse voltage
decreases as AT increases, which is explained as fol-
lows. The initiation of counter heat flows is accompa:
nied by an increase in the average temperatures of the
base n- and p-type regions. It is known that the eleva-
tion of thetemperatureleadsto adecreasein thereverse
voltage that corresponds to the breakdown of the het-
erojunction.
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Abstract—The effect of y-ray radiation on the density of surface states at the interface between silicon and
lead—borosilicate glass is studied. It is established that, at radiation doses higher than 10° rad, alocal peak in
the surface-state density at E = E.— (0.32 £ 0.04) eV isobserved. It is shown that the interface between Si and
lead—borosilicate glassis more resistant to irradiation with y-ray photons than is the S—SiO, interface obtained
by thermal oxidation of the silicon surface. © 2004 MAIK “ Nauka/Interperiodica” .

The low-melting lead—borosilicate (LBS) glasses
arewidely used in semiconductor device technology to
passivate the surfaces of semiconductor devices and
structures and to encapsulate these devices and struc-
tures [1, 2]. It is well known that the variation in the
characteristics of semiconductor devices under the
effect of radiation islargely controlled by the processes
of accumulation of the radiation-induced charge in the
bulk of insulating layers and at the semiconductor—
insulator interface[3, 4]. However, the processes of for-
mation of the radiation-induced charge in the bulk of
insulating layers based on LBS glasses have hardly
been studied until now. This circumstance has stimu-
lated interest in studying the effect of radiation on the
characteristics of passivating and insulating layers
based on LBS glasses, as well as the effect on the char-
acteristics of the interface between the semiconductor
and the LBS glass. It was established previously that
irradiation with y-ray photons causes the density of the
effective surface charge at the interface between silicon
and the LBSglasstoincrease. Thiseffect is caused both
by the accumulation of the radiation-induced chargein
the glass bulk and by an increase in the concentration of
surface states N at the Si—glass interface [5, 6]. The
obj ective of this study wasto determine the dose depen-
dence of Ng and to gain insight into the effect of y-ray
radiation on the special features of the spectrum of the
energy distribution of the surface states over the silicon
band gap dN/dE.

The samples under study were fabricated by depos-
iting the LBS glass onto the substrate of n-Si that was
grown by the floating-zone method and had the [1110]
crystallographic orientation. The composition and elec-
trical characteristics of the glass and the method for
depositing the glass onto the silicon substrate were sim-
ilar to those described by Vlasov et al. [7]. The temper-
ature of formation of the Si—glassinterface was 700°C.
In order to determine the values of Ny and dN/dE, we

used the method of high-frequency capacitance-volt-
age (C-V) characteristics[8]. To thisend, wefabricated
the test metal—insulator—semiconductor (MIS) struc-
tures using vacuum deposition of the aluminum control
electrode onto the glass surface. The area of the control
electrode in the structures obtained was 0.01 cm?. The
insulator-layer thickness determined from the capaci-
tance of the MIS structure in the depletion mode was
equal to (2+ 0.1) x 10 cm.

The MIS structures under study wereirradiated with
y-ray photons using a °Co source without applying a
bias voltage to the field electrode. The radiation dose
was successively increased from 10% to 2 x 107 rad.

In Fig. 1 we show the typical C-V characteristics
obtained for one of the MIS structures before and after
irradiation with y-ray photons. The structure capaci-
tance was normalized to the insulator capacitance C, =
35 pF. As can be seen from the dependences shown,
irradiation with y-ray photons causesthe C(V) curvesto
shift to negative voltages, which indicates that a posi-
tive radiation-induced charge Q; is introduced into the
glass. Simultaneously, achangein the slope of the C(V)
curves is observed; this change may be a result of an
increase in the density of states N at the interface
between Si and LBS glass [8]. At the same time, note
that the radiation dose of 10* rad does not significantly
affect the shape of the C-V characteristics of the stud-
ied MIS structures and, consequently, the value of Ng.
A dlight decrease in the values of the smallest capaci-
tancein irradiated MIS structures is observed at radia-
tion doses of 5 x 106 rad or higher. This decrease may
be a consequence of partial compensation of the sub-
strate in the course of production of radiation defects
[4]. For example, the effective charge-carrier concen-
tration determined according to [9] wasn, = (1 + 0.05) x
10* cm 2 in the initial MIS structures and ny = (1.2 £
0.05) x 10 cnr3intheMISirradiated at adose of 107 rad.

1063-7826/04/3811-1304$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. Capacitance-voltage characteristics of the structures
under study: (1) before irradiation with y-ray photons and

(2—7) after irradiation with y-ray photons at doses of (2) 10°,
(3) 5% 10°, (4) 105, (5) 5 x 10%, (6) 107, and (7) 2 x 107 rad.

In Fig. 2 we show the dependence of the effective
surface charge measured at the flat-band voltage Q;, on
the dose of y-ray photons. It is noteworthy that a nega-
tive charge Qy;, = (3.54.5) x 10 C/cm? was detected
in insulators of unirradiated MIS structures; the origin
of this charge was considered previoudly [10]. We can
see from the dependences shown that the highest rate of
changes in Q, is observed at y-radiation doses of 5 x
10>5 x 10° rad. At radiation doses higher than 5 x
106 rad, variations in the value of Qy, become much
smaller, which indicates that the radiation-induced
charge is close to saturation.

In Fig. 3 we show representative spectra of the sur-
face-state density at the interface between silicon and
LBSglassin the structure under study; the spectrawere
measured before and after irradiation with y-ray pho-
tons. We determined the values of dN/dE by compar-
ing the experimental C-V characteristics with theoreti-
cal characteristics calculated according to [11]. It is
noticeable that the value of dN/dE increases nonuni-
formly in irradiated structures. The value of the sur-
face-state density increases much more rapidly in the
upper haf of the Si band gap than in the lower half. In
addition, a local peak in the values of dNJ/dE is
observed in the upper half of the band gap at energy E =
E.—(0.32 £ 0.04) eV. In Fig. 4 we show the radiation-
dose dependence of the value of dN/dE at the midgap
(E = E.—0.56 eV) and in the lower and upper halves of
the band gap at energiesE=E.—-0.7eV and E = E. -
0.32 eV, respectively. It can be seen from the depen-
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Fig. 2. Dependence of the effective surface charge Qs mea-
sured at the flat-band voltage on the dose of y-ray radiation.

dences shown that the rate of variationsin the values of
dN./dE is nearly the samefor all values of the energy if
the radiation dose is no higher than 10° rad. An abrupt
increase in the rate of the surface-state density in the
upper half of the band gap (at E = E. — 0.32 eV) is
observed at radiation doses 1085 x 10° rad. Thus, the
effect of anonmonotonic increase in the density of sur-
face states exhibits a threshold and only appears at radi-
ation doses that exceed 106 rad. However, the rate of
variations in the value of dN/dE decreases for all val-
ues of energy if the dose exceeds 107 rad; this behavior
indicates that the density of surface statesis saturated.

A similar nonuniform increase in the density of sur-
face states over the Si band gap and the appearance of a
local peak in the energy spectrum of the surface-state
density in the upper half of the band gap (at energies
E = E.—0.3-0.4 eV) were observed previously in stud-
ies of the effect of various types of radiation on the
Si—-SiO, interface obtained as aresult of thermal oxida-
tion of the Si surface [3, 12—16]. The data reported in
[13, 14] indicate that the effects under consideration
manifest themselves only if the radiation doses exceed
5 x 10° rad. Thus, there is qualitative agreement
between the radiation-induced variations in the spectra
of the surface-state density at the S-SiO, interface and
a the interface between Si and the LBS glass. More-
over, thereis athreshold dose for the appearance of the
local peak in the energy spectrum of dN/dE. It may be
assumed from the above that the physical processesthat
cause the surface states at the interfaces between Si and
SO, and between Si and the LBS glass have acommon
origin.
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Fig. 3. Energy spectra of the surface-state density in the
structuresunder study: (1) beforeirradiation with y-ray pho-
tons and (2—7) after irradiation with y-ray photons at doses

of (2) 10°, (3) 5 x 10°, (4) 105, (5) 5 x 105, (6) 107, and
(7) 2% 10" rad.

The data reported in [14, 15] indicate that the
appearance of a peak in the dN/dE spectrum at ener-
giesE = E. - (0.3-0.4) eV at the S-SIO, interface is
caused by the production of radiation defects at this
interface. According to [15], these defects may be non-
saturated valence bonds of Si atoms and appear as a
result of the breakage of stressed bonds at the S-S O,
interface. Apparently, a similar process of breaking
stressed bonds also occurs at the interface between Si
and the LBS glass.

At the sametime, it isworth noting that the radiation
resistance of the S—LBS glass) interface that we stud-
ied is higher than that of the S—SIO, interface. For
example, according to[3, 17, 18], the density of surface
states at the Si—SIO, interface increases by a factor of
7-12 as aresult of irradiation with y-ray photons with
doses ranging from 10° to 10° rad. Our data indicate
that the surface-state density at the interface between Si
and the LBS glass increases by no more than fivefold
(even in the region of the local peak) after irradiation
with similar doses. In this case, the value of dN/dE at
the Si midgap only increases by afactor of 2.5-3.

The higher radiation resistance of the interface
between Si and the LBS glass can be interpreted in the
following way. The coefficients of the linear thermal
expansion for Si (o = 4.5 x 10 K1) and SIO, (o =
0.4 x 108 K1) differ from one another by more than an
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Fig. 4. Dependences of the density of surface states on the
dose of y-ray radiation at (1) E=E;—0.32eV, (2 E= E;—
0.56 eV, and (3) E= E,—0.7 eV.

order of magnitude [2]. Therefore, significant stresses
exist at the Si—SiO, interface formed by thermal oxida-
tion of the Si surface; these stresses give rise to alarge
number of stressed bonds that can be easily broken
under the effect of radiation [3]. The coefficient of lin-
ear thermal expansion of the LBS glass studied by us,
a =5.1x10°K™, issimilar to the corresponding coef-
ficient for Si. Furthermore, the temperature that corre-
spondsto the formation of the interface between Si and
the LBS glass is much lower than the temperatures at
which thermal oxidation of the silicon surface typically
occurs. The result of these factors is that mechanical
stresses at the interface between Si and the LBS glass
are much lower than those a the S—SO, interface.
Accordingly, the number of stressed bonds whose
breakage causes the surface-state density to increaseis
also smaller.

Thus, the fact that there are quantitative differences
between variations in the values of dN./dE at equal
radiation doses are not inconsistent with the previous
assumption that the processes of defect production at
the Si-SiO, interface and the interface between Si and
the lead-borosilicate (LBS) glass have a common ori-
gin. At the same time, the higher radiation resistance of
theinterface between Si and the LBS glass creates pros-
pectsfor the use of LBSto passivate and protect the sur-
faces of semiconductor devices that operate under
severe-radiation conditions.
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Abstract—n-ZnO:Al/CuPc/n(p)-Si structures were formed using vacuum-evaporation deposition of copper
phthal ocyanine (CuPc) layers on the surface of n- and p-Si wafers with subsequent magnetron-sputtering dep-
osition of ZnO:Al layers on the CuPc surface. It is shown that the structures obtained exhibit a high photosen-
sitivity (~80V/W at T = 300 K) inthe spectral range 1.65-3.3 eV. Therectification factor and photovoltaic effect
inthese structures are discussed in relation to the properties of silicon substrates. It is concluded that the contact
of phthal ocyanine with diamond-like semiconductors (e.g., silicon) are promising for application in wide-band
high-efficiency photovoltaic converters. © 2004 MAIK “ Nauka/lInterperiodica” .

1. INTRODUCTION

Even early studies of electrical conductivity and
photoconductivity of phthal ocyanine of various metals
made it possibleto classify these materials as electronic
semiconductors[1-3]. This circumstance indicated that
awide range of new synthetic materials could in prin-
ciple be used in the devel opment of photosensitive and
emitting structures, as well as other next-generation
devices of molecular electronics [4-7]. It is worth not-
ing that the photoconversion efficiency of thin-film
solar cells based on the films of copper phthalocyanine
CuPcisnow ashigh as~3.6% [7]. Recently, we showed
that photosensitive ZnO/CuPc/n-Si structures can be
formed [8]. This study is a continuation of our research
inthisfield and is concerned with the formation of pho-
tosensitive ZnO/CuPc/Si structures using both n- and
p-Si crystals.

2. EXPERIMENTAL

We used silicon crystals oriented in the (111) crys-
tallographic plane with n- and p-type conductivity as
the substrates; KEF-0.01 (n-Si, p = 0.01 Q cm) and
KDB-0.03 (p-Si, p = 0.03 Q cm) crystals were used.
CuPc layers with athickness of ~0.5 um were obtained
using thermal evaporation of phthal ocyanine powder in
vacuum with the subsequent deposition of the evapora-
tion products onto the polished surface of the silicon
substrate at atemperature of about 50°C. The deposited

CuPc films had a specular surface; the ZnO:Al layers
were then deposited onto this surface using magnetron
sputtering of thetarget in the presence of high-purity Al
and in an argon atmosphere. By varying the argon pres-
sure during the deposition process (2—4 h), we attained
the required gradient of resistivity within the ZnO film
thickness (d < 1 um). These conditions of deposition
ensured a high adhesion of the ZnO layer to the CuPc
surface. As a result, we obtained two types of struc-
tures: n-ZnO:Al/CuPc/p-Si and n-ZnO:Al/CuPc/n-Si.

3. RESULTS AND DISCUSSION

1. Measurements of the steady-state current—voltage
(I-V) characteristics showed that distinct rectification
was observed for both types of structuresat T =300 K
(Figs. 1a, 1b). The rectification factor K for typical
structures as defined as the ratio between the forward
current and the reverse current at specified biasvoltages U
islisted inthetable. Thelargest valuesof K=50at U =
6V are obtained for the best structures based on p-Si.
Itis worth noting that, in the structures whose sub-
strates had different types of conductivity, the conduct-
ing direction was found to be the same and corre-
sponded to the positive external bias voltage applied to
the n-ZnO:Al layer. This circumstance reflects a spe-
cific feature of the energy-band diagram for the struc-
tures obtained, which calls for further research.

Photoel ectric properties of ZnO/CuPc/Si structuresat T = 300 K

Type of structure K Ro, Q Uy V >, VIW 5, eV
n-ZnO : Al/CuPc/p-Si 30-50 (U=6V) 300400 45 80 1.73
n-ZnO : Al/CuPc/n-Si 20(U=2V) 103-10* 4.0 20 1.80

1063-7826/04/3811-1308%$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Theinitia portion of the steady-state |-V characteris-
tics of the structures at forward-bias voltagesU < 0.5V
can be described by the well-known diode equation [9].
The smaller diode exponent (3 = 3) is characteristic of
the n-ZnO:Al/CuPc/p-Si structures, whereas this expo-
nent turns out to be even larger (B = 20) for the struc-
tures formed on the n-Si substrates. The values of 3
obtained make it possible to assume that thereis atun-
neling—recombination mechanism of charge transport
in the structures under consideration in the case of for-
ward-bias voltages.

For both types of structures subjected to forward-
bias voltages U > 4.5-5V, the forward portion of the
steady-state -V characteristics obeys alinear law:

= (U=Ug)/Ry; 1

typical values of the cutoff voltage U, and residual
resistance R, for both types of structures are listed in
the table. The cutoff voltages were found to be nearly
the same in both structures, whereas the lower residual
resistance was typical of structures based on p-Si.

Asarule, thereverse currents of the structures under
study exhibit the power-law dependence | O U™ The
exponent m = 2.5 for the n-ZnO:Al/CuPc/p-Si struc-
tures in the voltage region U < 8 V; this circumstance
makes it possible to relate this value of the exponent to
the contribution of the currents limited by the space
charge in the mobility mode [10]. As the voltage
increases (U > 8V), the value of the exponent increases
tom= 6, whichisapparently related to the devel opment
of a soft breakdown. The value of the exponent m [J
1-1.3 for reverse |-V characteristics in the structures
based on Si crystalsin therange of reverse biasvoltages
used, which may be caused by tunneling of charge car-
riers or may be related to the current limited by the
space charge in conditions of saturation of the charge-
carrier velocity [10].

2. The photovoltaic effect is clearly pronounced in
the n-ZnO:Al/CuPc/p-S and n-ZnO:Al/CuPc/n-Si
structures obtained. As arule, the photovoltage sign is
independent of the radiation intensity, the energy of
incident photons, and the location of the excitation opti-
cal probe (with a diameter of ~0.3 mm) on the photo-
sensitive surface of the structures. The absence of inver-
sion of the sign of the photovoltaic effect makes it pos-
sible to assume that one of the two active regions in
each of the types of structure makesthe major contribu-
tion to the observed photosensitivity. The voltage pho-
tosensitivity was always found to be highest if the thin
wide-gap n-ZnO:Al layer of the structure was illumi-

nated. The highest voltage photosensitivity S)™ was

observed in the n-ZnO:Al/CuPc/p-Si structures. It can
be seen from the table that the photosensitivity of the
structures obtained by deposition of thin CuPc and ZnO
layers on the p-Si substratesis indeed higher.
SEMICONDUCTORS  Vol. 38
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Fig. 1. Steady-state current-voltage characteristics of the
(a) n-ZnO:Al/CuPc/p-Si and (b) n-ZnO:Al/CuPc/n-S struc-
turesat T =300 K.

It is important to note that the photovoltage sign in
the two types of structures obtained wasfound to be dif-
ferent. For structures on the n-Si substrates, positive
polarity of the photovoltage corresponds to the
n-ZnO:Al layer and is consistent with the rectification
direction. If the structuresformed on the p-Si substrates
areilluminated, then-ZnO:Al layer isa so charged pos-
itively, which does not correspond to the rectification
direction. Apparently, this special feature of the photo-
voltage sign is caused by differences in the actual
energy-band models for these structures.

In Fig. 2 we show typical spectral dependences of
relative quantum efficiency of photoconversion n(%w)
for both types of structuresat T=300 K in the situation
wherethe wide-gap (n-ZnO:Al) side of the structuresis
illuminated. The main conclusion that can be drawn
from Fig. 2 isthat, despitethe differencesin the polarity
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Fig. 2. Spectral dependences of relative quantum efficiency
of photoconversion in the n-ZnO:Al/CuPc/p-Si (curve 1)
and n-ZnO:Al/CuPc/n-Si (curve 2) structures exposed to
nonpolarized excitation light. The n-ZnO:Al side of the
structures was illuminated; T = 300 K.

of the photovoltaic effect, the spectral contour of the
n(fw) curvesfor both types of structuresisfound to be
nearly the same. Indeed, for both types of structures
(Fig. 2, curves 1, 2) the photosensitivity has almost
coincident energy positions of both the onset of the
increase in photosensitivity at the photon energy Aw >
1 eV and the short-wavelength falloff of n at Ziw > 3.3 V.
According to Fig. 3, the long-wavelength increase in
photosensitivity at A > 1 €V obeys the following law
characteristic of indirect band-to-band optical transi-
tions[9]:

nkiw = A(hw—Eg)’. )

Here, A'isaconstant coefficient and Eg is the semicon-
ductor band gap. Extrapolating dependence (2) as
(nAw)¥2 —~ 0, we obtain nearly the same values of Eg
for both types of structures (Fig. 3); inturn, these values
are close to that of the silicon band gap [11]. This cir-
cumstance makes it possible to relate the energy posi-
tion of the long-wavel ength photosensitivity edgeinthe
structures of both types to the interband absorption in
the narrow-gap component (n- or p-Si) of these struc-
tures. In turn, the energy position of the short-wave-
length falloff of n at Aw > 3.3 eV is consistent with the
band gap of thetop layer of the structures under consid-
eration and, thus, can berelated to theinterband absorp-
tionin ZnO [11].

IL’CHUK et al.
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Fig. 3. The (Nhw)2 = f(fiw) dependences for the
(1) n-ZnO:Al/CuPc/p-Si and (2) n-ZnO:Al/CuPc/n-Si
structuresat T = 300 K.
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Fig. 4. Spectral dependence of the optical-transmission
coefficient for the CuPc film (d= 1 um) at T = 300 K.

The highest photosensitivity for both types of struc-
tures (see Fig. 2) is indeed attained in the interval
between the band gaps of the narrow-gap (Si) and wide-
gap (ZnO) components of the ZnO:Al/CuPc/Si struc-
tures, which is a characteristic attribute of an ideal het-
erojunction [11]. In addition to the above, there is
another special feature: a maximum at Aw™> = 2.6 eV
isobserved in the n(%w) spectrain the range of the high-
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est photosengtivity of the structures (at 1.7-3.3 €V)
(Fig.- 2). The spectral position of the maximum
(hw™* = 2.6 eV) in the n(%w) dependences obtained is
in qualitative agreement with the optical-transmission
spectrum of the CuPc layer deposited onto the quartz
substrate simultaneously with the formation of the het-
erojunction (Fig. 4). Therefore, the maximum in the
n(xw) spectra of the ZnO/CuPc/Si structures should be
attributed to the presence of atransmittance band in the
optical spectra of the CuPc film.

The broad-band type of photosensitivity of the
structuresis represented in the table by the full width of
the n(#w) spectra at their half-maximum 6. As can be
seen from the data listed, both types of structures have
large and nearly coincident values of &: & = 1.7-1.8 €V.
This circumstance leads us to believe that both heter-
oboundaries (Si/CuPc and ZnO/CuPc) in the structures
based on the contact of CuPc layers with Si and ZnO
semiconductors are of good quality with respect to the
recombination processes. It is aso evident that the
structures based on the heterocontact of phthalocyanine
with diamond-like semiconductors (e.g., Si) may be
guite promising for the development of wide-band
high-efficiency photoconverters.
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Abstract—Transformation kinetics of the resonant-tunneling domain structure in a superlattice in a rapidly
varying electric field is investigated using real-time studies of current response. It is shown that the kineticsis
mainly determined by alag in redistribution of the space charge that forms the domain boundary. A honmono-
tonic oscillatory dependence of the transient-process duration on the amplitude of avoltage pulseis observed,
as well as the effect of the weak dependence of the transformation time on the displacement of the domain
boundary, which indicates that the transformation processesis discrete. Possibilities for controlling the switch-
ing processes in a multistable system of current states in weakly coupled semiconductor superlattices are dis-

cussed. © 2004 MAIK “ Nauka/lInterperiodica” .

For weakly coupled superlattices (SLs), the reso-
nant tunneling responsible for the negative differential
conductivity resultsin instabilities and the formation of
ahomogeneously ordered resonant-tunneling structure,
in which each lowest level in a single quantum well
(QW) corresponds to a certain excited level in the
neighboring QW. For intermediate fields, such a struc-
tureis found to be unstable and is divided into regions
with different electric fields, so the field is constant
within each region (domains with high and low electric
fields) [1]. A variation in the voltage applied to the ends
of an SL results in the reconstruction of the resonant-
tunneling structure, which is accompanied by the
detuning of the resonances, the displacement of bound-
aries between the domains, and, as a consequence, a
variation intherdative volumes of domains of high and
low electric fields[1-5]. The features of the reconstruc-
tion largely depend on the observation conditions, i.e.,
whether the observation is made with an increasing or
decreasing voltage applied to the SL [3]. In the first
case, the features of formation of the resonant-tunneling
structure are determined by the highest possible reso-
nance current in the low-field domain. Accordingly, the
resonant levels must be matched in this domain and be
appreciably detuned in the high-field domain. In the sec-
ond case, the conditions for formation of the resonant-
tunneling structure are determined by the lowest possible
(nonresonant) conductivity in theregion of the high-field
domain, and therefore all resonances, both in the high-
field domain and the low-field domain, are found to be
substantially detuned. The result is the appearance of a
current hysteresis, multistability, and a fine periodic
structure in both branches of the hysteresis[2, 3].

All these features of domain formation and transfor-
mation in aslowly varying electric field are well known
and have been studied in detail [1-5]. At the sametime,
until recently there were no such studies in a rapidly
varying field, which would allow one to obtain direct
information about the characteristics of the transforma-
tion process.t On the other hand, such information is
rather important both in order to understand the physics
of the formation of the domain structure and its modifi-
cation in an electric field and to obtain information
about the time characteristics that determine the rate of
switching processesin multilevel switching (and other)
devices based on these effects [ 7]. Thefirst experimen-
tal studiesin pulsed fields [ 7—9] showed the basic pos-
sibility of switching between stable current states in a
system with multistability and made it possible to esti-
mate the characteristic switching times. However, it
was difficult to obtain more detailed information about
the transformation processes of the resonant tunneling
structure in an electric field. Using the real-time detec-
tion method of the current response, we studied for the
first time the transformation kinetics of the resonant-
tunneling structureinan SL inarapidly varying electric
field. Simulation of the time variation of transverse
transport, distribution of the space charge, and other
characteristics of SLs in pulsed fields was performed.
Comparing the experimental datawith the results of the
simulation, we established the general pattern of trans-
formation of the resonant-tunneling structure and

L The research into current instabilities and the phenomena of self-
sustaining current oscillations in some laboratories deal with a
rather specific case of lightly doped SLs, in which the formation
of adomain boundary appears to be difficult because of the insuf-
ficient concentration of charge carriers[4, 6].
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accounted for the observed features of the electronic
properties, including the transverse transport, in weakly
coupled SLs to which short and long electric field
pulses are applied.

We studied long-period GaAgAly;Ga,;As SL
structures that include wide QWs and involve a set of
quantum-confinement subbands. Superlattices (with a
QW width of 25 nm, barrier width of 10 nm, and num-
ber of periods 30) located between two heavily doped
n-GaAs layers (2 x 10* cm3) were grown by molecu-
lar-beam epitaxy on GaAs substrates and were inten-
tionally doped with a silicon donor impurity to a con-
centration of 1.2 x 10% cm3, Electrica measurements
were performed on mesa structures with amesa diame-
ter of 500 um and Cr/Au contacts formed by vacuum
sputtering. A change in the transverse conductivity of
the structure was studied for certain fixed voltages at
the SL, when rectangular voltage pulses of different
polarities with quite sharp edges (shorter than 10 ns)
were applied. Measurements were performed in real-
time mode, and they allowed us to record the time
dependence of the current through the structure at dif-
ferent instants following the leading edge of the voltage
pulse, during the pulse, and after termination of the
pulse. The amplitude and duration of the pulse varied
within the range AU, = 0-0.5V and 1, = 10*-107 s,
respectively. Measurements were performed at a tem-
peratureof T=4.2 K.

We can seefrom Fig. 1, where afragment of the cur-
rent—voltage characteristic 1(U) is shown, that the fab-
ricated structures feature a pronounced current hystere-
sis, whose upper and lower current branches have afine
periodic structure, and current multistability branches
within the hysteresis region. These data correspond to
voltages in the range 1.6-3.0 V, where a low-field
domain (resonant-tunneling transitions 1 — 2
between subband 1 in the previous QW and subband 2
in the successive QW) and a high-field domain (reso-
nant-tunneling transitions 1 — 3) are formed in the
SL. In Fig. 1b atypical example of the measured cur-
rent | through the SL is shown as afunction of timet as
a rectangular voltage pulse is applied to the SL. The
point [,(U,) a U, = 2.040V in the lower branch of the
hysteresis is chosen as a starting point. When a pulse
AU, of negative polarity corresponding to a decrease in
the voltage a the SL is applied, the operation point
should be shifted along the lower branch of the hysteresis
towards smaller values of U to the point U = U, — AU,
After the pulse is switched off, the voltage at the SL
should return to the initial value U = U,. However, the
operation point cannot shift along the lower branch of
the hysteresis to the initial current state and must shift
at once upwards along the new current branch of multi-
stability towards higher currentsto anew steady current
state at U = U, [3, 8, 9]. Such a situation is observed
experimentally for quitelong pulses (t, = 10 us), whose
duration is much greater than the characteristic recon-
struction times for the resonant-tunneling structure. In
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Fig. 1. (a) Fragment of the current—voltage characteristic
1(VU) and (b) time dependence of the current I(t) measured
when rectangular voltage pulses of negative polarity are
applied to a superlattice (SL). The numbers denote stable
current states of the system with multistability at a fixed
voltage of U, = 2.040V. The datawere obtained for apulse
amplitude of 0.092 V, which induced the 1 — 3 transi-
tion. (b) Variation of the voltage on the SL when the pulse
isapplied (1 = 10 ps).

Fig. 1 we can seethat, during the action of the pulse (for
a pulse amplitude of AU, = 0.092 V), the steady-state
value of the current | = 1.07 mA (attained after some
transition region) exactly corresponds to the current on
the lower hysteresisbranchat U = Uy —AU, (U =U, -
AU, = 1.948 V). After the termination of the pulse, the
current practically instantaneously increases to a new
stationary value of | = 1.25 mA, which corresponds to
the point of intersection of the corresponding current
branch of multistability with the straight lineU = U, =
2.040 V (in this case, 1 — 3). The measurements
show that, with increasing pulse amplitude, the domain
boundary is shifted by a greater number of SL periods
and, accordingly, the operation point shifts to higher
current states of the system with multistability.

In addition to the quite obviousfact that all stages of
the switching processes, which are caused by the dis-
placement of the operation point in the current—voltage
characteristic along the branches of multistability and
are not related to a change in the fields in the SL, are
instantaneous, the data obtained allow us to draw the
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Fig. 2. Calculated distribution of the space charge q over the
QWs of the SL at different times after a sharp decrease in
voltage at the ends of the SL by AU, = 100 mV (transition
1 — 3inFig. 1). Arrows show the instants at which the
space charge is displaced to the first neighboring QW (t; =
0.280 ps) and to the next QW (t, = 0.476 ps).

basic conclusion that the characteristic time of the
transformation of the resonant-tunneling structure in
the SL in an electric field is practically entirely deter-
mined by the lag of the processes related to the space-
charge redistribution and formation of domain bound-
aries. In Fig. 1 we can see that this fact manifests itself
in the appearance of atransition region (a spike) on the
[(t) curves just after the leading pulse edge. The dura-
tion of thisregion, measured from the beginning of the
pulse to the point where the steady-state value of the
current is attained, is ~10~" s, which is consistent with
the rough estimates of the resonant-tunneling time
obtained from the measurements of the resonance cur-
rent [10].

A more detailed study of the dependence [ (t) in this
transition region allows usto trace the kinetics of redis-
tribution of the space charge and the transformation of
the resonant-tunneling structure in the fields that dis-
place the domain boundary over several periods of the
SL. It can beseenin Fig. 1 that, in thetransition region,
the(t) curve has acomplicated nonmonotonic run with
severa inflection points. The measurements show that
the number of such points increases with increasing
number of SL periods over which the domain boundary
isdisplaced [11]. Comparing these datawith the results
of smulation performed for a discrete model of trans-
versetransport in weakly coupled SLs|[3], we may con-
clude that the transformation has a discrete character. It
follows from the simulation data (Fig. 2), which agree
well with the experiment, that the displacement of the
space charge and domain boundary to the fina QW
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Fig. 3. Transient-process duration as a function of the
amplitude of the voltage pulses (T, = 10 us): (&) simulation
data, (b) experimental values.

with varying voltage at the SL is not a single event but
includes severa steps, which are caused by the subse-
guent detuning and tuning of the resonant levels as the
space charge flows over to the fina state through a
sequence of QWSs. This process is accompanied by the
appearance of current instabilities and such features as
the inflection points in the transition region of the time
dependence of the current I(t).

The discrete character of the processes of transfor-
mation of the resonant tunneling structure in an SL in
an electric field is aso confirmed by the results of stud-
ies performed with varying amplitude and duration of
the voltage pulses applied to the SL. It can be seen in
Fig. 3 that the transient-process time (Tg,ie) depends
nonmonotonically (oscillatory) on the pulse amplitude.
With increasing amplitude, the duration of the transient
periodically first monotonically decreases, then sharply
grows, and then again decreases. Comparing these data
with the results of simulation, we can uniquely connect
the observed spikes with the situations where the pulse
amplitude attains values that are sufficient for the tran-
sition of the domain boundary to the neighboring QW.
The monotonic decrease in the duration of the transient
and in the transformation time within each period of
I(AU,) can be clearly attributed to the acceleration of
the electronic processes that determine the displace-
ment of the space charge with increasing pulse ampli-

SEMICONDUCTORS  Vol. 38

No. 11 2004



TRANSFORMATION KINETICS OF ELECTRIC FIELD DOMAINS

tude and magnitude of the field produced by the pulse
inthe SL.

Thisinterpretation is supported by the data obtained
in the study of the features of transformation of areso-
nant-tunneling structure under short applied pulses,
whose duration is on the order of the characteristic
reconstruction times or shorter. The main result
obtained in these studies is the experimental observa-
tion of the fact that, for short pulses whose duration is
insufficient for the transition of the domain boundary to
the final state, the transformation process is only par-
tially completed: the domain boundary passes to some
intermediate QW to which it has time to move during
the pulse action. Accordingly, the system passes to the
corresponding intermediate current state, which is dif-
ferent from the final state in the case of long pulses.
This result, which is confirmed by the simulation data,
shows that in principle one can control switching in a
multistable system of current states [7, 9] by changing
not only the amplitude, but also the duration of the volt-
age pulse of required polarity applied to the SL.

We a'so obtained a rather unexpected result related
to the characteristic transformation time of the resonant
tunneling structure, which required specia study. It
turned out that, in the experiments with domain bound-
ary displacement over severa periods, the average
characteristic transformation time remained amost
unchanged as the number of transition periods and,
accordingly, the total displacement of the domain
boundary increased. At first sight, one might expect an
increase in transformation time in this situation. How-
ever, the results of direct measurements of the duration
of thetransition region of I(t) inthe vicinity of the lead-
ing pulse edge, confirmed by the simulation data,
showed that the recorded change in the transient-pro-
cess duration when the domain boundary is displaced
over a greater number of SL periods is actualy
extremely small (Fig. 3). The simulation showsthat the
cause of thisweak dependence of the transient-process
duration on the magnitude of the displacement of the
domain boundary is the fact that a transition over sev-
eral SL periods requiring higher amplitudes of the volt-
age pulse occurs under conditions where the field gra-
dientinthe SL isgreater than that for domain boundary
displacement over smaller distances.

To sum up, we note the following. In our experimen-
tal and simulation studies, we showed that the transfor-
mation kinetics of the resonant tunneling structure with
varying voltage applied to the SL is amost entirely
determined by the lag in the redistribution of the space
charge that forms the electric-field domains. This lag
manifests itself in the appearance of atransition region
of the I(t) dependence near the leading edge of the elec-
tric-field pulse applied to the SL. We showed that the
I(t) dependence in the transition region is honmono-
tonic and is characterized by the presence of astructure
reflecting the discrete character of the transformation of
the resonant-tunneling structure when the domain
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boundary moves through a sequence of several QWsin
an SL. We observed an oscillatory dependence of the
duration of the transient process on the amplitude of the
change in voltage. We showed experimentally and by
simulation that the lag in transformation of the reso-
nant-tunneling structure to a final state is hardly
affected by an increase in both the number of periods
and the distances over which the domain boundary
movesin the SL under the effect of achangein external
voltage. In short-pulse experiments, we showed that
one can interrupt the processes of transformation at any
intermediate stage; this opens up the possibility of con-
trolling the switching between current states not only
by changing the amplitude, but also by changing the
duration of the voltage pulses applied to the SL.

This study was supported by the Russian Founda-
tion for Basic Research (project nos. 02-02-16977 and
03-02-06534); the program “Physics of Solid State
Nanostructures’ of the Ministry of Science, Technol-
ogy, and Industry (grant no. 97-1048); and the Presid-
ium of the Russian Academy of Sciences (the program
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Abstract—Vibration eigenmodes of alll-V semiconductor nanotube are found taking into account the crystal
structure and piezoelectric effect. Electron—phonon interaction is studied, and it is shown that, in contrast to
bulk samples, its piezoelectric part has a complicated dependence on the phonon frequency. © 2004 MAIK

“ Nauka/Interperiodica” .

1. INTRODUCTION

Nanotubes (NTs) continue to be one of the most
promising objects of study in the physics of low-dimen-
sional systems. The majority of publications in this
field are concerned with carbon NTs (e.g., see [1] and
references therein). However, recent years have seen
progress in the technology of the preparation of semi-
conductor NTs of 111-V compounds, Ge, and Si. The
method for rolling up double layers[2—4] suggested by
Prinz and coworkers makesit possible to obtain NTsin
which the radius and wall thickness are controllable
parameters and can be varied over rather wide limits.
Despite the similarity between the electronic processes
in semiconductor NTs and the corresponding processes
in carbon NTs, they aso have a number of substantial
differences. In this paper, we study the electron—
phonon interaction in semiconductor I11-V NTs, for
which we must naturally first find the vibration eigen-
modes of an NT. For carbon NTSs, this problem was
considered in arecent study by Suzuura and Ando [5].
Our study differs from [5] in a number of significant
ways. First, due to elastic isotropy of a layer of two-
dimensional graphite, the vibration problem for carbon
NTs can be solved in the isotropic-continuum approxi-
mation, as was donein [5] (the medium was described
by only two elastic moduli). In the case of rolled-up
[11-V quantum wells, we take into account three elastic
moduli of acubic crystal. Second, both for the vibration
problem and for the problem of electron—phonon inter-
action, we make allowance for the piezoel ectric effect,
which isimportant for [11-V crystals. Third, it will be
shown that the piezoelectric interaction of acoustic
phonons with two-dimensional electrons “attached” to
the surface of a hollow cylinder differs significantly
from the electron—phonon interaction in bulk samples.
As far as we know, this problem has not yet been dis-
cussed in the literature.

2. EIGENVIBRATIONS
OF A HOLLOW CYLINDER

We consider an NT obtained by rolling up a quan-
tum film of a cubic crystal. The normal to the film sur-
face corresponds to the [100] direction and the tube
axis, to the [001] direction (Fig. 1). We introduce a
cylindrical system of coordinates in which the z axis
coincides with the axis of the cylindrical shell and r
and a are the polar coordinates in the plane perpendic-
ular to the cylinder axis. Let R be the radius of the
median surface of the tube and h be its thickness. Thus,
in the absence of vibrations, the tube occupies the vol-
ume bounded by —h/2 < r < h/2 (the coordinater ismea-
sured from the median surface) and0< z< L, whereL is
the tube length. A cylindrical shell obtained by rolling
the film up is, strictly speaking, stressed, and there is
uniaxial tensile-compressive straininit (the sign of the
strain is different on different sides of the median sur-
face). Clearly, for R > a, (a, is the lattice constant),
these strains are small. From obvious considerations of
symmetry, it followsthat the relation between the stress
tensor and the strain tensor is the same asin aflat film
of a cubic crystal: there are only three independent
components of the tensor of elastic moduli and one
independent component of the tensor of piezoelectic

Z(001) @  zoo1), (b

(010)

Fig. 1. (a) A quantum film, (b) arolled-up nanotube.
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moduli, although the absolute values of the constants
may differ from those for aflat film (the difference is
small for R > a). Therefore, the stress tensor can be
written as

Oij = AjjiaUi — € Ex, «y
where A isthe tensor of elastic moduli, g isthe ten-
sor of plezoelectlc moduli, E, is the electric-field vec-
tor, and uy, isthe strain tensor. The independent compo-
nentsof thetensor of elastic moduli areAj; = Aqq, Ajj; = Aga,
and A = A, Wheretheindicesi and j may assume any
of the three vaues z r, and a (i # j). The independent
component of thetensor of piezoelectic moduli isg, = ey,
wherei, j, and k may also assume any of the three val-
uesz, r, and a and all three indices should be different.

Generally, the solution to the compl ete three-dimen-
sional problemisextremely complicated. Nevertheless,
there are methods for reducing the three-dimensional
problem to a two-dimensional one, which are valid for
quite thin shells (h < R). One such method is based on
the use of the hypothesis of nondeformable normals
(the Kirchhoff-Love hypothesis; for example, see [6]).
According to this hypothesis, any fiber normal to the
median surface before deformation remains straight
and normal to the modified median surface after defor-
mation aswell. At the same time, the length of the fiber
perpendicular to the shell remains unchanged.

We consider alayer in the shell at adistancer from
the median surface (-h/2 < r < h/2). We take into
account the variation in the curvature of thislayer com-
pared to the curvature of the median surface. Then we
obtain the following expressions for the strain:

r

o = 1l au w
@ T R+roa R+r’

g0
2z 9z’

1 ov

r 1[@U oV
R+raaD’

Uz = 2007

ro_d@u U
T 200r R+t

) (2
1 owp
R+roall

or’

Here, u{j are components of the strain tensor and

(ur, v", w") arethe components of the displacement vec-
tor over the azimuthal angle, along atube, and over the
tube radius, respectively. The same values without the
superscript r refer to the median layer.
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According to the hypothesis of nondeformable nor-
mals, we must set 6,, = 0,, = 0,, = 0. Expanding these
expressions, we obtain

2N 4Urg + 914%_(1) =0,

1 99 _ (3

+ e ,
“R+rda

r —
Allurr + >\12(uzz + u(xa) - 0!

2 14\,

where ¢ is the electrostatic potential. We rewrite the
first two equations of system (3) in terms of the dis-
placement vector:

A ou U 1 6WD+ L
“Oor "R+t R+roal 43z ’ @
A [@W 6vg +e 1 09 _
“Taz " ar0 " R+ raa
For the points of a straight fiber, norma to the
r
median surface, the derivatives %—li and aa—\; must
remain constant and equal to
ou _u-u av' _v'—v
o — r ' o o ©)

We substitute expressions (5) into Egs. (4). If we aso
take into account that, in the first approximation, we
can set W' = w, we obtain

r_ g4 ro,_row_r(R+r)€ud¢

U= B e Ree TR Ay 02’ ©
LW T ewdb
Ve R+rAg 00

We express the components of the strain tensor in
terms of the displacement at the median surface:

¢ _ 1du r r€ud’ , _w_

Hoa = ﬁ%_R(R+r)£_ﬁmazaa R+r’
r =0_V_rai"__f eu 0%
20z 9 R+rAyudzoa’

U _1g1 a_v+ rmou r(2R+r) o'w. 0°w

2 = 2[R+rda RJ0z R(R+r)0zda
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w_ r(2R+r)éu 0 ¢ 0

R+r R(R+r)A,0z000
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Now we can find the nonzero components of the
stress tensor,

ro_ )\11_)\12[|16U W r &v
aa Ay ERaa R+r R(R+r)3qg2
rey 0 0, Ap(Aun—2Ap)

R)\MOZaaD A
2 2
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__ I dw_rewd’
R(R+r)gq? RA,0z0a
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Oz “ R19z T R+roa R(R+r) 0zdol
r 6 ¢ _I(R+T) r) 6 ¢ 09
5814 teus
C(R+1)? R 52 or’

Next, we have to find the relation between the dis-
placement of the median layer and the potential ¢.
Deformations of piezoelectric semiconductors are
accompanied by polarization P, which is related to the
strain tensor as

Pi = €Uik- 9

The dectric potential ¢(r) can be found from the
Poisson equation divD = 0, where the electric displace-
ment vector is D; = €E; + 41Uy Thus, the Poisson
equation becomes

ou,
—eA +4Tie =X = 0.

% (20

We assume that, in an NT, an acoustic wave with a
guasi-momentum q directed along the NT with azi-
muthal quantum number m is excited. The displace-
ment vector inthiscaseis(u, v, w)exp(igz + ima —iwt).
Taking into account that the NT wall thicknessis much
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smaller than its radius, we search for the solution in the
form of the expansion

b = Bolam)+ i@ mproam
x exp[igz+ima —iwt].

After substituting the potential in the form (11) into
the Poisson equation (10), we obtain in the zeroth
approximationinr

% 81'[61418q + +29,
2
G (12)

This equation must be supplemented by boundary con-
ditions:

m(qR gh/2)
e =L ¢12R

~(QR—qh/2 E

Im(dR—q ) ’4R (13)
Dbl ¢2 3] —8TeyUg,| _ o

m(qR+ thZ)Bp ‘o

m(qR+ gh/2 12R ﬂ

Km(dR+ gh/2) 4R (14)

BP

S+ ¢2R2E| 8T€14Uq| _

Here, |, and K, are the Bessel functions of imaginary
argument of the first and third kind, respectively, and
I, and K, aretheir derivatives. The components of the
strain tensor u,, in Egs. (13) and (14) are taken on the
inner (r = -h/2) and outer (r = h/2) surfaces of the NT,
respectively. Using Egs. (12)—14), we find ¢, ¢,, and
¢, in the leading approximation in h:

0, = 2"el“h( ROLK,. +1.K.) +2¢l K.)
m .
B +iaf
4me,R (19
Flle R Dm
¢, = e +|ql%
4T[el4RDm

b, = - e —mqV\H
In (15), the product gR appears in the arguments of
the Bessel functions and their derivatives. By substitut-
ing (15) into (11), we obtain the final expressionsfor ¢.
Next, we use the formulas for the stress, moments, and
the equations of mation of an element of the shell
known in the theory vibrations of elastic shells (see,
e.g., [6]). We then obtain the equations of motion (with
SEMICONDUCTORS  Vol. 38
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allowance for the piezoelectric effect), where the only
unknowns are the displacements of the median layer:

Ai-Aprl 0%u, 10wy
A BRPaa Reoal]

)\12(7\11—7\12)[}1 o’v h® o’w D
A [Rozdo 12R?9Z2000

ARY07  aRf0F0d
’u
ot

i o°v
A““ERazaa * %L =

4T[el4[|1 o°v Q_LD
¢ LRozoq ' 0

)\11 Daz 12R 623D

)\12()\11_)\12)D1 o°u 10V\D
A [Razoa | RozJ

il d°u
)\MERazaa * %L *

h Dlav h® awD
12RUR%00®  12R%9z0a

7(16)

4ne1451 o°u 16 VD
¢ LRozoa Roal

2
at2 ’

1du hOVD

— =+ — +
RZEl RO Roa 12Rgp 0

auD

+ 12(7\11_7\12)5 1dv h2 9*w 4 h?
12R%07° 90

A ORoz ™~ 6R?07°0a’

0 h? d'w

h> °u  h d°v
U1 55242 >t
3R 0Z0a

+A — -
4ARP0Z70a 12R%9zda™

- pfw
ot?

Thus, we reduced the three-dimensional problem to

a two-dimensional one. These equations completely
define small vibrations of crystalline thin cylindrical
shells. Substituting the solution in the form of plane
waves, we obtain three linear agebraic equations for
amplitudes of displacements of the median layer (u, v, w).
The condition of existence of a nontrivial solution of
the obtained homogeneous system of equations deter-
mines the dispersion relation for acoustoel ectric vibra-
tions. The general expression is rather complicated;
here we consider two special cases, m = 0 and 1,
where mis the azimuthal quantum number of acoustic
No. 11
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0

Fig. 2. Freguencies of vibration modes as functions of g in
the long-wavelength limit for m=0and 1.

phonons that determines the dependence of the dis-
placements on a in terms of the factor exp(ima).

For m = O, the frequency of a transverse (in-plane)
wave in the long-wavelength limit is equal to w,; =

q JA wulpt 4nef4/ €p . The displacement eigenvector of
such atorsional modeisdirected along the azimuth, & =
(1, 0, 0). The frequency of the radial (“breathing”)
mode also remains finite in the long-wavelength limit

and is equal to 0, = UR./(A%, —A2,)/pAy, . The polar-

ization vector of thismode is directed along the radius,
& = (0, 0, 1). Finally, the third mode is a longitudinal
acoustic wave, whose frequency is equa to w; =
A/(A1=A1) A1y + 2M1)/p(Ay; +Ap) . The corre-

sponding eigenvector is directed along the tube axis,
=(0, 1, 0).

For m = 1 in the long-wavelength limit (QR < 1),
three independent vibration modes are al so obtained:

1 [ A=A

. 11~ N2 — i .

W == 2 o E = (1/.42,0,il42);
_1 /A_ 4mel, - :

u)Z R Sp ’ E. - (Ol 11 O):

17

M)A+ 2A ) -
R,
P(A1r +Ag,) a

J(M
W, =

& = (1/.42,0,-i42).

All these branches are doubly degenerate, since in
the case m = —1 we have the same result, except for the
polarization vectors, which have to be replaced by their
complex conjugate values. Theresult for w;in (17) cor-
responds to the dispersion relation of flexural wavesin
elastic rods (see [7]). Equations (16) with e, = 0 and
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h = 0 coincide with Egs. (2.5) in [5] if the following
relations are satisfied (in the notation of [5]):

Bo_Mu BHp _ Au-Ag
) M )\ )
M p PAn (18)
B _ 12()\11—)\12) Au
M PAL D

The compatibility condition for these relations is
A1 —A12— 204, = 0, which correspondsto the transition
to an isotropic elastic medium.

)\il_)\iZmz 2
TR °
O 12R € DR
im)\il—)\iz
s 0
R 11

Inthelimit /R < 1, wereadily obtain
4mel,m

o = MA%+J1Z_D+
p 12R”Y ep R

W, = V\frﬁz«/mﬁl
2 PAy R

)\il_)\izm(mz— 1) h

PAL 2+ 1 243R

Thus, all waves with m > 1 exhibit a gap dispersion
(with w # 0 for k = 0), dthough the gap in w; has an
additional smallnessin h/R.

(20)

W3 =

3. ELECTRON-PHONON INTERACTION

Now we consider the interaction of acoustic phonons
with electrons via the piezoelectric potentia. The inter-
action Hamiltonian has the form H,e,, = —€9(r). This
expression must be averaged over the ground state for
theradial motion of electronsinthe NT. Asaresult, the
contribution linear in r in (11) vanishes and the qua-
dratic contribution is relatively small for VR < 1; i.e,,
in the principal order of magnitude, we have [d[= ¢,

The operator of the relative displacement in the
interaction representation is written as

cy(a, mé(a, m) +c.c.,

(r) =
=2 (21)

___
25pa(a,m)

VEDERNIKOV, CHAPLIK

Figure 2 shows the spectra of vibration modes with
m = 0; 1 in the long-wavelength limit. We can see that
there is awave with quadratic dispersion at small g. At
extremely low temperatures T < §/R, where sisaquan-
tity on the order of the velocity of sound, these vibra-
tions play a dominant role in NT thermodynamics and
kinetics. In contrast to flexura waves in athin plate that
adso have a quadratic relation between w and q, the
obtained solution w; does not contain the shell thicknessh.

Now we will discuss the solutions with m > 1. For
k = 0, the characteristic determinant is given by

|m)\il_}\12
R° Au
——p(,02 0 = 0. (19)
)\il_)\l2 (m 1) + pw
Au O 12R* ‘%

where € isthe vibration eigenvector normalized to unity.
For different modes, its components are written out
in (17). Now we can find the interaction Hamiltonian

Hpiezo = Z V(g, m)cg(g, m) +c.c.,

q,m,s

where

211 ee14h

V(g,m) = ——(gR(I,K,+1,K}) + 2l . K.)

s D [P (22)
°" R T 2Spw(g, m)’

Here, u, and v, are the components of the polarization
vector & = (Up, Vo, Wg). We can see from (22) that, in
contrast to a bulk situation, piezoelectric interaction in
NTs depends on the phonon wave vector in a rather
complicated way.

Electron—phonon interaction viadeformation poten-
tial has the usual form, Hyg = E divn, where E, isthe
deformation-potential constant. Substituting n(r) into
this expression, we obtain

Hdef = Z r(q! m)cs(q, m) +c.c,

q,m,s
where
;m hE>
M(g,m) = Havo+i Uq] /m (23)
s\ Y
SEMICONDUCTORS ~ Vol. 38 No. 11 2004



VIBRATION MODES AND ELECTRON-PHONON INTERACTION

For an axialy symmetric (m = 0) vibration mode,
electrons interact by the piezoel ectric mechanism only
with transverse phonons (the polarization vector & =
(1, 0, 0)). Thereisno interaction with such phononsvia
deformation potentia (divg = 0), but there is a defor-
mation electron—phonon interaction for other branches
of the vibration spectrum. For m= 1, electrons interact
with all phonon branches both via the deformation
potential and by the piezoelectric mechanism.

Let us consider piezoelectric interaction in the lim-
iting cases gR > 1 and gR < 1 and compare its contri-
bution with the contribution of the deformation interac-
tion. In addition, we shall beinterested in the difference
of the piezoelectricinteractioninan NT fromthat inthe
3D case.

In the limit of large radii, qR > 1, electrons interact
with transverse phonons (m=0, 1). Matrix element (22)
assumes the asymptotic form

_ meeyh2e -1 i
m) = R & A2Spwy(g,m)’ (24)

It follows from (24) that the frequency dependence
of the interaction amplitude is the same as in the 3D
case,

V(a,

(25

here, V isthe volume and p4p isthe bulk density.

In this limiting case, the interaction via the piezo-
electric potential is less important than the interaction
via the deformation potential. The ratio of the corre-

, . : 21ee;,h
sponding matrix elements is on the order of qR—EM .
a

For a GaAs-based NT with awall thicknessof h=10A,
this parameter ison the order of /gR< 1. Ath/R— 0O,
the piezoelectric interaction vanishes, as in the case of
aplate.

We now consider the case gR < 1. For an axialy
symmetric phonon (m = 0) in this long-wavelength
limit, electrons interact via the deformation potential
only with longitudinal waves and via the piezoelectric
potential only with transverse waves. In this case, we
use (22) to obtain the following expression for the
guantity V(q, 0):

- 2 _c 0| —f
V(q, 0)~4T[ee14h%1qR C 2éjq 2500 q, O).(26)

Here, Cisthe Euler constant. It follows from (24) and
(26) that, in the long-wavelength limit, the frequency
dependence differs from that for the bulk case. The
ratio of the amplitude of electron—phonon interaction
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via piezoelectric potential in an NT to the correspond-
ing quantity in abulk sampleis

Vp 2
— = gghln—. 27
Vip a arR (@7)

Thus, the piezoelectric interaction in an NT is
weaker than in the bulk. Nevertheless, with increasing
wavelength, the role of piezodectric interaction
increases relative to the deformation interaction.
Indeed, the amplitude of the deformation potential is

given by
: hE>
rg0) =iq |—/———. 28
(0 =19 35501q 0 )
Theratio of the amplitudesis
vl . 4meeuhn 2 . 10§
e iw s @

where s, and s; are the longitudinal and transverse
velacities of acoustic phonons.

For phonons with m = 1 in the long-wavelength
limit, the electrons interact via the deformation poten-
tial only with theflexural wave and viathe piezoelectric
potential with both flexural and longitudinal waves.
Inthese three cases, we abtain expressions for the
amplitudes of the deformation potential and of the
piezoel ectric potential:

i hE:
@) = o 2Se(a D)’

~ 9 /__h (30)
Vi(a, 1) 2T[ee14hﬁ 5500y(q, 1)

_ 1 4
V||(Q, 1) i 2T[eel4h§ m

At T < 9R, the dectronsinteract only with the flex-
ural wave, since its frequency tends to zero quadrati-
caly in k. We then obtain the following expression for
the ratio of amplitudes:

2 h
‘V‘ = ﬂqR. (31)

r Ea

We can see from (29) and (31) that, in the long-
wavelength limit at low temperatures (T < §/R), the
contribution to electron—phonon interaction related to
the piezoel ectric potential is much smaller for intersub-
band transitions than for intrasubband transitions.

Thus, we found vibration eigenmodes of a semicon-
ductor NT taking into account the crystal structure of
[11-V compounds and the piezoelectric effect. We also
clarified the features of the piezod ectric e ectron—phonon
interaction that distinguish NTs from bulk samples.
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Abstract—Specific features of MOCVD growth of AlGaN/GaN heterostructures have been studied. In the
structures obtained, the 2D electron gas in the channel had a density of 1.2 x 10 cm™ and a mobility of
1290 cm?/(V s) at room temperature. The effect of the purity of starting components on the properties of the
structure is studied. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Recently, field-effect transistors with high electron
mobility in the channel (HEMT), based on AlGaN/GaN
heterostructures with graded doping, has been the sub-
ject of a number of research projects in Japan, USA,
and Europe[1-6]. Thelarge values of the band gap, the
band offset at the AlGaN—-GaN heterointerface, the
breakdown voltage, and some other specific features of
the [1I-N system open up prospects for the design of
transistors with parameters superior to those attained in
[11-V structures. Very high (on the order of 10° V/cm)
built-in piezo- and pyroelectric fields exist in
AlGaN/GaN heterostructures when the configuration
of the structure is chosen correctly, which enhances the
bending of the conduction band at the AlGaN/GaN
interface, thusraising the carrier density in the channel.
However, this specific feature, combined with the lat-
tice mismatch typical of the AIN-GaN system, makesit
difficult to optimize the configuration of the device's
structure.

Several research centers have now demonstrated
GaN-based HEMTs. Deviceswith aworking frequency
of several tens of gigahertz and a power of more than
100 W have been presented [7]. These devices are how
leaving the laboratory research stage, and their mass
production can be expected in the near future. At the
same time, many specific features of graded-doped
AlGaN/GaN heterostructures, both in epitaxial growth
and physical processes, require thorough research.

2. EXPERIMENT

The structures under study were grown by MOCVD
on (0001) sapphire substratesin amodified Epiquip VP
50-RP ingtallation under reduced pressure. The instal-

lation was equipped with a horizontal quartz reactor
with an inductively heated graphite substrate holder.
The carrier gas was hydrogen; the precursors were
ammonia, monosilane, trimethylgallium, and trimethy-
[aluminum. All the listed compounds were of Russian
manufacture. Ammoniaof different purity was used, in
accordance with the following rating: 99.999% (bel ow,
5N) and 99.9999% (below, 6N). The growth tempera-
ture of epitaxial layers was 1070°C. Details of the epi-
taxial growth were published in [8].

The sequence of layers in the grown heterostruc-
tures was:

—undoped GaN with athickness of 3 um;

—undoped Al ,5Ga, 75N with thickness d;;
—Si-doped Al ,5Gay 75N with thickness ds;
—undoped GaN with thickness d;.

Thethickness of layersd,, d,, and d; and molar flow
rates of SiH, for the structures under study arelisted in
the table.

The grown structures were studied by measuring
capacitance-voltage (C-V) characteristics with a mer-
cury probe. The carrier density and mobility were
determined from the Hall effect measurements using
the van der Pauw method. The numerical modeling of
the structures was performed by a self-consistent solu-
tion of the Poisson and Schrodinger equations taking
into account the built-in piezo- and pyroelectric fields,
with subsequent calculation of C-V characteristics
using the weak-signal method [8-10].

3. RESULTS AND DISCUSSION

The eectron density and mobility in the grown
structures are listed in the table and shown in Fig. 1

1063-7826/04/3811-1323$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Configuration of AlGaN/GaN structures and the data of the Hall effect measurements

_ 300K 77K
Strlri(c)t.ure NH3 dy,nm | dy,nm | d3 nm nmgl I_riﬁli'n‘l W, Nop, W, Nop,
cm?Vist| 108 em™? | em?Vis?t| 108 cem™
1 6N 25 7.5 10 04 980 15 3460 1.6
2 6N 10 - 10 - 800 0.9 3050 0.8
3 6N 25 75 10 0.14 1209 1.1 5000 1.2
4 6N 5 15 10 04 990 2.1 2770 2.1
5 6N 125 75 10 0.4 900 1.9 3160 1.8
6 6N 25 75 10 0.3 1290 1.2 4800 1.3
7 5N 25 7.5 10 04 1060 15 4500 14
8 5N 10 - 10 - 660 1.6 3800 0.95

Note: The thickness of layers was determined from the results of preliminary calibration: dy, Alg 25Gag 75N; dp, Alg o5Gag 75N : Si; d3, GaN.

(compared with the results of other studies). The high
mobility, which significantly exceedsthe carrier mobil-
ity in GaN epitaxial layers grown in similar conditions,
indicates the formation of a 2D electron channel at the
GaN-AlGaN interface.

To study the effect of ammonia purity on the elec-
tronic properties of (Al)GaN layers and graded-doped
AlGaN/GaN heterostructures, we investigated nomi-
nally undoped GaN layers grown with 5N and 6N
ammonia. It appeared that the density NN, in these
layers was 10° and 10 cm3, respectively. In undoped
AlGaN epitaxial layers grown using 5N ammonia, the
background density NN, did not exceed 5 x 10% cnmrS,
So the strong variation of the background density in
(ADGaN layers is the source of the extremely strong
effect of the purity of ammonia on the room-tempera-

Mobility, 103 cm?/(V s)

1.6
300 K -
1.4r
o ~\‘\
RN ° v
1.2 o (2N
+ N
\\
| o AIXTRON [1] N
L0 o ucsB 2] L ¢
+ USC [3] ®
0.8F ¢ NTT [4] ob
A Nortel Networks [5]
v University of Tokyo [8]
0.6 @ This paper
Il Il TR S | Il Il 1
4 5678 10 20 30 40

N,p, 1012 cm™

Fig. 1. Carrier mobility vs. carrier density in structureswith
2D electron gas, comparison of results of the present study
with the published data.

ture electron density in undoped AlGaN/GaN struc-
tures. As follows from the data obtained in the Hall
effect measurements, the use of 5N instead of 6N
ammonia |leads to a doubling of the electron density in
the channel and a significant decrease in the room-tem-
perature mobility (seetable, structure nos. 2 and 8). The
decrease in temperature to 77 K has virtually no influ-
ence on the carrier density in the undoped structure
grown using 6N ammonia, nor on the carrier density in
the doped structures. However, the carrier density inthe
undoped structure grown using 5N ammonia decreases
by afactor of 1.5 asthetemperature decreases from 300
to 77 K. At the same time, the difference in the density
and mobility values between structure nos. 2 and 8 is
not so strong. Thus, these data show that the use of 5N
ammonia raises the background doping level in the
GaN layer, which agrees with the above data for
undoped GaN layers.

The doping of AlGaN with Si with the use of 5N
ammonia (structure no. 7) results in a considerable
increase (by afactor of 1.5) inthe carrier density at T =
77 K, as compared to undoped structure no. 8. In this
case, the room-temperature carrier mobility signifi-
cantly decreases, while the carrier density remains vir-
tually unchanged. These results also confirm the con-
clusion that the shunting conductance in the GaN layer
makes a considerable contribution to the measured
room-temperature conductance of structure no. 8. The
results of the experiments performed suggest that it
becomes virtually impossible to control carrier density
by doping if 5SN ammoniais used.

Notethat, by using 5N ammonia, we had earlier suc-
cessfully grown different types of light-emitting
InGaN/GaN/AlGaN structures [11], including those
with p—n junctions. Thus, AlIGaN/GaN structures with
a 2D electron gas are more sensitive to the purity of the
ammonia used than light-emitting structures.

The analysis of carrier density and mobility depen-
dences on the parameters of the structure has shown
SEMICONDUCTORS  Vol. 38
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Capacitance, 10~ F cm™

30
2.5F
2.0+
o Experiment
L5F a Calculation without
guantum confinement effect
1.0+ * Calculation with quantum
confinement effect
0.5+
OF addask
1 1 1 1 1
-4 -3 2 - 0
Biasvoltage, V

Fig. 2. Experimental and simulated C-V characteristics for
structure no. 2 (see table).

that the carrier density in the channel depends not only
on the doping level and thickness of the doped layer,
but also on the thickness of the undoped AlGaN barrier
layer (structure nos. 1, 5). An increase in the thickness
of theundoped AlGaN layer resultsin anincreaseinthe
carrier density and a decrease in mobility in the chan-
nel. This behavior may be related to different factors:
ionization of the background donor impurities in the
AlGaN layer or anincrease in the effective thickness of
the 2D electron channel, which leadsto the penetration
of the electron wave function into the GaN layer and,
accordingly, to an increase in scattering on the back-
ground impurities. In sample no. 3 with optimal struc-
ture parameters (thicknesses d,—d;, doping level), a
mobility of 5000 cm?/(V ) at T = 77 K was obtained.

Itisevident that the ultimate optimization of transis-
tor structuresis possible only if it is based on the study
of finished devices. Based on the structures grown, we
fabricated prototypes of transistors that had demon-
strated the possibility of controlling the source—drain
current—voltage characteristics by varying the gate bias.
Figure 2 shows experimental C-V characteristics and
those calculated with and without taking into account
the quantum confinement effect. This effect influences
the shape of the C-V characteristic in the range in
which the channel is shut off. The results obtained in
determining the structure parameters by modeling for
structure no. 2 demonstrate the high sensitivity of C-V
characteristics to variations in the thickness of layers.
Assuming that the effective barrier heightis®z =0.5¢€V,
the thickness of layers is determined as d; = 14.3 nm
and d; = 12.7 nm, which differs somewhat from the val-
ues set during the growth of the structure (d; = d; =
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10.0 nm). The calculated density of 2D electronsin the
channel is5 x 10* cm,

4. CONCLUSION

AlGaN/GaN heterostructures with a high mobility
of carriersin the channel have been grown and investi-
gated. A comparison between the results obtained and
data reported earlier shows that the structure parame-
tersare on alevel with the highest world standards. Itis
also shown that the properties of these structures are to
asignificant extent dependent both on the design of the
structure and on the purity of the precursors used
(ammonia).
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Abstract—Magnetoresistance in a weak magnetic field was measured in Al,Gg, _,A9GaAdAl,Ga; _,As
structures with coupled quantum wells separated by athin AlAs central barrier. The experimental data on neg-
ative magnetoresistance were analyzed in terms of the weak-localization model and in the kinetic approach
using the density matrix. In some cases, the kinetics approach allows a more accurate description of the exper-

imental data. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Currently, Al,Ga, _,A9JGaAgAl Gy _,AS struc-
tures are widely used in the fabrication of photodetec-
tors, tunnel diodes, high-power transistors, and opto-
electronic devices. Quite often, the desired characteris-
tics of these structures are obtained using coupled
guantum wells (QW), which are produced by dividing
a GaAs QW with athin AlAs barrier about three to four
monolayers (ML) thick [1, 2]. In optoel ectronic devices,
aQW located between symmetrica Al,Ga, _ Asbarriers
makes it possible to obtain the desired spectral charac-
teristics. During the transverse (normal to the hetero-
structure plane) transport of electrons in these struc-
tures, the insertion of abarrier allows oneto control the
energy of the resonant level and, accordingly, the shape
of the current—voltage characteristic. In FETs for
microwave applications, the double-sided doping of
AlLGa, _ , AJGaAFAlL Gy _ As structures makes it pos-
sible to considerably enhance the output power [3-5].

The electrical characteristics of Al,Ga, _,ASGaAs/
AlL,Ga, _,As QWs are of great interest also for funda-
mental physics. The study of magnetotransport in these
structures makes it possible to understand better the
mechanisms and parameters of electron scattering. For
example, in longitudinal transport (in the plane of the
structure), the variation of the barrier thickness changes
the coupling between the wells and the el ectron scatter-
ing parameters [6, 7].

Galvanomagnetic effects in semiconductors are
conventionally described using the method of the
kinetic equation for the electron distribution function.
In most cases, this approach isjustified in aweak mag-
netic field. However, a great number of experimental
data obtained up to now cannot be explained in terms of
the classical approach. One of the examplesis negative
magnetoresistance (longitudinal and transverse). This

effect is observed in various semiconductor objects not
only in aweak, but aso in a strong magnetic field. For
example, both positive and negative magnetoresistance
was observed at low temperaturesin n-Al,Ga, _,AYGaAs
heterostructures [8] and Al,Ga, _ ,AYGaAJAl,Ga, _,As
QWSs[9]. In structures with high maobility and density
of electrons, the magnetoresistance was positive. In
structureswith low electron mobility, the magnetoresis-
tance was first negative, but changed its sign as the
magnetic field increased further.

In structures with low mobility and density of elec-
trons, the magnetoresi stance remains negative up to the
field at which quantum oscillations arise. For example,
in  n-GaAs/Ing4;Gay 9sAS/N-GaAs  heterostructures
o-doped with Si in the middle of the QW, negative mag-
netoresi stance was observed upto ~6 T field in thetem-
perature range 0.4-40 K [10]. At the same time, in
INP/Ing 55Gay 47AS structures with higher mobility [11],
positive magnetoresistance (antilocalization) was
observed in the range of very weak magnetic fields in
samples with a high surface density of electrons. For
low electron densities, hegative magnetoresistance was
observed in the whole range of magnetic fields.

For the case of 2D degenerate electron gas with one
filled subband, the classica magnetoresistance & =
P(B)/py — 1 is zero. The well-known mechanism of
positive magnetoresistance involves the filling of sev-
eral subbands with different mobilities or the presence
of several conducting layers in the structure. To
explain negative magnetoresistance, Altshuler et al.
[12] proposed the theory of guantum corrections to
conductivity.

Recently [13, 14], another interpretation of negative
magnetoresistance was proposed. Magnetotransport
was described using the density matrix method, and the
expressions for the conductivity tensor in an arbitrary

1063-7826/04/3811-1326$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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magnetic field were obtained. It was shown that nega-
tive magnetoresi stance can be described without intro-
ducing concepts of weak localization.

To verify the theory [13, 14], we present the experi-
mental data on magnetotransport inAl, _,GaAs/GaAy
Al;_,GaAs structures with different QW widths. For
comparative analysis, smilar structures without a bar-
rier and with a thin AlAs barrier in the middle of the
QW were grown. Dependences of the resistivity tensor
components on magnetic field B were measured at
4.2 K for these structures.

2. SAMPLE PREPARATION
AND MEASUREMENT PROCEDURE

The samples under study were grown by MBE on
semi-insulating (100) GaAs substrates misoriented by
2° in the [110] direction. First, a 0.5-um-thick GaAs
buffer layer was grown. Then an Aly,GaygAs barrier,
GaAs QW, AlAs barrier, GaAs QW, and Al,,Ga,gAS
barrier were grown. Finaly, an 8-nm-thick GaAs cap-
ping layer was grown. Both QWs in a structure had the
same width. Several parameters of the samples under
study, including the AlAs barrier thickness b and the
QW width W (the total width on both sides of the AIAs
barrier) are listed in the table. The thickness of the
Aly,GaygAs barriers that form the QW was also the
same: 33 nm in all the structures. One half (across the
thickness) of each barrier, adjacent to the QW,
remained undoped, whereas the other half was doped
with Si to ~(1-2) x 108 cm3. The concentration of Si
in the capping layer was the same. The GaAsand AlAs
layers were grown at a temperature of 600°C;
Al ,GaygAs, a 640°C. Theratio of Asto Gaflow rates
inthe growth zonewas 30. Figure 1 showsthe band dia-
gram calculated for sample no. 3.

Samples in the shape of Hall bridges were prepared
for galvanomagnetic measurements. For all samples,
the resistance in magnetic field, p,(B), and the Hall
resistivity, p,(B), were measured at 4.2 K in the mag-
netic field up to 1 T. The Hall density of electrons ny
and the Hall mobility py were determined from these
measurements. These parameters for each structure are
listed in the table, along with py = p,(0).

3. DISCUSSION OF RESULTS
OF GALVANOMAGNETIC MEASUREMENTS

As can be seen from the table, the insertion of an
AlAs barrier into a narrow QW with W= 13 nm raises
the Hall mobility, whereas in a wide QW with W =
35 nm, the insertion of the centrd barrier reduces the
mobility, compared to sampleswithout abarrier. The effect
of thisbarrier on mobility wasanadyzed in detail in [7].

As can be seen from the band diagram (Fig. 1), the
conductance of samples can be represented as the sum
of conductances of the potential well on the substrate
side, Aly,GaygAs barriers, QW, and the buffer. At a
temperature of 4.2 K, the mobility in the doped
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Experimental and calculated parameters of the studied sam-
ples at atemperature of 4.2 K

Sample no. 2 3 4 5 6 7

W, nm 13 |13 |26 |26 |35 |35

b, nm 0 18| 0 18| 0 1.8
Po, Q 468 | 373 | 300 | 328 | 218 | 249
Ny, 102 cm2 | 1.33 | 1.31 | 2.07 | 209 | 2.02 | 2.01
Uy, MV s 1 1.28 | 1 1.25 | 1.69 | 1.25
B T 0.009 | 0.006 | 0.005 | 0.004 | 0.003 | 0.004
B, T 039 032|055 (022|017 | 04
M, m*V1st| 088 | 123|075 | 1.1 | 1.62 | 1.33
Uy, MV1s?t| 063 | 037 | 041 | 057 | 0.49 | 0.4
Mg, m?V1is?l| 484 | 492 | 42 | 792 | 891 | 6

n, 102 cm= | 1.06 | 1.13 | 1.76 | 1.54 | 1.68 | 1.42
ny 10 cm= | 053 | 057 | 1.23 | 1.08 | 1.18 | 1.41
N, 10°0cm= | 1.27 | 147 | 141 | 123 | 1.34 | 1.14
Ty, PS 07 |08 |11 [11 |11 |11
T,ps 024 | 0.14 | 0.16 | 0.22 | 0.19 | 0.15

Aly,Gay gAs barrier is very low, and the carrier density
is low in the buffer; therefore, the conduction in these
layers can be disregarded. As is well known, the Hall

AlAs
0.6

0.4r

AlGaAs AlGaAs

0.2F

0 N
0~

-0.2

35, n-| i QW i-| n- i-GaAs
@ GaAs
= 1 1
0 60 120
Z nm

Fig. 1. Band diagram of the AlIGaAs/GaAs/AlGaAs struc-
ture (sample no. 3). The energy is reckoned from the Fermi
level.



1328

T
(=)

0.07
0.06
0.05
0.04
0.03
0.02
0.01

T
W

T T T T
N N W

-0.01

0 0.1

| | | | |
02 03 04 05 0.6
B, T

Fig. 2. Experimental dependences of magnetoresistance 6
on magnetic field in the structures under study at T = 4.2K.
The curve numbers correspond to sample numbers in the
table.

mobility and density in layered structures are deter-
mined from the relations

ZV.H.
Ny = ———, (1)
z% Zyilii n;

where 1; and n; are the mobility and surface density of
electrons in the ith layer; vy, the Hall factor; and i, the
index of summation over layers. The system of self-
consistent Kohn—Sham equations for the potential and
guantum wells was solved as in [15]. This solution to
the system allows one to calculate the electron density
in QWSs for preset structure parameters and the dopant
concentration in the barriers (Ny). The caculation
shows that the electron gas is degenerate in almost
filled subbands in the potential and quantum wells.
Therefore, in the calculations using Eq. (1) for these
wells, we assumed that y; = 1; below, indices 1 and 2
correspond to these wells. In another QW, on the sub-
strate side, there are also amost empty subbands in
which the electron gas is nondegenerate and v, > 1.
Hereinafter, index 3 will correspond to carriers in this
well. However, n; < ny, n,, and the conduction in these
bands only affects the magnetoresistance. Then, the
relation ny < ny <ny + n, followsfrom (1). The proxim-
ity of the n, value to one or other limit depends on the
mobility ratio p = W,/;. The calculated electron densi-
tiesin the wells, n, and n,, are listed in the table. The
samples under study were grown in similar conditions;
the electron density and mobility in the potential wells
in all structures must therefore be nearly equal.

The resistance p,(B) and Hall resistance p,(B)
dependences for these samples were measured in
strong magnetic field earlier [7]. In al the samples,
Shubnikov—de Haas oscillations were observed. The
Fourier analysis of oscillations has revealed two series

2

O
EZ“iniD
S

My =

GALIEV et al.

of oscillations that are periodic in the inverse magnetic
field, which are related to electrons in the quantum and
potential wells. In al the samples, the monotonic por-
tion of the p,(B) dependence increased nearly linearly
asthemagnetic field increased intherange 1 <B<8T.

For structures with two conducting layers, the clas-
sical magnetoresistance was calculated using the rela
tion [16]

0= —pXX(B)—l =2 XZ(zp_g-)z T
Po P(1+ap) " +x7(1+a)

where a = n,/n;, X = Y,B. This dependence is quadratic
in magnetic field at x < 1; in high fields the magnetore-
sistance reaches a constant value, and

arp-1ry
plar 1 @

For sample nos. 6 and 7, the calculation yiel ds 8,,,,, = 0.4.
At the same time, the experiment has shown virtually
linear p,.(B) dependences; the magnetoresistance at B =
5T wasd=2.7and 1.6 for sample nos. 6 and 7, respec-
tively. The source of such ahigh magnetoresistance and
the disagreement with the results of classical theory
was not discussed in [7].

To reveal the mechanisms of the observed effect, we
studied the magnetoresistance at B < 1 T. Figure 2
shows the experimental results. As can be seen in this
figure, negative magnetoresistance is observed in the
magnetic field range 0 < B < B,, where B, is different
for different samples.

According to the theory of weak localization [12],
the magnetic field increases the longitudinal compo-
nent of the conductivity tensor. The additional conduc-
tivity is determined by the relation

Ormax =

WL il i, 0
Ac™ = G [Lp@ 91 Lp@ -inf } 4)
where G, = g%/21%%; q is the elementary charge; Y(x),
di-gamma function; B, = g°py/41tiy; W, the electron
mobility; and T, the phase-breaking time. In [12], the
results were calculated for one type of charge carrier.
In[17], the theory was generalized for the case of sev-
eral filled quantum-well subbands. It was shown that, to
afirst approximation, the contributions of all subbands
to negative magnetoresi stance are independent.

As can be seen from the table, in our structures
B, > B,;. According to the weak localization theory [12],
guantum corrections to conductivity must be com-
pletely suppressed at B > B,,. If we use classical rela
tions for conductivity and Eg. (4), good agreement
between the cal cul ated and experimental curvesfor sam-
plenos. 4 and 7 isobtained intherange0<B< 0.25T.
For the other curves, this agreement can be achieved
only in theinitial portions of 3(B) dependences, at B <
0.07 T. Itisnoteworthy that the experimental and calcu-
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lated data agree well for al samples for B > B,. The
phase-breaking time 1, corresponding to the best agree-
ment between the calculation and experiment is aso
listed in the table. The calcul ation was done in terms of
the model of conducting layers for severa filled sub-
bands in each layer. As can be seen from the table, the
T, values obtained are considerably |ess than the times
typical of all known mechanisms of inelastic scattering
on phonons in GaAs at the given temperature. Quite
often, the phase breaking of the wave function in the
weak localization theory is attributed to el ectron—elec-
tron scattering. In this case, T, must decrease as the
electron density increases. However, this dependence
was not found in experimental studies of
n-GaAg/In, ;;Gay ;sASYN-GaAs [10] and Al,Ga, _,AY
GaAs [18] structures and d-doped GaAs [19] with dif-
ferent electron densities and similar values of other
parameters. A study of the n-GaAd/1n,,Ga,sASnN-GaAs
structure with agate[20] has shown that thereisno evi-
dent functional dependence of 1, on the electron den-
sity n. Moreover, analysis of experimental data
shows that, for absolutely different materials with
different densities and types of carrier, T, differs no
more than tenfold. For example, for electron trans-
port thistime was 5.9 ps[10], 2.5 ps[18], and 10 ps
[19]. For p-type conduction, a value of 1 ps was
obtained for Al,Gay _,A9GaAs [21] and
Si/Siy55G€y15/Si [22]. In acarbon film with both carrier
types [23], the phase-breaking time was 1.8 ps. The
data obtained in the literature cannot be attributed to
inelastic scattering on phonons either, because the
above materials have fundamentally different phonon
spectra. The characteristic time 1 of the momentum
relaxation for the layer with lower electron mobility is
aso listed in the table.

Figure 3 showsthe cal culated magnetoresistance for
samplenos. 4 and 6. As can be seenin Fig. 2, the exper-
imental dependences for these samples occupy extreme
positions. This allows usto estimate the accuracy of fit-
ting. For other curves, the accuracy has intermediate
values. In the case of calculation in terms of the weak
localization model for three conducting layers, none of
the curves demonstrated good agreement in a wide
range of magnetic field. This may berelated to the con-
ventional large magnetoresistance of nondegenerate
electron gas. Furthermore, as can be seen in the table,
the condition for the applicability of the weak localiza-
tion theory in the diffusion limit T, > 1 [24] is satisfied
for none of the samples. In this situation, the theory of
guantum corrections to conductivity by Wittman and
Schmid [25] can be used, which is valid when the dif-
fusion limit isnot reached. In some cases, this approach
made it possible to describe negative magnetoresis-
tance [23].

In this study, we compare the accuracy of describing
the experimental dependences of magnetoresistance in
terms of the weak localization theory and of the theory
derived in [13, 14]. In these studies, the transport kinet-
ics was described in terms of the density matrix, and it
2004
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3,107
16
121

—-16 1 1 1 1 1 1
0 005 010 015 020 0.2
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Fig. 3. Experimental (solid lines) and calculated depen-
dences of magnetoresistance for sample nos. 4 and 6. Dot-
ted lines: calculation in terms of the weak localization the-
ory by Eq. (4); dashed lines, by Eq. (7).

was shown that, in aweak magnetic field satisfying the
conditiona =AwKT <1 (B<<0.2T a T =4.2K), the
integration may be, strictly speaking, substituted for
summation over the magnetic quantization levels, and
the conductivity tensor can be represented as

_ 29 [ 0F]
O, = Opu+ A/ﬁmNCO(J'A/idxw2 i o
2q° W [0F]
= + — -
Oy = Ogyy Tn N.O I «/§<dxm2 NwFr. (5)

where Og,,, Og,, are the values calculated using the
Boltzmann equation; N, is the density of states in the
conduction band; F, the Fermi—Dirac distribution func-
tion; x = E/KT; w = gB/m; and v is the scattering fre-
guency, which is generally energy-dependent. It can be
seenthat, at w — O, formulas (5) are transformed into
standard equations of the theory of semiconductors.
Note herethat, in common practice, the condition a <0.7
is sufficient to allow one to use integration instead of
summation. Asfollows from (5), in astrongly degener-
ate electron gas, when the & function can be substituted
for the derivative of the distribution function as a first
approximation, the magnetoresistance 0 = —#wE,
where E; is the Fermi energy. An exact calculation
shows that the d(B) dependence may have an alternat-
ing sign in the range of weak fields. In nondegenerate
electron gasat |ow temperatures, the magnetoresistance
can be much higher, and its sign is determined by the
mobility. In our case, the sign of d isdifferent in differ-
ent samples. It can be shown from (5) that, if n; < ny =
mKT/1t42, the conduction in almost empty subbands can
be disregarded. The calculation for GaAs yields ny =
9.7 x 10° cm™ at 4.2 K. Thus, the last condition is not
satisfied for our structures (see table). Therefore, the
conduction in amost empty subbands can have asignif-
icant effect on the field dependence of magnetoresis-
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tance in heterostructures at low temperatures. The
lower the temperature at which transport in a2D gasis
studied, the lower must be the electron density in
almost empty subbands.

Numerical calculations [7] have shown that the
potential well contains two quantum-well levels with
high occupancy, and several amost unoccupied levels.
The number of levels in the QW varies in different
structures; it depends on the width of the well and the
presence of a barrier. The electron density and mobility
at each level isdifferent. However, below we restrict our
anaysisto themodel of three conducting layers. Interms
of thismodel, the conductance isthe sum of conductance
inthe QW between the heterojunctions, that of the poten-
tial well on the interface between Al, _,GaAsGaAsand
the buffer, and the total conductance of almost empty
guantum-well subbands. Each layer is described by an
effective mobility and density of electrons. The Hall
mobility and electron density can be expressed in terms
of the layer parameters as

AN S
l"lH - Szalgl’ nH nluHS! (6)
where
. ns3ed_1
o, = ng/ng (i=12), az= n—Sl g
d = ng/ny,
mkT
n

0 = ?, g = Wy, S= zaigi'

The values of n, and n, were obtained in [7]. The elec-
tron densitiesin almost empty subbandsin the potential
well depend on the parameters of the buffer. Therefore,
their cal cul ated occupancies are only approximate. Evi-
dently, y and ny are determined mainly by the param-
eters of nearly filled subbands in the quantum and
potential wells. This fact allows us to determine the
electron mobility in thewells using Eqg. (1). Thus, only
the electron parameters of amost empty subbands
remain unknown. In the buffer region, the electron
wave functions in these subbands are widely extended.
Therefore, the mobility of electrons in these subbands
is rather high. The fitting of the magnetoresistance is
done by varying these parameters within narrow limits.
This problem is quite enough.

It can be easily shown using (1) and (5) that for our
heterostructure

_ 0o 1+j
Oy = 35 Gigil+—gi2)'(2,
) 2 1+
Oxy - XSzaigi 1+gi2X2’ (7)

GALIEV et al.

where

p
X =B, 0o=1Up, B = Z‘R‘ixzaigi,

Ng 21th
B, =Bz Bs= n_ldBL Rq = 2
s3 q

These relations can be used to fit the experimental
dependences of magnetoresistance. The calculated data
arelisted in the table. Figure 3 shows experimental and
calculated &(B) dependences for two samples in the
range of fields correspondingto 0 < a < 1.2. As can be
seen from Fig. 3, very good agreement with the exper-
iment is obtained in the case of negative magnetoresis-
tance (sample no. 4). For sample no. 6, fair agreement
isobtainedfora <0.9(B<0.18T).Ata > 1.2, thedis-
crepancy becomes significant. One possible source of
the discrepancy is the fact that, at these values of a, the
replacement of summation by integration is not quite
correct. In this case, exact formulae from [13, 14] must
be applied, where the summation over the magnetic
guantization levels is carried out. However, an even
more significant factor for the accuracy of calculationis
the following: when Eq. (7) was derived in [13, 14],
terms containing the function Z(w) were dropped from
the general expressions for the conductivity tensor. As
shownin[13, 14], Z(0) = 0, and it increases as the mag-
netic field increases. In strong magnetic fields, the
behavior of magnetoresistance is defined precisely by
Z(w). This is especially important for an adequate
description of positive magnetoresistance. Therefore,
these terms must be taken into account in our case for
sample no. 6.

4. CONCLUSION

Magnetoresistance in heterostructures with coupled
QWs of different widths has been studied in weak mag-
netic field. The negative magnetoresistance observed in
the magnetic field range from 0to 0.2—0.6 T can be sat-
isfactorily described in terms of the quantum kinetic
approach. Calculations show that in complex hetero-
structures the relations between carrier densities and
mobilitiesin all thelayers define the dependence of mag-
netoresistance on magnetic field. Specificaly, in the
samples under study the negative magnetoresistance is
largely due to the contribution of nondegenerate electron
gasin amost empty quantum-well subbands.
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Abstract—It is shown experimentally and theoretically that structures that exhibit properties of two- and one-
dimensional electron gas at room temperature can be formed on the basis of CdHgTe compoundsin a semicon-
ductor—electrolyte system. The methods for fabricating the quantum-confinement structures and in situ moni-
toring of the physical properties of such structures are described. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

Recently, interest in quantum electronic effects that
are observed in samples of geometrical size comparable
to the electron wavelength A, has increased [1]. In this
regard, the most significant result of recent decades is
the discovery of the phenomena of weak localization
and the quantum Hall effect [2]. Applications of quan-
tum effects have resulted in the development of elec-
tronics in which systems with two-dimensional, one-
dimensional (quantum wires), and zero-dimensional
(quantum dots) electron gas are used as separate func-
tional elements.

At present, systems with low-dimensional electron
gas are formed mainly in heterostructures synthesized
by molecular-beam epitaxy on the basis of SiGe-Si and
(AlGa)As—GaAs compounds [1, 2]. A decrease in the
dimensionality of the electron gasis caused by itslocal-
ization in the space-charge region (SCR) of an abrupt
heterojunction. The manifestation of quantum proper-
ties of electron gasis obscured by the effects of thermal
and collisional broadening of discrete energy levels. As
arule, these effects become significant at room temper-
ature. In this respect, the development of methods for
fabricating structureswhose properties are governed by
guantum confinement effects up to room temperature
has become an important physical and technical prob-
lem. We may single out two main areas of research that
might solve this problem:

(i) the use of materials that have a small electron
effective mass m; and high mobility p and, accord-

ingly, large wavelength and mean free path of charge
carriers;

(i) the development of new methods for forming
low-dimensional structures with in situ monitoring of
their electronic properties.

Mercury—cadmium—tellurium (MCT) materials are
promising for the fabrication of structures with quan-
tum confinement; these materials are continuous solid
solutions with isovalent substitution [3-6]. The main
parameters of these materialsfor three different compo-
sitionsx arelisted in Table 1. A specific feature of MCT
compounds is the strong composition dependence of
their electronic characteristics. Therefore, it is possible
to form heterostructures by making a contact between
regions of MCT materia with different compositions.
Since the lattice constant a, of MCT material depends
weakly on composition (Table 1) and, hence, the peri-
odicity of the atomic structure in the heterojunction
region is violated only dightly, the density of surface
states is low and, as a consequence, electron capture
and scattering are weakly pronounced.

The field effect in electrolytes is based on the
change in the potential of the semiconductor electrode
V during its polarization in el ectrolyte and, therefore, of
the semiconductor surface potential V.. This effect can

Table 1. Main parameters of the Cd,Hg; _, Te materials for three stoichiometric compositions (x). The data correspond to

room temperature [5-8]

me % “‘e’ )\ hy —3 EC_EF1 LD1 L ’ )\ }

CdHg,_xTe| ag nm m n Eg eV cm?(V ) u'?n € | X, €V | n,cm Ay, nm rr]”r%’ nr%
x=0.15 |0.64633|0.007 | 0.50 | 0.080 | 32x 10° | 15 18 | 5.40 | 2.3x10%|-0.035| 13 | 300 | 59
x=0.20 |0.64641|0.020 | 0.45 | 0.150 | 20 x 10° 81| 17 | 533 |7.1x10®|+0.012| 20 | 200 | 55
x=0.32 |0.64663|0.030 | 0.45 | 0.320 | 7x10° 39| 16 | 518 |25x10"|+0.105| 76 | 80 | 45

1063-7826/04/3811-1332$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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be used to change the MCT composition and simulta-
neously measure electrical properties of the fabricated
structures [3].

For MCT compounds, the feasibility of such away
of changing the material composition has been proven
in[8-12].

2. EXPERIMENTAL

Asan original MCT material, we used sampleswith
composition corresponding to x = 0.32 (Table 1). The
surface of the samples was subjected preliminarily to
dynamic chemical etchingin an 8% brominesolutionin
methanol [3]. In order to changethe MCT composition,
we introduced a complexing agent into the measure-
ment cell that contained an agueous electrolyte. The
complexing agent was chosen so that the formed cad-
mium complexes were stable in a larger interval of
potentials than mercury complexes. As aresult, at cer-
tain electrode potentials, the surface was depleted of
cadmium, since cadmium complexes were the first to
leave the solution, thus forming a near-surface layer
that had a composition of x = 0.20, was enriched with
mercury, and had a narrower band gap than the original
material. Hence, atwo-layer heterostructure containing
alayer of anarrow-gap semiconductor at the surface of
the original MCT sample was formed. The layer com-
position and thickness were determined from the
capacitance-voltage (C-V) characteristics using the
methods suggested in [13]. In addition, the parameters
of the surface layer were monitored using the IR
absorption method.

The C-V characteristics of the structure were mea-
sured directly in the electrochemical cell by the four-
electrode method with controlled electrode potential
[3, 14, 15]. Measurements were made using a pulsed
signal of duration ~1.0 us with averaging over no less
than 32 pulses at each value of the applied potential. In
addition, for each test pulse, the potential-relaxation
time constant t(V) of the el ectrode—€lectrolyte interface
system was measured. Using 1(V) and the measured
interface capacitance C;+(V), the shunting resistance of
the structure R (V) = 1(V)/C;+(V) was estimated.

IR absorption was measured in a “dry” structure at
room temperature in a dry nitrogen atmosphere. An
optical system with modulation of a monochromatic
beam at a frequency of 10-15 Hz was used. The signal
was recorded using a differential bolometer with an ac
bridge. The accumulation time of the signal wasaslong
as 32 sfor each value of the wavelength.

3. RESULTS AND DISCUSSION

3.1. AMethod of Formation and Electrical Properties
of Heterostructures with Two-Dimensional Electron Gas

Figure 1 shows C-V curves of the MCT-electrode
surface for two samples (the curves were obtained by
varying the electrode potentialsin the controlled poten-
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Fig. 1. Capacitance-voltage characteristics Cj¢(V) of the
MCT—€lectrolyte system for two samples. The theoretical
dependence of the capacitance of the space-charge region of
MCT (x = 0.32) on the surface potential Vg is displaced
aong the potential axis to attain agreement with the exper-
imental dependences of C;¢(V) on the electrode potential V.

tial mode) as well as the calculated surface-potential
dependence of the capacitance of the SCR for the MCT
with x = 0.32. We can distinguish several specific
regions in the characteristics; these regions correspond
to different stages of the structure formation.

The region of electrode potentials from +50 to
—250 mV corresponds to the polarization of the MCT
electrode at which the electrode surface is dissolved,
while the original relation between al components of
the ternary compound remains unchanged (Fig. 1,
region A). Thisinferenceis confirmed by the reversibil-
ity of the C-V curves and their conformity to the varia-
tion of the SCR capacitance in the MCT materia of
original composition (x = 0.32).

In the region of electrode potentials lower than
—250 mV, the mercury complexes start to be discharged
at the surface of the MCT electrode, whereas the cad-
mium complexes remain stable and continue to pass
easily to the electrolyte. As aresult, the electrode sur-
faceisenriched with mercury. This processisaccompa-
nied by the redistribution of potential jumpsat theinter-
phase boundary and by a sharp irreversible decrease in
the capacitance in the region of electrode potentials
from =350 to -550 mV (Fig. 1, region B), with the sub-
sequent stabilization of the C-V characteristics.

In the range of potentials from —600 to —750 mV, a
region of reversible variation of C-V characteristics
(Fig. 1, region C) is again observed.

For electrode potentials smaller than —-800 mV, an
irreversible destruction of the electrode material occurs
(Fig. 1, region D).

A decrease in the capacitance as one passes to
region C and the reversibility of the variation in the
C-V characteristics in this region can be attributed to
the appearance of a stable structure that contains an
insulating layer. The estimation of the thickness of this
layer, using experimental values of capacitance, yields
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Fig. 2. (8) IR absorption spectrum of the structure consist-
ing of MCT, substrate, and modified surface layer; (b) the
result of differentiation of the spectrum of IR absorption.

3641 nm under the assumption that the layer permit-
tivity e isinthe range characteristic of MCT materias
(Table 1). We note that the thickness of this layer is
comparable to the electron wavelength A, in an MCT
material (Table 1), which may give rise to quantum
confinement of electron gas at the heterojunction con-
Sidered.

Figure 2 shows the measured IR absorption spec-
trum of the fabricated structure. In this spectrum
(Fig. 2a), there are two features at wavel engths of 3900
and 7800 nm. These features indicate that a two-layer
structure is formed that consists of a substrate with x =
0.32 and a semitransparent layer with x = 0.20. The
thickness of thislayer estimated taking into account the
refractive index of MCT (n = 3.6 [16]) varied from 200
to 400 nm, whichisfivetimesgreater than the thickness
of the insulator layer calculated from the C-V charac-

(b)

TE(meV)
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teristics. The result of differentiation of the spectral
absorption curveis shownin Fig. 2b. The fine structure
a the edge of the absorption spectrum indicates the
existence of a quantum-confined electron gas in the
region of the semitransparent layer.

The data obtained show that a heterojunction is
formed at the contact between the substrate and the sur-
facelayer of MCT with x = 0.20. Figure 3illustratesthe
process of heterostructure formation. The surface
potential of the substrate is controlled by the electro-
chemical reaction of dissolution of Cd,sHQgyesTeE.
A change in the potential during polarizationislimited
by the potential of discharge of the mercury complex at
the electrode surface with the formation of atomic mer-
cury Hg® (Fig. 3a), which penetrates easily into the
near-surface region of the MCT material and changes
its composition. A similar process of the change in
MCT composition was described previously [11, 12].
A change in the composition of the MCT electrode at
the surface resultsin achangein its corrosion potential,
which affects the surface potential. Thus, in the electro-
lyte—Cd, 50Hg g0 Te—Cdy 5,Hgoss TE System, the poten-
tialsinthe electrode bulk (Cd, 3,Hgg g5 T€) and at its sur-
face (Cd,0Hgog0T€) are found to be fixed. The energy-
band structure of the (surface layer of the Cdy ,0HGog0T€
composition)—substrate of the Cd, 3,Hg g5 T€ COMPOSi-
tion) system corresponds either to a graded-gap
(Fig. 3b) or to an abrupt heterostructure (Figs. 3c, 3d).
The graded-gap character of the structure is at odds with
the IR absorption data (Fig. 2) and the formation of an
insulating layer that manifests itself in the C-V charac-
teristics (Fig. 1). At the same time, in the model of an
abrupt heterojunction, both the presence of oscillations
near the absorption edge of the film (Fig. 2b) and the
decrease in capacitance in region C of the C-V charac-
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Fig. 3. Process of formation of a heterostructure and its possible types. (a) Enrichment of the substrate surface with mercury;
(b) graded-gap, (c) abrupt biased, and (d) unbiased heterojunctions. The energy E (meV) is plotted on the vertical axis.
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teristics can be attributed to quantum confinement of
electron gaslocalized near the energy-band offset at the
heterojunction.

Returning to Fig. 1, we note that the right-hand por-
tions of C-V characteristicsin region C extrapolated by
straight linesreflect the process of formation of the surface
Cd,50Hgo g0 Te layer, while the left-hand portions indicate
the change in total capacitance of the heterojunction dur-
ing its polarization. The potentia V,; = —480 mV, corre-
sponding to the intersection of the straight lines that
extrapolate the C-V characteristics, differs from the
potential of unbiased junction V, = -628 mV by V =
[V, —V,| = 148 mV, which coincides with the magnitude
of the band offset at the heterojunction (Fig. 3c). Thus
we may state that the process of formation of the sur-
face Cdy 5 oHg g0 TE layer (Figs. 3a, 3b) comes to a halt
when a band offset appears (Fig. 3c).

Thus, the measurements of IR absorption and C-V
characteristics show that electrochemical modification
of the MCT surface produces a heterostructure formed
by the contact of two MCT regions of different compo-
sitions. The energy-band offset appearing at the contact
results in the dimerization of the electron gas in the
region of the heterostructure. Note that, for this method
of heterostructure formation, the involvement of the
electronic subsystem in modification of MCT material
isimportant. The MCT materia with x = 0.20 appear-
ing at the surface of the original sample has a smaller
m¢ and, accordingly, larger A, compared to the original
material with x = 0.32. The formation of a layer with
x= 0.20 by the electrochemical dissolution reaction
automatically comesto a halt when the layer thickness
attains avalue of about A, and quantum confinement of
the electronic subsystem in the layer becomes impor-
tant. We believe that the following two mechanisms
may play the most substantial role in this process:

(1) Inthe prepared material, we have A, > a,. Inthis
case, the probability density (per atom) of finding an
electron is low, and therefore the electrochemical pro-
cess that is caused by electron—atom interaction and
results in the formation of a new material composition
is slowed down.

(2) The electron is localized at a quantum-confine-
ment level, so there is an additional decrease in the
electron density at the surface and the probability of
electronic exchange decreases even more.

Both mechanisms, related to the wave nature of an
electron, seem to inhibit electrochemical reactions,
which makesit possible to form layers with athickness
comparable to A, in the material under study.

3.2. Preparation Technique and Properties
of a One-Dimensional Conductor

A one-dimensional (1D) electronic quantum struc-
ture (a quantum wire) was formed by electrochemical
modification of the MCT substrate (x = 0.32) while
being simultaneously exposed to ultrasound vibrations
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Fig. 4. Microphotographs: (a) a fragment of a*honeycomb
structure” at the final stage of its evolution, (b) anode of the
honeycomb structure of area Syt = 107 cm?. The photos
aretaken in the electrolytein dark bluelight of aGaN light-
emitting diode.

Fig. 5. (8) A microphotograph of a wirelike fragment of a
node in honeycomb structure, (b) a sketch of the fragment
of the wirelike structure containing a quantum wire.

on the interphase boundary, which led to the formation
of vortex-type microflows in the electrolyte at the
boundary. These flows gaveriseto astrong lateral inho-
mogeneity of the conditions for the electrochemical
reaction due to local removal of diffusion restrictions,
which facilitated an additional cadmium transfer to the
solution with the formation of geometrical microinho-
mogeneities. In turn, these inhomogeneities stabilized
the vortex-type flows that formed them. As aresult, in
addition to the modification of the MCT composition
described in Section 3.1, extended regions of the MCT
material with x < 0.20 wereformed in the region of con-
tact between two electrolyte microflows.

Thus, under the self-stabilization conditions of the
electrochemical reaction, which, in our opinion, are in
some respects analogous to the formation of Bénard—
Taylor cells (which represent atypical example of self-
organization) [17], the honeycomb structure shown in
Fig. 4 was formed. At the initial stage of formation,
“nodes’ appeared (see Fig. 4b); they had a characteris-
tic transverse size of geometrical inhomogeneities con-
taining extended fragmentslessthan 5 umin size.

In the region of the narrowing of filament-like frag-
ments of the structure (whiskers, Fig. 5a), one-dimen-
sional gquantum conduction appeared provided that the
electron gas was additionally compressed by the elec-
tric field related to externa polarization. The length of
such a quantum wire, which represented a fragment of
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Fig. 6. (a) Positions of the bottom of the conduction band
and the top of the valence band with respect to the Fermi
level as functions of the composition of the Cd,Hg; _,Te
material, which determine electric properties of contacts
between the elements of the structure; (b) the electric equiv-
aent circuit of afragment of the structure containing a quan-
tum wire; and (c) acircuit for the conductivity measurements
by the method of potential relaxation (schematically).

the honeycomb structure (Fig. 5), was comparable to
the electron mean free path in Cdy;5Hdp75T€ (Limgy =
300 nm at room temperature). This resulted in ballistic
transport of electrons along the wire.

The possibility of separating the one-dimensional
conductivity and, in particular, the conductivity of a
fragment of the honeycomb structure, from the total

BOZHEVOLNOV et al.

impedance of the structure determined from the C, (V)
and R +(V) measurementsis based on the following rea-
soning. The elements of the structure consisting of the
MCT materials with x = 0.32 and x = 0.20 are found to
be separated by potential barriers, whose height at
room temperature is much larger than kT = 25 meV
(Fig. 6a). At the same time, potential barriers between
the elements of structure with x = 0.20 and x < 0.2 are
smaller than KT, and the contact between them isohmic.
Figure 6b showsthe equivalent electric circuit of afrag-
ment of the structure that contains a quantum wire,
while Fig. 6¢c shows schematically acircuit for conduc-
tivity measurements by the method of potential relax-
ation. The quantum wireinthiscircuit isrepresented by
the impedance that includes the resistance R;; shunted
by adistributed capacitance C,p (not shown in Fig. 6¢).
The auxiliary forming platinum electrode placed in the
bulk of the electrolyte played the role of an input con-
tact (3D source), and the bulk of the original MCT sam-
ple played the role of an output contact (3D drain). The
electric charge supplied to a node of the honeycomb
structure drains through the impedance of a quantum
wire and a spreading impedance Z connected in series.
Theimpedance Z represents acombination of theresis-
tances of the Cd,,0HJg g0 Te and Cd, 3,Hgg g5 TE regions
(R = Rop + Rgp = Ryp) and the heterostructure capaci-
tance of Cy e = CopSiot = 200 + 10 pF, where C,p =

Z Cquant 1S the specific capacitance of the system of

guantum levels and S, is the area of the node of the
honeycomb structure. The quantity Cy is the capaci-
tance of the electrolytic contact (capacitance of the
Helmholtz layer), which is C, = 10* nF/cm? [ 3, 14].

One-dimensiona conductivity can be determined
by measuring the relaxation (spreading) time of the
charge supplied to the system and using the formula
G = Cy o T = 0(Cy i), Where t; is the duration of
the test pulse of the measuring setup, o = In(U(t)/U,) <0,
U(t) is the function of potential relaxation of the struc-
ture measured after the application of the test pulse,
U, is the measurement scale, and T = R;pCqyyee = 2.3 X
10-¢ sisthetime constant related to charge spreading in
aone-dimensional structure (Figs. 6b, 6¢). The electri-
cal characteristics of all other regions of the structure
remain unmeasured, since their time constants are
much greater than thetime .

The values of the spreading resistances in quantum
subbands were estimated from the formula

Rspr = 1/(eueNi)a

where the mobility . is taken to be equal to the bulk
mobility for Cdy,oHdgsoTe He = 2 x 10* cm?/(V )
[5, 6, 8]; the quantities N; were obtained from the self-
consistent solution of the Schrédinger and Poisson
equations for semiconductors with a nonparabolic dis-
persion relation for the conduction band using the
method suggested in [18]. In Table 2, the energies and
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densities of electrons localized in quantum subbands
arelisted, aswell asthe results of estimation of R, and
Cauant required for the analysis of the equivalent circuit
used. From these data we can see that, for a surface
potential of 150 mV, coinciding with the potential at the
biased heterojunction (see Section 3.1), the entire elec-
tronic charge is localized at the first quantum level,
which crosses the Fermi level at this potential.

The resistance of a quantum wire was determined
from the relation [2]

R,p, = h/(n2€”) = 12.9/nkQ,

wheren=1, 2, 3, ... . Comparing the quantities R, and
Ror, Weseethat Ry, < Ryp, for all attainable values of n.

The capacitance of a quantum wire was estimated
using the following approximate formula [1]:

C,p = €T /(E -Ep).

Here, I; is the electron concentration in the ith one-
dimensional quantum subband with energy E;.

For a quantitative estimation of the parameters I,
and E;, we chose the model of a one-dimensional quan-
tum conductor in the shape of a rectangular MCT bar
with x = 0.15 and with the linear dimensions L, and L,
(along the x and y axes, respectively) on the order of the
electron wavelength (A, = 59 nm). In the calculation,
we used the nonparabolic dispersion relation for elec-
trons in the conduction band in the form [6]

1 (E-EQ)(E-Eo+ Ey)(E-Eo+ Eg+4)
p2 (E-Eyp+Eg+2/31) '

K*(E) =

where k is the quasi-momentum, P is the matrix ele-
ment of the quasi-momentum operator, E, = #2k?/(2my)
isthe free-electron energy, and A is the energy of spin—
orbit splitting.

In the single-particle Hartree approximation, the
wave functions can be written as ¢(x, v, k)exp(ik,2),
whered(X, , k) isthe envel ope function that describesthe
electron states E;(k,) of the quantum subband x O [0, L,],
y O[O, L], and z[ [0, +oo] . Generally, we can find the
energies of bound electron states Ei(k) from the
Schrodinger equation that, in the absence of an external
electric field, iswritten as

POy k) 0°0(x . ky)
X ay’
= [K*(Ei(kp)) =K1 (%, ¥, k).

It follows from the solution of this equation that the
largest spacing between the quantum levelsin awireis
attained at L, = L. The ratio of the number of electrons
inthefirst quantum subband to thetotal number of elec-
trons, aswell asthe electron concentrationsin quantum
subbands, is shownin Fig. 7.

Setting L, = Ly, = A, = 59 nm and using the data in
Fig. 7 and the formula for C;p, we can estimate the
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Table 2. Calculated values of the energy and electron den-
sity in quantum subbands in the Cd,,HgygTe materia at
room temperature

E’f Ei—Ee ) Cquam,

Ve, V e ' T n,, cm Repr Q nE/om?
mvV 0

0.025 71 2.7 0.9x10% | 34800 | 0.62
0.050 | 66 25 1.5x10% | 20000 | 0.66
0100 | 23 0.9 45x10% | 6800 | 0.80
0.150 0 00 |11.0x10% | 2800 | 1.10
0200 | 28 | -1.1 | 21.0x100 | 1440 | 1.20

capacitance of aquantum wire. In the limit of filling of
one quantum subband, we have C, = 1.1 pF/cm, and
for three quantum subbands filled, C,p = 3.4 pF/cm.
Comparing the capacitances shown in the equivaent cir-
cuit with the capacitance of a quantum wire, we can see
that the latter may be disregarded. For this reason, the
capacitance C; isnot shown in the circuit in Fig. 6¢.

E, eV

1 (a)
x=0.15,T=295K

0.3

1o

O 1 1 1
20 40 60 80
L. = Ly, nm

| 0

1
100

Fig. 7. (3) Dependences of the energies of quantum sub-
bands and (b) electron concentrationsin quantum subbands
on the dimensions of the quantum wire L, and L. F stands
for the Fermi level Eg, (1) corresponds to E;,”(2) corre-
sponds to E,, and (3) correspondsto Eg.
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Fig. 8. Conductivities G(V) (in units of 2e2/h) asafunction of thevoltage applied to the forming auxiliary electrodefor two whiskers
containing a quantum wire and the derivatives of these conductivities.

Figure 8 shows the dependence of the conductivity
on the voltage at the field electrode G(V) = n(2e%/h)
measured in quanta of the one-dimensional conductiv-
ity (n is the number of quanta) for two quantum-wire
samples. Inthe G(V) curves, we clearly see severa first
steps (Figs. 8a, 8b) for each of the samples. Figure 8b
shows the dependence corresponding to the highest
attained accuracy of measurements of the potentia
relaxation U(t). Due to the insufficient accuracy (Fig. 8a),
the first step is barely resolved and the G(V) curve is
distorted for large values of the conductivity quanta.
The analysis of the corresponding derivatives shows
that the G(V) curves have amore complicated structure
than n(2e%/h). This circumstance can berel ated either to
the processes of quantum interference between whis-
kers connected to a node or to the effects of fractional
guantization [2].

4. CONCLUSIONS

Thus, inthe MCT—€lectrolyte system, structures can
be fabricated exhibiting quantum properties both of
two- and one-dimensional electron gas at room temper-
ature if both the electrolyte and polarization conditions
are chosen properly. Processes of self-organization can
play an important role in the preparation of such struc-
tures. Our results show that low-dimensional quantum
structures can be fabricated in semiconductor—el ectro-
lyte systems, using the field effect in the electrolyte

both as the forming factor and as a method of in situ
quality monitoring.
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Abstract—The effect of a resonance laser pulse on the quantum dynamics of electrons in a system of three
semiconductor boxlike quantum dotsis theoretically analyzed. It is shown that, in an asymmetric structure, the
electron transfer between the two outer dots can be described in terms of atwo-level scheme with diagonal tran-
sitions. The energies of the operating electron levels and the matrix elements for the corresponding electron
transitions are found in the high-barrier approximation. The parameters of the laser pul se corresponding to the
highest probability of resonance electron transitions between the ground states of two quantum dots are deter-

mined. © 2004 MAIK “ Nauka/lInterperiodica” .

1. INTRODUCTION

In[1] the dynamics of electronsin a semiconductor
structure consisting of two similar quantum dots (QDS)
under the action of a resonant laser field was consid-
ered. It was shown that the parameters of the laser pulse
could be chosen so that the probability of electron
transfer from one dot to the other is unity. Until now,
however, the fabrication of two identical QDs has been
practically impossible. The most “natural” source of
errors in the production of such structures is the fact
that it is difficult to control the heterolayer thickness
with an accuracy exceeding several atomic layers.
Accordingly, the QDs forming the potential in the
direction of the structure growth may differ in width.
The effect of the QD width on electron dynamics was
studied analytically in [2]. According to the calcula-
tions, the probability of electron transfer between the
ground states of two dots with different widths is
always smaller than unity. Apart from purely techno-
logical problems, asubstantial limitation on the param-
eters of the nanostructure isimposed by the mechanism
of electron transport in delocalized states correspond-
ing to thelevel in the vicinity of the edge of the barrier.

In this study, we suggest a mechanism of electron
transport in a three-dot structure (between two outer
dots) under the action of two resonance pulses. The
main difference between this mechanism and the mech-
anisms considered in [1, 2] is that the electron transfer
can be described in terms of diagonal transitions using
only localized states. This possibility allows one to
avoid anumber of technical difficulties encountered in
the previous approaches. Our aim is to choose the
parameters of the system so that the electron that isini-
tially localized in the ground state of one operating dot
can pass to one of the excited levels of the central dot
and then to the ground state of the other operating dot

in atime that is short compared to the characteristic
relaxation times. As in the case considered in [2], we
assume the simplest nanostructure geometry with a
boxlike shape of the dots. This model alows usto cal-
culate the electron spectrum near the bottom of the con-
duction band, to find the matrix elements of transitions
between the states of interest, and to obtain the time
dependence of occupancies of these states. Theanalysis
of the results obtained indicates that the probability of
electron transitions between the ground states of the
outer dotsis close to unity and its deviation from unity
is primarily due to the detuning of the field frequency
from the transition frequency.

2. ELECTRON ENERGY SPECTRUM
IN AN ASYMMETRIC STRUCTURE
OF THREE QUANTUM DOTS

Let us consider a structure consisting of three QDs
(A1, A,, and C) separated by the potential barriers B,
and B, and connected via electron tunneling in the x
direction (Fig. 1). We assume that there exist two deep
levelslocalized in the outer dots and alevel in the cen-
tral (buffer) dot. Let us take the structure size to be L
along both y and z directions. The dots are surrounded
by a barrier that has afinite height U aong the x direc-
tion and isinfinite in the y and z directions. We assume
that the outer dots are formed from semiconductors
with identical band gaps and the conduction-band off-
sets between the central and outer dotsare V < U. The
thicknesses of the QDs (aswell asthose of the barriers)

in the x direction can be different, a =a+ daand b =
b + db. Then, without loss of generality, we set da < 0
and, for the sake of simplicity, consider the electron
effective mass m* to be the same in the QDs and in the
barriers.

1063-7826/04/3811-1340$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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Fig. 1. A model of the nanostructure consisting of three
quantum dots (A4, Ao, and C) separated by barriers B, and
B, of thicknessesb and b , respectively. The origin of coor-
dinatesis at the center of dot C. The quantum dot A, occu-
piesthe spaceregion {c/2 + a+b) <x<—c/2+b), |y|, [Z <
L/2; thedot Ay, c/2+ b <x<c/2+a + b,y |4 <L/2; and
thedot C, /2 <x<¢/2, |y, |7 < L/2. The electron potential
energy U(r) =0forr OA) o, U(r)=Vforr OC,U(r)=U
forr 0By pandforx<—(c/2+a+b),x>c/2+a + b, Ivl,
|z < L/2; and U(r) =+ at |y], |7 > L/2.

In this model, the time-independent Schrodinger
equation admits the separation of variables. The elec-
tron wave function has the form

_2 ¥ Ws4]

Y(r) = LKIJ(x)cosD 3 1cosH Nl D
wheren, = 1 and ny = 1 areintegers. The energy eigen-
values measured from the bottom of the outer well are
equal to

AT+ )
2m* L?

The value of €, can be determined from the dispersion
relation that follows from the continuity condition for
both the wave function W(x), which is a solution to the
one-dimensional Schrédinger equation with the poten-
tial U(X) (see Fig. 2), and its derivative.

We now consider the subband correspondingto n, = 1
and n; = 1. Let us take the quantity 72m®/m*L? as the
new reference energy; then, € = ¢,. We are interested in
states with energies €, < U. In this approximation, we
find that the energies of the operating levels are

)

X

T exp(br./a)
5“”{;[1‘ rasinh(bra/a)]’ 3
- &
2% T3 20a/a’ “)
where
£, = 2mraluin) P>, r, = JEEo1P
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Fig. 2. Energy levels of the nanostructure consisting of three
quantum dots (A4, A,, and C); €, and &, are the energy lev-
elsof the stateslocalized inthe outer dotsand 5 isthetrans-
port level; U isthe height of the energy barrier surrounding
the dots; V is the conduction-band offset for the dots C, A4,
and A,; and Q3 and Qj3, are the transition frequencies.

As a transport level, we choose the first excited
level, whose wave function has a maximum in the cen-
tral dot. Setting

1/2

£ = 2m* A (U-V)IE) "> 1,

we find the energy of the transport level in the form

2sinh[(b+Db)r/c] O

83:V+(U_V)]f|]1_ ~ ’
r.sinh(br./c)sinh(br/c)d

20

& -1 (5)

We calculated the energies €4, €,, and €5 for a nano-
structure with the parametersa=20nm,b=3nm, c =
60nm, da=-1nm,db=0,U =1¢eV,V=0.045eV, and
m* = 0.067m,, where m, is the free-electron mass.
Using formulas (3) and (5), we obtain €, = 0.0118, €, =
0.0132, and €5 = 0.0465 eV. Simulation shows that €,
and ¢, differ from the exact values by approximately
1% and the expression for €5 is valid with an accuracy
of 0.01%. Indeed, since . = 3¢, the approximation of
high barriers performs better for the deeper central
well. The wave functions W;(x), W,(x), and W4(X)
closely resemble the wave functions of the lower level
in the corresponding isolated wells and are localized in
the dotsA,, A,, and C, respectively.

re =

3. MATRIX ELEMENTS FOR OPTICAL DIPOLE
TRANSITIONS AND THE PROBABILITY
OF ELECTRON TRANSFER BETWEEN
QUANTUM DOTS

Let us consider an electron that isinitially localized
onthelower level of thedot A;. What will happen if we
apply an external electric field with frequency Q,; that
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iscloseto the frequency of transition between this state
and one of the excited ones?If the matrix element of the
electron—field interaction for these two states is non-
zero, then electron transitions between them are
induced. In the dipole approximation, the interaction
with the field is characterized by the matrix element of
the dipole transition between levelsi and j,

di; = _eJ’qJ;*(r)rLPj(r)dr, (6)

where e isthe elementary charge.

Generaly, the time dependence of the occupancy
pi(t) = |W(r, t)|? of level i is oscillatory. Using the reso-
nance approximation, we can obtain the functions p;(t)
in explicit form for atwo-level system. The behavior of
the occupancy of theith level inthe vicinity of the max-
imum p™ is of practical interest; we associate this

maximum with the probability of electron transfer to
theith state.

In the energy diagram of the structure shown in
Fig. 2, each operating stateismainly localized in one of
the outer dots. The transfer itself occurs in two stages
(two-level scheme, Rabi transitions). This process
requires two laser pulses with frequencies correspond-
ing to the frequencies of the diagonal electron transi-
tions [10=—= |30and [30=—= |2
(&3—¢€5)

7

The laser field whose strength varies with time as
E(t) = Es[O(T,—t) —O(-t)] cos[(Qz + 01)1]
+E,[O(T, +T,—1) —O(T,—t)] cos[(Q 3, + 3,)t]
generates two successive Tt pul ses with the durations T,
and T,, respectively, where
0.51m

J058)2+ A
Here, ©(X) isthethetafunction, 9, isthe detuning of the
ith pulse frequency from the transition frequency, and

Ei di3
—
The occupancies of the operating levelsdepend ontime as

Qy =

Qg =

T =

A=Az =

p(t) = [cos’(wyt) + (8,/200,)*Sin’ (wyt)]
x[O(T, —t) —O(-1)],

TN T G20, (- T)]

po(t) = lem DQ)ZD

x[O(Ty+ T, —1) —O(T, —1)], (7)

A .2
pa(0) = BT [0(T, -0 -0 s,y
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+[O(Ty+ T, —t) —O(T, —t)]{ cos’[w,(t = T,)]
+(8,/20,) SN [0 (t = T1)] }} 5

the frequencies of the electron transitions between the
dots have the form

2
(Oi = %E +|)\i|2.

The probability of electron transfer between the two
outer dots can be expressed as

o o,
max _ _, 0% nd%n
P2 = PAT+Ty)=1 |:2|)\1|D [QP\Z'D- (8)

Assuming that the field is polarized along the x axis
(i.e, Ey , = Ee), wecaculate |A,]:

3/2 82 € »
A = veEaBd —L |5 _gnh(bro/c). (9)
LB 722 WU —¢;

Here, the numerical factor y depends on the parameters
of the structure. A similar expression can aso be
obtained for |A,|. Formula(9) clearly illustrates the fea-
tures of diagonal transitions. For fairly wide barriers,

we have
€
M| =N, [——exp(-br.c),
| l| 0 U—£3 p( )

where A, corresponds to the transition |10« [2[0n an
infinitely deep one-dimensional rectangular quantum
well. For b > c/r, thetransitions are almost suppressed.

The smallness of thefactor ,/e5/(U —¢€3) indicates that

there is no resonance between the outer wells for the
energy €; = €, + Qg = & + Q5.

Let us estimate the value of p,° using the parame-
ters mentioned in Section 2 and setting 8, = 10° s*. For-
mula (9) yields [\ = 16.2 x 10° st and |\, = 6.5 x
10°stfor E=500V/cmandy =8. Thus, T=T,+ T, =

0.3nsand p,” = 0.993. The quantities A; should sat-
isfy the inequalities

(€4—€3)
Al < 473

where g, is the energy of the level that is closest to the
transport level. The first inequality indicates that no
transitions from the transport state to the higher part of
the spectrum are induced, and the second inequality is
the condition for applicability of the two-level scheme
(indeed, if |A| = (g, — €1)/%, then the transition isa sin-
gle-stage process). These conditions are satisfied for
|A] < 10H s,

(e2—€1)
1 |)\||<%1
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4. DISCUSSION

In [2] the probability of electron transfer between
the ground states of two QDswith nearly the same sizes
is shown to depend on the difference in their geometri-
cal parameters. This probability is close to unity if the
widths of the quantum wells in the tunneling direction
differ by no more than a few percent. Such a mecha
nism of electron transfer iscomplicated, since the num-
ber of conditions that should be imposed on the system
parameters affecting the transfer probability is large.
Therefore, the electron transport mechanism itself
should be simplified. The feasibility of such a simplifi-
cation isrelated to the above method of dividing acom-
plex single-stage process into two simpler ones, where
the diagonal transitions occur independently and are
characterized by different sets of parameters. We see
that the asymmetry does not adversely affect the trans-
fer probability. At the same time, the presence of asym-
metry is necessary for the parameters of electron tran-
sitions to differ from each other. Accordingly, the
requirements for the fabrication technology may be
considerably relaxed. The fact that one of the localized
levelsisused asatransport level makesthis mechanism
more stable with respect to electron excitations to the
continuous spectrum. Note that precise synchronization
of two successive pulsesisanecessary condition for the
realization of this mechanism.

The lifetime of an electron in an excited state is
mostly limited by the time of electron—phonon relax-
ation. The contribution of other processes to the
destruction of the wave-function coherence is much
weaker. The main mechanism that is responsible for
electron relaxation in QDs istheinteraction with longi-
tudinal acoustic (LA) phonons [3]. The probability of
transitions involving phonon emission or absorption
can be significantly decreased by an appropriate choice
of the parameters of the structure. Specifically, the
parameters should be taken so that the minimal differ-
ence between the energy levels satisfies the inequality
3h2Te/2m* L2 > €, Where € = 3TThV/2a is the maxi-
mum energy of acoustic phonons and v, is the velocity
of sound (weassumethat a, c<L). Therefore, thelinear
size L of the structure should satisfy the inequality L <

Lgic = JJTha/m* vg; then the relaxation probability
decreases as L8 [3]. For conventional materials, setting
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a = 20-30 nm, we obtain €,;; = 0.5-1 meV and L;; =
150 nm. Inthis case, thetime of electron—phonon relax-
ation time T, ranges from 107° to 10~ s and, obviously,
T < 1. With afurther decreasein a, the relaxation rate
increases due to the stronger interaction between elec-
trons and interface (IF) phonons [4].

5. CONCLUSIONS

The coherent evolution of an electron in a structure
consisting of three quantum dotsin aresonance electric
field was studied. It was shown that dot-to-dot electron
transfer can be described in terms of atwo-level model
with diagonal transitions. The probability of transfer is
close to unity if the detuning &; from the resonance is
appreciably smaller than the matrix elements of elec-
tron—field interaction A;. In addition, by appropriately
choosing the parameters of the structure, one can
amost entirely prevent the electron from leaving the
structure and exclude the hybridization of closely
spaced energy levels and electron—phonon relaxation.
Such a transfer scheme can be used in the design of
guantum computers, in which the information is
encoded in electron orbital states, as well as for some
versions of solid-state NMR guantum computers[5, 6].
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Abstract—The effect of adsorption of the donor and acceptor molecules on the spectra of photoluminescence
and electron spin resonance (ESR) of microporous silicon is studied. It is found that photoluminescence of
microporous silicon is quenched, the photoluminescence peak shifts to shorter wavelengths, and the intensity
of the ESR signal increases after adsorption of molecules of nitrogen dioxide and pyridine. The results obtained
areinterpreted using amodel of radiative excitonic recombination in porous silicon that takes into account the
formation of both the charged (NO,)~ and (CsHsN)* complexes and defects (e.g., dangling bonds at the silicon
surface) at the surface of silicon nanocrystals. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

The discovery of intense luminescence of porous
silicon (por-Si) in the visible region of the spectrum at
room temperature [1] provided a powerful stimulus to
the studies of optical, electrical, and structural proper-
ties of this material [2—4], which includes a variety of
nanocrystals with sizes ranging from several nanome-
ters to hundreds of nanometers [4]. However, the pres-
ence of an extremely large specific surface that is very
sensitive to the effects of a surrounding medium ham-
persthe use of por-Si in light-emitting diodes. Thisevi-
dent drawback (from the viewpoint of optoelectronics)
is compensated by new prospects for using por-Si
nanocrystalsfor the development of the next generation
of gas sensors based on this materia [5].

In the literature there is now extensive data from
research into the effect of dielectric media on the opti-
cal and electrical properties of por-Si [6-9]. A partially
or completely reversible quenching of photolumines-
cence (PL) and an increase in the electrical conductiv-
ity were observed in por-Si immersed in spirits or
exposed to the vapors of various liquids whose dielec-
tric constants varied within awiderange [6-9]. In order
to interpret the results obtained, several models were
used. These models implied a modification of defects
on the surface of silicon nanocrystals [6], variations in
the coverage of the por-Si surface with moleculesasthe
gaseous medium in the por-Si pores was changed [7],
and a decrease in the binding energy of excitons (con-
sequently, a decrease in the exciton concentration at a
given temperature) with increasing permittivity of the
medium that surrounds the nanocrystals[8, 9].

At the same time, the effect of molecules adsorbed
in the form of charge-transfer complexes on optoelec-
tronic characteristics of nanocrystals in por-Si layers
has been inadequately studied. In addition, the initial
por-Si samplesin a number of cases exhibited different
degrees of oxidation [8, 10, 11], which significantly
influences the effect of these molecules on the physical
properties of por-Si and makes it difficult to analyze
and compare the available published data.

Therefore, the objective of this study was to gain
insight into the effect of adsorption of the donor and
acceptor molecules (pyridine CsHsN and nitrogen diox-
ide NO,, respectively) on PL and paramagnetic centers
(defects) in microporous silicon. The surface composi-
tion of silicon nanocrystals in the por-Si layers was
determined using infrared (IR) spectroscopy.

2. EXPERIMENTAL

We used por-Si layers formed on the substrates of
single-crystal silicon (c-Si) with p-type conductivity,
(100) orientation, and resistivity p = 12 Q cm. The
por-Si layers were obtained by electrochemical etching
of ¢-Si in an electrolyte based on hydrofluoric acid and
ethanol (proportion of 1 : 1) at a current density of
50 mA/cm?. The por-Si thickness was measured using
an optical microscope and was equal to 38 um. The
porosity was evaluated gravimetrically and amounted
to ~70%. In order to remove the loosely bonded mole-
culesfrom the por-Si surface before measurements, we
kept the samples in vacuum (at a residual pressure of
P =10 Torr) for 24 h.

We obtained nitrogen dioxide using the following
chemical reaction: Cu (copper chips) + 4HNO; =

1063-7826/04/3811-1344$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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2NO, (gas) + Cu(NO;), + 2H,0. In order to remove
water, the NO, gas was passed through a flask filled
with a P,O5 desiccator. We used commercialy pro-
duced extrapure pyridine.

The PL spectra of por-Si were measured at room
temperature using a computer-controlled setup. The PL
was excited by a nitrogen laser (wavelength A =
337 nm, pulse duration T = 10 ns, and energy density in
apulse W= 0.2 mJcm?). The PL signal was detected
using a cooled Hamamatsu RS 632-01 photomultiplier.
All molecules were adsorbed from the gaseous phase
using a Varian oil-free vacuum system. The measured
PL spectrawere corrected for the spectral sensitivity of
the experimental setup.

The concentration of paramagnetic centers was
determined from the measurements of the electron spin
resonance (ESR) using a PS 100.X spectrometer with
an operating frequency of 9.5 GHz and a sensitivity of
5 x 10% spin/G. In order to calculate the g-factors and
defect concentrations, we used the reference samples
MgO with Mn** ions and CuCl,, - 2H,0, respectively.

The por-Si surface composition was eval uated using
a Perkin ElImer RX | IR spectrometer with the inverse
Fourier transform (measurement range 6000—400 cm,
resolution 2 cm2).

3. RESULTS

Let us first discuss the modification of the surface
bonds of silicon nanocrystals as a result of the adsorp-
tion of molecules. In Fig. 1, we show the spectral
dependences of the IR absorption coefficient a(v)
determined from the transmission spectrausing the for-
mula a(v) = —dIn[T(v)], where T(v) is the transmis-
sion coefficient, d is the layer thickness, and v is the
wave number. As can be seen from Fig. 1 (curve 1), the
surface of freshly prepared por-Si layers has a predom-
inantly hydrogen coating (bending vibrations of Si—H,
with the band peaked at 660 cm, scissor vibrations of
Si—H, at 910 cm, and stretching modes of Si—H, (x =
1,2, 3) at v =2070-2170 cm™ [2]).

The oxidation of the surface of silicon nanocrystals
as a result of the adsorption of NO, molecules is first

observed at gas pressure Pyo, > 0.1 Torr and increases

as the pressure of NO, gas increases further. In the
spectrum shownin Fig. 1 (curve 2), the absorption band
corresponding to stretching Si-O-Si vibrations in the
range from 1050 to 1100 cm corresponds to the oxide
[2]. In addition to the aforementioned absorption
bands, the IR absorption at v = 1620-1680 cm is also
observed in the por-Si films exposed to NO, molecules
at high pressures. This observation indicatesthat Si—-O—
N=O nitrites are formed at the por-Si surface [12].
Thus, theinteraction of NO, moleculeswith the surface
of silicon nanocrystals can be described by the follow-
ing reaction: NO, + Si;—Si-H — SiO, + S—O-N=0 +
H,O, where1 < x< 2.
SEMICONDUCTORS  Vol. 38
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Fig. 1. Spectra of the coefficient of IR-radiation absorption

in por-Si (1) in vacuum at aresidua pressure of 107 Torr
(as-prepared samples), (2) in an atmosphere of NO, mole-
cules at a pressure of 10 Torr, and (3) in an atmosphere of
CsHsN molecules at a pressure of 2 Torr.

In compl ete agreement with published data[13], the
adsorption of pyridine is not accompanied by the for-
mation of covalent chemical bonds with the adsorbent.
As can be seen from Fig. 1 (curve 3), only the bands
peaked at wave numbers of 1438 and 1588 cm are
observed in the IR spectra. These bands correspond to
absorption by the C—H stretching vibrations of the
CsHsN molecules adsorbed in the neutral state [14].

In Fig. 2 we show the PL spectra of both the as-pre-
pared sample and por-Si in the NO, medium under var-
ious pressures. The spectra are represented by broad
bands that result from the superposition of contribu-
tions of nanocrystals with different sizes [2]. The
quenching of PL is observed for all pressures of NO,
introduced into the vacuum cell with the sample (Fig. 2,
inset). The PL intensity I of por-Si in an NO, atmo-
sphere at Pyo, = 10 Torr isat |east 20 times lower than
that of as-prepared samples.

In addition, the adsorption of NO, molecul es causes
the PL spectral peak to shift to shorter wavelengths. For
example, the peak of the spectrum for por-Si inan NO,
atmosphere at Pyo, =10 Torr is shifted by AA =50 nm
to shorter wavelengths with respect to its position for
the as-prepared sample (Fig. 2).

The PL quenching was partially reversibleif the cell
was evacuated after the inlet of NO,. For example,
curve4inFig. 2 illustrates a partial recovery of the PL
intensity after evacuation of the cell with samples
exposed previously to NO, at Pyo, = 10 Torr.

The effect of the adsorption of pyridine on PL spec-
tra of por-Si at various pressures of CsHgN vapors is
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Fig. 2. Photoluminescence spectra of por-Si in vacuum and
under different pressures of NO, (PNOZ): (1) in vacuum

(1078 Torr, as-prepared samples), (2) at PNOZ = 0.1 Torr,
3 a PNOZ =10 Torr, and (4) after evacuation of the cell

(to 1078 Torr) following the introduction of NO, at PNoz =
10 Torr. Inset: dependence of the photoluminescence inten-
sity measured at the spectral peak on the NO, gas pressure:

(1) as-prepared samplesin vacuum (10‘6 Torr) and (2) sam-
plesin an atmosphere of NO,.

illustrated in Fig. 3. A decrease in the value of I is
observed as a result of exposure to CsHsN molecules.
However, the degree of quenching is lower than in the
case of NO, adsorption (Fig. 3, inset). For example, the
value of I for por-Si in an atmosphere of C;HzN at
vapor pressure Pc ., = 3.8 Torr is four times smaller

than that for the as-prepared sample.

In addition, as in the case of adsorption of NO,, the
interaction of CsHsN molecules with the por-Si surface
gives rise to a shift of the PL spectral peak to shorter
wavelengths. However, this shift is smaller than that
observed for NO, adsorption. In particul ar, the PL spec-
tral peak of por-Si in a pyridine atmosphere at vapor
pressure P = 3.8 Torr is shifted by AA =20 nm to

shorter wavelengths with respect to that of the as-pre-
pared sample (Fig. 3).

ThePL quenching wasalso partially reversibleif the
inlet of CsHsN was followed by evacuation of the cell.
Curve 4 in Fig. 3 illustrates the partial recovery of the
PL intensity of por-Si in a cell evacuated after CsHsN

molecules were introduced at P¢ y, = 3.8 Torr.

Note that the PL bands are narrowed as a result of
the interaction of molecules with the surface of silicon
nanocrystals (Figs. 2, 3).

It follows from the above data that the adsorption of
NO, and C;HsN molecules leads to considerable varia
tions in the PL parameters of por-Si. These variations
may be caused by changes in the mechanisms of both

KONSTANTINOVA et al.
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Fig. 3. Photoluminescence spectra of por-Si in vacuum and
at various CgHgN pressures (PC5H5N): (1) in vacuum

(1078 Torr, as-prepared samples), (2) at PCSHSN =0.1Torr,
(3) at PCSHSN = 3.8 Torr, and (4) in a cell evacuated to

107° Torr after the introduction of CsHgN at PeHN =
3.8 Torr. Inset: the dependence of the photoluminescence
intensity measured at the spectrum peak on the pressure of
CgHsN gas: (1) for as-prepared samplesin vacuum (107 Torr)
and (2) for samples in an atmosphere of CgHgN.

radiative and nonradiative recombination of charge car-
riers. According to the published data[8], nonradiative
recombination occurs via defects at the surface of
nanocrystals in por-Si layers. Therefore, in order to
gain independent information about the effect of
adsorption on these defects, we performed a series of
measurements of ESR spectrafor the por-Si samples.

In Fig. 4 we show the ESR spectra of por-Si before
and after adsorption of NO, molecules. The values of
the most important parameters (calculated from the
ESR spectra) gy = 2.0064 £ 0.0005and AH =12+ 05G
indicate that the defects detected in our experiments are
the so-called P, centers (dangling silicon bonds at the
Si/SIO, interface [15]). The absence of a two-compo-
nent structure of the spectrum, which is characteristic
of thistype of paramagnetic center, can be attributed to
the fact that the network of nanocrystals is more disor-
dered in microporous silicon than that in mesoporous
silicon [16]. As aresult, the lines in the ESR spectrum
are broadened and only the envelope curve is detected
experimentally.

As the pressure of NO, gas increases, the ESR sig-
nal intensity (Igsr) increases (Fig. 4). The ESR spec-
trum of por-Si in the cell that is evacuated after the
introduction of nitrogen dioxideat Pyo, =1Torrisaso

shown in Fig. 4. It can be seen that the ESR spectrum
hardly changes as a result of evacuation. The fact that
the variation in the ESR signal as aresult of the intro-
duction of NO, molecules was not affected by the sub-
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sequent evacuation was observed for all the used pres-
sures of NO,.

We also calculated the concentrations of defects N
in as-prepared por-Si and in por-Si exposed to NO, gas
(Fig. 5). It follows from Fig. 5 that the concentration of
paramagnetic centers in por-Si exposed to NO, (at
Pno, = 10 Torr) is 30 times higher than that in as-pre-
pared por-Si.

Anincrease in the concentration of P, centersas a
result of adsorption of CsHsN molecules is observed
(Fig. 6) asin the case of adsorption of NO, molecules.
This effect of C;HsN adsorption was partially sup-
pressed if the cell was evacuated after the inlet of
CsHsN.

4. DISCUSSION

According to the model of recombination processes
in silicon nanocrystals that we developed previously
[8, 17],the PL inpor-Si iscaused by radiative excitonic
recombination in Si nanocrystals with various sizes.
Calculations[18] show that the existence of excitons at
room temperature in these systems is caused by high
exciton-binding energies E,,. (on the order of hundreds
of millielectronvolts). Nonradiative recombination
occurs at the surface defects. Thus, the PL spectrum
recorded at this temperature includes contributions of
nanocrystals with various sizes; the value of each con-
tribution is governed by the relation between the prob-
abilities of radiative and nonradiative recombination in
ananocrystal.

Adsorption can affect both the radiative- and nonra-
diative-recombination channels. Kashkarov et al. [8]
suggested three mechanisms for this effect: (i) the for-
mation of surface defects that act as nonradiative-
recombination centers; (ii) the formation of charged
adsorption-related centers that destroy the excitons
with their electric fields; and (iii) the condensation of
the vapors of liquids (with high permittivities) in the
pores of the sample, which leads to a decrease in the
exciton-binding energy and, consequently, to a
decreasein the exciton concentration at a given temper-
ature. The above three mechanisms lead to PL quench-
ing in the course of adsorption.

Taking into account the above reasoning, we now
discuss the experimental datareported in this paper. We
assume that a decrease in the PL intensity as aresult of
adsorption of the NO, and CsHsN molecules at low
pressures (P = 102-10! Torr) is caused by the dissoci-
ation of excitons due to local electric fields of the Cou-
lomb (NO,)3, (NO,)~, (CsHsN)*™®, and (CsHgN)* cen-
ters adsorbed at the por-Si surface. The superscript o
denotes a partial charge transfer between the adsorbate
and adsorbent (0 < & < 1). Thistype of adsorption isa
weak form of chemisorption that is partially reversible
at room temperature. The formation of the above com-
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Fig. 4. ESR spectraof por-Si samplesin vacuum and at var-
ious pressures of NO, ( PNOZ ): (1) in vacuum (106~8 Torr, as-

prepared samples), (2) at PNOZ =1Torr, (3) in acell evac-
uated after the introduction of NO, at Pyg, =1 Torr, and
(4) at Pyo, =10Torr.
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Fig. 5. Dependence of the defect concentrations Ng in por-

Si on the pressure of NO, gas: (1) in vacuum (10‘6 Torr, as-
prepared samples) and (2) in an atmosphere of NO,.

N, 107 cm™
o ]
sl ——2
—0—3

3-DQ//Q

0. 1
PC5H5N’ TOIT

Fig. 6. Dependence of the defect concentrations in por-Si
on the pressure of CgHsN vapors: (1) in vacuum (1076 Torr,
as-prepared samples), (2) in an atmosphere of CsHgN, and
(3) inacell evacuated after the introduction of CsHgN mol-
ecules at the corresponding pressure.
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plexes is made possible because of the high electron
and hole affinity of the corresponding molecules[19].

If the NO, and C;HsN molecules are adsorbed at
higher pressures (P > 0.1 Torr), two additional mecha-
nisms of PL guenching are conceivable as complemen-
tary to the formation of these complexes. Let us discuss
these mechanisms in more detail.

In the case of adsorption of NO, molecules, the
defects of the P, type centers are formed as a result of
oxidation of the por-Si surface. Asiswell known, these
centers play the role of nonradiative-recombination
centers in silicon. This process is irreversible in a
sequence that includes the introduction of molecules
and subsequent evacuation of the cell. It isworth noting
that an increase in the concentration of paramagnetic
centers as a result of adsorption of the NO, molecules
cannot be attributed to a change in the charge state of
the Py, centersthat already exist. Indeed, the defectsin
por-Si formed on ap-type substrate can exist in both the
neutral form (P,) and as centers that are positively
charged as aresult of the capture of the charge carriers,

i.e.,, holes (P,). Among all the possible charge states

of the silicon dangling bonds (Py,, Pro, and Pj,), only
the neutral defects P, are paramagnetic (and, therefore,

detectable by ESR). Consequently, an additional nega-
tive charge at the surface of nanocrystals as a result of

the formation of the NO, complexes can only increase
the number of free holes in a nanocrystal and, thus,

increase the number of P, centers. This circumstance

should lead to a decrease in the ESR signal, which is
inconsistent with experimental data (Fig. 4).

The above increase in the concentration of Py, cen-
ters in por-Si exposed to pyridine vapors (Fig. 6) is
apparently not related to the formation of new defects.
However, this increase can be completely attributed to
the appearance of a positive charge at the surface of
nanocrystals. Indeed, the charged (CsHgN)* and
(CsHsN)* complexes formed as a result of adsorption
donate electrons to the por-Si layers (electrons are the
minority charge carriers before adsorption). Thus, neu-

tral defects are charged negatively (P,,) as aresult of

capturing the electrons, whereas positively charged
defects become neutral. An increase in N in the pyri-
dine atmosphere (Fig. 6) indicates that the following
reaction is prevalent:

.
Ppo + € — Py

Another additional mechanism of PL quenching at
high pressures of gaseous mediaisin effect when pores
inthe samplesarefilled with dielectric liquid asaresult
of pyridine condensation. The instant of time corre-
sponding to the onset of condensation of CsHsN mole-
cules was determined from an increase in the coeffi-
cient of reflection of the beam of a He-Ne laser from

KONSTANTINOVA et al.

the por-Si surface. The dielectric constant of C;H:N is
€ = 12.3, which somewhat exceeds the corresponding
value for silicon (g5 = 11.8). Consequently, according
to[18], the value of E,,. decreases, which leadsto ther-
mal decomposition of some excitons and, asaresult, to
adecrease in the PL intensity.

The shift of the PL spectrum to shorter wavel engths
for por-Si in the NO, atmosphere (Fig. 2) can be attrib-
uted to a decrease in size of the silicon nanocrystals as
aresult of oxidation. The “blue” shift of the PL spec-
trum of por-Si in the C;HsN atmosphere (Fig. 3) is
apparently caused by the fact that, as a result of the
dielectric effect, the value of E,,. decreasesto a greater
extent for large nanocrystals, whose emission contrib-
utes to the long-wavelength PL.

The observed shift of the PL spectral peak to shorter
wavelengths may also be caused by the fact that the
relaxation time of nonequilibrium charge carriers
decreases (accordingly, the nonradiative-recombina
tion rate increases) predominantly for large-sized
nanocrystals, which contribute to the PL spectrum in
the low-energy region [17]. Indeed, due to the low PL
efficiency in the samples under study, the relation
between the characteristic times of the radiative- and
nonradiative-recombination processes can evidently be
written as 1, > 1,. This relation becomes stronger
(T, > 1,) if we consider large nanocrystals, for which
T, islonger [20].

Finally, we believe that the general narrowing of the
por-Si PL spectra as a result of adsorption of NO, and
CsHsN molecules can be accounted for in the following
way. The destructive effect of the fields of the formed
Coulomb (NO,)~ and (CsHsN)* centers is most signifi-
cant for nanocrystals with the smallest sizes (r); the
electric-field strength is largest (E O 1/r?) for these
nanocrystals. At the same time, the exciton-binding
energy decreases as the size of nanocrystals increases
[18]. Thus, symmetric quenching of the entire PL band
is apparently caused by a decrease in the exciton con-
centration both in small-sized nanocrystals (due to the
greater strength of the Coulomb field) and in larger
nanocrystals (due to lower exciton-binding energies).

5. CONCLUSIONS

We studied the effect of adsorption of the acceptor
and donor molecules of pyridine and nitrogen dioxide
at the por-Si surface on the recombination characteris-
ticsof silicon nanocrystalsin por-Si layersand on para-
magnetic centers at the surface of these nanocrystals.

We suggest the following major mechanisms of PL
guenching in the material under consideration.

(i) The formation of Coulomb (NO,)~and (CsHsN)*
centers at the por-Si surface (P = 10°-10 Torr); the
strong electric fields of these centers destroy the exci-
tonsin nanocrystals.

(i) The formation of Py, centers as a result of
adsorption of NO, (P > 0.1 Torr) with the subsequent
SEMICONDUCTORS  Vol. 38
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oxidation of the por-Si layers. The free charge carriers
that are generated as aresult of dissociation of excitons
can effectively recombine nonradiatively at defects,
which causes the value of 1 to decrease.

(iii) Thefilling of the pores with a dielectric liquid
inaCsHsN atmosphere (at P > 1 Torr) asaconsequence
of the condensation of pyridine in the pores of the sam-
ples. This process causes the value of E, to decrease
and, as a consequence, leads to thermal dissociation of
excitons at a given temperature.
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Abstract—Optical characteristics of adouble vertical-cavity surface-emitting laser using the lattice nonlinear-
ity of a GaAs/AlGaAs structure for emission in the mid-IR region are analyzed in detail. The conditions for
continuous-wave lasing with a power of ~0.1 mW at 13 um at a pump current density of 5 kA/cm? are deter-

mined. © 2004 MAIK “ Nauka/Interperiodica” .

INTRODUCTION

Radiation sources operating at the mid-infrared (IR)
region (from 3 to 30 um) are of great interest for mon-
itoring the environment and for various military and
medical applications. To date, significant progress has
been made in covering thisregion using so-called quan-
tum-cascade lasers (QCLSs) [1-3]. Considering all their
parameters, such lasers have no competitors among
semiconductor lasers. However, it is well known that
QCLs have active regions that are complex in design;
they include hundreds of quantum-confinement layers
and requires that the wave functions of carriers be
matched in the adjacent layers. Presently, the fabrica
tion of such lasers can be afforded by only afew scien-
tific centers. This circumstance is one of the driving
forces behind the search for new principles that could
be used in developing devices emitting in the mid- and
far-IR regions. In this context, the principle of nonlin-
ear frequency conversion through either the lattice [4]
or the electron [5] nonlinearity in quantum wells has
been considered. This concept implies that the desired
optical emission arises as aresult of the nonlinear mix-
ing of two simultaneously generated waves of higher
frequencies (for example, in the near-IR region). Fur-
thermore, it is assumed that the nonlinear conversion
yielding the difference frequency is performed in an
external unit, while the initial modes should be formed
in a coupled-cavity laser [6].

We believe that the use of the lattice nonlinearity of
aGaAgAlIGaAs structure [4] for theimplementation of
three-wave nonlinear mixing of two high-frequency
oscillations in the laser cavity and emission at the dif-
ference frequency [4] is more promising. It is well
known that the amplitude value of an electric field in
the laser cavity can be as high as 10°-10°V/cm, and the
elements of the nonlinear susceptibility tensor in such
structures are about 108 cm/V. Under these conditions,

the nonlinear polarization in the bulk of the cavity
appears to be sufficiently high to ensure a reasonable
lasing power in the mid-IR region. However, in stripe
lasers that emit through the end face [4], one of the
main obstacles to optimal performance is the difficulty
in ensuring the phase-matching conditions for the non-
linear-polarization wave at the difference frequency
and the waveguide mode at the same frequency.
Recently, we proposed a new laser in which this princi-
ple is realized in a vertical-cavity structure [7]. Since
the length of the vertical cavity considered in [7] does
not exceed the coherence length |, = TVAk (Ak isthe dif-
ference between the wave numbers of the nonlinear
polarization wave and the waveguide mode at the dif-
ference frequency), it isnot necessary to providefor the
phase-matching conditions for these waves. The
desired effect can be obtained by an appreciable
increase in the amplitudes of high-frequency waves,
which serve as the sources of nonlinear polarization
due to the high Q factor of avertical cavity with Bragg
mirrors having a reflection coefficient of ~0.995. It
should be noted that a vertical-cavity surface-emitting
laser was described, in which the lattice nonlinearity of
a GaAg/AlGaAs structure is used for the second har-
monic generation in the visible range (0.5 um) [8].

In this study, we performed a detailed numerical
analysis of the characteristics of optical radiation
resulting from nonlinear conversion in a double verti-
cal-cavity surface-emitting laser, which was proposed
by usfor thefirst timein[9]. Oneof the cavitiesistuned
to high-frequency oscillations and the other cavity is
tuned to the difference harmonic. According to our cal-
culations, such a structure makes it possible to signifi-
cantly increase both the nonlinear polarization and the
stored energy at the difference frequency in the mid-IR
region. As a result, the power density of the desired
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radiation significantly increases (by approximately a
factor of 100 compared with the laser described in [7]).

THE LASER MODEL

A schematic diagram of the structure of a double
vertical-cavity surface-emitting laser isshownin Fig. 1.
Two quantum-confinement InGa, _,AYGaAs active
layers responsible for near infrared lasing at A; ,
(~1 um) are separated by an Al,,Ga,gAs layer. The
thickness of the latter is about a quarter of A, whichis
the mean value of A, , (taking into account the refrac-
tiveindex). In this case, the longitudinal distribution of
field in the active regions is such that the antinodes of
one of the high-frequency modesfall closeto the nodes
of the other mode. As a result, the influence of each
active layer on the field amplified in the neighboring
active layer decreases. The nonlinear three-wave mix-
ing with the generation of the difference mode with A,
occurs mainly in the intermediate Al,,Ga, gAs layers,
which are referred to as the nonlinear conversion lay-
ers. We propose using two sets of Bragg reflectors com-
posed of aternating quarter-wave GaAg/AlAs layers.
One of these sets (the first, for definiteness) limits the
vertical cavity, which is tuned to the waves with the
wavelengthsA; »; i.e., these waves belong to the neigh-
boring longitudinal modes of this cavity. The Bragg
mirrors from the second set are tuned to reflect the dif-
ference wave and are transparent at the wavelengths
A1 ». Thus, the laser structure is formed by two vertical
cavities one of which is enclosed by the other. The
internal cavity ensuresthe lasing conditionsin the near-
IR region. The external cavity, when it is precisely
tuned to the wavelength A, , considerably amplifies the
field at the difference frequency in the region of its
interaction with the nonlinear polarization at this fre-
guency. In this case, as analysis shows, the conversion
efficiency increases significantly and, therefore, the
power density of the mid-1R radiation increases aswell.
The additional (tuning) AlAs layers, adjoining from
inside the Bragg reflectors of the second set, ensure
accurate tuning of the resonant frequency of the exter-
nal cavity to the difference frequency.

It is well known that the Drude absorption by free
charge carriersis one of the main reasons for high non-
resonant losses of optical radiation in the mid-IR
region. Therefore, in order to increase the Q factor of
the cavity tuned to thewavelength A, , we proposeto use
undoped layers in all Bragg reflectors. Current pump-
ing can be provided by heavily doped contact p- and
n-type layers located in the cavities. Along with a
decrease in the optical losses, the method proposed is
likely to reduce the series resistance and, therefore, the
structure heating. The current and the optical fields in
the transverse section of the laser are limited by oxide
(AlO) apertures (windows). Preliminary analysis
shows that a reasonable value of power in the mid-IR
region is attained only when the diameter of the oxide
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Fig. 2. Absolute values of the cavity eigenfunctions for
(2) the difference wave and (2) one of the near-IR waves
aong with (3) the layer thickness vs. the longitudinal coor-
dinate z. Inset: the same for the central part of the structure
on an enlarged scale.

windows considerably exceeds the wavelength at the
difference frequency. Therefore, the approximation of
plane uniform waves propagating in the vertical direc-
tion (across the layers) can serve as a first approxima-
tion for the analysis of the electrodynamic characteris-
ticsof lasing.

Figure 2 shows the distribution of the electric field
amplitudes (E) in the mid-IR region (curve 1) and one
of the high-frequency eigenmodes (curve 2) aong the
zdirection, which is perpendicular to the structure lay-
ers. The corresponding eigenvauesare A, and A ;. Curve 3
characterizes the change in the thickness W of the lay-
ers forming the laser structure. The inset shows the
same dependences for the central part of the structure
on an enlarged scale. The calculation was carried out
for A; =0.96 um and A, = 1.037 um, which corresponds
to the difference wavelength A, = 12.86 um. The upper
and the lower mirrors contain equal numbers of periods
and, in the case under study, consist of 32 (set 1) and 11
(set 2) pairsof layers. Either 3\;/n(A,) or 2.5A,/n(A,) fit
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Fig. 3. Distributions of (1) nonlinear polarization, (2) its
envelope, and (3) the cavity mode at the difference fre-
quency over the cavity length. Dotted lines mark the inter-
nal boundaries of the Bragg mirrors (set 1).

into the length of the internal cavity, i.e., between the
Bragg reflectors from set 1. In other words, the waves
with wavelengths A, and A, are formed by the neighbor-
ing longitudinal modes of this cavity. Asis evident, the
external cavity has alength of 2.5\, with regard to the
refractive index n. It can be seen that the thickness W of
the layersforming the external cavity is1 pm. Sincethe
drive current does not pass through these mirrors, the
epitaxial growth used for their production can be
replaced by deposition as an alternative method. If the
deposition technique is used, the GaAs/AlAs pair can
be replaced by another pair of materials that are trans-
parent in the mid-IR range under consideration. All the
conclusions of the analysis carried out below remain
qualitatively valid.

MATHEMATICAL BACKGROUND

The structure of the nonlinear permittivity tensor for
zinc blende-type crystals is such that the nonlinear
mixing of wavesrunning in the crystal-growth direction
is possible if the substrate orientation differs from the
(100) plane. Recently, frequency doubling was success-
fully realized in a vertical-cavity surface-emitting laser
grown on an inclined (311)-oriented substrate [8].
Therefore, for definiteness, we assume that the double
vertical-cavity surface-emitting laser under study is
also grown on a GaAs(311) substrate.

It can be shown that the module of the second-order
nonlinear polarizaetion related to the interaction
between waves with amplitudes E®, E®@ and wave-
lengths A;, A, is equa to P = 2xe,d ,EVER. Here,
d,, isthe element of the nonlinear susceptibility tensor,
X = 27/(11./22) = 0523, and &, is the permittivity of
free space.

Writing the high-frequency electric fields as func-
tions of the longitudinal coordinate in the form E* 2 =

MOROZOV et al.

ES? @y o(2), where ES"? are the amplitude valuesin

the corresponding active layers, and using the theory of
external excitation of cavities [10], we obtain the fol-
lowing expression for the power density at A,

P._ 1 [4X—)®
S 2po{ A EoEo

(D

2

O O
xjdmwlwzerdZ/Eﬂ- +J'nrarer2d2%i| :
| |

Here, n,, a,, and e = E, /E4,; are the refractive index,
the damping constant, and the amplitude of the differ-
ence eigenmode normalized to the electric field of this
wave at the emitting surface, respectively; p, = 120ttis
the wave impedance of free space. The integration is
carried out over the entire length of the structurel. Note
that the expression in the denominator of thefractionin
sguare brackets describes the normalized total power of
the eigenmode | osses due to the damping of field in the
material of the cavity and the radiative losses. The
amplitude of the difference eigenmodeis normalized to
the power of the eigenmode radiative losses.

The power density of the difference wave is con-
trolled to a great extent by the overlap integral of the
normalized nonlinear polarization Y,(2)W,(2) and the
cavity eigenmode e,(2). Figure 3 shows the behavior of
these values for the central part of the laser. The
abscissa axis beginsfrom the middle of the lower active
layer. It can be seen that the nonlinear polarization
(curve 1) contains a fast oscillating component, which
excites waves at the sum frequency, and the envelope,
which is responsible for the formation of the differ-
encewave. The envelope of the nonlinear polarization
(curve 2), which is obtained by filtering out the fast
oscillating component, is of greatest interest. The anal-
ysis of these curves suggests the following. First, the
polarization envelope is an odd function and, at given
laser parameters, its peak values lie close to the posi-
tions of the internal boundaries of the Bragg reflectors
from the first set. Therefore, the cavity eigenmodes at
the difference frequency must also be odd, i.e., have a
nodeat z= 0, whichisevidenced by curve 3. Theeigen-
modeswith A, that feature an antinode in the vicinity of
z =0 correspond to an external cavity of asizethatisa
multiple of an even number of half-waves, and they are
not excited by the polarization wave specified. Second,
the nonlinear polarization at the difference frequency
exists only within the region that does not exceed the
polarization wavelength. Therefore, it is not necessary
to provide for the phase-matching conditions for the
polarization wave and the cavity eigenmode at the dif-
ference frequency.
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The amplitudes of the fields in the active layers are
related to the laser parameters via the rate equation for
the carrier concentration (see, e.g., [11]):

J Nipni
ed, = T—tl:l + BN, + CNg,
g’ @
N,E
+ g(Np) o=~ 12

Here, J isthe drive current density; e isthe elementary
charge; h is Planck’s constant; Ny, and g(Ng;) =
9olN(Ny,i /Ny) are the threshold carrier concentration
and the gain factor intheith layer, respectively; f, = ¢/A;;
c isthe speed of light; n, is the refraction index of the
active layer; Tty is the nonradiative recombination life-
time; B and C are the radiative and Auger recombina-
tion coefficients, respectively; and N, is the transpar-
ency carrier concentration. Remaining within the above
one-dimensional approximation, we assume the drive
current density in Eq. (2) to be independent of the coor-
dinates in the planes of the active layers and disregard
the diffusion of carriers over these planes.

Introducing the normalized values v, = N, /Ny and
Gy, = 9(Ny, /g, of the squared amplitudes of fields in
the active layers, we obtain

E(I) = D(Vthl + yvthl + 6Vth|)
_1 0J_0
GiniNaA gy ID’
where D = 2hcNypy/(doTy), Y = BNgTy, 8 = CN3 Ty, and
Jini isthethreshold current in the ith active layer.

©)

X

The normalized gain factors Gy, at the lasing

threshold for A; , were determined, as usual, from the
condition for balance between the gain and the total
loss due to both the wave attenuation in the cavity bulk
and the escape through the interface with the environ-
ment. We al so assume that the frequency dependence of
the gain factor in the ith active layer can be represented
asalorentzian:

)\—)\iDZ -1
swsii

where Gy, is the maximum gain factor and A\ is the
gain bandW| dth.

Bearing in mind the relation between the electric
field and the power of radiation at the interface with the
environment, we obtain the following expression for
the power density of the high-frequency lasing modes:

P; . 1
L= D'V + Y Vi + 6Vt3hi)m

G() = G| 1+

S
(4)

i) y20d .0
X (egy .
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2004

SEMICONDUCTORS Vol. 38 No. 11

1353

Table 1. Parameters of the structure

Parameter Value
Mean wavelength A, pm 1
Active layer thickness d,, pm 0.03
The refractive index of the 3.6
active layersn,
Contact layer thickness d., pm 0.03

1.7 x 1078 (GaAs[8])
0.39 x 1078 (AIAs[8])

The element of nonlinear
susceptibility tensor d,,, cm/V

Carrier lifetime ty, ns 5[11]
Gain factor gg, cm™ 2000 [11]
Transparency concentration N, c 1.5 x 1018 [11]
Radiative recombination 1071°11]

coefficient B, cm®/s

Auger recombination
coefficient C, cm%s

Amplification band width AAg, pm 0.1

3.5 x 1070 [11]

In expression (4), D' = heNy(ggty) and el = Eo /EY)
is the ratio of the eectric field amplitudes at the emit-
ting interface and in the ith active layer.

THE RESULTS OF CALCULATIONS

Table 1 liststhe parameters of the laser structure that
were used in the calculations. As was mentioned above,
the power density at the difference frequency in many
respects depends on the radiative losses in the laser
structure. The wave damping in the doped layers at
near-IR frequencies determines the required value of
the gain factor in the active regions and, therefore, the
threshold current for lasing at A, ,. In turn, the power
density of the electric fields that give rise to the nonlin-
ear polarization depends on the excess of the working
current over its threshold value (see Eq. (2)). At the
sametime, it follows from Eq. (1) that losses at the dif-
ference frequency directly affect the intensity of the
radiation formed as a result of nonlinear conversion.
The damping constants for wavesin the doped layers of
the laser structure are listed in Table 2. As the main
mechanism responsiblefor the attenuation in the n-type
layers, we considered the free carrier absorption and
used the results reported in the reviews of Blakemore
[12] and Adachi [13]. Note the fairly high value of the
damping constant at the difference frequency in the
n-doped contact layer. This result accounts for the fact
that, at a given doping level, the wavelength of the
reflectance plasma edge is ~9 um; i.e,, the difference
frequency islower than the plasma frequency.

It is well known that, along with the free-carrier
absorption, the intersubband absorption scattering in
the valence band of p-doped layers may also play asig-
nificant role. However, it is difficult to estimate this
contribution theoretically. Hence, the estimations for
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Table 2. Absorption factors of the structure in the near-IR
region (a, 5) and the mid-IR region (a,)

Carrier ap, o
i 12 rs
Layer conoentration, | i | oy

p-GaAs (contact) 10 120 5400
p-Alg,Gag gAs (nonlin- 1 15 460
ear conversion layer)

n-GaAs (contact) 10 60 | 33000
n-Algy,Gagy gAs (layer of 1 5 500
nonlinear conversion)

p-type layers were obtained by processing the experi-
mental data of [14-16].

Figure 4 shows the power density of radiation at the
difference frequency inthe mid-IR region (curve 1) and
the modes with frequencies in the near-IR region
(curves 2, 3) versus the drive-current density. The cal-
culations were performed for a laser with an interna
cavity limited by the Bragg reflectors consisting of
32 pairsof layers. The external cavity, whichistuned to
the difference frequency, contains 11 pairs of layers. As
one would expect, the dependence of the intensity of
radiation due to the nonlinear conversion appears to be
square. At the given laser parameters, the power density
a the difference frequency is lower than that of the
high-frequency modes by a factor of about 2000; it is
equa to ~10° pW/um? at a drive-current density of
5KkA/cm?,

It is of interest to analyze the dependence of the
power density of radiation in the mid-IR region on the
parameters of the laser under study, in particular, on the
reflection coefficient of the Bragg mirrors forming the
external cavity. Thisdependenceisillustrated by Fig. 5.
It can be seen that, with an increase in the number of
pairs of the layers M, forming the mirrors, the radiation
power first increases, then the dependence levels off,

P/S, WW/um?
4k 1
3r 2
2r 3
1 -

1 1 1 1 1 1
0 1 2 3 4 5 6 7

J, kA/cm?

Fig. 4. Intensity of radiation P/Sin the (1) middle and
(2, 3) near-IR regions vs. the drive current density. For curve
1, thedataontheordinate axisare scaled up by 2 x 10°times.

MOROZOV et al.

and finally decreases. (The optimum number of periods
for the GaAg/AlAs pair isM, = 11.) This behavior can
be attributed to the double effect of the increase in the
power density of the difference mode with increasing
reflection coefficient of mirrors limiting the external
cavity. At first, when the losses in the cavity material
arelow, anincreasein the electric field at the difference
frequency in the region of interaction with the nonlin-
ear polarization (i.e., in the central part adjacent to the
active layers) enhances the interaction and, conse-
quently, increases the output power in the mid-IR
region. As the amplitude of the difference wave
increases, the role of the damping in the cavity material
becomes significant. Recall that these losses are pro-
portional to the squared amplitude or, in other words, to
the energy density (see expression (1)). Asaresult, the
output power at the difference frequency decreases.
Notethat, in the limiting case when the external cavity is
absent (i.e., M, = 0), the laser structure studied here can
be described by the model considered in [7], which
assumed that the standing wave of nonlinear polarization
givesrise to arunning wave at the difference frequency.

For the chosen value M, = 11, we analyzed the
power of radiation in the mid-1R region as afunction of
the reflection coefficient of the mirrors forming the
internal cavity (Fig. 6). Since these mirrors are trans-
parent for radiation at the difference frequency and are
used in the cavities tuned to this frequency, the number
of their periods M, can vary discretely with a step for
which the external-cavity length varies by A, with
regard to the refractive index. The reason for the latter
fact is as follows. As was mentioned above, the spatial
distribution of nonlinear polarization in this laser is
such that the difference mode is generated only if an
odd number of half waves A, fits in the cavity length.
The squaresin Fig. 6 show the values of M; which sat-
isfy this condition. Thus, for 19, 32, and 45 periods in
each reflector of the first set, the length of the externa
cavity amounts to 3, 5, and 7 half-waves, respectively;
and this sequence can be continued. The analysis of this

P./S, 10~* pW/um?
10+
8 L
6 L
4l

2+

1 1 1 1 1 1 1 1 1 1
0 2 4 6 810121416 18 2
M,

Fig. 5. Power density of radiation at the difference fre-
quency vs. the number of pairsof layersin the mirrorsof the
external cavity. The internal cavity is limited by reflectors
consisting of 32 pairs of layers.
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P./S, 1074 pW/um?
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Fig. 6. Intensity of lasing inthe mid-IR region vs. the reflec-
tivity of the mirrors of the interna cavity.

dependence suggests that, as M; grows, the mid-IR
power at the output aperture first sharply increases and
then levels off. This behavior is caused by the initia
rapid increase in the amplitudes of the optical fields
with wavelengths A; , and their subsequent falloff (due
to thefact that thelosses related to the emission of these
waves from the cavity become much lower than the
damping in the cavity itself).

CONCLUSIONS

A model of a vertical-cavity laser operating in the
mid-IR region is proposed on the basis of the principle
of nonlinear frequency conversion.

The validity of the plane-wave approximation is
substantiated, and the electrodynamic problem for
eigenvalues in the complex region is solved in this
approximation, which enables the geometrical and
electrical laser parameters to be determined.

The profile of the second-order nonlinear polariza-
tioninthestructureiscalculated. It isdemonstrated that
there is no need to match the phase velocities of the
polarization wave and the cavity eigenmode at the dif-
ference frequency.

The behavior of adouble vertical cavity pumped by
a nonlinear polarization wave at the difference fre-
guency in the mid-IR region is analyzed. It is shown
that the power density in this region is the quadratic
function of the pump and attains 10~ pW/um? (which
corresponds to the power ~100 uW for the aperture
350 um) at a drive current density of ~5 kA/cm?.

The intensity of lasing in the mid—IR region is stud-
ied as afunction of the structure parameters.

It is established that an increase in the reflectivity of
the Bragg mirrors that form the external cavity subse-
guently leads to the growth, saturation, and drop of the
output power. For the damping constant typical of a
cavity with built-in current contacts, we estimate the
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optimal number of periods in the mirrors as 11 if the
periods consist of GaAg/AlAs layers.

The effect of the number of the pairs of layers M,
comprising the internal cavity on the power density of
the difference mode is also calculated. The value of M,
isallowed to vary with astep corresponding to achange
in the external cavity length by A,, taking into account
the refractive index. An increase in the reflection coef-
ficient of the mirrors of the internal cavity is shown to
resultin theinitial rapid growth and the following satu-
ration of the mid-IR radiation intensity. At the given
parameters of the laser structure, the optima number
of M, is45.
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Abstract—We studied light-emitting diodes (LEDs) based on GaSb—-GalnAsSh—-GaAlAsSh heterostructures
with the emission due to electron transitions from the conduction band to levels of intrinsic double-charged
acceptors. Parallelepiped-shaped LEDs with a round or gridlike contact on the surface of the epitaxial layer
were studied experimentally and theoretically. The relations describing the current spreading from round and
grid contacts are presented. It is shown that grid contacts, in contrast to round ones, provide a uniform distribu-
tion of current over the emitting layer. The current density under a grid contact is smaller than under a round
one by afactor of 20, which is especially important for long-wavelength (A = 2 um) LEDs, in which the con-
tribution of the nonradiative Auger recombination is significant. An emission power of 3.5 mW at 300 mA cur-
rent is obtained from grid-contact LEDs. © 2004 MAIK “ Nauka/Interperiodica” .

1. INTRODUCTION

As shown in our earlier study [1], light-emitting
diodes (LEDs) in which the emitting layer is close to
the external surface carrying the ohmic contact are lia-
ble to an undesirable physical effect: the emission is
concentrated under the contact, which, when the cur-
rent increases, leads to a considerable decrease in the
differential efficiency and to a high current density
under contact. The latter circumstance causes a
decrease in the length of the superlinear portion in the
light—current characteristic with small currents. The
contribution of nonradiative Auger recombination
becomes significant even with asmall current, because
the density of nonequilibrium carriers increases. The
emission efficiency decreases. In the subsequent study
[2], weexamined LEDswith adevel oped light-emitting
outer surface, which ensured that the emission within
the crystal was omnidirectional. It was shown that the
external quantum yield of emission increases as the
ratio between the area of light-emitting chip and itsvol-
ume increases. This means that it is desirable that the
LED chip be thin. The theoretical relations obtained
showed the possibility of total extraction of the emitted
light from the chip if the chip thicknessisreduced. This
effect is ensured by multipass propagation of light and
its reemission and low nonphotoactive absorption.

The reduction of the thickness of the chip to
~100 um as a method for the production of high-effi-
ciency LEDsfor the near-IR range has long been in use
[3, 4]. Recently, the thickness of the chip was further
reduced by nearly two orders of magnitude [5, 6], and
problems arose related to insufficient current spreading
under the ohmic contacts. The concentration of current
under the contact is especially undesirable in LEDs for
the mid-IR spectral range, because the contribution of

nonradiative Auger recombination is large, and the
emitted light is strongly absorbed by free carriers. An
increase in the carrier density related to the concentra-
tion of current compounds these undesirable effects.

The goal of the present study was to reduce the con-
centration of emitted light under the contact in mid-IR
LEDs by fabricating grid ohmic contacts, and to inves-
tigate the spreading of current from these contacts over
athin semiconductor layer.

2. EXPERIMENTAL PROCEDURE

The LED structures under study were fabricated by
liquid-phase epitaxy on (100) n-GaSb substrates that
were 400 pum thick. The substrates were doped with Te
to an electron density of 8 x 10'” cmr3. At thefirst stage,
an active undoped layer with a composition similar to
GaSb was grown from a standard melt with 0.03% In
added. The In doping reduced the layer bandgap by
only 1 meV. This layer had p-type conduction because
some Ga atoms occupied Sh. The thickness of the layer
was 2 um. A 3.5-um-thick p-GaAlg3,SbAs confining
layer with a wider bandgap was then grown; it was
doped with Ge to a hole density of 1 x 10 cm=, On
top, a 0.5-um-thick p-GaSh contact layer was grown,
heavily doped with Geto ahole density of 8 x 10'° cm3,

For experimental studies, awafer with epitaxial lay-
ers was cut into several parts, and LED structures with
metal contacts of different shape and size were fabri-
cated by contact photolithography (Fig. 1).

Thefirst type of semiconductor LED structures was
conventional. After polishing, the thickness of the
structure was 300 pum. Contacts of 100 um in diameter
were formed on the side of the epitaxial layer, i.e., on
the p region, by successive deposition of Cr, Au + Ge

1063-7826/04/3811-1356$26.00 © 2004 MAIK “Nauka/ Interperiodica’
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(a)

(b)

Fig. 1. Threetypesof LED crystals. (a) with round contacts
and the light-emitting region in the front-face mesa struc-
ture, (b) with grid contacts and the light-emitting region in
the front-face position, and (c) with grid contacts and the
light-emitting region near the crystal holder.

aloy, and Au in aVUP-4 vacuum installation. On the
substrate side, i.e., on the nregion, Cr, Au + Te, and Au
were deposited. Then the contact layers were fired-in
for 1 min at atemperature of 250°C. After that, apattern
in the form of squares with 475 um sides and a step of
500 pum was formed by photolithography to divide the
structureinto separate chips. At the next stage, mesas of
300 pm in diameter and 10 um in height were formed
at the square centers, so that the previoudly fired-in con-
tacts of 100 um in diameter were in the center of the
mesa. After the LED crystal was cleaved into separate
chips, each chip was mounted, substrate down, in a
TO-18 LED case with a planar table.

In order to compare LEDs of conventional configu-
ration (Fig. 1a), chipswith gridlike contacts were fabri-
cated from the same LED structure (Figs. 1b, 1c). The
width of stripeswas 25 pm; the step, 150 um. The LED
structure was preliminarily thinned to a thickness of
270 pm by chemical etching of the substrate. Grid con-
tact layers were deposited both on the epitaxia layer
(pregion) and on the substrate (n region) sides: (Cr,
Au+ Ge, and Au) and (Cr, Au + Te, and Au), respec-
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Fig. 2. Emission spectra of a round-contact LED at current
75 mA, measured in two directions: (1) normal to the front
face and (2) normal to the lateral face.

tively. After the deposition, the grid contacts were fired-
infor 1 min at atemperature of 250°C. A pattern in the
form of squares with a 500-um step and 25-um-wide
separating stripes was then formed by photolithography
to divide the structure into separate chips. After the
structure was cleaved, each chip was mounted in a
TO-18 LED case with aplanar table. Some of the chips
were mounted with the substrate down; others, with the
epitaxial side down (Figs. 1b and 1c, respectively).

The emission spectraand far-field pattern were stud-
ied at room temperature with currentsin the range 10—
300 mA.. To reduce heating, the LEDswere cooled with
a domestic fan. The spectra were recorded with an
MDR-2 diffraction monochromator, which was cali-
brated in emission power units per unit wavelength,
mW pm. To calculate the total emission power, spec-
tra were recorded in two orientations: normal to the
p-n junction plane and parallel to it, but normal to one
of the crystal faces. In the calculation of the total emis-
sion power, the power in the parallel direction was dou-
bled, which corresponds exactly to the far-field pattern
of parallelepiped-shaped LEDs.

3. EXPERIMENTAL RESULTS

LEDs with round and grid contacts differ in their
fundamental parameters: emission spectra, far-field
patterns, and light—current characteristics (Figs. 2-6).

3.1. Emission Spectra

First, wewill discusstype-1 LEDswith around con-
tact on the epitaxial outer side and auniform contact on
the substrate soldered to the sample holder. The emis-
sion spectrum recorded in the direction normal to the
p—n junction plane exhibits two bands with peak wave-
lengths of 1.76 um (photon energy 0.705 eV) and
1.9 um (0.65 eV) and FWHM of 0.14 and 0.17 pum,
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Fig. 3. Emission spectra of a grid-contact LED, with the
emitting region in the front-face position, measured in two
directions: (1) normal to the front face and (2) normal to the
lateral face.
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Fig. 5. Far-field pattern for three types of LEDs: (1) with
round contacts, (2) with grid contacts and the light-emitting
region in the front-face position, and (3) with grid contacts
and the light-emitting region near the crystal holder.

respectively (Fig. 2, curve 1). The integrated power of
the short-wavelength band is 20% higher than that of
the long-wavelength one. In the p—n junction plane,
only the long-wavelength band is observed (Fig. 2,
curve 2). Itsintegrated power nearly equals the power
of the long-wavelength band recorded in the direction
normal to the p—n junction plane, and the width is 20%
larger.

Type-11 LEDs, which have grid contacts and the epi-
taxial side facing outwards, demonstrate very similar
emission spectra (Fig. 3). For these LEDs, the power of
the short-wavelength and long-wavelength bands is
nearly the same for emission normal to the p—njunction
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Fig. 4. Emission spectra of a grid-contact LED, with the
light-emitting region near the crystal holder, measured in
two directions: (1) normal to the front face and (2) normal
to the lateral face.
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Fig. 6. Light—current characteristics for three types of
LEDs: (1) with round contacts, (2) with grid contacts and
the light-emitting region in the front-face position, and
(3) with grid contacts and the light-emitting region near the
crystal holder.

plane, whereas the power of the long-wavel ength band
for the in-plane emission is ~15% higher.

Type-1ll LEDs, with grid contacts, emit only in the
long-wavelength band (Fig. 4). The emission power in
the normal direction (Fig. 4, curve 1) is 25% higher
than the power of emission in the p—n junction plane
(Fig. 4, curve 2). For both directions of emission,
FWHM is0.2 um.

3.2. Far-Field Pattern

Each type of LED demonstrates its own far-field
pattern of emission (Fig. 5). The emission of type-|
LEDs, with around contact on the outer p surface, isthe
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strongest in the direction normal to the p—n junction
plane (Fig. 5, curve 1), dthough, strictly speaking, a
slight dip is often observed in this direction, as can be
seenin Fig. 5. Asthe angle 0 of deviation from the nor-
mal direction increases, the emission intensity first
increases by 5%, and at the deviation angles 6 > 20° it
decreases smoothly; at 8 = 80° it is about 30-35% of
the zero-angle value. At deviation angles 8 > 90°, the
emission intensity sharply decreases, which is typical
of al LED types, because of shading by the sample
holder.

Type-ll LEDs demonstrate much a stronger dip in
the far-field pattern at azero angle (Fig. 5, curve 2). At
first, the emission intensity increases by 23% as the
angle increases to 30°; then, at 6 = 80°, it decreasesto
50-60% of its zero-angle value.

Type-lll LEDs with grid contacts demonstrate an
even stronger zero-angle dip in the far-field pattern
(Fig. 5, curve 3). As the angle increases, the intensity
first risessmoothly; at 8 = 40° it becomes 35% higher than
the zero-angle value, and then it smoothly decreases, so
that at 8 = 80° it is 80% of the zero-angle value.

3.3. Quantum Efficiency

In the LEDs under study, the dependence of the
emission power P on current | isnonlinear (Fig. 6). Itis
superlinear at small currents of up to 10 mA in type-I
diodes (Fig. 6, curve 1) and up to 75 mA in type-1l and
type-I11 diodes (Fig. 6, curves 2, 3); at higher currents,
it is sublinear.

The amost total absence of the superlinear portion
in LEDs with a small-area round contact on the outer
p surface has been observed in [1]. It was explained by
the weak spreading of current under this contact over
the p surface and the concentration of current under the
contact. The density of nonequilibrium carriers under
the contact and near it is sufficient for the saturation of
deep recombination centers, which do not produce
emission even at smal currents (<10 mA). Such a
strong concentration of current does not occur in the
case of grid contacts.

In terms of emission power, type-l1l and type-lll
LEDs are more efficient than type | at currents >90 and
>190 mA, respectively (Fig. 6). The emission power of
type-I LEDs does not exceed 2 mW at any current (see
Fig. 6 and the table), whereas the emission power of
type-Il and type-l11l LEDs at a current of 300 mA isas
high as 3.5 and 2.5 mW, respectively.

Theintegral external quantum yield of photonsn, at
75 mA, when heating by current and current concentra-
tion under the contact are insignificant, isthe highest in
type-l LEDs (~2%, see table), because nonemitting
deep levels are saturated at this current, whereas in
LEDs of other types they are not saturated. However,
the maximum differential external quantum yield of
photonsin typell (ng = 3.5%) is higher than in typel,
where it reaches 2.5%. In this respect, type-1ll LEDs
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LED parameters
LED P, mw Ne %0 Neds Nem |0ptv
type |(1=300mA)| (I=75mA) | % % mA
I 20 194 25 22 40
I 35 191 3.2 24 | 180
Il 25 1.34 2.2 17 | 225

are inferior (2.2%) to other types, because the light-
emitting region lies at a considerable distance from the
outer face. The current at which ngy is the highest is
20 mA intype-l and 100 mA intype-Il and type-l1l LEDs.

In type I, the integral external quantum efficiency
of emission reaches its maximum, ne, = 2.2%, at cur-
rent | = 40 mA (see table). In type Il, Ng, = 2.4%,
i.e., higher than in type-l diodes at higher current
(Iopt = 180 mA), and in type-Ill LEDS ngy, = 1.7% at
lopt = 225 MA.

Thus, LEDswith grid contacts can work at higher cur-
rents and demonstrate higher external quantum efficiency
and emission power than LEDswith round contacts.

However, to obtain the quantitative relationships
between the LED parameters and the configuration of
contacts, a theoretical examination of the current
spreading is necessary. The spreading depends on a
variety of parameters, including the conductivity and
thickness of the epitaxial layers, the mechanisms of
recombination of nonequilibrium carriers, and the
shape and size of ohmic contacts. The chosen parame-
ters must provide the desired spectra, a high quantum
efficiency of emission, and a fast speed of operation,
among other things.

4. THEORETICAL EXAMINATION
OF CURRENT SPREADING

The current spreading from ohmic contacts is fol-
lowed by ohmic voltage drop over the area of the
p—n structure that is not covered by the contact and a
gradual decrease in current because of the electron—
hole recombination. The spreading current becomes
zero at the boundary of the p—n structure that isthe far-
thest from the contact. In the LEDs under study, the
voltage drop occurs mainly inthe p region, becauseitis
considerably thinner than the n region, and its conduc-
tivity islower. Therefore, we disregard the resistance of
thenregion. First, we consider the current spreading in
athin p region of LEDs with around contact, and then
with the grid contact.

4.1. Round Contact

L et around ohmic contact of theradiusr. belocated
on the surface of around p region of theradiusr,. Let o
be the conductivity of the p region, and a, the p-layer
thickness. The variation of current | and voltage V
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along the radius r, starting from the central point, are
described by the relations

db— 3™ _ 1y2mr, (1)
dr

av _

dr ~ ocazm’ 2

where J, is the density of the saturation current corre-
sponding to the operative recombination mechanism,
which is characterized by the coefficient 3; KT, the ther-
mal energy of an elementary particle; and e, the ele-
mentary charge.

To simplify the solution of the system of equations (1)
and (2), we neglect the unity in Eq. (1), assuming that
eV > KT in LEDs operating under forward bias.
To make Egs. (1) and (2) dimensionless, we make the

substitutions
— (V - Vc) —_
= KT X =rlrg

and denote

KT eV, /BKT
ly = B?cra, I, = r23,e "’

where V. is the voltage across the p—n junction under
the contact, and | the current concentrated under the
contact. Then Egs. (1) and (2) take the form

dl

—_— = = Y

S = 21, 3)
_ dy

| = —2mlox . (4)

Now we make the substitution xdy/dx = uin Eq. (4) and
obtain

| = =21 ,u. 5)

We then differentiate Eq. (5) and substitute it into (3),
which isthereby transformed into the following dimen-
sionless equation

du _ i y
I mcxe : (6)
Thedifferentiation of (6) and the necessary transfor-
mations lead us to an eguation for u:
d’u du _
Xd—)-(—z—(l'i'U)a)-( =0. @)

The spreading current | = —21d ;u, which is dependent
onx, iseasily calculated from u.
Thevalueof uat x = 1yieldsthetotal spreading cur-

rent 1,. We limit our consideration to calculating the
total spreading current |, By substituting u(x) = n(§)

IMENKOV et al.

and & =Inx, Eq. (7) istransformed into an equation with
constant coefficients:

n"-2n'-nn' = 0. )

The solution to a similar equation can be found in

the handbook [7, p. 500]. Equation (8) isintegrated ter-

mwise, and a first-order equation with separable vari-
ablesis obtained:

N’ = 2n+3n°+C, ©)

where C isthe integration constant.

Equation (9) can be written in the former variables,
uand x:

xg—)l: = %u2+2u+C.
Using (5) and (6) with x = 1, Eq. (10) gives aformula
that relates |, |y, and C:
2
le = lo
8rl,
Separating variables in (10) and integrating with
respect to u from —y/2m, to 0 and with respect to x
from 1 to x,, we obtain expressions that relate |, and C:

(10)

—ly+m,C. (11)

o = 21,

H(x;“‘zc—l)zc

EP< 1 a C<2

0 422+ /4—2C) (2~ J4-2C) (12’)
><%anxs/(l+ Inx;) a C = 2,

%Q—A/ZC—4

0 2C —

[P<tan%arctan 2 _J2C 4InxD a C>2

O

J2c—a 2 U

The relations (11) and (12) alow the calculation of
currentsin the areathat is free of the contact and under
the contact, 1, and I, corresponding to the same value
of C. Setting different C values, we can obtain the
dependence of I, on I.. Curve 1 in Fig. 7a shows the
thus obtained dependence of 1, on the total current in
theLED, Is =1y + I, for the LED under study with I, =
2.5 mA and x; = 3. As can be seen, the dependence is
sublinear beginning with a zero current. Curves 1 in
Figs. 7b and 7c, respectively, show the dependences of
the current under the contact J. and of theratio s, =14/1,.
on |s. The superlinearity of the dependence I (l5) is
noticeable, as is the sharp decrease in I/l at currents
<100 mA. At ls > 180 mA, Iy <.

Thelimiting relationsfor the spreading current have
the form

lp=sl, a |;<8my(s+1)s?, (13)
lo= /8Tl a |s>8ml,(s+1)s?, (14)
SEMICONDUCTORS Vol. 38 No. 11 2004
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where s = x§ — 1 isthe ratio between the area free of

contact to that under the contact. It can be seen from
(13) and (14) that the dependence l(1.) islinear at small
currents and of square-root type at high currents. In the
structures under study, the transition from a linear to a
square-root dependence occurs at the total current |5 =
9 mA.

4.2. Grid Contacts

The contact grid divides the p surface into separate
cells. First, we will consider the current spreading
within a single cell; then, we will summarize over all
the cells. To deal with a one-dimensional problem, we
assume that the free-of-contact p surface of acell isnot
square, but round with the same area. This substitution
of shape introduces no significant error but allows usto
use the solution obtained for a round contact. We place
the point of origin at the center of acell. The equivalent
radius of the free-of-contact p surface of acell isr, =

(b—3)/./rt, where b is the step of the contact grid and
0, the width of stripes. The dimensionless radius is
expressed by the same formula as that used for around
contact, x = r/r.. Since the inverse geometrical situation
isconsidered in the case of agrid contact, the directions
of current spreading and the x axis are the opposite, and
the current | in Egs. (1) and (2) and the spreading cur-
rent will have the same absolute value, but with oppo-
site signs. Applying the boundary conditions a x = 0,
whereu=0and u' =0, to Eq. (10), we obtain C=0. For
C =0, the spreading current at x = 1 iseasily calculated
from (10). For the case of agrid contact, Eg. (6) can be
represented as

sl
du _ Sleryey (15)

dx T,

where s = (b — 8)?b™(2b — 8)* is the ratio between the
free-of-contact and under-contact areas of the p sur-
face, and I, isthe recombination current under the con-
tact within a cell. It is taken into account that the
spreading current in acell 1y, isthe current | in Eq. (5)
at x =1, with the opposite sign. Now Eqg. (10) gives the
dependence of 1y, on | :

sl
lon = 4Tl + 145500,
o

The desired dependence of the total spreading cur-
rent I, on the current under contact | is related to the
number of cells m= S/b? (where S, is the total area of
the p surface) by

= Do+ 1+ Sle [
Iy 4nIGmD1 1 ol

The limiting formulas for the spreading current in
the case of grid contacts have the form

(16)

17
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Fig. 7. Theoretical dependencesof (a) current inthe free-of -
contact areal, (b) current density under the contact J., and
(c) theratio of currentsin the free-of-contact areaand under
the contact 14/l on the total current Is. (1) Round-contact
and (2) grid-contact LED.

lo=sl, a Iy<8mmly(1+2s), (18)
lo= /8T I,sm a |;>8mmiy(1+2s7). (19)

It can be seen from (18) and (19) that the genera form
of the relations describing the spreading of current
under the contact in a grid-contact LED is similar to
that in a round-contact LED. The difference is that the
transition from linear to square-root behavior occurs at
much higher currents. In the structure under study with
s=2.27,m=11, and |, = 2.5 mA, thistransition occurs
at atotal current of 1300 mA. Ascan be seenin Fig. 7a,
in a grid-contact LED the dependence of 1, on Is
remains nearly linear up to atotal current of 1300 mA,
whereas in the case of a round contact this becomes a
root dependence at currents that are 100 times smaller.
The current density under a grid contact is 20 times
smaller than under around one (Fig. 7b). Grid contacts
can provide areasonably uniform distribution of current
over the emitting layer, and theinternal quantum yield of
photonsis the highest for a given narrow-gap layer.

Now wewill calculate the voltage variation over the
layer, which islessthan or approximately equal to kT/e
with a uniform distribution of current and much larger
with a nonuniform distribution. In the case of a grid
contact, this can be done easily, because C = 0. After the
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substitution x = udx/dy in the left-hand part of (10), it
takes the form

_ 2du
=054 (20
Integrating (20) with respect to y and u in the range of
their spatial variation from the origin of coordinates to
the contact, we calcul ate the desired variation of dimen-
sionless voltage over the spreading layer:

Ay = 2'”%“%% 1)

where uy = u(x = 1).

Since U, = 4 at the boundary between the square-
root and linear portions of the dependence I (1), at this
boundary Ay = —-2In2 in accordance with (21); i.e., the
magnitude of voltage variation over the layer is
~1.4B3KT/e. In this case, the density of the recombina-
tion current changes by a factor of 4, i.e., twice that of
the average value, in other words, insignificantly. Since
Uy < 4 at the linear portion, the recombination current
density in the layer varies less than twice that of its
average value. At the square-root portion, the variation
is much stronger, so the distribution of current cannot
be regarded as uniform.

A similar dependence is obtained for the case of a
round contact, but the distribution of the recombination
current can be regarded as uniform for a current that is
100 times smaller than that for agrid contact.

Note also that, in the case of grid contacts, |, > |,
for currents up to I = 1300 mA or higher, whereas
for round contacts | > | . for I < 200 mA. Therefore,
the emission is shaded by grid contacts less than by
round ones.

5. INTERNAL QUANTUM YIELD OF PHOTONS

The emission through the front face contains a com-
ponent with a spectrum similar to the original spectrum
of the active region. To select this component, we use
the fact that the second component is similar to the
emission through the lateral faces. As we have shown
in [2], with isotropic emission in the crystal these com-
ponents differ in the external quantum yield of photons
by afactor equal to theratio of the free-of-contact areas
of the facets. The isotropy of emission in the LEDs
under study is maintained by the roughness of the pol-
ished surface of the substrate and by the etching
grooves from which the emitted light is reflected dif-
fusely. Inthe case of grid contacts, the ratio between the
free areas of the front and the lateral facesis given by

g = _Ls
"7 H(s+1)’

where L is the step of the separating grid and H, the
crystal thickness.

(22)
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The external quantum yield of photons through a
single lateral face is conveniently determined from the
angle 0,5 in the far-field pattern, which corresponds to
the maximum intensity of the photon flux. Also, it must
be taken into account that the emission intensity in the
p—n junction planeis doubled dueto the reflection from
the crystal holder. With regard to these factors, we
obtain a simple relation which determines the ratio
between the internal quantum yields of the short- and
long-wavelength emission, n, and n;:

Ns _ ks
n, 1-k,—05s:tanb,,’

wherek;isthefraction of the short-wavel ength photons
emitted from the crystal in the direction normal to the
front face. For type-Il LEDs at ks = 0.5, 5 = 1.16, and
0.« = 30°, weobtainn,=3n; i.e., theinternal quantum
yield for the short-wavelength photons is threefold
larger than for the long-wavelength ones. We believe
that the undistorted emission spectrum from the nar-
row-gap layer contains a single band with a small
shoulder at the position of the long-wavelength band.
The value of n; is easily determined from the external
yield of the short-wavelength photons ., because n
is only affected by the coefficient of the emergence of
emission from the crystal and by the shading from con-
tacts, and not by the nonphotoactive absorption in the
crystal, which can be expressed by the relation

—_ 1+nes
T 1+ s/(s+ n(n+1)°n

where n isthe refractive index.

Intype-1l LEDsat 75 mA current, ne = 0.424%, and
S = 2, we obtain ng = 37.5%; in this case, n, = 12.5%.

Now it is convenient to use Eqg. (4) from our study
[2] for the external quantum yield of the long-wave-
length photons, n,, which is totally applicable to type-
11 LEDs, to determine the coefficient of nonphotoac-
tive absorption in the crystal, a4 Preliminarily, the
effective absorption coefficient in the crystal, which
characterizes the emergence of emitted light from the
crystal, must be calculated using relation (6) from [2]:

=S
© vn(n+ 1)2’

where Sisthe free-of-contact area of the crystal surface
and V is the crystal volume. For type-lll LEDSs, a, =
1.13cm™

Relation (4) for n.from[2], resolved with respect to
the nonphotoactive absorption coefficient ag, has the
form

(23)

(24)

(25)

_ N }
Og4 = O] ————-1]|. (26)
‘ e|:n e( 1- n s)
For type-111 LEDsat n,=1.34% and 75 mA current, we
obtain oy = 16 cm. Thefact that a4 isan order of mag-
SEMICONDUCTORS  Vol. 38
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nitude greater than a,, stresses the importance of non-
photoactive absorption. Furthermore, estimates of the
internal quantum yield of photons at optimal current
given =ns+ 1, =63%, i.e., avalue approaching 100%.

6. ANALY SIS OF THE EXPERIMENTAL DATA

LEDs with an active region located near the outer
front face, with a round or a grid ohmic contact, emit
light with a spectrum that contains both the short-wave-
length band and the long-wavelength band related to
double-charge acceptors (Figs. 2, 3).

The weak dependence of the emission spectra on
current indicates that the emission is generated in the
p region, where the occupancy of the double-charge
centers is virtually independent of current, in contrast
to the n region. The n region in the substrate plays the
main role in nonphaotoactive absorption due to itslarge
thickness.

A significantly lower current density under a grid
contact (Fig. 7), compared to round one, is confirmed
by the large length of the superlinear portion of light—
current characteristics (Fig. 6), from 0 to 200 mA in
type-1l and type-Il1l LEDs (curves 2, 3), wheress in
type-1 LEDs this portion extends only as far as 10 mA
(curve l). Inthis portion, deep nonradiative recombina
tion centers are saturated, which demands a high cur-
rent density.

Owing to the low current density in grid-contact
LEDs, the internal quantum yield of radiative recombi-
nation does not noticeably decrease as current increases
from 100 to 300 mA. Therefore, the emission power at
acurrent of 300 mA reaches high values: 2.5-3.5 mW.
LEDs with an active region near the outer face have an
advantage in the form of the short-wavelength band.
The thermal resistance of crystals in type-1l and type-
11 LEDsisnearly the same (~15 K/W), because heat is
released mainly in the crystal bulk in nonphotoactive
absorption of the emitted light.

Note that the internal parameters of the LED crystal
Ns = 37.5%, N, = 12.5%, n = 50%, and a4 = 16 cm~* are
calculated for type-1l and type-11l LEDs at a current of
75 mA, when the external quantum yield of photonsis
1.91 and 1.34%, respectively. At optimal current, the
external quantum yield of photons reaches 2.4 and
1.7%, respectively. The maximum external quantum
yield of photonsis achieved at ng= 47%, n, = 16%, and
n = 63%. So the high emission efficiency is accounted
for by the uniformity of the current distribution over the
p—njunction areain grid-contact LEDs, which makesit
possible to operate the whol e active area in the optimal
emission mode.

If the differential external quantum yield of photons
of 3.2 and 2.2%, respectively, is taken into account, we
obtain an internal quantum yield of photons of 84%,
which is very close to 100%. This quantum yield of
photons equals the fraction of recombination via dou-
ble-charged acceptors in the total interband and quasi-
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interband recombination, including nonradative recom-
bination. The results obtained open up prospectsfor the
development of high-efficiency high-power LEDs that
operate on electron transitions via double-charge
acceptors.

7. CONCLUSION

The results obtained suggest the following.

(1) The emission spectra obtained for LEDs with
grid and round contacts are similar.

(2) Grid-contact LEDs have amuch higher emission
power than round-contact ones.

(3) Mathematical relations have been derived that
describe the current spreading from round and grid con-
tacts and make it possible to choose the parameters of
the semiconductor layersto provide auniform distribu-
tion of current over the p— junction area.

(4) Experiments and cal culations show that the cur-
rent density under grid contactsis 20 times smaller than
under round ones, which significantly reduces the con-
tribution of nonradiative Auger recombination and
makes it possible to obtain a high emission power—up
to 3.5 mW at acurrent of 300 mA.

(5) The internal quantum yield of emission in the
long- and short-wavel ength bands of the double-charge
acceptor in p-GaSh, as determined from the experi-
ment, is 16 and 47%, respectively. The coefficient of
nonphotoactive absorption of the recombination emis-
sioninan LED is 16 cm™.
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