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Abstract—The electron-density functional and pseudopotential methods are used to study the effects of hydro-
gen and pressure on the formation of vacancies and divacancies in silicon. It is shown that the formation energy
of vacancies can be reduced by 1.8–3.5 eV and that of divacancies by 2.0–5.4 eV in the presence of hydrogen.
As a result, the spontaneous generation of vacancies and vacancy-containing complexes becomes possible at
high concentrations of hydrogen. At the same time, the presence of hydrogen makes silicon less sensitive to
pressure and, at high hydrogen concentrations, can completely suppress the tendency toward additional forma-
tion of vacancies in the sample exposed to pressure. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The presence of hydrogen in a silicon crystal lattice
affects various properties of silicon. As it has high dif-
fusivity, hydrogen (whose sources are many of the reac-
tants used in semiconductor technology and water
vapor) can easily penetrate silicon crystals even at room
temperature and, thus, can interact with various defects
of the crystal lattice. Hydrogen has a high chemical
activity and reacts with impurities and crystal-lattice
defects. Intrinsic point defects and their complexes
with impurity atoms are formed in silicon crystals dur-
ing technological treatment. Studying the interaction of
these defects with hydrogen therefore has both scien-
tific and practical significance.

Calculations from first principles show that hydro-
gen can be present in both atomic [1] and molecular [2,
3] states in silicon that is free of defects and other impu-
rities. The molecular state is more favorable and yields
an energy gain per hydrogen atom of 1.0 eV [4]. At the
same time, the presence of hydrogen in silicon is con-
ducive to the formation of vacancies [5, 6]. The differ-
ence between the energy of the Si–H bond and that of
isolated interstitial hydrogen (2.2 eV) is sufficiently
large to initiate the spontaneous formation of vacancies
if four dangling silicon bonds are saturated simulta-
neously with hydrogen [7]. Even the formation of
microvoids in silicon is possible if the hydrogen con-
centration is high [8]. In addition, it is well known that
pressure also stimulates the appearance of vacancies in
silicon by reducing their formation energy [9]. How-
ever, the combined effect of hydrogen and pressure on
the formation of vacancies and vacancy-containing
complexes has so far not been studied.
1063-7826/04/3811- $26.00 © 1241
The objective of this study was to gain insight into
the effect of pressure on the processes of formation of
isolated vacancies and divacancies in crystalline silicon
that contains hydrogen. We will not discuss issues
related to the kinetics of these processes; i.e., we will
not consider the diffusion of hydrogen molecules and
atoms and that of silicon self-interstitials that appear as
a result of the formation of vacancies. In other words,
we will not consider the activation energies of the pro-
cesses; we will only compare the energies of the initial
and final states. Such an approach is justified in the case
of high temperatures when we are interested only in the
final result rather than in the process rate. Since we will
compare our calculations with high-temperature
(~1000°C) experiments [8], the approach above is com-
pletely justified. The effect of pressure on the diffusion-
related processes will be considered in a separate pub-
lication.

2. METHOD AND PARAMETERS 
OF CALCULATION

The theoretical studies reported in this paper are
based on the theory of the electron-density functional
[10] in the local-density approximation [11, 12], which
is combined with the pseudopotential method in the
Troullier–Martins approximation [13].

For the calculations, we used the FHI96md software
package [14], which made it possible to optimize the
atomic configuration of the system and determine its
total energy. Plane waves were chosen as the basis; the
cutoff energy was varied from 8 to 20 Ry. In order to
take into account the relaxation of the silicon crystal
lattice around defects, we performed all the calcula-
2004 MAIK “Nauka/Interperiodica”
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tions for a silicon supercell composed of 64 silicon
atoms. We used the Γ point of the Brillouin zone as the
k point.

The equilibrium value of the silicon lattice constant
was equal to 5.35 Å according to our calculations. In
order to simulate the compression, we reduced the sili-
con lattice constant by 1–5%, which corresponded to a
pressure of 1–5 GPa. These values are consistent with
the pressures that actually exist in silicon and arise in
semiconductor devices when they are used in condi-
tions of dynamic loads and under the effect of ther-
moelastic stresses at the interfaces between silicon and
other materials.

3. RESULTS AND DISCUSSION

3.1. Vacancies and Divacancies in High-Purity Silicon 
under Atmospheric Pressure

The vacancy-formation energy was determined
from the following formula:

Here,  is the energy of a silicon supercell,  is
the energy of a silicon supercell with a vacancy, and ESi
is the silicon chemical potential whose value was deter-
mined from separate calculations. Accordingly, we
have the following expression for a divacancy:

Here,  is the energy of a silicon supercell with a
divacancy. It is implied that the “excess” silicon atoms
released as a result of the formation of vacancies and
divacancies reach the surface and become incorporated
into it; thus, one of the “surface” atoms is transformed
into a “volume” atom, so that the number of volume
atoms is conserved.

Different values of formation energy for vacancies
and divacancies in silicon are reported in various publi-
cations [15–17]. The energy for a vacancy ranges from
3 to 4 eV; for a divacancy, 4–5 eV. Our calculations
(with a cutoff energy of 8 Ry) yielded values of 3.0 and
4.2 eV, respectively, which are in good agreement with
published data.

3.2. Hydrogen in Silicon under Atmospheric Pressure

Since the molecular state of hydrogen in silicon that
does not contain other impurities and intrinsic defects is
more favorable than the atomic state, we will compare
the energy of hydrogen in various defect structures with
that of molecular hydrogen. In the absence of lattice
defects, the tetragonal interstitial site is the most favor-
able site for molecular hydrogen in silicon [18, 19]. The
formation energies for a vacancy and a divacancy in the
presence of a hydrogen molecule decreases because a
spontaneous dissociation of the H2 molecule and satu-
ration of dangling silicon bonds with hydrogen occur

E f vac( ) ESi64
ESi63

ESi+( ).–=

ESi64
ESi63

E f divac( ) ESi64
ESi62

2ESi+( ).–=

ESi62
when hydrogen transfers from an interstitial site to a
vacancy (divacancy). In this case, the formation ener-
gies are defined by the following formulas:

Here,  is the energy of a system that consists of
silicon and a hydrogen molecule at a tetragonal site,

 is the energy of a system that consists of sili-

con and two hydrogen atoms in a vacancy, and 
is the energy of a system consisting of silicon and two
hydrogen atoms that reside in a divacancy.

Our calculations yielded 1.2 eV for the formation
energy for a vacancy in the presence of a hydrogen mol-
ecule and 2.3 eV for the case of a divacancy. Thus, the
presence of a small amount of hydrogen in silicon
reduces the formation energy for both vacancy and
divacancy by about 2 eV. Only partial passivation of the
internal dangling bonds of silicon occurs in this situa-
tion. Hydrogen can passivate all the dangling bonds if
its concentration is higher. In that case, a vacancy
attracts two hydrogen molecules, while a divacancy
attracts three. A gain in the energy becomes so large
that the formation energies become negative: –0.5 eV
for a vacancy and –1.3 eV for a divacancy. Conse-
quently, at high hydrogen concentrations, vacancies
and divacancies can be formed spontaneously without
any additional energy (for example, thermal) expenses,
and they are immediately filled with hydrogen, which is
consistent with experimental data [8].

The available published theoretical data are also
consistent with our results. For example, Van der Walle
et al. [4] showed that the energy of a silicon crystal is
reduced by ~2.2 eV owing to the passivation of a single
dangling bond when an isolated hydrogen atom is
transferred from an interstitial site to a vacancy; two
hydrogen atoms reduce the crystal energy by 4.4 eV if
these atoms passivate two dangling bonds. Since we are
considering molecular hydrogen (rather than atomic
hydrogen) as the initial state, we should subtract the
dissociation energy of a hydrogen molecule (equal to
2 eV [4]) from 4.4 eV in order to compare the data
of [4] with our results. Thus, according to [4], the for-
mation energy for a vacancy in the presence of a hydro-
gen molecule is reduced by 2.4 eV, which is not very
different from our value of 2 eV.

3.3. The Combined Effect of Pressure and Hydrogen

We studied the effect of pressure on the formation of
vacancies and divacancies in silicon that contains and does
not contain hydrogen. In this case, the formation energy
for a vacancy was determined from the expression

E f vac( ) ESi64 H2+ ESi63 2H+ ESi+( ),–=

E f divac( ) ESi64 H2+ ESi62 2H+ 2ESi+( ).–=

ESi64 H2+

ESi63 2H+

ESi62 2H+

E f
P ESi63

P ESi
P+( ) ESi64

P ,–=
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where the superscript P indicates the dependence of
corresponding parameters on pressure.

The formation energy for a vacancy in silicon that
contains hydrogen and is subjected to pressure was
determined from the formula

where N = 1, 2 is the number of hydrogen molecules.

In Fig. 1 we show the calculated dependences of the
formation energies for a vacancy Ef on pressure in sili-
con that contains and does not contain hydrogen. The
value of Ef decreases linearly with increasing pressure
in silicon without hydrogen: as the pressure increases to
5 GPa, the value of Ef decreases by 1 eV. This result is
qualitatively consistent with the data reported previously
[9] but differs from these data quantitatively: according
to [9], the vacancy-formation energy decreases by only
0.2 eV as the pressure increases to 5 GPa. In our opin-
ion, this discrepancy is caused by the fact that a cell
with 32 silicon atoms was used in [9] to simulate the
behavior of a vacancy, whereas we used a cell com-
posed of 64 atoms. As shown previously [20], it is nec-
essary to use a cell with no less than 70 atoms in order
to describe realistically the relaxation properties of a
vacancy in silicon (these properties are important in
studying the effect of pressure). As the number of atoms
decreases, the error increases drastically. This behavior
is understandable since the boundary atoms in the cell
are fixed during simulation and cannot contribute to the
relaxation. At the same time, there are a relatively large
number of boundary atoms in cells with a small number
of atoms. Specifically, 26 atoms are involved in relax-
ation around a vacancy in a cell composed of 64 atoms,
whereas only 4 atoms are involved in this relaxation in
a cell composed of 32 atoms. The result we obtained
indicates that pressure has a relatively strong effect on
vacancy formation and is implicitly consistent with the
results reported in [21], where the effect of pressure on
the activation energy of As diffusion (with a vacancy-

E f
P ESi63 2NH+

P ESi
P+( ) ESi64 NH2+

P ,–=

4

3

2

1

0

–1
0 2 3 4 51

1

2

3

Pressure, GPa

Formation energy, eV

Fig. 1. Dependences of the vacancy-formation energy on
pressure in silicon (1) without hydrogen, (2) in the presence
of a hydrogen molecule, and (3) in the presence of three
hydrogen molecules.
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related origin) in silicon was studied and a decrease in
Ef by 0.7 eV was observed under a pressure of 6 GPa.

A decrease in the vacancy-formation energy as a
result of exposure to pressure is attributed to the fact
that pressure reduces the distances between atoms, spe-
cifically, between the atoms that have dangling bonds
and surround the vacant site in the crystal lattice. As a
result, we have an increased overlap of the wave func-
tions that correspond to dangling bonds and an increase
in the exchange (covalent) interaction. Simultaneously,
a partial (proportional to the pressure) saturation of
dangling bonds occurs, the vacancy energy decreases,
and the vacancy-formation energy decreases.

Hydrogen reduces the vacancy-formation energy by
saturating (passivating) the dangling bonds. Therefore,
one would not expect the pressure to have a significant
effect on the formation energy for vacancies with com-
pletely passivated dangling bonds. The effect of pres-
sure is expected to be less in the case of incomplete pas-
sivation than in the case of the absence of hydrogen.
Indeed, as can be seen from Fig. 1, the curve represent-
ing the dependence of Ef on pressure in the presence of
a single H2 molecule has slope that is smaller by a fac-
tor of two in the absence of hydrogen. Two hydrogen
molecules completely neutralize the effect of pressure
(within the accuracy of the calculation and simulation
methods used). Similar results were also obtained for a
divacancy (Fig. 2). A pressure of 5 GPa applied to sili-
con devoid of hydrogen reduces the divacancy-forma-
tion energy by 1.4 eV. In the presence of a single hydro-
gen molecule, the formation energy decreases by 2 eV,
continues to decrease with increasing pressure, and
attains a value of 1.3 eV at 5 GPa. At higher hydrogen
concentrations (three hydrogen molecules per diva-
cancy), in which case all the dangling bonds are satu-
rated, the divacancy-formation energy at the zero pres-
sure is equal to –1.3 eV. The divacancy-formation
energy remains nearly constant as pressure increases
further (Fig. 2, curve 3).
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Fig. 2. Dependences of the divacancy-formation energy on
pressure in silicon (1) without hydrogen, (2) in the presence
of a hydrogen molecule, and (3) in the presence of three
hydrogen molecules.
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In order to estimate the reliability of the results
reported here, we performed test calculations at higher
cutoff energies (16 and 20 Ry). The results obtained are
listed in the table.

The difference in the vacancy-formation energies
calculated at various values of the cutoff energy is
within the error of the calculation method (0.1 eV). For
a divacancy, the difference in energies represents an
error within 0.2 eV, which is within the range of the
spread in the available published data.

4. CONCLUSION

Calculations from first principles show that pressure
stimulates significantly the appearance of vacancies
and divacancies in silicon by decreasing the energy of
their formation owing to the fact that atoms with dan-
gling bonds are forced closer to each other and that
exchange interaction between these atoms increases.
As hydrogen is introduced into silicon, the effect of
pressure is reduced, as hydrogen atoms passivate the
dangling bonds. If the amount of hydrogen is insuffi-
cient to passivate all the dangling bonds, the pressure
has almost no additional effect on the formation of
vacancies and divacancies.
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The values of the vacancy- and divacancy-formation energies
(in eV) in relation to the cutoff energy Ecut

Energy Ecut = 8 Ry Ecut = 16 Ry Ecut = 20 Ry

Ef (vac) 3.0 2.9 3

Ef (vac, H2) 1.2 1.1 1.1

Ef (divac) 4.2 4.0 4.0
REFERENCES
1. C. G. Van de Walle, P. J. H. Denteneer, Y. Bar-Yam, and

S. T. Pantelides, Phys. Rev. B 39, 10791 (1989).
2. J. W. Corbett, S. N. Sahu, T. S. Shi, and L. C. Snyder,

Phys. Lett. A 93A, 303 (1983).
3. A. Mainwood and A. M. Stoneham, Physica B & C

(Amsterdam) 116, 101 (1983); J. Phys. C 17, 2513
(1984).

4. C. G. Van de Walle, Y. Bar-Yam, and S. T. Pantelides,
Phys. Rev. Lett. 60, 2761 (1988).

5. S. K. Estreicher, J. L. Hastings, and P. A. Fedders, Phys.
Rev. B 57, R12663 (1998).

6. M. A. Roberson and S. K. Estreicher, Phys. Rev. B 49,
17040 (1994).

7. C. G. Van de Walle, Phys. Rev. B 49, 4579 (1994).
8. A. Misiuk, H. B. Surma, I. V. Antonova, et al., Solid

State Phenom. 69–70, 345 (1999).
9. A. Antonelli and J. Bernholc, Phys. Rev. B 40, 10643

(1989).
10. P. Hohenberg and W. Kohn, Phys. Rev. 136, 864 (1964).
11. D. M. Ceperley and B. J. Alder, Phys. Rev. Lett. 45, 567

(1980).
12. J. P. Perdew and A. Zunger, Phys. Rev. B 23, 5048

(1981).
13. N. Troullier and J. L. Martins, Phys. Rev. B 43, 1993

(1991).
14. M. Bockstedte, A. Kley, J. Neugebauer, and M. Schef-

fler, Comput. Phys. Commun. 107, 187 (1997).
15. T. J. Lenosky, J. D. Kress, I. Kwon, et al., Phys. Rev. B

55, 1528 (1997).
16. M. Tang, L. Colombo, J. Zhu, and T. D. de la Rubia,

Phys. Rev. B 55, 14 279 (1997).
17. N. Bernstein, M. J. Mehl, D. Papaconstantopoulos, et al.,

Phys. Rev. B 62, 4477 (2000).
18. K. G. Nakamura, K. Ishioka, M. Kitajima, and K. Mura-

kami, Solid State Commun. 101, 735 (1997).
19. H. Takaba, A. Endou, A. Yamada, et al., Jpn. J. Appl.

Phys. 39, 2744 (2000).
20. S. Ö üt, H. Kim, and J. Chelikowsky, Phys. Rev. B 56,

R11353 (1997).
21. O. Sugino and A. Oshiyama, Phys. Rev. Lett. 68, 1858

(1992).

Translated by A. Spitsyn

g

^

SEMICONDUCTORS      Vol. 38      No. 11      2004



  

Semiconductors, Vol. 38, No. 11, 2004, pp. 1245–1253. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 38, No. 11, 2004, pp. 1285–1293.
Original Russian Text Copyright © 2004 by Sapaev, Saidov, Saidov, Karazhanov.

                                                                                                                  

ATOMIC STRUCTURE AND NONELECTRONIC PROPERTIES 
OF SEMICONDUCTORS
(IV2)1 – x(III–V)x Solid Solutions Obtained 
from a Bounded Tin Melt–Solution

B. Sapaev, M. S. Saidov, A. S. Saidov^, and S. Zh. Karazhanov
Physicotechnical Institute, Physics–Sun Scientific Production Union, 

Academy of Sciences of Uzbekistan, Tashkent, 700084 Uzbekistan
^e-mail: amin@physic.uzsci.net

Submitted July 30, 2003; accepted for publication October 17, 2003

Abstract—The formation of a continuous series of substitutional solid solutions is theoretically considered
from the viewpoint of taking into account generalized moments and differences in the valence and the covalent
radii of atoms or molecules of initial components. These considerations are used to develop technology for the
fabrication of (Si2)1 – x(GaAs)x (0 ≤ x ≤ 0.96) and (Si2)1 – x(GaP)x (0 ≤ x ≤ 1) epitaxial layers on silicon substrates
from a tin melt–solution by the forced cooling method. The distribution of components over the thickness of
the (Si2)1 – x(GaAs)x and (Si2)1 – x(GaP)x layers, the photosensitivity, and the current–voltage characteristics of
Si–(Si2)1 – x(GaAs)x and Si–(Si2)1 – x(GaP)x heterostructures were studied. The analysis of results of X-ray
investigations and photoelectric properties indicate that the grown epitaxial layers of (IV2)1 – x(III–V)x solid
solutions are structurally perfect. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The study of the liquid-phase epitaxy and properties
of grown epitaxial films with the aim of expanding the
range and reducing the cost of semiconductor materi-
als, as well as to fabricate structures with new proper-
ties suitable for devices of modern microelectronics
and optoelectronics, remains a problem of current inter-
est in semiconductor materials science and photoelec-
tronics. Therefore, it is very promising to investigate
the feasibility of growing III–V compounds and epitax-
ial layers of their solid solutions on less expensive sub-
strates, such as single-crystal and polycrystalline Si,
using liquid-phase epitaxy. The III–V compounds and
their solid solutions are the most suitable materials for
producing semiconductor devices, such as high-effi-
ciency solar cells, injection GaAs lasers, and optical-
range GaP light-emitting diodes. It is possible to con-
siderably expand the scope of these semiconductors
using their (IV2)1 – x(III–V)x solid solutions due to the
possibility of controllably varying the band gap and
individual properties while keeping other properties
unchanged.

The possibilities for the practical application of
solid solutions based on Group-IV elements and III–V
compounds and their heterostructures have still not
been completely clarified. Therefore, a further search
is required to improve the purity of materials and clar-
ify the behavior of impurities, as well as to attain high
crystalline quality. In this context, it is very important
to perform combined theoretical and experimental
studies of conditions for growing the epitaxial layers
of wide-gap (IV2)1 – x(III–V)x solid solutions and to
fabricate heterostructures with the specified properties
1063-7826/04/3811- $26.00 © 21245
based on them. In this paper, we report the results of
experimental and theoretical studies of the properties of
Si–(IV2)1 – x(III–V)x structures.

2. METHODS

2.1. Conditions for the Formation of a Continuous 
Series of Solid Solutions in Multicomponent Systems

For the solubility of multicomponent systems,
Saidov [1] suggested the formula

(1)

For two-component systems (i = 1), formula (1) is writ-
ten as

(2)

where

(3)

In expressions (1)–(3),  and  are the mole frac-
tions of the (') and ('') phases, Zi is the valence, ri is the
covalent radius of atoms of the ith component, k is the
Boltzmann constant, T is the absolute temperature, and

CNi'

=  
CNi'' 1/kT( ) a∆Zi b∆ri+( )–[ ]exp

1 1/kT( ) a∆Zi b∆ri+( )–[ ]exp 1–{ } CNi''

i 1=

∑+
--------------------------------------------------------------------------------------------------------------.

CN1'

=  
CN1'' 1/kT( ) a∆Z1 b∆r1+( )–[ ]exp

1 1/kT( ) a∆Z1 b∆r1+( )–[ ]exp 1–{ } CN1''+
---------------------------------------------------------------------------------------------------------,

∆Zi Zi Z j, ∆ri– ri r j.–= =

CNi' CNi''
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a and b are constants determined experimentally; the
subscript j refers to a solvent.

According to formula (2), the lower |∆Z1| and |∆r1|,
the higher the solubility of component 1. If the system
components are binary compounds of the A2, AB, and
CD type (A and B are the Group-IV elements, and CD
denotes III–IV, II–VI, and I–VII compounds), we have

(4)

(5)

Generalizing the experimental data according to
which a continuous series of solid solutions on the basis
of elementary metals [2] and binary semiconductor
compounds [3] is formed if their components have
identical types of crystal lattices and chemical com-
pounds, and the difference in the radii of their atoms or
molecules is less than 15%, Saidov [1] used formulas (4)
and (5) to suggest the following conditions for the for-
mation of continuous substitutional solid solutions for
binary compounds:

(6)

(7)

In the table, we list some III–V and II–VI com-
pounds and silicon-containing IV2 and IV–IV com-
pounds, their band gaps (Eg), sums of radii of atoms of
elements (RA + RB, RC + RD), and ∆r values that satisfy

∆Zi ZA ZB+( ) ZC ZD+( ),–=

∆ri rA rB+( ) rC rD+( ).–=

∆Z 0,=

∆r rA rB+( ) rC rD+( )– 0.1 rA rB+( ).<=

Parameters of components of hypothetical solid solutions

CD

A2, AB Si2 SiGe SiSn

Eg, eV 1.08 <1.08 <1.08

Eg, eV

RA + RB, Å

RC + RD, Å 2.34 2.39 2.57

AlP 2.42 2.36 –0.02 0.03 0.21

GaP 2.25 2.36 –0.02 0.03 0.21

InP 1.34 2.54 –0.20 –0.15 0.03

AlAs 2.16 2.44 –0.10 –0.05 0.13

GaAs 1.45 2.44 –0.10 –0.05 0.13

AlSb 1.60 2.62 – 0.23 –0.05

GaSb 0.79 2.62 – 0.23 –0.05

InSb 0.18 2.80 – – –0.23

ZnS 3.54 2.35 –0.01 0.04 0.22

ZnSe 2.80 2.45 –0.11 –0.06 0.12

ZnTe 2.30 2.63 – – 0.06

CdS 2.48 2.52 –0.18 –0.13 0.05

CdSe 1.85 2.62 – – –0.05

CdTe 1.47 2.80 – – –0.23

Note: Values of ∆r are given in Å.
condition (7). As can be seen, Si2 and SiGe can form a
continuous series of solid solutions with III–V and
II−VI compounds in approximately 14 cases.

2.2. Experimental Setup and Method of Growth

Two types of continuous solid solutions,
(Si2)1 − x(GaP)x and (Si2)1 – x(GaAs)x, were prepared, and
their properties were studied. The solubility was mea-
sured by the weight-loss method applied to a semicon-
ductor crystal after the liquid phase has attained satura-
tion in an atmosphere of hydrogen purified by passing
through palladium. In [4], the effect of certain elements
on the solubility of silicon in tin was determined. We
developed this line of investigation and report in this
paper the results of studying the effect of the third com-
ponent on the solubility of silicon, gallium phosphide,
and gallium arsenide in tin and in tin solutions contain-
ing GaP, GaAs, GaSb, and Sb at various temperatures. The
temperature was measured by a Chromel–Alumel thermo-
couple. Semiconductor plates (GaP, GaAs, and Si)
attached to the special graphite holder were immersed
into the melt. The crystal was extracted from the melt
after its saturation at a given temperature, and the solu-
bility of the material was calculated from the weight-
loss measurement using a VLR-200 balance with an
accuracy of 0.05 mg. The holder and crucible were
made of spectral-purity graphite. The purity of the
materials used was no worse than 99.999%.

Epitaxial layers of (Si2)1 – x(GaAs)x solid solutions
were grown on polycrystalline silicon substrates 20 mm
in diameter. Single-crystal silicon substrates 20 and
40 mm in diameter were used to grow the layers of
(Si2)1 – x(GaP)x solid solutions. We used a vertical-type
reactor with horizontally arranged substrates (Fig. 1).
In this case, the epitaxial films grow from a small vol-
ume of melt–solution bounded by two substrates. It cor-
responds to the requirements of highest efficiency; i.e.,
the epitaxy is carried out with a minimal quantity of
melt–solution. The growth was carried out in an atmo-
sphere of hydrogen purified by passing it through pal-
ladium. In this case, the reactor was first evacuated to a
residual pressure of 10–2 Pa; then, the purified hydrogen
was let in. Hydrogen was passed through the reactor for
a period of 10–15 min, after which the heating began.
When the temperature attained a certain value, the sys-
tem was switched to automatic mode. Over a period of
30–40 min, the melt–solution became homogenized.
Then, the substrates were brought into contact with the
melt–solution. At the initial moment of growth, Si was
crystallized from the melt–solution according to the
diagram of states and the coefficient of distribution
because the solution is saturated with Si at the epitaxy
temperature. At lower temperatures, the conditions for
growing (Si2)1 – x(GaAs)x and (Si2)1 – x(GaP)x solid solu-
tions are satisfied; i.e., at these temperatures, the melt–
solution becomes supersaturated with silicon, gallium
arsenide, or gallium phosphide.
SEMICONDUCTORS      Vol. 38      No. 11      2004
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3. RESULTS

3.1. A Study of Conditions for the Formation 
of a Continuous Series of Solid Solutions

Until now, we experimentally obtained
(Si2)1 − x(GaP)x, (Si2)1 – x(GaAs)x, (Si2)1 – x(ZnS)x,
(Si2)1 − x(InSb)x, and (Ge2)1 – x(InP)x solid solutions. The
found solubilities for GaP, GaAs, and Si in tin at 600–
1000°C are in a good agreement with known data [5, 6].
It follows from the temperature dependence of solubil-
ity of silicon in Sn + GaSb (1 mol %) solution that the
presence of GaSb in the tin melt at temperatures of
850°C or higher increases the solubility of silicon,
which is probably induced by the decomposition of
GaSb. Studying the effect of GaP, GaAs, GaSb, and Sb
on the solubility of silicon in tin at 800°C shows that
GaP, GaAs, and GaSb cause the solubility of Si to
increase. This is also true of Ga [4], whereas Sb hardly
changes the solubility of Si.

3.2. Growth and Properties of (Si2)1 – x(GaAs)x

To determine the composition of the melt–solution,
the diagrams of states of the Si–GaAs–solvent system
were preliminarily investigated by the solubility
method. In this case, the published data [5, 7] were

2
1

3

4
5

6

7

8

9

10

11
12

H2
H2

Fig. 1. Schematic representation of setup for growing solid
solutions from the bounded melt–solution volume.
(1) quartz tube for thermocouple, (2) H2 outlet, (3) silicon
substrates, (4) rod with the sample holder, (5) bolts for her-
metic sealing, (6) H2 inlet, (7) graphite cartridge, (8) graph-
ite gasket, (9) melt–solution, (10) electric furnace,
(11) quartz glass, and (12) quartz chamber.
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used. The technological procedure for growing the epi-
taxial films includes conventional technological opera-
tions [8]. The films of (Si2)1 – x(GaAs)x solid solutions
were grown in a hydrogen atmosphere from a bounded
tin melt–solution in the temperature range 850–700°C.
As substrates, we used wafers 20 mm in diameter and
350–400 µm thick cut from ingots of fine- and coarse-
grained polycrystalline silicon of n and p types with a
resistivity ρ ≈ 30 and 0.1–3.0 Ω cm, respectively.

In order to establish the dependence of the parame-
ters of (Si2)1 – x(GaAs)x films on the growth conditions,
all the film samples under study were grown by varying
the temperature of the onset of crystallization and with
different gaps δ between the substrates located in a hor-
izontal plane. In some cases, in order to obtain a mirror-
smooth surface and improve the melt–solution wetta-
bility, we added aluminum with a concentration of
~0.1% [8]. As a result, the epitaxial films grown on
p-type substrates formed a p–n junction at the substrate
boundary, whereas the films grown on the n-type sub-
strates formed an isotype n–n junction.

When crystallization set in at temperatures Tcr ≤
700°C, the structural elements of the film had the form
of dendrite polyhedral pyramids and, sometimes, sim-
ply polyhedrons (Fig. 2) located on the substrate and
strongly bonded to it. On the substrate, there were areas
with a very thin film (as thin as 0.1–0.3 µm) between
dendrites. If the crystallization set in at temperatures
Tcr > 800°C, the film structure was also dendritic. In
this case, the dendrites grew together with the film, and
the thickness of the film between dendrites was ~5–
10 µm. As the temperature of the onset of crystalliza-
tion is increased, the dendrites increase in sizes, reach
the upper substrate (Fig. 3), and bond to it. The solid-
solution films obtained under optimal conditions (crys-
tallization-onset temperature Tcr, final growth tempera-
ture Tf, and the gap δ between substrates) had a smooth
and lustrous surface with patterns that reproduced the
polycrystalline structure of the Si substrate (Fig. 4).

Studies of the thickness and structure of films as
functions of the growth rate and initial growth temper-

500 µm

Fig. 2. Polyhedrons grown on a thin film at temperature
Tcr = 700°C.
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ature showed that, at Tcr < 700°C, the film growth at a
cooling rate above 1.5 K/min resulted in an increase in
the dendrite sizes. Under these conditions, there is no
appreciable improvement in the parameters of films.
It should be noted that growth at Tcr > 800°C and a
cooling rate above 1.0–1.2 K/min was found to be
undesirable because volume crystallization began in
the melt–solution bulk. This fact is corroborated by the
appearance of dendrites, which are not bonded or
weakly bonded to a film and can be easily separated
from the film, sometimes without damaging its surface.
The films grown at a rate lower than 0.5–0.75 K/min are
formed almost without dendrites. The film grown in the
temperature range Tcr = 700–800°C at a cooling rate of
0.75–1.0 K/min are found to be more smooth and mir-
rorlike.

Using the X-ray radiometric analysis of thin layers
[9], we determined the component composition and
thickness of the epitaxial films. The characteristic radi-
ation of Ga and As was excited by X-ray photons from
a 109Cd source, and the characteristic radiation of Sn
was excited by γ-ray photons from a 241Am source
(Fig. 5). In order to detect the characteristic radiation of
the chemical element under study, we used a Si(Li)
detector with an energy resolution of 300 eV and spec-
trometric equipment with an AI-1024-95-02 pulse-
height analyzer. The composition of (Si2)1 – x(GaAs)x
solid solutions was determined by comparing the inten-
sities of characteristic lines of chemical elements in
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Fig. 3. Dendrites grown at temperature Tcr > 800°C. Image
of a cleaved surface of the Si–(Si2)1 – x(GaAs)x structure.
layers with unknown and known contents of compo-
nents. For X-ray radiometric analysis, we used several
wafers of polycrystalline Si with (Si2)1 – x(GaAs)x epi-
taxial layers of various composition.

The content of a chemical element in the epitaxial
layer was determined using the formula from [9]. For
example, we have the following formula for As:

(8)

Here, CAs and  are the contents of As (in grams) in

the studied and reference samples; IAs and  are the

CAs

IAsCAs
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IAs
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---------------.=

CAs
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IAs
st

Fig. 4. Surface of the epitaxial layer grown under optimal
conditions.
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Film Substrate

Secondary electron emission (SEI) Kα (Ga) Kα (Si)

Kα (Si)Kα (Ga)Kα (Si)

Fig. 6. Scan patterns obtained from cleaved surfaces of Si–(Si2)1 – x(GaAs)x structures using an X-ray microanalyzer.
intensities of characteristic lines in the studied and ref-
erence samples, respectively. The percentage relation
describing the composition of films was determined
using data on the content of an element (in grams),
which was used further for estimating the density and
thickness of the film under study. The error in measured
values was less than 5%.

A Jeol JSM 5910 LV-Japan X-ray microanalyzer
was used for studying the chemical composition of the
surface and the cleavage of the grown (Si2)1 – x(GaAs)x

epitaxial layers. The results of studies over a cleaved
surface (scan patterns) are shown in Fig. 6. The analysis
of the scan patterns of the layer surface showed that
there are no macroscopic defects and metal inclusions
in the obtained solid-solution epitaxial layers. The dis-
tribution of components both over the epitaxial-layer
surface and in the solid-solution bulk is uniform.

The degree of structural quality of the grown layers
was studied by X-ray diffraction using a DRON-3M
diffractometer. The voltage and current on the anode of
a radiating element were 30 kV and 20 mA, respec-
tively. We chose specially grown samples of
(Si2)1 − x(GaAs)x solid solutions with thin layers (thick-
ness d = 3–5 µm). The diffraction spectra (Fig. 7) were
measured using filtered CuKα radiation with wave-
lengths λ = 1.5405 Å (CuKα1) and λ = 1.5443 Å
MICONDUCTORS      Vol. 38      No. 11      2004
(CuKα2) and the separate recording of reflections from the
same plane, which allowed us to increase the accuracy of
determining the interplanar spacings dhkl (h, k, l are the
Miller indices). When the spectrograph is used at suffi-
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structures.



1250 SAPAEV et al.
ciently high resolution, the Kα line is detected in the
form of a Kα1 and Kα2 doublet. Figure 7 distinctly
shows the spectral-line splitting into the Kα1 and Kα2
doublet.

In order to determine the crystal-lattice parameters,
the chosen reflections were detected in the discrete
scanning mode with step ∆(2θ) = 0.01° and scanning
time τ = 20 s at each point. The Wulf–Bragg equation
has the form λ = 2dhklsinθ (dhkl  is the spacing between
atomic planes in the system with the indices hkl, θ is the
angle of reflection of X-ray photons or the Bragg angle,
and λ is the wavelength of the used radiation). Then, the
lattice parameter is calculated from the expression a =

dhkl  [10]. The calculated error of deter-
mining the interplanar spacing dhkl in the angular range
2θ = 53°–58° for the (311) reflection (Fig. 7) amounts
to ~0.0001 Å, which introduces an error ∆a ≈ 0.0004 Å
into the determination of the parameter a. For grown
films, we obtained the lattice parameter a = 5.6519 Å.

The absence of other peaks in the diffraction pattern
and the appearance of the Kα1 and Kα2 doublet are indic-
ative of the good crystalline quality of the grown epi-
taxial layers.

Some electrical parameters of the grown
(Si2)1 − x(GaAs)x epitaxial layers were studied. The Hall
and four-probe resistivity measurements showed that
the (Si2)1 – x(GaAs)x epitaxial films grown from a tin
melt–solution were self-doped with n-type conductiv-
ity and resistivity ρ ≈ 0.5–1.5 Ω cm. The electron and
hole mobilities were µn ≈ 800–1200 cm2/(V s) and µp ≈
500–800 cm2/(V s), respectively. We also investigated
the spectral photosensitivity and current–voltage char-
acteristics of the obtained p-Si–n-(Si2)1 – x(GaAs)x
structures. It should be noted that the rectifying proper-
ties of such a structure are retained in the temperature

h2 k2 l2+ +

1.0

0.8

0.6

0.4
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1.5 2.0 2.5
Energy, eV

Photoresponce, arb. units

Fig. 8. Spectral characteristic of photosensitivity of a
Si−(Si2)1 – x(GaAs)x structure.

0

range T = 77–300 K, and the current-flow mechanism
is complicated.

The prepared Si–(Si2)1 – x(GaAs)x structures are pho-
tosensitive in the wavelength range λ ≈ 0.427–1.1 µm
(Fig. 8). The photoresponse in the energy range E ≈
1.1–1.4 eV is related to the generation of nonequilib-
rium charge carriers in the Si substrate and the
(Si2)1 − x(GaAs)x epitaxial film. At E ≈ 1.42–1.6 eV, an
increase in the photocurrent is attributed to the genera-
tion of nonequilibrium charge carriers in the p–n junc-
tion of the structure and in the GaAs layer adjoining it
(energy range E = 1.6–2.8 eV). A fraction of nonequi-
librium charge carriers from the GaAs layer has time to
reach the p–n junction in the structure and contribute to
the photocurrent. Another fraction of these carriers is
captured by deep levels that play the role of traps in the
GaAs layer, and this leads to a signal-amplitude deficit
in the range λ ≈ 0.427–0.77 µm. The open-circuit volt-
age and short-circuit current density of the structures
without blooming are as follows: Voc ≈ 0.80–0.83 V and
Isc ≈ 10–12 mA/cm2. The results obtained are consis-
tent with the published data for GaAs structures with
p–n homojunctions and are comparable to the data for
similar structures obtained on single-crystal GaAs
substrates.

The studies performed show that the epitaxial films
of (Si2)1 – x(GaAs)x solid solutions grown on polycrys-
talline Si substrates can be used instead of similar films
grown on expensive GaAs substrates.

Thus, the technology developed allows us to synthe-
size new epitaxial (Si2)1 – x(GaAs)x solid solutions and
expand the material resources for devices of modern
electronics.

3.3 Growth and Properties of Si–(Si2)1 – x(GaP)x 
Heterostructures

Analysis of the solubility of Si and GaP in liquid
metals has shown that the use of tin as a solvent is pos-
sible. In a combination with a reasonably low growth
temperature (750–900°C), the conditions necessary for
the formation of (Si2)1 – x(GaP)x solid solutions are sat-
isfied. The technological process of growing the
Si−(Si2)1 – x(GaP)x heterostructures from a bounded
melt–solution is described in [8].

The (Si2)1 – x(GaP)x epitaxial layers were of the n
type, and their thickness varied within 15–30 µm. From
the data on the distribution of components over thick-
ness (obtained using the Jeol JSM 5910 LV-Japan
microanalyzer), the GaP content in a graded-gap
(Si2)1 − x(GaP)x epitaxial layer increases along the
growth axis, and a content of 48 and 52% for Ga and P,
respectively, is attained on the layer surface. We mea-
sured the intensities of characteristic radiation of com-
ponents from the surface of epitaxial layers; the spec-
trum is shown in Fig. 9. According to the scan patterns
obtained from the cleaved surfaces of structures
(Fig. 10), the layers are structurally perfect, and the dis-
SEMICONDUCTORS      Vol. 38      No. 11      2004
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tribution of components at the interface is reasonably
uniform. Detailed analysis showed that the distribution
of components over the surface is also uniform. Smooth
epitaxial layers are obtained on cooling the melt–solu-
tion at a rate of 0.5–1.5 K/min for the gap δ = 0.75–
1.0 mm between two horizontal substrates.

Our method for growing epitaxial layers is based on
the forced cooling of the melt at a rate of 0.5–5.0 K/min.
When a film grows in the forced-cooling mode, the heat
removal from the last crystallizing layers proceeds
faster than the heat removal from the initial layers. This
distinction increases with the cooling rate. As a result,
thermoelastic stresses arise, which are compressive at a
depth and tensile closer to the surface. In turn, these
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Fig. 9. Spectrum obtained from the surface of an epitaxial
layer of a Si–(Si2)1 – x(GaP)x structure using a microana-
lyzer.
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stresses induce plastic strain, crack formation, and even
the fracture of the film.

In [11] the causes of formation of defects are given:
these are a mismatch of lattice parameters, thermal
stress, a composition gradient through the epilayer
thickness, and the inheritance of substrate defects.
A mismatch in the lattice parameters of the Si–GaP het-
erocouple defined as [11]

(9)

is negligible (0.36%); therefore, stress arising at the
heterointerface due to a mismatch of lattice parameters
between the substrate and the epitaxial layer is
excluded. The content of chemical components
smoothly varies from zero to unity (0 ≤ x ≤ 1). The
inheritance of substrate defects can also be eliminated
by choosing dislocation-free (perfect-structure) sub-
strates. The basic stress source resulting in defect for-
mation in the Si–(Si2)1 – x(GaP)x structure in our study is
the difference in the thermal-expansion coefficients of
the solid solution and the substrate (5.8 × 10–6 and
2.44 × 10–6 K–1, respectively). Additional causes can
arise during the growth due to an imperfection in the
growth technology. This fact is also not excluded. The
appearance of cracks depends on the film thickness and
the chemical composition of solid solutions. A similar
cracking of Ge layers in Ge–Si structures and ZnSe
thick layers grown on Ge and GaAs was observed in
[12–14]. The stresses arising in a film due to the differ-
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Fig. 10. Scan patterns obtained from a cleaved surface of Si–(Si2)1 – x(GaP)x structures using a microanalyzer.
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ence in thermal-expansion coefficients are estimated
from the formula [15]

(10)

where E is the Young modulus, γ is the Poisson ratio,
∆α is the difference in thermal-expansion coefficients,
and ∆T is the difference between the growth and room
temperatures. With decreasing temperature, σ∆α increases
virtually linearly, while the plasticity of crystals varies
exponentially; therefore, the relaxation of a thermal
stress is hampered, which may result in the destruction
of epitaxial layers [14]. With increasing GaP content in
(Si2)1 – x(GaP)x epitaxial layers, the thermal-expansion
coefficient of the layer increases and approaches that
characteristic of GaP. However, for optimal thick-
nesses, the role of the thermal-expansion coefficient is
reduced because of a gradual passage from Si to GaP in
the epitaxial layer. Therefore, no bends and cracks of
the film are observed in our case.

We preliminarily investigated electrical properties
of the grown solid solutions. Ohmic contacts were fab-
ricated using the Ga–In compound.

3.4. Current–Voltage Characteristic 
of the p-Si–n-(Si2)1 – x(GaP)x Heterojunction

The dark current–voltage (I–V) characteristics of the
p-Si–n-(Si2)1 – x(GaP)x heterojunctions were detected in
the forward and reverse directions at a room tempera-
ture (Fig. 11). There are many theoretical models for
the I–V characteristics of homojunctions and hetero-
junctions. It is known that the electrical characteristics
of a p–n junction at the forward bias depend on the
potential-barrier height Vd and the resistivity of semi-
conductors. Irrespective of the theoretical model cho-
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Fig. 11. Dark I–V characteristic of a p-Si–n-(Si2)1 – x(GaP)x
heterostructure.
sen for the description of I–V characteristics, a forward
current Jforw increases exponentially according to the
law Jforw ∞ exp(qVb/kT) – 1 with increasing bias Vb. In
our case, the potential barrier Vd determined by extrap-
olating the linear portion of the I–V characteristic
amounted to Vd ≈ 0.5 V. A further increase in the current
with Vb is associated with physical processes occurring
in the semiconductor bulk.

In the reverse I–V characteristic, it is easy to note
three typical portions corresponding to voltage ranges
Vb = 0–0.3, 0.3–1.25 V, and Vb > 1.25 V. In the first of
them, corresponding to small voltages, the reverse cur-
rent increases only slightly with the bias and follows

approximately the law J = B , where B is a constant
and n < 1. In the second range, a substantial increase in
the current is observed. At higher voltages, impact ion-
ization takes place in the p–n heterojunction bulk
resulting in a soft electric breakdown.

The observed increase in the current J in the second
range is most likely associated with the development
impact ionization in an area adjoining the p–n hetero-
junction rather than in the bulk.

3.5. Photoelectric Properties of Si–(Si2)1 – x(GaP)x 
Heterojunctions

In Fig. 12 we show the spectral dependence of a
photoresponse for heterojunctions. The heterojunctions
were illuminated perpendicularly to the plane of the
p−n junction. Studies show that the spectral depen-
dence has the form of a broad peak at T = 290 K in the
photon-energy range 1.32 ≤ hν ≤ 2.1 eV; i.e., at energies
between the Si and GaP band gaps. The analysis shows
that the photoresponse is generally induced by the gen-
eration of charge carriers from impurity centers located
in the depletion region of the p–n junction adjoining the
Si substrate.
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Fig. 12. Spectral dependence of photoresponse for a p-Si–
n-(Si2)1 – x(GaP)x heterostructures.
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4. CONCLUSION
Graded-gap (Si2)1 – x(GaAs)x and (Si2)1 – x(GaP)x epi-

taxial layers are grown. It is shown that the growth of
(Si2)1 – x(GaAs)x films is possible on polycrystalline Si
substrates instead of expensive GaAs substrates. The
possibility of subsequently growing AlxGa1 – xAs solid
solutions on such layers opens up new fields for their
use by developing highly efficient cascade solar cells
on Si substrates. Varying the composition of
(Si2)1 − x(GaP)x solid solutions, one can vary the band
gap, which makes it possible to use these solutions for
fabricating optoelectronic devices that cover a wide
spectral range.
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Abstract—The topography and local hardness of the etched surfaces of layers of SiO2 thermal oxide that con-
tained Si nanocrystals in its bulk were studied using atomic-force microscopy. The Si nanocrystals were
obtained by implanting Si+ ions into the oxide with subsequent high-temperature annealing. It is shown that the
use of selective etching that removes the oxide material makes it possible to reveal Si nanocrystals that appear
in the profile of etched surfaces in the form of nanohillocks with a height of up to 2–3 nm. These values are in
satisfactory agreement with the average radius of Si nanocrystals in the SiO2 oxide layer. Independent confir-
mation of the Si-nanocrystal observation was obtained by comparing the topography of etched surfaces with
the local-hardness maps obtained for the same surfaces; in these maps, the hillocks appear as sites at the surface
with a reduced hardness. The phase precipitation of implanted Si is also observed in the form of extended flat
clusters oriented in the oxide bulk parallel to the oxide surface. The suggested method for revealing the Si
nanocrystals and clusters incorporated into the oxide provides a convenient way to study the specific features
of nucleation growth and spinodal decomposition in the Si solid solution in the SiO2 oxide. © 2004 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

At present, there is notable interest in Si nanocrys-
tals incorporated into thermal SiO2 oxide and obtained
by implanting Si+ ions into the oxide with subsequent
heat treatment. The interest in this system is related to
the prospects for using it in devices of semiconductor
microelectronics, for example, in light-emitting diodes
[1, 2] and memory devices [3–5]. It is important that the
formation of Si nanocrystals in the matrix of thermal
SiO2 be compatible with the technology of production
of silicon devices.

The formation of Si nanocrystals in a SiO2 layer
using ion implantation with subsequent annealing
depends on many factors, such as the implantation
dose, the temperature of the sample during implanta-
tion, the implantation rate, the temperature and dura-
tion of annealing, the thickness of the oxide layer into
which the Si+ ions are implanted, the chemical compo-
sition of the oxide, and so on. As a result, the formation
of Si nanocrystals is an extremely irregular process and
requires continuous control, starting with the confirma-
tion of the very fact that Si nanocrystals are obtained
and including the subsequent characterization of their
linear dimensions, structure, and spatial distribution.
Transmission electron microscopy (TEM) is typically
used for this control when the plan view or cross section
of the oxide layer is studied. This method has some
merits but also certain disadvantages, such as the time-
consuming procedure for preparation of the samples,
the small size of the analyzed surface areas, and the
1063-7826/04/3811- $26.00 © 21254
averaging of the results over the thickness of the region
under study.

In this study, we suggest a simpler method for
revealing the Si nanocrystals in the SiO2 layer using
selective etching and monitoring the topography of the
etched surface by atomic-force microscopy (AFM)
under atmospheric conditions. This approach was suc-
cessfully used recently to reveal the Fe nanoparticles in
a SiO2 layer [6] and the InAs nanoislands in a GaAs
layer [7]. The feasibility of applying this approach to a
system of Si nanocrystals in a SiO2 layer was not obvi-
ous. First, the results of TEM measurements indicate
that Si nanocrystals are very small (no larger than 5 nm
in diameter [8, 9]); their sizes are severalfold smaller than
those of the nanoparticles observed previously [6, 7].
Such small Si nanocrystals may simply not be observed
in the topography of the etched surface. Second, if the
Si nanocrystals are found at the surface and are exposed
to atmospheric air, they should naturally be oxidized
themselves and, as a result, become indistinguishable
from the surrounding oxide material. We showed that Si
nanocrystals can nevertheless be observed on a selec-
tively etched surface of thermal oxide in the shape of
nanohillocks, and they can be identified using the dif-
ference in mechanical strength between thermal and
natural oxides. To this end, we studied selectively
etched surfaces of the SiO2 oxide with incorporated Si
nanocrystals in two AFM modes simultaneously: in the
topography mode and in the mode of detection of local
004 MAIK “Nauka/Interperiodica”
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hardness of the surface beneath the probe of an atomic-
force microscope.

2. EXPERIMENTAL

We studied 300-nm-thick thermal oxide SiO2 layers
on a p-Si substrate. Using sequential implantation of
Si+ ions with five different energy levels (30, 50, 75,
105, and 150 keV) into the oxide layer, we obtained an
initially uniform distribution of silicon in the oxide
layer. The integrated dose of implantation was 6 ×
1016 cm–2. The Si nanocrystals were formed by anneal-
ing the samples for 1 h at 1100°C in a nitrogen atmo-
sphere. The formation of Si nanocrystals in the oxide
layer was confirmed by the observation of a character-
istic photoluminescence line peaked at 740 nm at room
temperature [10]. We studied the oxide-layer surfaces
before implantation, after implantation and annealing,
and after selective etching of the implanted and
annealed oxide. For selective etching, we used the
Ammonium Fluoride Etchant (Merck AF 87.5-12.5),
which affected the SiO2 oxide but did not affect the Si
nanocrystals. In order to reveal nanometer-sized
objects in the oxide bulk, an etchant with a fairly low
etching rate is required. The etchant we chose provided
an acceptable etching rate of 1 nm/s for unimplanted
oxide; this rate is even lower when the implanted oxide
is etched. The oxide thickness after etching was deter-
mined using optical ellipsometry.

We carried out the measurements using a P47-Semi
atomic-force microscope (NT-MDT, Zelenograd, Rus-
sia) in the contact mode, which made it possible to
determine the surface topography and simultaneously
plot a map of local surface hardness. A schematic rep-
resentation of the experiment is shown in Fig. 1. The
behavior of the AFM probe, which is a small pyramid
installed on a flexible cantilever, is monitored using the
reflection of a laser beam from the top surface of the
cantilever; this beam is then directed to a four-section
photodiode. In the case of determining the topography
(see Fig. 1a), the position of the reflected laser beam at
the photodiode and, accordingly, the signal from the
photodiode were maintained constant. As the probe
approaches a hillock during scanning of the surface, an
additional flexure of the cantilever is caused, together
with a related shift of the reflected laser beam over the
sensitive area of the photodiode. In order to return the
reflected beam to the initial position, a feedback signal H
is applied to the scanner that carries the probe; this sig-
nal moves the probe away from the surface until the ini-
tial flexure of the cantilever is restored. In the course of
scanning the surface, the feedback signal H fed to the
scanner is detected and carries information about the
surface topography.

In the mode of detection of the local stiffness of the
surface (see Fig. 1b), the device’s probe is additionally
introduced into a state of forced flexural vibrations,
which causes a vibrational motion of the reflected laser
beam over the surface of the photodiode. The amplitude A
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of vibrations of the probe, one end of which is fixed at
the cantilever while the other end is fixed by the contact
of the pyramid to the surface under study, depends on the
degree of rigidity of this contact and, thus, makes it pos-
sible to characterize the local stiffness of the surface. For
example, a decrease in the hardness of a surface area
leads to the “softening” of the probe contact to this area
and causes a decrease in the amplitude of flexural vibra-
tions; as a result, a decrease in hardness is detected from
the decrease in the signal at the photodetector.

In our studies, we chose probes with pyramids of sil-
icon nitride Si3N4 (Olympus, Japan), which is a stron-
ger material than silicon. The higher strength of the
probe material compared to that of silicon was required
both to reduce the wear of the probing pyramid in the
case of contact scanning of the surface and to decrease
the contribution of elastic strains in the pyramid to the
detected signal of stiffness. The relatively large curva-
ture radius of the tip of the probing pyramid at a level
of 30 nm is one disadvantage of the probes we used.

3. RESULTS AND DISCUSSION

In Fig. 2, we show AFM images of the topography
and the characteristic profiles of the surfaces of the
thermal oxide (SiO2) layers (Fig. 2a) before implanta-
tion, (Fig. 2b) after implantation and annealing, and
(Fig. 2c) after subsequent selective etching to a depth of
50 nm. The surfaces under study exhibit a fairly high
degree of planarity that is not affected by all the pro-
cesses carried out: the maximal spread in height was no
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Fig. 1. Diagrams of the AFM experiment with detection of
(a) the topography and (b) a map of the local stiffness of sur-
faces with nanoinclusions.
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Fig. 2. AFM image and the characteristic surface profiles of the SiO2 layer (a) before implantation and (b) after implantation, with
Si nanocrystals formed in the bulk of the oxide layer; (c) the oxide layer with Si nanocrystals after selective etching to a depth of
50 nm. The geometry of measurements is illustrated in the upper part of the figure.
larger than 1–2 nm over an area no smaller than 1 µm2.
This circumstance was an important factor in the suc-
cess of the suggested method for revealing Si nanocrys-
tals in the bulk of the oxide layer. Note also that
implanting Si+ ions has only a slight effect on the local
roughness of the oxide surface; the increase in the
roughness as a result of implantation was within the
subnanometer range of heights.

The presence of a large number of nanohillocks with
heights no larger than 2–3 nm is characteristic of the
etched oxide surface whose AFM image is shown in
Fig. 2c. Note that etching an unimplanted oxide layer
does not affect the surface topography (illustrated in
Fig. 2a). Therefore, it is reasonable to assume that the
nanohillocks observed in Fig. 2c are the manifestation
of Si nanocrystals formed in the bulk of the oxide as a
result of implanting Si+ ions with subsequent high-tem-
perature annealing. According to the available data of
TEM measurements, the average diameter of Si nanoc-
rystals formed using this technology is within the range
3–5 nm. The observed heights of nanohillocks fall in
this range and are even slightly smaller, which one
would expect since Si nanocrystals must be embedded
into the oxide in order to hold their position on the
oxide surface. The observed widths of the nanohillocks
exceed appreciably the expected values of diameters of
Si nanocrystals and are as large as 30–40 nm for the
hillock with the largest height (2.5 nm). We attribute
this discrepancy to a broadening of the AFM topo-
graphic images, which is caused by the finite curvature
radius of the tip of the probing pyramid. The value of
this instrument-related broadening of AFM images of
nanohillocks is given by Lspread = 2(2Rh)0.5 [11], where
R is the curvature radius of the pyramid’s tip and h is the
nanohillock height. Substituting the value R = 30 nm,
which is characteristic of Si3N4 probes, and the nano-
hillock height h = 2.5 nm, we obtain Lspread = 25 nm,
which is close to the experimental values. It is worth
noting that the topographic resolution in AFM images
of Si nanocrystals can be improved later on by selecting
“softer” modes of scanning (discarding the measure-
ments of the surface hardness) and using sharper probe
tips in this case.

Figure 3 illustrates the AFM topography of the
implanted and annealed surface area of the oxide layer;
this area is larger than that shown in Fig. 2. In addition
to the previously revealed nanohillocks with a density
of ~1010 cm–2, we also observe a significant number of
cluster inclusions at the surface. It is interesting that the
elevation of clusters above the surface is almost the
same as in the case of nanohillocks (i.e., 1–2 nm).

Figure 4 shows another AFM image that illustrates
the surface topography of the etched oxide. Here, we
also see nanohillocks with a nanometer height; at the
same time, a large number of small pits whose depth
SEMICONDUCTORS      Vol. 38      No. 11      2004
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does not exceed 1–2 nm can also be seen at the surface.
We believe that the observed pits are the sites of initial
attachment of Si nanocrystals and the large clusters
observed in Fig. 3. The profile in Fig. 4b is drawn
through a separate high hillock in the upper part of the
AFM image shown in Fig. 4a; the height of this hillock
is 4.5 nm. We may assume that here we detected a
Si nanocrystal that is almost completely free of the
oxide matrix.

In this study, it was important for us to indepen-
dently confirm that the observed nanohillocks and clus-
ters are in fact inclusions of another phase in the ther-
mal-oxide matrix rather than a result of specific fea-
tures of the etching of the oxide. This confirmation was
obtained by examining the maps of local stiffness of the
etched surfaces. In Fig. 5, we compare the AFM topog-
raphy with the maps of local stiffness for the same area
of the etched surface that includes both nanohillocks
and large clusters. It can be seen from the data shown in
Figs. 5b and 5c that the nanohillocks and clusters in the
stiffness map correspond to areas with a stiffness
reduced by about 20% (the darker areas correspond to
a smaller amplitude of flexural vibrations of the fixed
probe). In measuring the local stiffness, it is important
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600050004000300020001000
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Fig. 3. (a) AFM image of Si nanocrystals and clusters on a
selectively etched surface of the SiO2 layer with an area of
8 × 8 µm2 and (b) a profile drawn through two clusters
whose positions are indicated by the arrows.
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to realize that measurements for hillocks can yield
smaller values than those for a plane due to the effect of
the geometrical shape of the area under examination
[12]. In our case, this effect was much less pronounced
than the observed decrease in stiffness. Indeed, it can be
seen from Fig. 5a that the tops of the clusters are almost
flat and the size of these clusters (200–300 nm) far
exceeds the diameter of curvature of the tip of the prob-
ing pyramid; the decrease in the local stiffness near the
clusters (see Fig. 5b) is almost constant over the entire
surface of the cluster. These observations show that the
detected variations in the stiffness of clusters cannot be
caused by changes in the surface shape; rather, these
variations should indicate that the cluster material is
different. The detection of almost the same decrease in
the stiffness for both nanohillocks and clusters indi-
cates that, in this case as well, the material of a hillock
differs from that of the surrounding oxide matrix. In
order to confirm this inference, we note that a careful
examination of the clusters’ structure in Fig. 5a shows
that several hillocks are included in this structure. There
are also voids in the clusters, which can be seen as dark
areas against the bright background in the clusters’
topography. The nanohillocks and voids contained in the
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Fig. 4. (a) AFM image of nanopits on a selectively etched
surface of the SiO2 layer with an area of 3 × 3 µm2 and
(b) the profile drawn through a nanohillock with a large
height in the upper part of the topographic image.
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Fig. 5. Comparison of manifestations of Si nanoclusters (a) in AFM topographic images and (b) in maps of local stiffness of the
etched surface of SiO2 oxide; (c) manifestation of Si nanocrystals in a map of local stiffness with a higher magnification. For all the
images, the characteristic profiles are shown below.
clusters also manifest themselves in the surface profile.
At the same time, a noticeable decrease in stiffness is not
observed on the stiffness map in either hillocks or at the
edges of voids; this circumstance indicates that the topo-
graphic contribution to the stiffness signal is small.

It is reasonable to assume that the material of clus-
ters and hillocks is Si introduced intentionally in con-
siderable amounts into the SiO2 thermal oxide as a
result of implantation. However, an interesting circum-
stance should be noted here. If the Si nanocrystals and
clusters are found at the oxide surface as a result of
etching, they should also become oxidized rather rap-
idly (almost completely), since the natural-oxide thick-
ness at the Si surface is expected to be 4 nm [13], which
is close to the average diameter of Si nanocrystals.
Therefore, we attribute the difference found in the value
to the difference in hardness between the thermal and
natural SiO2 oxides; the latter oxide is known to have a
lower strength.

It follows from the known models of formation of Si
nanocrystals in SiO2 layers implanted with Si+ ions
[14, 15] that implanted silicon tends to agglomerate
predominantly at the oxide midplane after annealing; it
is in this part of the oxide that most of the Si nanocrys-
tals are formed. This inference is also confirmed quali-
tatively by our observations. Si nanocrystals were not
observed on the oxide surface immediately after
implantation. We had to etch off the top part of the
oxide to a considerable depth in order to detect the
nanocrystals.

The observation of agglomeration of separate Si
nanocrystals in comparatively large clusters was a new
result. We used conventional conditions of implantation
and annealing (see [9, 10, 16]) in order to obtain the Si
nanocrystals. The Si layers that we implanted and
annealed had the photoluminescence characteristic of
Si nanocrystals; the AFM studies revealed Si nanocrys-
tals with sizes as expected. Therefore, we may assume
that our samples should not be radically different from
the samples studied previously. Note that in the studies
available the structure of silicon inclusions and their
distribution in the bulk of the oxide were not generally
analyzed in detail. The data of TEM observations of
separate Si nanocrystals were mainly reported as a con-
firmation of the formation of Si nanocrystals. In con-
trast, we obtained topographic information about the
formation of silicon inclusions in large areas of an
oxide layer after implantation and annealing.

We believe that the simultaneous formation of
Si nanocrystals and clusters could occur in many cases.
It has been shown theoretically [15] that the phase pre-
cipitation of silicon implanted into SiO2 depends on the
implantation dose and the temperature and duration of
subsequent annealing and can occur in two stages.
Nanocrystals grow at the nucleation sites in the initial
stage. Spinodal decomposition with the formation of
extended clusters can occur if the atomic fraction of the
implanted Si exceeds a certain value (about 10%). It is
important to note that the regions with a silicon content
exceeding the critical value can be formed owing to
(i) either a higher dose of implantation or (ii) (at lower
doses) subsequent redistribution of silicon over the
layer thickness as a result of annealing. Consequently,
in the second case, the oxide can contain neighboring
layers with a different structural state of silicon in the
form of Si nanocrystals and clusters, as well as transi-
tion layers that include both types of the Si structural
precipitates. We believe that this second situation is
what appears in our experiments.
SEMICONDUCTORS      Vol. 38      No. 11      2004
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It is interesting to note that the shape of clusters is
flat and their thickness is on the nanometer scale. The
nanometer-scale values of both the elevation of clusters
above the etched surface and the depth of pits on the
surface at the sites of the initial position of clusters indi-
cate that the cluster thickness does not exceed 10 nm.
The clusters extend parallel to the oxide surface to large
distances (200–300 nm), which are comparable with
the total thickness of the oxide layer. In fact, clusters
grow in the shape of nearly flat and extended platelets
with a nanometer-scale thickness in an oxide layer that
does not have a crystalline structure and, consequently,
specific planes for growth. Evidently, the fact that flat
clusters are oriented parallel to the oxide surface is
caused by the planarity of the distribution of implanted
silicon in the oxide layer; the gradient in the silicon
density is perpendicular to the oxide surface.

4. CONCLUSION

We developed a convenient method for revealing the
Si nanocrystals and clusters in the bulk of SiO2 oxide.
This method consists in selective etching of the oxide
material with a subsequent AFM study of the topogra-
phy and stiffness of the etched surfaces. We used an
Ammonium Fluoride Etchant (Merck AF 87.5-12.5)
selective etchant that ensured a fairly low etching rate
for the SiO2 oxide (less than 1 nm/s). It is shown that
Si nanocrystals manifest themselves as nanohillocks
with a height as large as 2–3 nm on the etched surface.

Our experimental studies of SiO2 oxide layers
implanted with Si+ ions show that the phase precipitates
of Si in the bulk of the SiO2 oxide may occur in the
shape of both Si nanocrystals and extended flat clusters
oriented parallel to the oxide surface. Evidently, the
formation of clusters is related to the nonuniform distri-
bution of implanted silicon in the oxide layer; this non-
uniformity becomes more pronounced after subsequent
annealing. As a result, at a certain distance from the
oxide surface, the concentration of implanted silicon
may exceed the critical value that gives rise to the spin-
odal decomposition of the Si solid solution in SiO2.

The experimental data obtained indicate that it is
important to study the type of Si phase precipitates and
their distribution over the thickness of the implanted
oxide layer. The method suggested above makes it pos-
sible to carry out these studies using the controlled
layer-by-layer etching of oxide layers. To this end,
AFM experiments should be performed with the probe
and sample installed in a liquid-phase cell that is con-
secutively filled first with a selective etchant and then
SEMICONDUCTORS      Vol. 38      No. 11      2004
with deionized water, and vice versa. The small volume
of the liquid-phase cells produced by NT-MDT makes
it possible to rapidly replace one liquid with the other
and carry out layer-by-layer etching with a step of
10 nm or less.
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Abstract—In order to gain insight into the mechanism of the so-called high-dose effect, several experiments
were performed with ion implantation of phosphorus into silicon. On the basis of experimental data, it is con-
cluded that the effect under consideration is caused by the weakening of interatomic bonds in amorphous silicon
heavily doped with phosphorus, and this is stimulated both by irradiation and increased temperature. An inter-
ruption in irradiation after the dose for amorphization is attained leads to the stabilization of the amorphous
state. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It was reported previously [1, 2] that an unusual
dose dependence of the degree of disorder is observed
in the case of ion implantation of silicon with boron,
phosphorus, and arsenic: the surface layer is amor-
phized at certain doses, while this layer is found to be
crystalline (a mosaic crystal with inclusions of poly-
crystalline phase) at doses that far exceed the dose for
amorphization. This phenomenon was referred to as the
high-dose effect (HDE). This effect was attributed [1, 2]
to the athermal amorphous-layer crystallization stimu-
lated by the decomposition of chemical compounds
synthesized at high implantation doses and by the exci-
tation of the electronic subsystem in silicon. However,
the fact that the process is athermal is not obvious since
the heating of the sample can be appreciable with the
ion-current densities used if a special heat sink is not
employed. The mechanism of electronic excitation is
also problematic. It is also unclear whether amorphiza-
tion has time to occur before the time instant when the
crystal is heated to a temperature at which the amor-
phization becomes impossible [3].

In this study, we performed a number of experi-
ments with the aim of gaining insight into the HDE
mechanism and determining the conditions at which
this effect manifests itself or, on the contrary, is sup-
pressed.

2. EXPERIMENTAL

Silicon with p-type conductivity, (111) orientation,
and a resistivity of 15 Ω cm was grown by the Czo-
chralski method, was then subjected to the conventional
treatment, and was finally irradiated with phosphorus
ions in the scanning mode using an ILU-200 ion
implanter. The target chamber of the implanter was
1063-7826/04/3811- $26.00 © 21260
pumped out so that the residual pressure near the target
was ~10–3 Pa. The samples were fastened to a copper
target holder that was cooled using running water, the
temperature of which was controlled with a thermostat.
The check measurements using a thermocouple showed
that the thermal conditions of implantation were quite
reproducible in the case under consideration. The sur-
face-layer structure was studied using reflection electron
diffraction with an electron energy equal to 100 keV. We
used layer-by-layer chemical etching in order to study
the structure of deep-lying layers and determine the
thickness of the layer with the changed structure.

3. RESULTS AND DISCUSSION

The experimental results are listed in the table. First
of all, we checked whether amorphization actually
occurred at some stage of irradiation under conditions
when the HDE was observed. To this end, some of the
samples (the first group) were irradiated under condi-
tions that were typical of the effect under study (ion
energy E = 40 keV, average ion-current density j = 5–
30 µA/cm2, and dose Φ = 6 × 1016 cm–2). Other samples
(the second group) were irradiated under the same con-
ditions, except for the dose (Φ = 2 × 1015 cm–2). After
irradiation, the samples of the first group had the struc-
ture of a mosaic single crystal with inclusions of the
polycrystalline phase. In contrast, the samples of the
second group were found to be amorphized to a typical
depth of h ≈ RP + ∆RP, where RP is the mean projected
range of ions and ∆RP is its straggling. Consequently,
amorphization takes place in the HDE at the first stage
of irradiation. The crystalline state observed as the dose
increases is caused by crystallization of the initially
amorphized layer.

In order to clarify the role of the thermal factor in the
HDE, some of the samples were pressed to the target
004 MAIK “Nauka/Interperiodica”
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holder with an intermediate layer of In–Ga paste, which
improved the thermal contact. The initial temperature
of the holder T0 was varied by adjusting the temperature
of the water that flowed through the holder. We used a
thermocouple attached to the sample to measure the
sample’s temperature. The results showed that this tem-
perature increased by 60°C in the first 5 min of irradia-
tion if the sample was irradiated with j = 20 µA/cm2,
and then the temperature remained constant. We found
that crystallization did not occur up to the highest radi-
ation dose (3 × 1017 cm–2) used if T0 ≤ 10°C. In contrast,
crystallization is observed if T0 ≥ 20°C. Therefore, the
HDE is not a purely athermal phenomenon and is a
result of the combined effect of ion implantation and
some heating of the sample by the ion beam.

The following experiment was aimed at clarifying
the role of the high phosphorus concentration accumu-
lated in the amorphized layer (in principle, one can
imagine a scenario unrelated to the impurity accumula-
tion). To this end, we experimented with two-stage irra-
diation with P+ ions. At the first stage of irradiation, the
ion energy was E = 50 keV, the dose Φ = 6 × 1014 cm–2,
and the initial temperature T0 = 20°C. The ion energy
was then increased to 100 keV, and the samples were
irradiated for the second time with a dose of 6 ×
1016 cm–2 at j = 16 µA/cm2 and T0 = 200°C. The layer
remained amorphous after this two-stage irradiation
notwithstanding the increased temperature at the sec-
ond irradiation. This behavior can be attributed to the
fact that, due to the difference in the ion energies, the sec-
ond irradiation did not introduce a significant amount of
phosphorus into the layer amorphized as a result of the
first irradiation. Thus, the accumulation of a high con-
centration of the impurity (in the case under consider-
ation, phosphorus) is indeed necessary for the HDE.

A very important factor revealed in the course of our
experiments was the effect of interruptions in irradia-
tion on the HDE (aging). The sample was first irradi-
ated with the dose Φ = 6 × 1014 cm–2 (E = 50 keV, T0 =
20°C), and the irradiation was then interrupted for
10 min. After that, the irradiation was resumed and was
performed under the usual conditions for an HDE (the
dose was increased to 2 × 1017 cm–2 at j = 16 µA/cm2).
In this case, the layer was found to be amorphous; i.e.,
the HDE did not manifest itself.

Thus, the mechanism of the HDE can be conceived
as following. At first, amorphization occurs as the con-
centration of radiation defects increases. If irradiation
continues, a high concentration of the impurity (phos-
phorus) is accumulated in the amorphous layer and at
its boundary. Since the Si–P bond is weaker than the
Si–Si bond [4], the energy barrier for the reverse pro-
cess (radiation-stimulated recrystallization [5]) is
reduced, and recrystallization begins to dominate over
the process of spontaneous amorphization. An increase
in temperature as a result of irradiation (if special pre-
cautions were not taken in order to ensure efficient heat
removal) is also conducive to the recrystallization process.
SEMICONDUCTORS      Vol. 38      No. 11      2004
The experiment with aging indicate that an interrup-
tion of irradiation after the onset of amorphization leads
to the stabilization of the amorphous phase. As a result,
even the subsequent introduction of a high phosphorus
concentration becomes insufficient for radiation-stimu-
lated crystallization. It is likely that the stabilization is
related to either structural relaxation [6] or the penetra-
tion of impurities (O, N, C) from the adsorbed layer;
these impurities form stronger bonds with Si atoms
compared to the Si–Si bonds [4]. In the latter case, the
degree of vacuum and the extent to which vacuum is
oil-free are important.

It is important from the application-oriented stand-
point that the procedure described above makes it pos-
sible to avoid crystallization, i.e., to suppress the HDE
if we want to obtain heavily doped Si layers in the
amorphous state. As mentioned above, lowering of the
sample temperature during irradiation is another
method for suppressing the HDE.

4. CONCLUSION

The experiments performed in this study show that
the high-dose effect (HDE) is the process stimulated by
the radiation and affected by temperature and is caused
by the weakening of chemical bonds in amorphous Si
as a result of the buildup of a high concentration of the
implanted impurity. Our studies were restricted to irra-
diation with phosphorus ions; however, the inferences
drawn are apparently also valid for use in HDEs of
other impurities that have a bonding energy to Si lower
than that of the Si–Si bond, for example, boron and
arsenic. Preliminary results of this study were pub-
lished previously [8]. It is worth noting that the HDE
was also apparently observed in the case of ion-implan-
tation doping of nanocrystals in the SiO2 matrix [9],

The structure of Si layers irradiated with P+ ions under vari-
ous conditions (according to the data of reflection electron
diffraction)

Energy, keV;
dose, cm–2

Ion-current
density,
µA/cm2

T0,
°C Structure

40; 6 × 1016 5–30 ≥20 Mosaic single crys-
tal, polycrystal

40; 2 × 1015 5–30 ≥20 Amorphization

40; 3 × 1017 20 ≤10 Amorphization

40; 6 × 1016 20 ≥20 Mosaic single crys-
tal, polycrystal

1) 50; 6 × 1014 16 20

2) 100; 6 × 1016 16 200 Amorphization

1) 50; 6 × 1014; inter-
ruption for 10 min

16 20

2) 50; 2 × 1017 16 20 Amorphization
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despite the fact that the behavior of nanocrystals can
differ from that of a bulk sample.
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Abstract—A mechanism of stimulation of low-temperature plasma anodization using a catalyst or ultraviolet
radiation in the case of the formation of oxide films of metals and semiconductors is suggested. The stimulating
effect of a catalyst or ultraviolet radiation on the process of plasma anodization is attributed to the appearance
of an additional concentration of antibonding quasiparticles (electrons and holes) that weaken the chemi-
cal bonds in the anodized material. The conditions for implementing the stimulated processes are reported.
© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Progress in microelectronics and nanoelectronics
has stimulated the design of fundamentally new meth-
ods for producing oxide films, as well as the further
development of conventional methods. High-tempera-
ture treatment leads to the spread of diffusion regions,
the diffusion of unwanted impurities, the generation of
defects (dislocations, voids, cracks), the violation of the
ratio between the components in binary semiconductor
compounds, and so on. All these factors have a detri-
mental effect on the parameters of integrated circuits
and the yield of devices. Taking into account the factors
above, we have reason to believe that low-temperature
methods are very promising. Despite this circumstance,
the low-temperature process of plasma anodization of
metals and semiconductors has not found wide use for
the formation of insulator layers owing to its low effi-
ciency and the low growth rate of the oxide [1].

The results of low-temperature catalytic plasma
anodization of metals and semiconductors using a cat-
alyst based on ZrO2 were reported previously [2–5].
However, it was stated [2–5] that the problem of remov-
ing the ZrO2 film from the surface of anodized material
after the process is completed was not solved. In addi-
tion, the mechanism of the catalytic effect of ZrO2 on the
process of plasma anodization was not clarified in [2–5].

In this paper, we report the results of studying the
promotion of the plasma anodization of metals and
semiconductors and suggest mechanisms for the meth-
ods of low-temperature plasma anodization that
increase the oxidation efficiency and the growth rate of
the oxide. Stimulation is attained using either a catalyst
(a rare earth element) deposited on the surface of the
material to be anodized [6–9] or ultraviolet (UV) radi-
ation in the course of the plasma anodization [10]. We
used the oxides of rare earth elements (REEs) as cata-
lysts on the surface of Al, Si, and SiC.
1063-7826/04/3811- $26.00 © 21263
2. EXPERIMENTAL

n-Si(100) wafers with a resistivity of 4.5 Ω cm, epi-
taxial n-GaAs(100) layers with a majority-carrier con-
centration of 2 × 1017 cm–3, and single-crystal 6H-SiC
wafers with concentration Nd – Na = 1018 cm–3 and a
(0001) surface orientation were used as the substrates.
In order to form an Al2O3 oxide layer on the Si surface,
we deposited Al layers using the resistive evaporation
of Al in vacuum at a substrate temperature of 423 K.
A thin continuous layer of a catalyst (Y, Sm, or Yb) was
deposited using electron-beam sputtering in vacuum at
a substrate temperature of 373 K. Prior to the techno-
logical processes, the surface of the substrate was
treated chemically using conventional methods.

The processes of plasma anodization of structures
consisting of an REE and the material to be anodized
were carried out in a setup of the three-electrode type
with a dc source of oxygen-containing plasma. The
plasma anodization was performed under galvanostatic
conditions, i.e., at a constant current density of oxide
forming.

The catalyst (an REE oxide) was removed chemi-
cally without damaging the Al2O3 or SiO2 surfaces after
completion of the catalytic plasma anodization.

The highest energy of the UV photons was 5 eV, so
the surface of the anodized material was not damaged.

Metal–insulator–semiconductor structures were
formed by depositing aluminum contacts through a
mask on the obtained oxides. We studied electrical and
other parameters by optical methods, Auger spectros-
copy, and by measuring the high-frequency capaci-
tance–voltage characteristics.

3. RESULTS AND DISCUSSION

In Fig. 1, we show experimental dependences of the
thickness d of oxide films on the time t of plasma anod-
004 MAIK “Nauka/Interperiodica”
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ization of Al, Si, and SiC. It can be seen that the oxide
thickness increases rapidly and linearly if a catalyst is
used. In contrast, the thickness increases much more
slowly and the curves d(t) level off if a catalyst is not
used. Note that the SiO2 oxide is not formed on the SiC
surface without a catalyst.

The effect of UV radiation on the growth kinetics of
the GaAs natural oxide is illustrated in Fig. 2. It is note-
worthy that the use of UV radiation in the course of
plasma anodization not only promotes oxidation but
also increases the uniformity of the thickness of GaAs
oxide and reduces the built-in charge in the oxide.

In developing a mechanism of catalytic plasma
anodization of metals and semiconductors, we should
take into account the specific features that distinguish
this process from other methods for obtaining oxides.
These features are as follows: (i) the catalytic effect is
not observed if anodization is performed in an electro-
lyte; (ii) the catalytic effect is observed in the course of
repeat anodization in plasma of structures that consist
of a catalyst, the oxide, and the material to be anodized
and were preliminarily grown in an electrolyte or
plasma; (iii) the region of the negative space charge in
plasma at the sample surface is not observed experi-
mentally in catalytic plasma anodization; (iv) a metal
whose oxide is the catalyst has unoccupied d or f orbit-
als; (v) the catalyst has superionic conduction of oxy-
gen and a low electron conductivity (i.e., the catalyst is
a solid electrolyte); (vi) the self-diffusion coefficient of
oxygen is larger than that of the metal; (vii) the elec-
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Fig. 1. Dependences of the thickness d of oxide films on the
time t of plasma anodization of (1, 4) Al, (2, 5) Si, and
(3) SiC using (1, 2, 3) and not using (4, 5) a catalyst. The
plasma anodization was carried out under the following
conditions: the forming-current density was If = 2 mA/cm2

and the substrate temperature was Ts = 423 K for aluminum;

If = 5 mA/cm2 and Ts = 523 K for silicon; and If =

10 mA/cm2 and Ts = 600 K for silicon carbide.
 tronegativity of the material to be anodized is higher
than that of the metal whose oxide serves as the cata-
lyst; and (viii) an unusually high oxidation rate for a
metal whose oxide is used as the catalyst.

We used the facts above to suggest a mechanism of
catalytic plasma anodization. We used an Y catalyst in
the anodization of silicon as an example. In the initial
stage of the process, the primary Y oxide film is
obtained owing to chemisorption of oxygen, since Y
has a high adsorptivity and the process has a very high
rate [11]. A further increase in the thickness of the Y
oxide occurs owing to the diffusion and drift of oxygen
atoms through the oxide film. This process also has a
high rate since the diffusion coefficient of oxygen in
Y2O3 is very large [12].

Since the electronegativity of oxygen is higher than
that of Y [13], oxygen carries a negative effective
charge and its motion is accelerated by an applied
external electric field. In addition, the presence of the
catalyst oxide above the silicon surface increases the
surface density of oxygen by many orders of magni-
tude. As the electronegativity of Si is higher than that of
Y, silicon atoms attract oxygen atoms from Y2O3 and
react with them to form the SiO2 oxide. The applied
film is conducive to the formation of a new molecule
that consists of an O atom and a Si atom, which ensures
the growth of oxides. The oxygen vacancies at the cat-
alyst surface are easily filled with oxygen atoms from
the plasma.

When a voltage that is positive relative to the plasma
is applied to the sample, the mutual migration of cat-
ions of the anodized material and oxygen anions from
the plasma occurs, and the oxide of the anodized mate-
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Fig. 2. Kinetics of oxidation of GaAs (1) in the presence of
UV radiation in the course of plasma anodization and (2) in
the absence of this radiation. The forming-current density
was If = 0.8 mA/cm2, and the substrate temperature was
Ts = 400 K.
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rial is formed as a result of a chemical reaction. Elec-
trons also enter Y2O3 if an external field is applied.
These injected electrons are antibonding quasiparticles,
and they weaken the chemical bond between O and Y.
However, it is well known that Y atoms have unoccu-
pied d orbitals; as a result, electrons in the conduction
band (an antibonding band) have a very large effective
mass [14] and do not play a significant role in the elec-
trical conductivity. Therefore, the forming current for
SiO2 under the catalyst consists predominantly of the
ionic component. Cations do not migrate to the Y2O3–
plasma interface since their coefficient of self-diffusion
in Y2O3 is much smaller than that for oxygen [12]. This
means that the anionic-transport number α = 1 in the
case under consideration; i.e., the catalyst is a solid
electrolyte and its oxide exhibits anionic mobility.

Thus, the Y layer oxidizes very rapidly, holds elec-
trons within its volume, transfers oxygen to Si, and eas-
ily takes oxygen again from the plasma. Yttrium is an
effective source of oxygen ions for Si; i.e., it acts as the
catalyst for the SiO2 compound.

It is well known that the presence of a catalyst stim-
ulates the appearance of intermediate complexes with
an activation energy that is lower than that of com-
plexes formed without a catalyst. Some of the ions
whose energy is insufficient for overcoming the barrier
are accumulated in the plasma near the sample [15].
These ions are inactive in the absence of a catalyst and
become active if there is a catalyst. In that case, the
space charge in the plasma is not observed, and, conse-
quently, the reaction rate increases.

Catalytic plasma anodization develops owing to a
reduction in the activation energy for oxidation of the
material. In general, this reduction is caused by the for-
mation of new intermediate complexes (Y–O com-
plexes in the case under consideration), which changes
the shape and lowers the height of the potential barrier;
as a result, the reaction can proceed via a new channel
that involves a barrier with a lower height.

Thus, unlike the widely accepted concepts that elec-
trons hinder plasma anodization, in the catalytic plasma
anodization electrons play a decisive role by weakening
the chemical bonding of the metal to oxygen. Further-
more, electrons are held in the catalyst, are hardly
involved in the forming current, and thus increase the
ionic component of this current. This circumstance can
be explained by the fact that there is no catalytic effect
in an electrolyte where there are no electrons.

The mechanism described above accounts for the
catalytic effect of ZrO2 (and all REE oxides) since Zr
has unoccupied d orbitals and REEs, unoccupied
f orbitals; the electronegativity and self-diffusion coef-
ficients are similar in the corresponding oxides.

We attribute the increase in the growth rate as a
result of irradiation of the anodized surface with UV
photons to the appearance of antibonding quasiparticles
SEMICONDUCTORS      Vol. 38      No. 11      2004
mainly in the bulk of the GaAs natural oxide at the levels
of the tails in the density of states and at the semiconduc-
tor–oxide interface. These quasiparticles weaken the
chemical bonds and facilitate the motion of ions. Irradi-
ation with UV photons makes it possible to perform
technological processes related to the breaking of
chemical bonds at relatively low temperatures. There-
fore, a plasma-induced anodic natural oxide of GaAs
was formed in the course of plasma anodization of the
sample exposed to UV radiation. The catalytic process
of plasma anodization of GaAs is unproductive since,
after the completion of the process and the removal of
the catalyst from the surface of the GaAs natural oxide,
the gallium arsenide oxide is also removed from the
surface.

The improvement in the uniformity of thickness of
the GaAs natural oxide is related to the fact that the sur-
face concentration of nonequilibrium charge carriers
generated by UV radiation in GaAs exceeds the doping-
impurity concentration, which eliminates the effect of
nonuniformity of the resistivity over the sample surface.

4. CONCLUSIONS

(1) In order to carry out the process of catalytic
plasma anodization, the following conditions are neces-
sary: electrons should be injected into the material to be
anodized (electrons are antibonding particles and, as
such, weaken the chemical bonds and facilitate the
motion of atoms), the material used as the catalyst must
have unoccupied d or f orbitals, and the electronegativ-
ity of the material to be anodized must exceed that of
the material used as the catalyst.

(2) Increasing the concentration of antibonding qua-
siparticles in the material to be anodized as a result of
irradiation with UV photons increases the mobility of
drifting atoms, which is conducive to an increase in the
anodization rate.

(3) In order to improve the uniformity of thickness
of GaAs natural oxide, it is necessary to irradiate the
sample with UV photons in the course of plasma anod-
ization.
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Abstract—Gallium nitride (GaN) was doped with Eu, Sm, and Er impurities using the diffusion method. The
behavior of rare-earth impurities (the formation of donor or acceptor levels in the GaN band gap) correlates with
the total concentration of defects, which is determined from optical measurements, and with the position of the
Fermi level in starting and doped crystals. The intensity of emission lines, which are characteristic of the intra-
center f–f transition of rare-earth ions, is controlled by the total defect concentration in the starting semiconduc-
tor matrix. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Wide-gap GaN crystals doped with rare-earth ions
(REIs) have attracted the attention of many researchers
because of the possibility of developing light-emitting
devices for various spectral regions. The crystals are
doped with thulium (Tm) for the short-wavelength
region, with erbium (Er) for the visible and mid-IR
regions, and with europium and samarium (Eu, Sm) for
the long-wavelength region [1–3]. The presence of a
wide-gap semiconductor matrix allows p–i–n structures
based on REI-doped GaN to operate at room tempera-
ture or above, since the wider the band gap of the semi-
conductor, the less pronounced is the thermal quench-
ing of photoluminescence (PL) [4]. The wavelength of
emission resulting from intracenter f–f transitions of the
REIs is independent of the type of semiconductor
matrix. This is another reason why research of this kind
is of current interest. In addition, the technology of fab-
rication of structures with an REI-doped matrix for a
specified spectral region, which corresponds to the
emission wavelength of the intracenter f–f transition of
the REIs, is considerably simpler than the technology of
fabrication of multicomponent epitaxial structures [5].
In order to resolve such problems successfully, it is
necessary to determine the nature of the REI-induced
states and corresponding energy levels, since they con-
trol the kinetics of electron excitations of the system
along with the defects of the matrix.

Despite extensive previous research in this field, it is
not known whether REIs in semiconductor matrixes are
donors or acceptors. It is known that REIs in a semicon-
ductor matrix can be found in different charge states.
When Eu, Sm, and Er are introduced, charge states (2+)
and (3+) are most often observed. In this case, some
1063-7826/04/3811- $26.00 © 21267
ions of this type can be in charge state (2+) and others
in state (3+); the ratio of their concentrations is con-
trolled by the defect concentration in the semiconduc-
tor matrix [5]. Previously, it was shown using Er in
GaN as an example that REIs are substitutional impuri-
ties [6]. Consequently, they should be donors or accep-
tors in this semiconductor matrix. However, until now,
the nature of the REI impurity centers was not deter-
mined. The effect of methods of introduction of REIs
into the GaN semiconductor matrix on the shape of the
spectra of the near-edge PL and the intensity of the
emission line characteristic of intracenter f–f transitions
of Er was studied previously [7].

The purpose of this study was to determine the
nature of impurity states (donors or acceptors) of rare-
earth metals (Eu, Sm, Er) introduced into the GaN epi-
taxial layers and to determine the effect of correlation
between these states and defects in the starting GaN
matrix on the specific features of the PL spectra of
REI-doped GaN crystals.

2. EXPERIMENTAL

In this study, REIs were introduced into the GaN
crystals using the diffusion method, as in [8]. The Sm,
Eu, and Er dopants were incorporated into each group
of crystals under identical technological conditions.
The films were deposited and subsequently annealed in
an ammonia ambient in a single operation at 1000–
1050°C for 1–1.5 h [8]. As in [7], we obtained crystals
by two different methods, namely, by chloride–
hydride vapor-phase epitaxy in an open system
(HVPE) and by decomposition of metal–organic com-
pounds (MOC-hydride epitaxy, MOCVD). This
004 MAIK “Nauka/Interperiodica”
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allowed us to attain a wider variation of the defect con-
centration in the starting semiconductor matrix.

The main sources of data on the defect concentra-
tion in starting crystals (as in [8]) are the PL spectra, the
results of measurements of the carrier concentration by
the van der Pauw method (the Hall effect), the results of
examining the surface morphology by scanning elec-
tron microscopy, the data of X-ray structural analysis
(the width of the curve of the diffraction reflection), and
the position of the Fermi level (determined from the
carrier concentration, the density of states in the con-
duction band, and the tabulated data on the Fermi func-
tion) at temperatures T = 77 and 300 K in starting
(undoped) and REI-doped GaN crystals.

For undoped GaN crystals obtained by the HVPE
technique, the Fermi level is located 0.085 eV above the
bottom of the conduction band at T = 300 K and
0.03 eV above the bottom of the conduction band at
T = 77 K.

For the GaN crystals obtained by the MOCVD tech-
nique, the Fermi level is located 0.0173 eV above the
bottom of the conduction band at T = 300 K and below
the bottom of the conduction band at T = 77 K. The con-
centration and type of defects in starting and doped
crystals were estimated using optical spectroscopy
(PL spectra), specifically, by the intensity and position
of emission lines D0, x and A0, x, which are caused by
recombination at neutral donors and acceptors, by the
full width at half-maximum (FWHM) line, and by the
dependence of the PL spectra on the excitation inten-
sity. The REIs used in this study had different charge
states. The Er ion has a single charge state (3+), while
the Eu and Sm ions may be in the (2+) and (3+) charge
states [1, 2]. The charge state of the Eu impurity ion was
determined using Mössbauer spectroscopy.

When studying the effect of REI doping on the PL
spectra of GaN crystals, it was shown that the method
of introducing the impurity specifies the shape of the
PL spectrum [7]. When REIs are introduced during
growth, one can observe emission lines characteristic of
near-edge PL and intracenter f–f transitions of REIs.
When REIs are introduced by ion implantation, the
near-edge PL is not observed. In that case, one can
observe only emission lines characteristic of the
f−f transitions of REIs, which may indicate that numer-
ous defects are generated by implantation. In this study,
we used the diffusion method to introduce REIs.

In order to compare the emission spectra of various
GaN crystals correctly, the process parameters were
kept constant: the angle of incidence of the beam, the
intensity of excitation light, and the temperature.

Optical measurements were carried out using an
SDL-2 diffraction spectrometer with an inverse linear
dispersion of 1.3 nm/mm in the near-edge PL region of
GaN. As emission sources for PL excitation, we used
several types of laser. The sources of PL excitation in
the steady-state mode were as follows.

(i) A continuous-wave He–Cd laser with an emis-
sion wavelength of λ = 3250 Å and an emission power
of 5 mW (band-to-band excitation of GaN).

(ii) A continuous-wave Ar laser of the LG-106M4
type with an emission power density of 0.5 W/cm2 and
selection of the emission wavelength using a rotating
prism mounted in the place of the totally reflecting mir-
ror. This allowed us to attain lasing at several wave-
lengths, namely, λ1 = 5145 Å, λ2 = 4880 Å, and λ3 =
4765 Å (excitation of intracenter transitions in rare-
earth ions).

(iii) Xenon and halogen lamps with a set of optical
filters (excitation of intracenter transitions in rare-earth
ions).

3. RESULTS AND DISCUSSION

The undoped GaN crystals were divided into several
groups, depending on the preliminary estimate of the
type of defects in them.

(i) Crystals whose spectra contain only lines of the
near-edge PL, but with different values of FWHM
(27−300 meV).

(ii) Crystals with an inhomogeneously broadened
line of the near-edge PL, which also have an emission
line at 3.26–3.17 eV, the so-called donor–acceptor PL
band, whose intensity can exceed the intensity of the
near-edge PL by orders of magnitude.

(iii) Crystals that mainly have deep-level defects,
which are the effective centers of nonradiative recom-
bination. The existence of these centers is inferred from
the low intensity of the near-edge PL line and small
FWHM (7–9 meV, i.e., < kT) [8].

When analyzing the PL spectra, we paid most atten-
tion to the intensity of lines of intracenter f–f transitions
at wavelengths of 1.54 and 0.54 µm (Er), 0.72 µm (Sm),
0.35 µm (Eu2+), and 0.54 and 0.66 µm (Eu3+), as well as
to the evolution of the near-edge PL band, which is
inhomogeneously broadened [8], and to variation in its
width. According to [8], the carrier concentration in the
crystals obtained by the HVPE technique exceeded
>1018 cm–3, since the value of FWHM was 180–
300 meV. For the crystals obtained by the MOCVD
technique, the value of FWHM was 18–27 meV, i.e.,
the carrier concentration was approximately an order of
magnitude lower.

To clarify the effect of the postgrowth treatment,
namely, heat treatment in an ammonia atmosphere or
doping with REIs with subsequent annealing in the
same atmosphere, we divided the crystal into two parts.
One part was only thermally treated in an ammonia
atmosphere (NH3, temperature Ta = 1050°C, duration
ta = 1 h). The other part was doped with Er (GaN〈Er〉)
SEMICONDUCTORS      Vol. 38      No. 11      2004
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with subsequent heat treatment under the same condi-
tions. The PL spectra are shown in Fig. 1. One can see
that the heat treatment affected the shape of the spec-
trum (compare curves a and b), specifically, the inten-
sity of the donor–acceptor recombination band (D–A)
decreased. However, no variation in intensity, no shift
of the position of the near-edge PL peak, and no varia-
tion in FWHM were observed. After doping with Er
and heat treatment (curve c), substantial variations were
observed in the shape of the spectrum. The intensity of
the near-edge PL decreased with a simultaneous
decrease in FWHM, and the intensity of the donor–
acceptor PL also decreased. We may assume that heat
treatment only causes a decrease in the concentration of
the donor–acceptor pairs, whereas doping with Er trans-
forms shallow-level defects into deep-level defects [8].

3.1. Crystals of the First Group

Figure 2 shows the PL spectra with FWHM = 15–
27 meV prior to and after doping with Sm for the crys-
tals obtained by the MOCVD method. On doping with
other REIs, the spectra had the same shape. One can see
that the spectrum of the near-edge PL D0, x is virtually
unaffected by doping. The carrier concentration is also
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Fig. 1. Effect of heat treatment in an ammonia (NH3) atmo-
sphere and Er doping on the shape of spectra of the near-
edge photoluminescence of GaN (HVPE): (a) starting crys-
tal, (b) crystal annealed in ammonia, and (c) Er-doped crys-
tal. T = 77 K.
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unaffected; consequently, the position of the Fermi
level also remains unchanged.

In the long-wave spectral region, there are emission
lines characteristic of intracenter f–f transitions of
REIs: at 0.54 and 1.55 µm for Er, at 0.716 µm for Sm2+,
and at 0.66 µm for Eu3+ (see Fig. 3).

Figure 4 shows the spectra for the crystals obtained
by the HVPE method (a is for the starting crystal, and
b is for the Er-doped crystal). One can see that the spec-
tra are broadened, and FWHM for various starting crys-
tals varies from 120 to 300 meV. Inhomogeneous
broadening emerges because the emission wavelengths,
which correspond to the radiative recombination of car-
riers localized at various shallow-level centers, are some-
what different. The causes of inhomogeneous broaden-
ing of the spectra were considered in detail in [8]. A sub-
stantial spread in the values of FWHM for the near-
edge PL line in starting samples is caused by the differ-
ent concentrations of various defects in these samples.
The intensity of emission of the near-edge PL line and
its FWHM depend on the concentration of radiative and
nonradiative centers and the carrier transport to these
centers. The parameters of the carrier transport are in
turn controlled by the tails in the density of states in the
band gap and by the position of the percolation level [8].
Hence, it follows that, under identical experimental
conditions, the samples with different PL intensities
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Fig. 2. Near-edge photoluminescence of GaN:Sm
(MOCVD): (a) starting crystal and (b) Sm-doped crystal.
T = 77 K.
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differ primarily in defect concentration. These defects
induce both deep levels, which substantially shorten the
lifetime of free carriers, and fluctuations in the density
of band states.

In the case of doping with Er that has one charge
state (3+), the energy of the peak of the near-edge
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Fig. 3. Photoluminescence spectra in the longer-wavelength
region: (a) GaN:Sm (MOCVD) and (b) GaN:Er (MOCVD).
T = 77 K.
PL line is indistinguishable from the peak energy for the
undoped crystal and corresponds to the emission line of
excitons bound at neutral donors, D0, x (3.463 eV,
3579 nm). The variation in the carrier concentration on
doping at a level as high as 8 × 1018 cm–3 is insignificant
(1019 cm–3 for the undoped crystal). Consequently, the
variation in the position of the Fermi level due to dop-
ing is insignificant: 0.006 eV at T = 77 K. We may
assume that the concentration of electrically active cen-
ters is lower than that of optically active centers. The
cause of this behavior is the fact that the variations in
the shape of the spectrum of the near-edge PL are more
significant than the variations in the carrier concentra-
tion and, consequently, in the position of the Fermi
level. Such a behavior of the introduced impurity may
be caused by the formation of various complexes of
REIs with impurities [5, 8] present in the crystal. How-
ever, the intensity of emission lines characteristic of
intracenter f–f transitions of REIs is considerably lower
for GaN crystals obtained by the HVPE method com-
pared with crystals obtained by the MOCVD method.
Thus, most likely, the mechanisms of excitation of rare-
earth ions in GaN are different. For crystals with the
Fermi level below the bottom of the conduction band at
the measurement temperature of spectra (T = 77 K), the
excitation of intracenter transitions is caused by carrier
trapping at the REIs. When the Fermi level is located
above the bottom of the conduction band, the excitation
is caused by trapping at the REI–impurity complex.
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Fig. 4. Near-edge photoluminescence of GaN:Er (HVPE):
(a) starting crystal and (b) Er-doped crystal. T = 77 K.
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3.2. Crystals of the Second Group

Figure 5 illustrates the results of doping a GaN crys-
tal with Eu. The intensity of the donor–acceptor PL in
the undoped crystal was higher than that of the near-
edge PL. After doping, the position of the near-edge PL
peak changed. For the starting crystal, it was 358.4 nm;
after doping, 357.8 nm. Thus, the peak shifts to longer
wavelengths. In addition, the near-edge PL line narrows
drastically, the donor–acceptor PL line completely van-
ishes, and a band in the region of 410–440 nm emerges.
We may suggest two causes of such considerable vari-
ation in the shape of the spectrum. These are the trans-
formation of shallow-level defects into deep-level
defects, which is indicated by a decrease in intensity
and narrowing of FWHM of the near-edge PL line, and
the presence of the emission line, which is characteris-
tic of intracenter f–f transitions in the Eu2+ ion.

To determine the charge state of the impurity Eu ion,
we used Mössbauer spectroscopy at 151Eu using a stan-
dard MS-2201 spectrometer. The measurements were
carried out at room temperature. The studied crystals
GaN:〈Eu〉  and 151Sm2O3 served as adsorbers. The spec-
tra were the superposition of two lines, whose relative
intensities varied considerably from sample to sample.
The line with an isomer shift of 0.2 mm/s corresponds
to the Eu3+ ions, while the line with an isomer shift of
9.5 mm/s corresponds to the Eu2+ ions. The spectra are
noticeably broadened (the experimental width is
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Fig. 5. Near-edge photoluminescence of GaN:Eu (HVPE):
(a) starting crystal and (b) Eu-doped crystal. T = 77 K.
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2.8 mm/s) compared with the doubled natural width
(1.36 mm/s), which is typical of the Mössbauer spectra
of 151Eu. Note that the concentration of impurity ions in
the samples for Mössbauer measurements was increased
by a factor of no less than 2 (we introduce 〈Eu + Eu〉)
compared with the concentration of impurity Eu ions in
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Fig. 6. Mössbauer spectra of GaN:〈Eu + Eu〉  crystals.
(1) and (2) are crystals with substantially different Eu con-
centration.
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Fig. 7. Near-edge photoluminescence spectra of GaN:〈Eu +
Eu〉  crystals. T = 77 K. Curves (1) and (2) are for the crystals
with substantially different Eu concentration.
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the GaN crystal, whose PL spectrum is shown in Fig. 5.
This is caused by the lower resolution of Mössbauer
spectroscopy compared with optical spectroscopy. Fig-
ure 6 shows Mössbauer spectra for two crystals with an
increased but different Eu concentration. One can see
that the Eu ion has two charge states: (2+) and (3+). The
PL spectra of the same crystals with an increased Eu
concentration are shown in Fig. 7. One can see that,
under such heavy doping, the PL spectra of two crystals
are virtually identical, similarly to the Mössbauer spec-
tra; i.e., the data of the Mössbauer spectroscopy corre-
late with the data of optical investigations.

Figures 8 and 9 show the variations in the spectra of
starting crystals N1 and N2 (which differ in the ratio
between intensities of the donor–acceptor PL band and
the near-edge PL line) and their spectra after doping
with Er. The intensity of the donor–acceptor PL for
crystal N1 increased after doping (Fig. 8). Conse-
quently, the concentration of donor–acceptor pairs
increased; thus, we may state that Er is the acceptor
impurity, similarly to Mg, whose introduction gives rise
to donor–acceptor PL in GaN [8]. In crystal N2, the
intensity of the donor–acceptor PL decreased after dop-
ing (Fig. 9). One of the causes of such a sharp distinc-
tion in PL of two samples is the difference in the crys-
tallite sizes, which are larger for crystal N1 than for N2.
To verify this assumption, the sample surface was
ground to a depth of more than 20 µm, which substan-
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Fig. 8. Near-edge photoluminescence of the GaN:Er crys-
tal, sample N1: (a) starting crystal and (b) Er-doped crystal.
T = 77 K.
tially exceeded the penetration depth of the dopant, and
then polished. Figure 9 shows the spectra of the crystal
after polishing (curve c) and after introduction of the
doping ions (curve d). One can see that the intensities
of both the near-edge PL and donor–acceptor PL after
polishing are low, while the introduction of Er caused
an increase only in the intensity of the donor–acceptor
PL, which exceeded the intensity of the near-edge PL.
Thus, a situation similar to that observed for crystal N1
occurred. In the spectrum of crystal N1, we observe
emission lines at longer wavelengths; these lines are
characteristic of intracenter f–f transitions in Er
(1.54 µm). However, these lines are absent in the spec-
trum of crystal N2. The presence of donor–acceptor PL
in the spectra of crystals indicates that an additional
recombination channel exists, which apparently ham-
pers the population of rare-earth centers; therefore, no
emission is observed at a wavelength of 1.54 µm. The
intensity of the emission line in the green spectral
region (0.54 µm) is sufficient to detect with the sensi-
tivity of the instrumentation used in this study.

3.3. Crystals of the Third Group

The PL spectra of the crystals that have only deep-
level defects in the initial state are shown in Fig. 10.
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Fig. 9. Near-edge photoluminescence of the GaN:Er crys-
tal, sample N2: (a) starting crystal, (b) Er-doped crystal,
(c) crystal doped with Er and then ground to a depth of
20 µm, and (d) crystal additionally doped with Er after
grinding. T = 77 K.
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The doping of such crystal with REIs generally leads to
the transformation of deep-level defects into shallow-
level defects [8]. Figure 10 shows the spectra of starting
GaN crystals (curves 1, 3) and crystals doped with Sm
(curve 2) and Eu (curve 4). We can see that doping
causes an increase in FWHM and intensities of the
near-edge PL and donor–acceptor PL, while the posi-
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Fig. 10. Spectra of near-edge photoluminescence of
(a) GaN:Sm and (b) GaN:Eu. (a): (1) starting crystal and
(2) Sm-doped crystal; (b): (3) starting crystal and (4) Eu-
doped crystal. T = 77 K.
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tion of the near-edge PL peak is unchanged (3.463 eV),
which corresponds to the emission related to recombi-
nation at a neutral donor (D0, x). Since the intensity of
the near-edge PL increases and donor–acceptor PL
emerges, we may assume that the REIs are acceptors.

Based on all the data obtained, we may conclude
that the REIs in the semiconductor matrix can be both
donors and acceptors, depending on the concentration
of defects in the starting crystals. At the same time, the
defect concentration in the starting crystal governs the
charge state of the introduced REIs, namely, whether
the (2+) or (3+) states are realized, as is the case, for
example, with the introduction of Eu.

We may assume that there is a spatial ordering of
defects in REI-doped GaN crystals. In general, the con-
trol parameters of this process are as follows: (i) the
charge state of the REIs, which causes changes in the
type of bonds, from a covalent bond, which is charac-
teristic of the Ga–N bond, to an ionic Er–N bond, since
the REI is the substitutional impurity, as was shown
previously [6]; and (ii) the concentration and the type of
defects in a semiconductor matrix. These processes
were observed only for crystals with a high carrier con-
centration, i.e., with a high impurity concentration.
No such processes were observed for the crystals
obtained by the MOCVD method.

5. CONCLUSIONS

We can draw the following conclusions from the
results of our studies. (i) The REIs in wurtzite GaN
crystals can be either donors or acceptors, depending
on the total defect concentration in the starting semi-
conductor matrix. (ii) The intensity of emission lines
characteristic of intracenter transitions in REIs in epi-
taxial layers correlates with the concentration of
defects in the starting semiconductor matrix: the lower
the concentration of defects, the higher the intensity of
the lines that correspond to intracenter transitions.

In all probability, the diffusion mechanism of REIs
in GaN depends on the defect concentration in the start-
ing matrix. As the defect concentration in the matrix
increases (the Fermi level is close to the bottom of the
conduction band), REIs apparently reside in the inter-
domain space of the mosaic structure. In this case, all
variations in the PL spectra are caused by the variations
in these regions.
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Abstract—The results of studying the dose dependences of the decay kinetics of phosphorescence excited by
X-ray radiation in luminescent ZnS–Cu ceramic material before and after irradiation with 50-MeV protons are
considered. An anomalous variation in the exponent of the hyperbolic phosphorescence curves was observed
experimentally as the accumulated light sum increased. It is found from an analysis of the data obtained that
two processes are involved in the decay: one of these is monomolecular and corresponds to the first-order kinet-
ics; the other is bimolecular and corresponds to the second-order kinetics. Transitions of charge carriers delo-
calized from traps occur at the nonradiative-recombination centers induced by proton radiation. Recombination
of these charge carriers at the emission centers in the course of decay is described by the second-order kinetics.
© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

A high-intensity afterglow is observed for several
tens of minutes in the classical ZnS–Cu (FK-106) lumi-
nophor. This luminophor is widely used for visualiza-
tion of X-ray radiation since it exhibits a high quantum
yield in the green-emission band (~525 nm) [1].
A number of publications are devoted to studying the
kinetics of phosphorescence in ZnS phosphor crystals
subjected to photoexcitation (see, for example, [2, 3]).
One special feature of X-ray excitation of a material is
the appearance of local regions with a high density of
electronic excitation. The spatial distribution of local-
ized charge carriers of different types has a significant
effect on the kinetics of the phosphorescence decay [4].
This type of excitation is also most informative in
studying the radiation defects formed in the material as
a result of irradiation with protons. The reason is that
X-ray photons penetrate much more deeply into a mate-
rial than optical photons, which makes it possible to
gain more information about the changes that occur in
the bulk of the material. The second special feature of
X-ray excitation is its low efficiency in the emission of
the accumulated light sum, since the probability of an
X-ray photon interacting with a high-energy photoelec-
tron with point defects does not exceed the probability
of their interaction with ions of the matrix. In the case
of generation of the same number of free electron–hole
pairs, X-ray excitation nearly always yields a larger
accumulated light sum than photoexcitation.

An analysis of variations in the X-ray luminescence,
phosphorescence [5], and thermally stimulated lumi-
nescence (TSL) of zinc sulfide as a result of irradiation
with protons shows that the radiation defects produced
do not form new centers of emission or absorption;
1063-7826/04/3811- $26.00 © 21275
instead, these defects act as the nonradiative-recombi-
nation centers. The main factors affecting the properties
of semiconductors after irradiation with protons are the
formation of new impurities as a result of nuclear reac-
tions, radiation-defect production, and the accumula-
tion of hydrogen atoms [6]. Radiation defects produced
in zinc sulfide as a result of irradiation with electrons,
neutrons, or protons are diverse and complex if the
energy of the incident particles is higher than the
threshold energy. However, Frenkel pairs in the zinc
and sulfur sublattices are dominant [7–9]. The vacan-
cies produced by irradiation are not annealed out at
temperatures lower than 400 K (VZn) and 450 K (VS)
[9]. One type of point defects ( , a singly negatively
charged zinc vacancy) is incorporated into an associa-
tive center of blue emission with a wavelength of λ =
465 nm [9, 10]. In the case of proton radiation with a
dose of 1015 cm–2, no increase in the intensity of the cor-
responding band was observed. At the same time, the
intensity of green emission related to the  vacancies
decreased significantly. According to [10], the green-
emission band can be almost completely quenched if
the sample is heated in zinc vapors.

The aim of this study was to gain insight into the
decay kinetics of luminescence in the powdered
ceramic material ZnS–Cu as the dose of X-ray excita-
tion varied; this decay was measured before and after
irradiation with protons.

2. EXPERIMENTAL

We studied the luminescent ceramic ZnS–Cu
obtained by hot pressing an FK-106 (ZnS–Cu) com-
mercial powder phosphor crystal in graphite molders at

VZn'

VZn''
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a temperature of 1400 K and a pressure of 3 × 107 Pa.
In order to study the afterglow, we chose two types of
samples: unirradiated samples (type 1) and samples
irradiated with protons at a dose of 1015 cm–2 (type 2).
The samples were irradiated with 50-MeV protons in a
U-240 cyclotron. Luminescence and phosphorescence
were excited using radiation from an X-ray tube (Mo,
35 kV, 10 mA) at temperatures T = 85 and 295 K. Phos-
phorescence was detected simultaneously via two
channels: integrally (luminescence emission was
focused directly onto the sensitive area of an FÉU-106
photomultiplier) and spectrally (emission was directed
to the photomultiplier through an MDR-2 wide-aper-
ture monochromator). All the luminescence spectra
were corrected taking into account the spectral sensitiv-
ity of the detecting system. The duration of excitation
of the samples was varied from 2 s to 3 h; phosphores-
cence was detected for 10 min. Taking into account the
technical characteristics of the detection system, we
analyzed the phosphorescence data obtained after a
lapse of at least 30 s from the completion of excitation.

3. RESULTS AND DISCUSSION

It was established that the time dependences of the
phosphorescence intensity J(t) are similar after excita-
tion for identical time intervals. This inference is valid
both for detection in integral light and for detecting the
phosphorescence intensity at the peak of the green-
emission band (520–529 nm). The spectrum of steady-
state luminescence excited by X-ray radiation and that
of phosphorescence are different (Fig. 1). The blue-
emission band peaked at λ = 465 nm is not observed in
the spectrum of low-temperature phosphorescence; fur-
thermore, a shift of the green-emission band to longer
wavelengths is clearly seen. The emission spectrum of
steady-state luminescence of the ZnS–Cu ceramic in
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Fig. 1. Spectra of the (1) steady-state luminescence excited
by X-ray radiation and (2) phosphorescence of the ZnS–Cu
samples. T = 85 K.
the green region apparently consists of several closely
spaced and highly overlapping emission bands [11].
The shift of the resulting peak of the green-emission
band in the phosphorescence spectrum with respect to
the corresponding band in the spectrum of lumines-
cence stimulated by X-ray radiation may be caused by
the different contribution of the component bands men-
tioned above to the total emission intensity. For this
center, a recombination mechanism is involved in emis-
sion, since emission is observed in both phosphores-
cence and TSL. This means that the emission center can
remain in a recharged state for a very long time, which
causes a variation in the spatial coordinates of the cor-
responding ligands. Naturally, the strength and possibly
symmetry of the crystal field change for a recharged
emission center. The energy gap between the ground
and excited states should change (the Jahn–Teller effect
[8]) as a result of the recombination of a free charge
carrier in the crystal field mentioned above. In the case
of steady-state luminescence, we will observe not only
the emission due to the recombination of free charge
carriers, but also the emission caused by excitonic
recombination.

It was also established experimentally that long-
term X-ray excitation (t0 = 3 h) did not affect the num-
ber of recombination centers (radiative and nonradia-
tive) and trapping centers. In order to draw this conclu-
sion, we compared the phosphorescence and TSL
curves measured after 5-s excitation and before and
after 3-h excitation and the release of the accumulated
light sum. The shape of the phosphorescence curve
depends on the dose of excitation obtained for both
types of sample. As the duration of excitation increases,
the phosphorescence intensity increases steadily and
attains a maximum in ~180 s at T = 85 K for both types
of sample. At T = 295 K, the highest phosphorescence
intensity is attained in ~60 s for the type-1 samples and
in ~180 s for the type-2 samples. If the irradiated sam-
ple is excited for a longer time (from 10 min to 3 h), a
slight increase in the light sum under the phosphores-
cence curve is observed in the final stage of the phos-
phorescence decay. Note that the value of accumulated
light sum under the phosphorescence curve was found
to be much smaller (especially at T = 295 K) for the
samples irradiated with protons. In addition, a decrease
in the emission intensity of steady-state luminescence
by ~35% was observed for these samples; specifically,
a decrease in the emission intensity for the main band
peaked at λ = 522 nm was detected. In all cases (two
types of samples and two temperatures of excitation),
experimental curves of the intensity decay J(t) after the
elapse of the first minute of decay can be satisfactorily
approximated using a hyperbolic dependence (the phe-
nomenological Becquerel formula [12]):

(1)

where α and ω are constants (note that 1 ≤ α ≤ 2).

J t( )
J0

1 ωt+( )α----------------------,=
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Irradiation of the ceramics with protons induces
changes in the dependence of the phosphorescence
kinetics on the duration of excitation of the samples. If
the phosphorescence is excited at the liquid-nitrogen
temperature, these changes are less pronounced and the
general trends are retained. In Figs. 2 and 3, we show
the dependences of the exponent α = ln(J)/ln(t) (here,
t is the detection time of phosphorescence) on the dura-
tion of excitation t0 for both types of the samples at T =
85 and 295 K.

The method used for excitation requires that a num-
ber of factors be considered. First of all, the distribution
of recharged traps over the volume should be taken into
account. The deeper lying layers of the luminophor are
excited to a lesser extent. The decay curves for each
layer have specific initial slopes; the recorded decay
curve is the sum of all these curves. We should also take
into account the spatial distribution of electronic exci-
tation that is typical of excitation with X-ray photons.
Local regions with different excitation density are
formed in the sample bulk.

In the samples of type 1, the decay characteristics at
both the above temperatures do not change when level-
ing-off (saturation) is attained. The state of saturation
corresponds to an equilibrium distribution of charges
over the traps (the following condition is satisfied: the
ratio between the concentrations of localized charges is
found to be constant in the time interval from t1 to t2,
i.e., ni/nk = const); the decay characteristics change only
slightly when the samples are further excited. The con-
dition ni/nk = const is not satisfied at a low level of exci-
tation. The spread in the values of α is representative of
these trends. For the samples of type 1, the decay curves
obtained for different durations of excitation can be
made to coincide by shifting to the right along the time
axis the curve that corresponds to a lower excitation
level. As the stored light sum increases, the exponent α
decreases. The kinetics of phosphorescence decay in
the type-1 samples in the case of X-ray excitation cor-
responds to the kinetics of the transition (Becquerel’s)

2.0
α

1.6

1.2

500 100 150 200
t0, s

1

2

Fig. 2. Dependences of the hyperbola exponent α on the
duration of excitation by X-ray photons for the samples
(1) unirradiated and (2) irradiated with protons. T = 295 K.
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region in the theoretical decay curve obtained on the
basis of the gas-kinetic theory of photoluminescence in
phosphor crystals [2, 3].

An increase in the exponent α is observed in the
samples of type 2 as the duration of excitation increases,
i.e., as the stored light sum increases; this behavior cannot
be explained in the context of the gas-kinetic theory of
luminescence in phosphor crystals [2, 3]. At the same
time, an increase in the exponent α as the light sum
stored in the sample increases cannot be attributed to
special features of excitation by the X-ray radiation
either [4]. Variations in radiation had a greater effect on
the decay at room temperature. At the same time, if the
time instant of the phosphorescence decay (ti) is fixed,
the dose dependence of intensity is described ade-
quately by the following expression that defines the
light-sum accumulation and is known from the gas-
kinetic theory of photoluminescence:

(2)

Here, t0 is the duration of excitation of the sample,
while τi is the characteristic time of saturation of the
traps of the ith type and reflects the rate of light-sum
accumulation. The obtained time dependences of the τi
distribution within the detection range of phosphores-
cence are shown in Fig. 4. The values of τi were calcu-
lated using the smallest rms deviation of dependence (2)
from experimental values. The found form of these
dependences makes it possible to assume that the
observed phosphorescence in the ZnS–Cu luminescent
ceramic is a superposition of two emission curves
related to different physical processes and dominant in
different time intervals. The first process exhibits linear
kinetics, while the second process features quadratic
kinetics. We used the Alentsev–Fock method [12] to
decompose the curves into two components. We took
into account the following. The phosphorescence curve
is a superposition of two curves that are dominant in

J ti( ) J0 ti( ) 1
t0

τ i

---– 
 exp– .=

1.05
α

1.02

0.99

500 100 150 200
t0, s

1

2

0.96

Fig. 3. Dependences of the hyperbola exponent α on the
duration of excitation by X-ray photons for the samples
(1) unirradiated and (2) irradiated with protons. T = 85 K.



 

1278

        

KUCHAKOVA 

 

et al

 

.

   
different (although partially overlapping) time inter-
vals. As a result, we obtain different decay curves with
different durations of the phosphorescence excitation.
If we assume that in this case the shape of the decay
curves that represent different mechanisms remains
unchanged, the difference between experimental curves
is then caused by differences in the relative contribu-
tions of the components. We decomposed the experi-
mental curves for both types of sample and for various
combinations of excitation duration. Note that experi-
mental curves of the phosphorescence decay in fact
remain similar in the later stages of the process. An
important advantage of this method is the existence of
an experimental test for its applicability; this test relies
on the presence of horizontal portions in the plot that
shows the ratio between two decay curves. The substan-
tial decrease in the detected light sum stored at the traps
that are remote from the emission centers (i.e., those
exhibiting the hyperbolic decay law) in the sample of
type 2 made it possible to decompose the decay curve
into two components more accurately. In Fig. 5, we

20

τ, s

15

10
0 200 400 600

t, s

Fig. 4. Distribution of τ within the time interval of the phos-
phorescence detection. T = 295 K.

6

lnJ, arb. units

4

2

43 5 6
lnt, arb. units

1

2

0

Fig. 5. Characteristic decomposition of the experimental
phosphorescence curve into two elementary components at
T = 295 K: (1) exponential component and (2) hyperbolic
component.
show a typical set of two elementary components of the
decay curve that were obtained as a result of decompos-
ing the experimental curve. Using these data on the
exponential component of the phosphorescence curve,
we obtained values of τ (characteristic decay time)
equal to ~70 and ~50 s at T = 85 and 295 K, respec-
tively. The large value of τ can be explained if a polaron
stabilized in the lattice by some defect acts as the meta-
stable state, while the transition to the emission center
is realized via a tunneling mechanism. The constant
ω = 5 s–1 at α = 1.8 is obtained for the second compo-
nent whose decay is described by the kinetics given by
formula (1).

The presence of an exponential component in the
decay may be caused by the following factors: (i) the
presence of homologically related emission centers and
traps in the material; (ii) the extremely low mobility of
free charge carriers (formation of an intermediate meta-
stable polaronic state); and (iii) an appreciable excess
(by at least an order of magnitude) of the concentration
of recharged emission centers over the concentration of
the shallow-level traps that give rise to phosphores-
cence. It was previously assumed [13] that there are
specific traps in ZnS–Cu that reside near the emission
center or are part of a unified complex. The green-emis-
sion centers that are dominant in the material under
consideration may be composed of intrinsic defects and
the activator impurity (Cu) [9, 10]. The metastable state
acts as the trap in this center, while the excited level of
the center plays the role of a short-lived level [13].
A polaron localized in the vicinity of the defect may
also play the role of the metastable state [14–16]. An
intracenter mechanism is actually in effect in the com-
plex under consideration; as is well known, this mech-
anism is described by an exponential decay depen-
dence. A radiative transition in this center occurs
regardless of the state of other centers and is controlled
only by the corresponding probability. In this case, the
decay intensity obeys the exponential law

(3)

where J0 is the highest emission intensity at t = 0 and
τ is the characteristic decay time.

The dependences of the decay kinetics on the dura-
tion of excitation (see Figs. 2, 3) can be interpreted in
the following way on the basis of the suggested mech-
anism of radiative transitions in afterglow. In the case of
short-term excitation, the charge carriers are mainly
captured by the traps responsible for the exponential
decay, since the probability of charge-carrier recombi-
nation in this case is independent of both time and the
state of other centers. Traps of the above type are there-
fore transformed more rapidly into the quasi-steady
state. As the excitation duration increases, the contribu-
tion of the second component, whose decay obeys the
hyperbolic law, increases. The nonradiative-recombi-
nation centers formed by proton radiation inhibit the

J J0
t
τ
--– 

  ,exp=
SEMICONDUCTORS      Vol. 38      No. 11      2004



EFFECT OF PROTON RADIATION ON THE KINETICS OF PHOSPHORESCENCE DECAY 1279
buildup of charge carriers at the traps that are located in
space independently of the emission centers. The above
recombination centers compete with recharged emis-
sion centers in the recombination-related transitions.
Thus, an increase in the value of α with increasing exci-
tation duration is related to the variation in the relation
between the values of the light sums accumulated at
traps of different types.

Thus, the shape of the emission curve for phospho-
rescence reflects the combined contribution of relax-
ation processes that occur in the crystal after termina-
tion of excitation. The radiation defects that are pro-
duced by irradiation with protons and which affect
selectively the recombination processes in the ZnS–Cu
ceramic made it possible to clarify the origin of the
traps responsible for phosphorescence in this material.
The anomalous behavior of the decay kinetics observed
in ZnS–Cu after irradiation with protons allowed us to
suggest a mechanism of phosphorescence and clarify
the causes of the increase in the hyperbola exponent in
the decay.
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Abstract—The photosensitivity of nanocomposites in a system constituted by an organic transition metal com-
plex and silica was studied. It is shown that the photosensitivity of a nanocomposite is determined by the
valence and the ionization potential of the metal atom, which is equal to (3–8) × 104 cm2/J (quantum yield of
carrier photogeneration is 0.03–0.05) for the Cu+ complex and 5 × 103 cm2/J for the Ru2+ complex. The possi-
bility of controlling the magnitudes and spectra of both the photosensitivity and luminescence of thin films of
nanocomposites based on these complexes by varying the structure of metal complexes and the fact that the
quantum efficiency of photogeneration can be raised by introducing transport molecules into the structure of a
nanocomposite gives reason to believe that photosensitive and electroluminescent devices can be created on the
basis of these nanocomposites. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Organic–inorganic nanocomposites [1], which con-
stitute one of the most intensively developing areas of
materials science, have clearly pronounced semicon-
ducting properties. Owing to the possibility of obtain-
ing thin transparent layers of optical quality, they seem
to be promising materials for creating recording media.
In this context, organic complexes of a number of tran-
sition metals with bipyridyl ligands are of primary
interest in this class of nanocomposites [2–5]. Compos-
ites of this kind have already found practical applica-
tion: they are successfully used in luminescent sensors
for determining the concentration of oxygen [5, 6]. The
occurrence of an effective charge transfer between a
metal atom and an organic aromatic ligand gives reason
to believe that photosensitive recording media, includ-
ing photorefractive media for holography [7], and
materials for photovoltaic cells [8] can be created using
these composites. Owing to their effective lumines-
cence, whose spectral range can be varied by choosing
the metal atom [2–4, 9], and the possibility of introduc-
ing transport molecules, which provide an effective car-
rier transport, these composites are certainly of interest
as a new class of materials for electroluminescent
devices.

The aim of this study was to examine the photosen-
sitive properties of nanocomposites in a system consti-
tuted by an organic transition metal complex and silica
and to analyze the mechanism of carrier photogenera-
tion in the nanocomposites.
1063-7826/04/3811- $26.00 © 21280
2. OBJECTS AND METHODS OF STUDY

As objects of study, we used thin films synthesized
on the basis of complexes of Cu+ and Ru2+ with 2,2'-
bipyridyl (ligand L)–[MeL2n]+n, where n = 1 for Me =
Cu+ and n = 2 for Me = Ru2+ (L = bipy):

where X = –H and –CONH–(CH2)3–SiO–. The concen-
tration of the complex was 1–20%. We used xerogels
SiO2 as a matrix, which were synthesized by the sol–gel
method of hydrolytic polycondensation of tetramethox-
ysilanes in an acid medium [10]. In addition to the com-
posites mentioned above, the matrix contained free
bipyridyl molecules, which provided carrier transport.
The films were annealed at 300 and 500°C. The organic
complexes with Cu+ and Ru2+ formed a nanohybrid with
the silica matrix via molecular interaction between the
components of the system in the case of the copper com-
plex [11] and via chemical binding for the ruthenium
complex [12]. The thickness of the film was 1–2 µm.

The photosensitivity and the quantum efficiency η
of carrier photogeneration were measured in the elec-
trophotographic mode by the procedure described in
[13], in the spectral range 400–800 nm at an electric
field strength E = (0.1–1.0)E0, where E0 is the limiting
field strength for a given material. The field depen-
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dences η(E1/2) were used to evaluate the dielectric con-
stant (ε) of the starting xerogel and the nanocomposites
based on metal complexes in terms of the Pool–Frenkel
model and to find the quantum efficiency of formation
of bound pairs (η0) and the thermalization length (rt)
using the Onsager model. The absorption spectra α
were measured on a Perkin Elmer spectrophotometer.
The photosensitivity S0.1 was found from the criterion
of a 10% decrease in the surface potential of a layer (V)
relative to the initial value (∆V/V = 0.1) as a result of
exposure to a monochromatic light or to that of a KGM-
300 halogen lamp (integral photosensitivity).

3. RESULTS AND DISCUSSION

The nanocomposites obtained, with a content of
metal complexes in the range 1–20%, had the structure
shown in Fig. 1. All the composites in which the content
of a complex was less than or equal to 15% were mono-
lithic and transparent. Although the increase in hard-
ness and mechanical strength of the sample with a 10%
content of the complex compared to the starting gel is
not very significant, it indicates that there is a certain
physical interaction between the organic component
and the silica matrix. The optimal structure of the com-
posite is obtained at a content of the organic component
in the range 5–10%. When the content of the organic
component is raised to 15%, the density and hardness
of the composite decrease, while a 20% content of this
component leads to a dramatic decrease in the hardness
of the composite, and it ceases to be monolithic. This
change in the properties of the organic–inorganic
hybrids synthesized can be understood by analyzing
their micrographs (Fig. 1). The structure of a sample
with a 10% content of the complex (Fig. 1b) is similar
to the structure of the starting gel (Fig. 1a), which, how-
ever, is considerably more ordered, apparently because
of the formation of a nanocomposite. The pore diameter
in both the structures is 10–17 nm. The structure of a
composite with a 20% content of the complex is looser
and more porous (Fig. 1c). Presumably, the optimal
content of the copper complex, the approximate size of
whose molecules is 1.0–1.5 nm, is limited by the size
and number of these pores in the matrix. Thus, the
structure of the composite is optimal in the case of a
10% content of the complex, whereas the introduction
of a greater amount of molecules of the complex dra-
matically impairs the mechanical properties of a sam-
ple and causes it to crack, because the silica matrix is
formed under nonoptimal conditions.

The spectra of absorption α(λ) and photosensitivity
S0.1(λ) of films that contain nanocomposites with Cu+

and Ru2+ complexes in a SiO2 matrix are shown in
Figs. 2a and 2b (curves 1 and 2, respectively). For com-
parison, the same figure shows, for comparison, the
spectra of the starting xerogel (curves 3). It can be seen
from Fig. 2a that the absorption peak associated with
the Cu+ complex lies at 750 nm, i.e., in the longer-
wavelength part of the spectrum as compared with the
peak for the Ru2+ complex at 450 nm. The energy at
SEMICONDUCTORS      Vol. 38      No. 11      2004
which the absorption peak lies (1.69 eV for the Cu+

complex and 2.76 eV for the Ru2+ complex) decreases
as the valence of the metal becomes lower [14]. This
correlates with the previously observed shift of the
absorption peak to longer wavelengths on passing from
Me+ to Me2+ and with a decrease in the ionization
potential of the metal atom, which is indicative of elec-
tron transfer from the metal atom to the ligand.

The luminescence spectra of the nanocomposites
synthesized, which were measured [9] previously under

200 nm(a)

200 nm(b)

8.34 µm(c)

Fig. 1. Electron micrographs of (a) starting xerogel and
(b, c) nanocomposites with different content of Cu+ com-
plexes: (b) 10 and (c) 20%.
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excitation with light from a nitrogen laser (wavelength
337 nm, pulse width 6–8 ns) for 1 µs after the excitation
pulse at temperature T = 300 K, coincide with the spec-
tra of analogous nanocomposite structures [3–6]. Irre-
spective of the annealing temperature, there is a lumi-
nescence band peaked at 610–620 nm for the Ru2+ com-
plex and a broad band at around 420 nm for the Cu+

complex. The luminescence intensity for the Ru2+ com-
plex exceeds that for the Cu+ complex by more than a
factor of 10. The luminescence band observed for the
Cu+ complex is apparently due to emission from only
bipyridyl fragments, which absorb at 300–360 nm,
rather than from the complex with the metal, which
absorbs in the long-wavelength spectral range, as can
be seen from Fig. 2.

The photosensitivity spectra of the nanocomposites
(Fig. 2b) reproduce their absorption spectra (Fig. 2a).
The photosensitivity of films of the nanocomposite
with Cu+ at a 5–10% content of the complex is (3–8) ×
104 cm2/J, with a quantum yield of 0.03–0.05. For the
Ru2+ complex, the photosensitivity S0.1 is about 5 ×
103 cm2/J at 400–550 nm, with a quantum yield η ≈
0.003 ± 0.001, which is more than an order of magni-
tude lower than that for the Cu+ complex. The photo-
sensitivity of layers of the starting xerogel is about 2 ×
103 cm2/J, with a quantum yield η ≈ 0.001. The ther-
malization length for the nanocomposite with Cu+ is
rt = 1.5 ± 0.2 nm, which is comparable with the size of
the molecule of the complex (1.0–1.5 nm) and is some-
what smaller (by 25%) than the corresponding value for
polymeric complexes of similar structure [15]. The quan-
tum yield of formation of bound pairs is η0 = 0.08 ± 0.03.

The correlation between the absorption and photo-
sensitivity spectra of the systems studied and the
increase in the luminescence intensity observed as the
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Fig. 2. Spectra of (a) absorption α(a) and (b) photosensitiv-
ity S0.1 of composites based on (1) Cu+ and (2) Ru2+ and
that of (3) starting xerogel; content of the complexes, 5%.
value of S0.1 decreases (on passing from the Cu+ com-
plex to the Ru2+ complex) indicate that the molecule of
a complex, [CuL2]+ or [RuL3]2+, is involved in the pri-
mary photophysical processes. The absorption of a
photon by the molecule leads to electron transfer from
the metal atom to the ligand. Within the same molecule,
the excess photon energy is lost and Coulombically
bound carriers are thermalized. Further charge separa-
tion occurs as a result of temperature-and-field-assisted
dissociation in an external electric field. Carriers
become free at distances of 10–15 nm. This distance
(Coulomb radius) is calculated from the dielectric con-
stant ε, which is 6.5–7.0 for the complexes and 6.0 ± 0.5
for the starting xerogel.

The energy "ω of the peak of the absorption band
associated with the complex is determined by the metal
atom, as is shown above. At the same time, if the ligand
is varied from bipyridyl to biquinolyl and to phenan-
throline derivatives for the nanocomposites with Ru2+,
the energy of the first charge-transfer band shifts from
4.64 eV for bipyridyl to 4.47 eV for nitrophenanthro-
line, 4.19 eV for aminophenanthroline, and 3.87 eV for
phenanthroline-5,6-dione [16]. The presence of free
(forming no complexes with the metal) bipyridyl mole-
cules makes it possible to obtain rather high photosen-
sitivities, which exceed the S0.1 of structurally similar
metal–organic complexes of the same metals in a poly-
meric matrix [15], and apparently high carrier mobili-
ties, which are attained because of the hopping of free
carriers via aromatic nitrogen-containing molecules of
bipyridyl.

4. CONCLUSIONS

Thus, it was shown that, with the silica matrix used,
it is possible to obtain rather high photosensitivities for
thin films of nanocomposites with metal–organic com-
plexes, which exceed the values of S0.1 for structurally
similar complexes of the same metals in a polymeric
matrix. The fact that an effective luminescence from
nanocomposites in the silica matrix is observed and the
spectral position of the band of this luminescence can
be varied by selecting an appropriate metal atom [9] or
a ligand structure (replacing bipyridyl with biquinolyl
or phenanthroline, which are also capable of complex-
ation with metals, etc.) gives reason to believe that not
only photosensitive materials, but also electrolumines-
cent devices can be developed on the basis of these
nanocomposites.
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Abstract—The photophysical properties and mechanism of charge-carrier photogeneration in supramolecular
polyamidine structures (which form, as was shown previously, a promising class of materials for photosensitive
and electroluminescent devices) are studied. Based on the analysis of the spectral, field, temperature, and concen-
tration behavior of changes in the photosensitive and luminescence properties, it is shown that the carrier photo-
generation in the systems under investigation is described by the Pool–Frenkel model, which takes into account
strong interactions and collective effects in the supramolecular system arising due to the formation of a regular
network of hydrogen bonds between functional groups of a polymer. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In recent decades, polymers have been widely used
in the development of optical recording media and
semiconductor optoelectronic devices. The traditional
approach to the synthesis of photoconductive polymer
systems is based on either the introduction of photosen-
sitive low-molecular compounds into a polymer matrix
(formation of “guest–host” systems; these compounds
exhibit donor–acceptor interaction and can form
charge-transfer complexes (CTCs) with monomeric
units of the polymer) or the formation of polymers with
covalently bonded photoactive fragments in the main or
lateral chain. The primary photophysical processes that
occur in such systems after absorption of a photon and
subsequent charge transfer in a complex are generally
limited by the monomeric unit of the polymer, and the
polymer structure affects the transport of a photon-
induced carrier that forms a Coulomb pair and subse-
quent transport of free charge carriers.

However, it was suggested recently that photosensi-
tive polymer systems can be obtained by forming
supramolecular ensembles of photoactive components,
which arise due to the existence of a system of regular
hydrogen bonds between the fragments of macromole-
cules [1]. Then, this suggestion was confirmed experi-
mentally for one of the classes of these polymers—
polyamidines [2]. The formation of supramolecular
ensembles changes the properties of the ground and
excited states of individual particles, and the collective
character of this process leads to the occurrence of new
photophysical properties and specific features of pri-
1063-7826/04/3811- $26.00 © 21284
mary photophysical processes (in particular, the
appearance of new absorption bands, which are absent
in the spectra of monomeric analogs), the mechanisms
of photogeneration of charge carriers and their trans-
port, and so on. Obviously, the formation of networks
of hydrogen-bonded systems with fragments character-
ized by significant π conjugation gives rise (due to the
intense charge transfer in the chains of their compo-
nents, i.e.,macromolecules) to high mobilities of free
charge carriers (about 10–4 cm2/(V s) [3]) and high
luminescence efficiency (on the same order of magni-
tude as that of polyphenylenevinylenes [4]), which
makes these materials promising for various applica-
tions in optoelectronics.

The possibility of introducing (due to the formation
of complexes) chromophore molecules, which have
high luminescence quantum yields and nonlinear optical
properties, into a polyamidine matrix makes it possible
to expand and vary their photosensitivity range and the
efficiency of photophysical processes, which is of inter-
est for developing nonlinear optical materials and
recording media (in particular, for dynamic holography)
and electroluminescent devices based on these systems.

The purpose of this study is to gain insight into the
nature of primary photophysical processes, in particu-
lar, the mechanism of carrier photogeneration in polya-
midine supramolecular structures, including structures
with introduced chromophore molecules, and reveal the
specific features caused by the formation of supramo-
lecular ensembles.
004 MAIK “Nauka/Interperiodica”
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2. OBJECTS OF STUDY

It is well known that polymers containing amidine
groups in the main chain exhibit efficient two-center
bonding with the formation of cyclic and linear
supramolecular ensembles [5] (Figs. 1a, 1b), which
leads to the occurrence of a quasi-conjugate system. In
addition, the high basicity of amidine groups makes it
possible to obtain ionic complexes of these polymers
with both low-molecular compounds with donor or
acceptor properties and introduced low-molecular com-
pounds forming complexes through nonvalent bonding.
This circumstance makes it possible to systematically
change the photophysical properties of molecular
ensembles due to the occurrence of charge transfer in
the chains of the component macromolecules as a result
of the formation of network hydrogen-bonded systems
with fragments characterized by strong π conjugation.

We investigated a series of polyamidines with the
general formula

.

The above structures differ in both the structure of the
main chain,

(I)

or

(II)

and the type of substituents in the amidine fragment,

R = –CH3 (a)

or

R = –C6H5. (b)

Hereinafter, we use the designations Ia and Ib for struc-
tures with a main chain of type I and substituents of
types (a) and (b), respectively. Similar designations (IIa
and IIb) are used for structures with a main chain of
type II.

Polyamidines were synthesized by the conventional
method [6]. These structures were chosen for the fol-
lowing reasons. On the one hand, they allow one to con-
sider the relationship of the basicity and, respectively,
the strength of hydrogen bonds both between amidine
groups and between amidine groups and chromophore
molecules with the photophysical properties of the
complexes. On the other hand, the systematic increase in
the number of π-conjugated fragments prone to the effect
of π stacking, which leads to the transfer of an electron
between noncovalent-bonded elements of the chain,
makes it possible to determine the influence of this factor
on the photoconductivity of the system as a whole.

Compounds with a developed π-conjugation chain
that can form ionic bonds with polyamidine molecules

N N
H

R1

R

n

R1 –CH2–( )x, x 6 7 8 10, , ,= =

R1 –C6H6–CH2–C6H4–,=
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were used as chromophores introduced into the poly-
mer matrix. The general formula of these compounds is

, (III)

where R2 = H, F, OCH3, NO2, N(CH3)2, OH,
NHCOCH3.

The energy of interaction between these compounds
and the polymer matrix depends on the structure of the
substituent R2 and can be characterized their Hammet σ
constants. These constants characterize the donor (σ < 0)
or acceptor (σ > 0) character of the functional group.
These compounds, which can form ionic bonds with
polyamidines, were chosen because, according to the
data of [7], their complexes with polydecamethylene-

O

R2HO

Fig. 1. Supramolecular (a) linear and (b) cyclic structures of
polyamidines; (c) destruction of the structure as a result of
the formation of a complex with a chromophore.
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acetamidine have a low Schottky barrier, which mani-
fests itself in nonlinear optical effects of the second and
third orders in these complexes [4]. It is noteworthy that
the efficiency of the second-harmonic generation lin-
early increases as the donor properties of the substitu-
ent are enhanced (decreasing the values of σ).

As low-molecular compounds capable of nonvalent
formation of complexes with polyamidines (a guest in
the guest–host system), we used the molecules with
strong donor or acceptor properties. As donors, we used
nitrogen-containing molecules of indole, carbazole,
and diphenylamine with low ionization potentials ID
(7.9, 7.4, and 7.1 eV, respectively [8]) and their analogs
without a nitrogen atom (which plays an important role
in the formation of complexes with aromatic poly-
mers—phenanthrene and anthracene with ID = 7.8 and
7.3 eV, respectively [8]). Fullerene molecules (C60 : C70 =
87 : 13) were used as acceptors. The content of the
introduced compounds was 1 mol %.

Complexes of polymers were obtained by mixing
polyamidine solutions with solutions of the noted com-
pounds in ethanol. The thus obtained solutions were
poured onto a rotating substrate (glass with an
In2O3(Sn) (ITO) coating, 3000 rpm, 30 s) to form films
with their subsequent drying in vacuum at room tem-
perature to constant mass. The film thickness was in the
range 1–5 µm.

3. MEASURING TECHNIQUE
The photosensitivity S0.1 and the quantum yield of

carrier photogeneration η were determined in the elec-
trophotographic mode [9, 10]. The measurements were
carried out in the equienergy spectrum with an average
photon-flux density of 1013 cm–2 s–1 in the spectral
range 400–900 nm at an electric field strength E = (0.2–
1.0)E0, where E0 is the limiting field strength for this
material in the temperature range T = 300–420 K, i.e.,
above and below the glass-transition temperatures of
the polymers Tgl. Samples were heated by passing an
electric current through the ITO layer on the substrate
(which is necessary for measurements in the electro-
photographic mode). Temperature was measured with
an accuracy of about 1% by liquid-crystal indicators.

The complete collection of the charge carriers pho-
togenerated in the polymer layer was monitored by the
“photogeneration-wedge” method [11] and by measur-
ing the field dependences of the quantum yield η/ε =
f(V/d) for layers of thickness d in the range 1–5 µm
(where ε is the permittivity). The error in measuring S0.1
and η was 10%.

The absorption spectra were measured on a Perkin-
Elmer spectrophotometer in the wavelength range 400–
1200 nm. The spectra obtained were used to determine

the optical energy gap ∆  (the band gap) according
to [12].

The photosensitivity S0.1 was determined by the cri-
terion of the decrease in the surface potential of a layer

EG
opt
by 10% with respect to the initial value (∆V/V = 0.1) as
a quantity inverse to the exposure necessary to attain a
critical change in the surface potential. The total photo-
sensitivity S0.1 was determined by the same criterion
(∆V/V = 0.1) for illumination of layers by a KGM-300
halogen lamp with a power of 300 W.

The value of permittivity, which is necessary for the
calculation, was estimated from the slopes of the field
dependences of the quantum yield η(E) and the carrier
mobility µ(E), according to the Pool–Frenkel model
(dη(E)/dE = (e2/4πεε0)1/2 [9]), and the ultimate poten-
tials of the layer charging, as well as by comparing the
data on ε obtained for aliphatic and aromatic polymers
[13]. The activation energy of photogeneration Wa was
determined from the slopes of the temperature depen-
dence η(T), and the field dependences η(E) were used
to determine (according to the Onsager model) the ther-
malization length rt ≈ 1/Wa [10].

4. RESULTS AND DISCUSSION

Investigation of the dark characteristics of polymers
at temperatures below the glass-transition temperature
showed almost complete absence of dark conductivity
for all objects under investigation (the resistance was
about 1013 Ω cm–2). However, after heating to tempera-
tures above Tgl, the resistance decreased significantly
(to 109 Ω cm–2). Measurements of the electronic
absorption spectra of the polymer films under study,
α(λ), showed that the intrinsic absorption edge of the
polymers, "ω, lies in the range 350–420 nm. It is note-

worthy that the energies "ω and ∆  correlate with
the degree of π conjugation in a polymer, which mani-
fests itself in the bathochromic shift of the absorption

band and the energy of the optical band gap ∆  in the
Ia–Ib–IIa–IIb series (see table). In addition, weak long-
wavelength bands peaked at 505–510 and 635–640 nm
for Ia and at 490–525 and 750–850 nm for IIb are
observed in the spectra α(λ) beyond the intrinsic-
absorption region. These bands are absent in the spectra
of the polymer solutions in ethanol. These bands can be
assigned to the forbidden transitions in the quasi-conju-
gate system of hydrogen-bonded amidine groups
(Fig. 1) (this system cannot exist in solutions of proton-
donor solvents, in particular, ethanol). This suggestion
is confirmed by the calculations of electronic spectra of
a trimer of the model compound—N,N'-dimethylaceta-
midine—by the ZINDO/S method with optimization of
the geometric characteristics by the ab initio STO-3G
method. According to these calculations, the prohibi-
tion of the transition at 420 nm is removed in this case.

As the analysis of the photosensitivity spectra
S0.1(λ) showed [2], the value of S0.1 steadily decreases
from 2 × 104 to 3 × 103 cm2/J with increasing λ from
400 to 950 nm. In this case, the total photosensitivity is
equal to 0.03–0.08 (lx s)–1 and is independent of the
number of methylene units x in the main chain of the

EG
opt

EG
opt
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Photophysical characteristic of the polymers under study and their complexes

Polymer or complex ,
eV

T < Tgl T > Tgl

Absorption
"ωmax, eV

Luminescence
"ωmax, eV I/I0 S0.1/(S0.1)0 ε η, % ε η, %

Ia 3.3 5.86 2.98 1.0 1.0 3.2–3.3 4.5 3.1–3.3 4.5

Ib 3.2 5.01 2.95 1.25 0.85 3.3–3.5 4.8 3.1–3.3 4.5

IIa 3.0 3.86 2.48 3.0 2.3 4.1–4.3 8.6 2.8–3.0 <0.1

IIb 2.7 4.10 2.48 0.75 4.0 4.2–4.5 9.4 2.8–3.0 ≤0.03

Ia + III (R = OH) 2.71 2.54 2.45 3.5 0.75 3.5–4.0 3.4 – –

Ia + III (R = OCH3) 2.59 2.45 2.03 – 0.6 3.5–4.0 2.9 – –

∆EG
opt
polymer I. When a chromophore is introduced, the pho-
tosensitivity increases in the chromophore absorption
region (at 450–550 nm) due to the increase in the
absorption.

The spectrum of the quantum yield of carrier photo-
generation η(λ) shows that the quantum yield is almost
constant (only weakly depends on λ) in the visible
spectral range (Fig. 2) and steadily decreases in the
long-wavelength region: at λ > 750 nm for Ia and Ib
(curves 1, 2) and at λ > 620 nm for IIa and IIb
(curves 3, 4). The introduction of chromophores into Ia
leads to a decrease in η by a factor of 2–2.5 (curve 5).
For the monomeric analog (N,N'-didecylacetamidine),
unlike the spectra considered above, there is no region
with a constant quantum yield and η begins to decrease
at λ = 400 nm (curve 6). For all the polymers under
study, the found values of activation energies are 0.1–
0.2 eV, which corresponds to thermalization lengths (cal-
culated within the Onsager model for ε = 3) of 2–3 nm.
However, the strong interaction between amidine
groups and the presence of collective effects cast doubt
on the validity of the Onsager model for the systems
under investigation because the Onsager model
assumes that the absorbing centers—monomeric units
(for most polymers)—are noninteracting and retain
their individuality (which manifests itself, in particular,
in the insignificant difference between the spectrum of
a polymer and the spectrum of its monomeric analog)
[9, 12, 14]. Most likely, polyamidines can be ade-
quately described by the Pool–Frenkel model, which
considers the escape of a bound carrier from a Coulomb
center as a result of overcoming the potential barrier
reduced by 0.1–0.2 eV by an applied external electric
field. After the carrier becomes free at a distance of
about 15 nm, it begins to move over the network of
alternating single and double bonds (similar to the
structure of polyphenylenevinylene) formed by the
arising supramolecular structure.

As was shown previously [1, 2], the photosensitivity
and quantum yield η systematically increase in the
Ia(x  = 10)–Ia(x = 6)–Ib–IIb–IIa series, whereas the
positions and the intensity of the luminescence bands of
the objects studied are determined not so much by the
SEMICONDUCTORS      Vol. 38      No. 11      2004
chemical structure of the monomeric unit of a polymer
and the π-conjugation length [4] as the cooperative
absorption and emission of the ensemble of supramo-
lecular structures with a π–n–H-conjugation system,
which arise during the ordering of the system caused by
the formation of a network of hydrogen bonds between
nitrogen-containing functional groups.

We should also note the significant dependence of
the photosensitivity of the polymers under study on the
thermal history of the samples. At temperatures above
the glass-transition temperature, the dielectric proper-
ties (ε) and photosensitivity (S0.1) of polymers Ia and Ib
hardly change, whereas a relative decrease in ε by a fac-
tor of almost 2 for polymer IIb and a significant
decrease in η are observed for polymer IIa (see table).
It is likely that the noted features are related to the
decrease in the basicity of polymers in the Ia–Ib–IIb–IIa
series. This circumstance leads to a weakening of inter-
molecular hydrogen bonds and the degradation of the
supramolecular structure, which is responsible for the
occurrence of photoconductivity.

10
η, %

9
8
7
6
5
4
3
2
1

800 900700600500400
λ, nm

1
2

3

4

5

6

Fig. 2. Spectra of the quantum yield of carrier photogener-
ation η for polyamidines of different structure: (1) Ia, (2) Ib,
(3) IIa, (4) IIb, (5) Ia+ III (R = OH), and (6) N,N'-didecylac-
etamidine.
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As can be seen from the data listed in the table, the
values of both the quantum yield η and S0.1 increase in
going from aliphatic polyacetamidines to aromatic ben-
zamidines, which could be explained by the enhanced
π conjugation. However, above the glass-transition
temperature (under conditions corresponding to the
destruction of the supramolecular structure), the value
of η drops for polymers containing aromatic groups,
remaining almost constant for aliphatic polyamidines.
This fact indicates that the increase in the degree of
conjugation due to the introduction of aromatic groups
is not a major factor leading to the occurrence of pho-
tosensitivity. We can suggest that such behavior is
related to a change in the system of hydrogen bonds and
the transformation of the linear structures responsible
for carrier transport (Fig. 1a) into cyclic structures
(Fig. 1b), which govern the photosensitivity of the system.

The decisive role of the supramolecular organiza-
tion of the system is confirmed by the significant
decrease in the photosensitivity of polyamidines caused
by the introduction of chromophores. Specifically, the
photosensitivity of the Ia + III (R = OH) system
decreases by a factor of 1.7. In this case, the acidity of
the introduced admixture is sufficient for the protona-
tion of the amidine groups of the polymer, which leads
to the destruction of the system of hydrogen bonds and,
accordingly, to quasi-conjugation in the supramolecu-
lar system (Fig. 1c). This is also confirmed by the fact
that, with an increase in the relative chromophore con-
centration, a steady decrease in the photosensitivity and
quantum yield is observed (Fig. 3, curves 1 and 2,
respectively). The decrease in the photosensitivity with
increasing concentration correlates with the decrease in
the luminescence quantum yield ηlum in the Ia+ III (R =
OCH3) system (Fig. 3, curve 3). Note that, with an
increase in the chromophore concentration, the inten-
sity of the chromophore luminescence is redistributed
between the short- and long-wavelength bands (Fig. 4).
Apparently, this phenomenon is due to the specific fea-
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η/η0, ηlim/(ηlim)0
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C, mol %
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Fig. 3. Dependences of the (1) photosensitivity S0.1 and
quantum yields of (2) photogeneration η and (3) lumines-
cence ηlum on the concentration of III in the Ia + III (R =
OCH3) complex; I0 = 9.445 × 1022 s–1.
tures of chromophores of the dibenzalidenealkanone
class, for which the long-wavelength absorption peak is
associated with the π–π* rather than the n–π transition,
which occurs in the well-studied carbazolyl-containing
polymers [14]. As is well known [9, 14], the photoge-
neration quantum yield of polymers is independent of
the concentration of absorbing centers (chromophores
in the case under study). The observed concentration
dependences of the photophysical processes also indi-
cate that both competing processes—carrier photoge-
neration and the release of the photoexcitation
energy—are not related to the polyamidine monomeric
unit but are controlled by the supramolecular structure
of the ensemble of polymer chains.

This is also confirmed by the results of studying the
effect of the donor–acceptor properties of the substitu-
ent R2 in a chromophore (which are characterized by
the Hammet σ constants) on the photosensitivity
(Fig. 5a). It can be seen that S correlates with the σ con-
stants of the substituent in III. It should be noted that,
when polyamidines are exposed to light with a wave-
length corresponding to the region of intrinsic absorp-
tion of chromophore ions (Fig. 5a, curve 1), the depen-
dence S(σ) correlates with the dependence of the effi-
ciency of the third harmonic generation on the same
parameter [7], whereas, at λ = 600 nm (which corre-
sponds to the absorption of supramolecular ensembles),
the dependence S(σ) demonstrates antibatic behavior
(Fig. 5a, straight line 2). The regularities established
confirm that the increase in the degree of conjugation in
a chromophore leads to a decrease in the carrier photo-
generation efficiency.

The introduction of fullerene C60 (which is known
[8] as an efficient acceptor capable of forming nonva-
lent complexes) as a dopant into a polymer matrix leads
to a significant (by a factor of 5) increase in the dark
conductivity and a twofold decrease in the photosensi-
tivity of the polymers Ia and IIa. Such behavior of the
systems under study is indicative of the predominantly

1.0

I, arb. units

0.8

0.6

0.4

0.2

0

700680660640620600580560
λ, nm

12
3

Fig. 4. Luminescence spectra of the Ia+ III (R = OCH3)
complex for different chromophore concentrations: (1) 1,
(2) 5, and (3) 10 mol %.
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acceptor character of the functional groups of polya-
midines.

The use of indole (a typical representative of donors
prone to nonvalent complex formation) as a low-molec-
ular admixture leads to an increase in the photosensitiv-
ity of the Ia + indole system by a factor of 5 (Fig. 5b).
At the same time, the introduction of a nitrogen-free
representative of this class of low-molecular donors—
anthracene—into a polymer does not change its photo-
physical properties. Obviously, this difference is due to
the different features of interaction of admixture mole-
cules with fragments of the polymer matrix. When
anthracene is used as an admixture, the absorption
spectrum of the composite is a superposition of the
spectra of polyamidine and anthracene, whereas the
introduction of indole leads to the appearance of a new
absorption band at 400–480 nm in the spectrum of the
composite. The introduction of carbazole and dipheny-
lamine results in the appearance of a broad (up to
600 nm) band. The appearance of such bands, whose
position depends on the ionization potential ID of the
donor molecule, indicates the formation of a complex
(specifically, polymer–indole). It is likely that the for-
mation of the complex is facilitated by the presence of
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S0.1/(S0.1)0

1.4

1.2

1.0
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0.6
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(b)

–0.4–0.8

7.6 7.8 8.0
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ID, eV
7.47.27.0
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0.5

Fig. 5. Dependences of the photosensitivity S0.1 at λ =
(1) 500 and (2) 600 nm on the (a) σ constants of the substit-
uent in the compound III and (b) the ionization potential ID
of the introduced low-molecular donor.
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NH groups in the indole molecule that are capable of
forming hydrogen bonds with functional groups of the
polymer. Thus, the introduction of low-molecular
impurities exhibiting donor–acceptor interaction with
monomeric fragments of polyamidines does not play a
key role in the photogeneration, as occurs in the sensi-
tization of most aromatic polymers [9, 10, 14]. The
introduction of such polymers into polyamidines leads
to an increase in the photosensitivity by several orders
of magnitude with a significant red shift of the photo-
sensitivity region [10].

The data on the behavior of the changes in the pho-
tophysical properties of polyamidines and their sensiti-
zation by chromophores show that the mechanism of
photogeneration in polyamidines differs from that typ-
ical of most polymers and confirm our suggestion that
the Pool–Frenkel model is valid for supramolecular
systems in the stage of carrier photogeneration and the
subsequent transport of free carriers over the network
of alternating single and double bonds formed by the
supramolecular structure.

5. CONCLUSIONS

Thus, we may conclude that the proposed approach
to the development of photosensitive polymer systems,
based on the formation of supramolecular structures
originating from the ordered network of hydrogen
bonds between functional groups of the polymer chain,
is an efficient method for preparing photoconductive
media with a high photosensitivity (≥104 cm2/J). Taking
into account the rather high values of carrier mobility
and luminescence efficiency at low glass-transition
temperatures, modulus elasticity, and melt viscosity,
we believe that such systems are promising for the
development of photosensitive and transport layers of
electrophotographic devices and thermoplastic materi-
als for recording media.
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Abstract—Photosensitive structures based on n-HgGa2S4 single crystals were prepared and investigated. It was
concluded that HgGa2S4 crystals are promising for the fabrication of photodetectors of natural and linearly
polarized light in the short-wavelength spectral region. © 2004 MAIK “Nauka/Interperiodica”.
Mercury thiogallate HgGa2S4 belongs to ternary

semiconductor compounds of the AII  type,
where AII is Zn, Cd, or Hg; BIII is B, Ga, or In; and CVI

is S, Se, or Te. Although these semiconductors have not
been adequately studied, they are increasingly of inter-
est for application in solid-state electronics and nonlin-
ear optics [1–4] because their fundamental properties
can be controlled by changing the nature and positional
ordering of the component atoms. In this paper, we
report the results of the first investigations of the elec-
trical properties and optical absorption of homoge-
neous n-HgGa2S4 single crystals, the preparation of
new photosensitive structures based on them, and the
study of photoelectric processes in these structures.

1. The research was carried out with HgGa2S4 single
crystals grown by planar crystallization from a stoichi-
ometric melt of mercury thiogallate under conditions of
an ultralow temperature gradient (T/l = 1–3 K/cm)
along the crucible containing the compound and rates
of motion of the crystallization front of 0.1–0.3 K/h [5].
The single crystals obtained under different processing
conditions showed a homogeneous light orange color
when exposed to white light. They are described by the

space group  (typical of AII  compounds) and
their unit-cell parameters are consistent with the data in
the literature [6].

2. According to the sign of thermopower, all nomi-
nally undoped crystals grown by planar crystallization
had n-type conductivity. It is noteworthy that, as for

most AII  compounds, the conductivity type of
HgGa2S4 cannot be controlled by changing the crystal-
lization conditions, which is related to the features of
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the defect structure of ternary semiconductors of this
type [1].

The samples for measuring the kinetic coefficients
were limited in size (no larger than 0.6 × 0.9 × 4 mm3).
Hall measurements showed that the growth technique
we used makes it possible to obtain single crystals with
a rather low concentration of free electrons (n = 108–
109 cm–3) and high resistivity (ρ = 109–1010 Ω cm) at
T ≅  300 K; the sign of the Hall coefficient indicates that
the majority carriers are electrons.

Figure 1 (curve 1) shows a typical temperature
dependence of the resistivity of one of the n-HgGa2S4
samples in the range from room to liquid-nitrogen tem-
perature. It can be seen that the resistivity of n-HgGa2S4
single crystals obeys the Arrhenius law in a wide tem-
perature range (which is typical of semiconductors):

(1)

Here, E is the activation energy, k is the Boltzmann con-
stant, and T is the sample temperature. The activation
energy of the resistivity of the crystals grown found
from the dependences ρ(T) was E = 37–40 meV, which
is much lower than the band gap of HgGa2S4 (EG ≅
2.8 eV) [6]. In this case, the Arrhenius law (Fig. 1,
curve 1) may be related to the excitation of electrons
from donor levels to the conduction band (on the
assumption of high compensation of donors by accep-
tors [7]). Note that such shallow-level centers have not

been observed in AII  compounds until now.
Hence, we may conclude that the study of HgGa2S4 sin-
gle crystals made it possible to obtain important exper-
imental proof that shallow levels of lattice defects may

ρ ρ0
E

kT
------– 

  .exp=

B2
IIIC4

VI
004 MAIK “Nauka/Interperiodica”



 

1292

        

RUD’ 

 

et al

 

.

                                                        
1011

1010

109

5 10
103/T, K–1

ρ, Ω cm

1

I, 10–6A

1

–50 50
1 ×10–8

2

U, V

–8

–6

–4

–1 0 1 2
log|U| [V]

log|I| [A]

m
 –

 1
.3

3
~

m
 –

 2~

m =
 0.

98

m =
 1.

05

m = 0.51
m =

 1.
08

5

3

6

4

Fig. 1. Temperature dependence of the resistivity of a n-HgGa2S4 single crystal (curve 1, sample 7n), the steady-state current–volt-
age characteristic of an In–n-HgGa2S4 surface-barrier structure (curve 2, sample 17n), the steady-state (curves 3, 4) and optical
(curves 5, 6) current–voltage characteristics of an In–n-HgGa2S4 surface-barrier structure (sample 17n) in the logarithmic coordi-

nates –  at T = 300 K at a (3, 5) forward and (4, 6) reverse bias. The values of the exponent m are indicated for curves
3–6. Positive polarity of the barrier contact corresponds to the forward direction. Illumination from the barrier contact; the light
intensity is about 1 mW/cm2.

Ilog Ulog
exist in crystals of ternary compounds of the AII

group.
3. Measurements of current–voltage (I–V) charac-

teristics of contacts formed by vacuum deposition or
chemical deposition of some pure metals showed for
the first time that In [2], Au, and Ag layers on cleaved
or mechanically and chemically treated surfaces of
electrically homogeneous n-HgGa2S4 crystals exhibit
pronounced rectification. Figure 1 (curve 2) shows the
steady-state I–V characteristic of one of the surface-
barrier In–n-HgGa2S4 structures of the highest quality.
The rectification coefficient, which is the ratio of the
forward to reverse current at fixed biases |U| ≈ 20 V is
as high as K ≈ 200 for the structures of highest quality.
Small sizes of available crystals impede further
improvement of the quality of the peripheral area of
such structures. In our opinion, increasing the sizes of
the single crystals will make it possible to obtain signif-
icantly higher values of K compared to those cited in
this paper.

The initial portions (U < 1 V) of the forward steady-
state I–V characteristics (T = 300 K) of the In–n-
HgGa2S4 and Ag–n-HgGa2S4 surface-barrier structures
obey the well-known diode equation. The diode factor
for such structures turned out to be rather high (β ≈ 10),

B2
IIIC4

VI
 whereas, when the structures are illuminated from the
side of the barrier contact, its value drops to β ≈ 2. We
believe that the high value of β ≈ 10 indicates a tunnel-
ing-recombination mechanism of the forward current,
whereas, under illumination, the recombination mech-
anism is dominant (β ≈ 2).

In a wide range of forward biases (0.1–500 V), the
power dependence I ∝  Um is observed. The exponent m
is close to unity (Fig. 1, curve 3), which indicates either
the tunneling of charge carriers or current limitation by
the space charge in the velocity-saturation mode.
According to [8, 9], the current density in this case can
be written as

(2)

where ε and ε0 are the permittivities of the semiconduc-
tor and free space, respectively; v s is the saturation
velocity; A is the area of the structure; and L is the
thickness of the HgGa2S4 wafer.

The reverse steady-state I–V characteristic, as can
be seen from Fig. 1 (curve 4), also follows a power law
and its exponent m almost coincides with the value
characteristic of the forward current. This circumstance

J
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suggests that a change in the direction of current does
not affect its nature.

It can also be clearly seen from Fig. 1 (curves 5, 6)
that the forward and reverse currents increase by
1.5−2 orders of magnitude under illumination from the
barrier contact. In this case, a portion described by a
quadratic law arises in the power dependence of the for-
ward current on bias in the range 0.2 < U < 1 V (Fig. 1,
curve 5). This feature indicates the possible presence of
currents limited by the space charge in the mobility
mode:

(3)

where µ is the electron mobility in HgGa2S4. The for-
ward current at U > 1 V is characterized by the expo-
nent m ≈ 1, as in the absence of illumination. Therefore,
the mechanism of the forward-current transport at U >
1 V turns out to be insensitive to the photogeneration of
charge carriers.

For illuminated structures, the dependence of the
reverse current on bias retains a power character. How-
ever, the presence of photogenerated charge carriers
changes the exponent as follows: m ≈ 0.5 at biases U <
10 V, while at U > 10 V, the exponent becomes as high
as m ≈ 1.33. The increase in m at U > 10 V can be
explained by the increase in the contribution of currents
limited by the space charge in the mobility mode (trap-
less quadratic law) [8, 9].

The illumination of In–n-HgGa2S4 and Ag–
HgGa2S4 surface-barrier structures gives rise to the
photoelectric effect. As a rule, the open-circuit photo-
electric voltage is dominant in these structures under
their illumination from the barrier contact, which,
under these conditions, acquires a negative charge and
retains its sign with changes in the photon energy, the
light intensity, and the location of the light probe
(0.2 mm in diameter) on the surface. The sign of the
photoelectric voltage is consistent with the direction of
rectification. Therefore, the rectification and photoelec-
tric effect in such structures should be attributed to the
energy barrier formed at the contact of HgGa2S4 with In
and Ag.

Some parameters of the structures obtained are
listed in the table. It can be seen from the table that the
highest photovoltaic sensitivity of the surface-barrier

structures is  ≈ 2100 V/W, which significantly
exceeds the result of [2].

The typical spectral dependences of the relative
quantum photoconversion efficiency η("ω) of a sur-
face-barrier structure and the optical absorption coeffi-
cient of a HgGa2S4 crystal for exposure to unpolarized
light at T = 300 K are shown in Fig. 2. It can be seen
that, in the structures of highest quality illuminated
from the barrier contact, photosensitivity is observed in a
wide spectral range (from 0.9 to 3.6 eV) (Fig. 2, curve 1).
Its value changes within four to five orders of magni-

J
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tude and is peaked in the region of photon energies
"ωm = 3–3.6 eV, which, according to [1, 6], corre-
sponds to the fundamental absorption band of
HgGa2S4. When such a structure is illuminated from the
side of the substrate at "ω > 2.25 eV, a drop in η is
observed in the short-wavelength region of the spec-
trum η("ω) (Fig. 2, curve 2). This drop is consistent
with the beginning of the sharp increase in the optical
absorption coefficient α of the HgGa2S4 crystal (Fig. 2,
curve 3) on which the surface-barrier structure was
formed. Figure 2 (curve 3) demonstrates that the sharp
increase in α occurs specifically at a photon energy of
"ω ≥ 2.3 eV, which can be considered a preliminary
estimate of the band gap width EG of the ternary com-
pound HgGa2S4. In this case, the observed decrease in

Photoelectric properties of the structures based on n-HgGa2S4
single crystals at T = 300 K

Structure "ωm, eV δ, eV , V/W , %

In–HgGa2S4 3.05–3.65 >0.8 2100 –40

Ag–HgGa2S4 2.1 0.55 35 –16

pr–HgGa2S4 3.06–3.27 >0.6 2900 –38

H2O–HgGa2S4 3.0–3.3 >0.6 15000 –48
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Fig. 2. Spectra η("ω) of an In–n-HgGa2S4 structure (sam-
ple 17; curves 1, 2) and α("ω) (curve 3) of an n-HgGa2S4

single crystal (sample 17-1, 0.64 × 2.1 × 4.3 mm3 in size) at
T = 300 K. Geometric conditions of illumination: (1) from
the barrier contact and (2) from the substrate (substrate
thickness d ≈ 0.64 mm).
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η (Fig. 2, curve 2) can be attributed to the increase in α
in the HgGa2S4 substrate. As a result of this increase,
the region of the carrier photogeneration becomes more
and more removed from the active region of the struc-
ture with increasing α to be finally located in the thin
surface layer of the semiconductor. We may suggest
that, due to the small diffusion displacement in
HgGa2S4 crystals, the concentration of photogenerated
carriers that reach the active region rapidly decreases at
"ω ≥ 2.3 eV and, as a result, the photosensitivity
decreases as well.

It can also be seen from Fig. 2 that the spectra η("ω)
at "ω < 2.2 eV are almost insensitive to the geometric
parameters of illumination of the surface-barrier struc-
ture (Fig. 2, curves 1, 2), which is due to the bulk charac-
ter of the carrier photogeneration in HgGa2S4 crystals.

The long-wavelength edge of the photosensitivity
spectra of the surface-barrier structures ("ω < 2.2 eV)
obeys the Fowler law, which represents a linear depen-
dence in the coordinates η1/2–"ω (Fig. 3, curve 1). This
fact makes it possible to relate the long-wavelength
photosensitivity of the In–HgGa2S4 and Ag–HgGa2S4
structures to the emission of photoelectrons from the
metal to the semiconductor. The heights of the surface
potential barrier estimated from these dependences are

1.0

0.5

0
1 2 3

η1/2, (η"ω)1/2, (η"ω)2, arb. units

"ω, eV

0.
81 1.

1
1.

27
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34
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27

2.
86

1

2

3 4

Fig. 3. Spectral dependence of the relative quantum effi-
ciency of photoconversion of (1, 3, 4) In–n-HgGa2S4 and

(2) Ag–n-HgGa2S4 structures in the coordinates (1, 2) η1/2–

"ω, (3) (η"ω)1/2–"ω, and (4) (η"ω)2–"ω. Illumination
from the barrier contact. The values of cutoff energies for
the corresponding curves are indicated by arrows (T = 300 K).
Samples (1, 3, 4) 17 and (2) 17-4.
ϕB ≅  1.35 and 1.27 eV for indium and silver, respec-
tively, at T = 300 K. It is noteworthy that, for some
energy barriers obtained by plotting the dependences
η1/2–"ω, several slopes were observed, which can be
attributed to the complexity of the energy spectrum of
HgGa2S4 crystals.

The increase in the photosensitivity of the surface-
barrier structures of highest quality at "ω > 2.3 eV
under illumination from the barrier contact (Fig. 2,
curve 1) may be related to the interband optical absorp-
tion in HgGa2S4 crystals. We failed to detect this
absorption in such small crystals by conventional
absorption spectroscopy (Fig. 2). It can be seen from
Fig. 3 (curve 3) that, in the range of photon energies
2.3–2.8 eV, the spectral dependence of the photosensitiv-
ity follows a linear law in the coordinates (η"ω)1/2–"ω.
On the basis of the existing theory of interband absorp-
tion in semiconductors [10], the extrapolation
(η"ω)1/2   0 makes it possible to determine the

energy of indirect interband optical transitions  in
≈2.27 eV for n-HgGa2S4 crystals at T = 300 K. The
sharper increase in the photosensitivity in the surface-
barrier structures at "ω > 2.8 eV (Fig. 3, curve 1) obeys
the quadratic law ((η"ω)2–"ω), which is characteristic
of direct interband transitions, and the extrapolation
(η"ω)2  0 makes it possible to determine the energy
of direct interband transitions in n-HgGa2S4 crystals:

 ≈ 2.86 eV at T = 300 K. This value is in agreement
with the data of [6].

The large total width of the spectra η("ω) at half-
height δ > 0.8 eV for the In–HgGa2S4 structures (see
table) indicates their fairly high quality with respect to
the recombination processes. At the same time, the drop
in the photosensitivity at "ω < 3 eV indicates the possi-
bility of using such structures as photodetectors operat-
ing in the short-wavelength spectral region and insensi-
tive to long-wavelength radiation (λ > 0.44 eV).

4. We also studied the possibility of preparing pho-
tosensitive structures based on a direct contact of natu-
ral protein with the surface of a n-HgGa2S4 single crys-
tal. The technique of preparation of structures com-
posed of a semiconductor wafer and a protein (pr) layer
with thickness d ≈ 0.1 mm is similar to that used by us
previously [11]. A layer of molybdenum (d = 2–4 µm)
deposited on a glass plate was generally used as a cur-
rent-collecting contact.

All the pr–n-HgGa2S4 structures we obtained
showed rectifying characteristics (K ≈ 5 at U ≈ 10 V and
T = 300 K). The forward direction is implemented at
positive polarity of the external voltage on the Mo
layer, which is in direct contact with the protein. Illumi-
nation of the pr–n-HgGa2S4 heterocontacts is accompa-
nied by the appearance of a photovoltage, the sign of
which is in agreement with the direction of rectifica-
tion. The conservation of the photovoltage sign as the
photon energy changes in the entire range of photosensi-
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tivity and the position of the light probe on the surface of
the structure give grounds to believe that the photovoltaic
effect is controlled by the separation of photogenerated
pairs by the only active region formed near the hetero-
contact between the semiconductor and protein.

Illumination of pr–n-HgGa2S4 structures from the
protein layer gave rise to the highest photosensitivity:

 ≈ 2900 V/W, which is significantly higher than for
In–HgGa2S4 surface-barrier structures (see table). It is
also important that the photosensitivity of pr–n-
HgGa2S4 structures shows no degradation phenomena,
as for structures of the same type on compound dia-
mond-like substances [11].

A typical spectral dependence of the relative quan-
tum photoconversion efficiency for one of the
pr−HgGa2S4 structures exposed to unpolarized light
from the protein layer is shown in Fig. 4 (curve 1). The
spectral profile η("ω) and its features are similar to
those observed for the In–HgGa2S4 solid-state struc-
tures of highest quality (Fig. 2, curve 1). The long-
wavelength falloff at "ω < 2.3 eV is, apparently, con-
trolled by the photoactive absorption at the levels of lat-
tice defects in n-HgGa2S4 crystals.

5. We also investigated for the first time the photo-
sensitivity of the contact of an electrolyte (using H2O as
an example) with the surface of an n-HgGa2S4 single
crystal. The technique of preparation of the structures
was the same as in [12]. A platinum-wire mesh (with a
wire diameter of 0.05 mm) was used as a counterelec-
trode. In the absence of illumination, the photoelectro-
chemical cells obtained show a pronounced diode char-
acteristic (K ≈ 102 at U = 10–20 V). No signs of degra-
dation were observed for the H2O–HgGa2S4 cells.

Figure 4 (curve 2) shows a typical spectral depen-
dence of the relative quantum efficiency of photocon-
version for an H2O–n-HgGa2S4 cell. It can be seen that
the photosensitivity of such structures is dominant in
the intrinsic-absorption region of HgGa2S4, attaining
maximum values at "ωm ≈ 3 eV. H2O–HgGa2S4 cells
make it possible to obtain the highest (in comparison
with the other types of structures) photovoltaic sensitiv-

ity:  ≈ 1.5 × 104 V/W at T = 300 K. This value is
much higher than that for the solid-state surface-barrier
structures (see table).

It should also be noted that analysis of the spectra
η("ω) of the pr–HgGa2S4 and H2O–HgGa2S4 structures
in the fundamental-absorption region of HgGa2S4

yields the same values of  and  for HgGa2S4 as
for the In–HgGa2S4 structures (Fig. 3, curves 3, 4).

6. Since HgGa2S4 crystals are anisotropic (space

group ) and characterized by strong tetragonal com-
pression τ = 1 – c/2a ≈ 7%, one might expect natural
photopleochroism to appear in photosensitive struc-
tures based on them [13]. Therefore, photosensitive
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structures were deliberately formed on n-HgGa2S4
wafers of two crystallographic orientations of the pho-
todetection plane: (100) and (001). It was found that,
when linearly polarized light propagates perpendicu-
larly to the illuminated (001) plane of the In–HgGa2S4,
pr–HgGa2S4, and H2O–HgGa2S4 structures, the photo-
current is independent of the spatial orientation of the
electric field vector of the light wave, whereas for the
(100) photodetection plane, the photocurrent through
the above structures obeys Malus’s law [13], which cor-

responds to the space group .

Figure 5 shows typical spectral dependences of the
relative quantum efficiency of photoconversion of the
pr–HgGa2S4 structure for two polarizations of light:
E || c and E ⊥  c, where c is the unit vector directed
along the tetragonal axis of the crystal. As can be seen
from Fig. 5 (curves 1, 2), with an increase in the photon
energy, the sign of the polarization difference of the
quantum efficiency ∆η = η|| – η⊥  changes. Here, the
symbols || and ⊥  indicate the orientation of E with
respect to c (E || c and E ⊥  c) for the normal incidence
of light on a HgGa2S4(100) crystal. For example, for
photon energies of up to "ω ≈ 2.3 eV, the inequality
η|| > η⊥  is valid for pr–HgGa2S4 structures; therefore,
the sign of ∆η is positive. Then, at a particular photon
energy (specific for each structure), the polarization
difference ∆η becomes zero (the photoisotropic point),
after which it remains negative in the entire short-wave-
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Fig. 4. Spectral dependences of the relative quantum effi-
ciency of photoconversion of pr–n-HgGa2S4 (curve 1, sam-
ple 17-5) and H2O–n-HgGa2S4 (curve 2, sample 17-2)
structures in unpolarized light at T = 300 K. To exclude
superpositions, the spectra are shifted relative to each other
along the ordinate axis.
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length region of photosensitivity (2.4–3.7 eV). This
behavior was observed for all three types of structures
under consideration, which gives additional grounds
for attributing this behavior to the absorption processes
in HgGa2S4.

Analysis of the spectra η("ω) of the pr–n-HgGa2S4

structure exposed to polarized light (Fig. 6) in the con-
text of the theory of interband optical absorption in
semiconductors [10] shows that the dependences
(η||, ⊥ "ω)1/2–"ω, which are characteristic of indirect
optical transitions, only slightly depend on polarization
and, therefore, their extrapolation (η||, ⊥ "ω)1/2–"ω  0

yields a similar value of  for both polarizations
(≅ 2.28 eV), which was also obtained when the same
structures were exposed to unpolarized light. With an
increase in the photon energy ("ω > 2.8 eV), a polariza-
tion dependence arises in the spectra η("ω), for which
∆η = η|| – η⊥  < 0. The change in the polarization from
E ⊥  c and E || c is accompanied by an almost simulta-
neous blue shift of the spectral dependence η("ω)
(Fig. 5, curves 1, 2). The spectral dependences
η||, ⊥ ("ω), as follows from Fig. 6 (curves 3, 4), are flat-
tened in the coordinates (η||, ⊥ "ω)2–"ω. As a result, the

direct energy gap  ≈ 2.87 eV for the polarization
E ⊥  c, and, in going to the polarization E || c, it

EG
in

EG
dir

~~

~~

"ω, eV

104

102

2 3

–50

1 meV

3.0

2.3

2.92

12

η, arb. units

PN, %

0

Fig. 5. Spectral dependences of the relative quantum effi-
ciency of photoconversion of a pr–n-HgGa2S4 structure at
T = 300 K ((1) E || c and (2) E ⊥  c) and the natural-photople-
ochroism coefficient (3). Illumination in the direction per-
pendicular to the plane of the protein layer, which is in con-
tact with the HgGa2S4(100) single crystal.

3

increases by ~80 meV:  ≈ 2.95 eV at T = 300 K.
Unfortunately, the energy-band spectrum of HgGa2S4
has not been calculated [14, 15]. Therefore, more a
detailed analysis of the polarization dependences of the
photosensitivity cannot yet give definitive results.

The typical spectral dependence of the natural pho-
topleochroism coefficient [13]

(4)

for pr–n-HgGa2S4 structures is shown in Fig. 5 (curve 3).
It follows from this dependence that the sign of the
coefficient PN is positive only in the region of impurity
absorption in HgGa2S4 at "ω < 2.3 eV. Its inversion
occurs in going to the short-wavelength spectral region
("ω > 2.5 eV). The highest coefficient of negative pho-
topleochroism is obtained near the energy of direct
interband optical transitions, as for pseudodirect-gap

ternary AIIBIV  semiconductors with a chalcopyrite
structure [16].

7. Thus, based on single crystals of the ternary com-
pound HgGa2S4, we prepared for the first time photo-
sensitive heterocontacts between a natural protein and
semiconductor and photosensitive photoelectrochemi-
cal cells. In addition, the characteristics of surface-bar-
rier structures based on HgGa2S4 were significantly
improved. The physical properties of HgGa2S4 single
crystals and several types of photosensitive structures
based on them were investigated. Natural photopleo-
chroism was found and studied in HgGa2S4-based pho-
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and (η||, ⊥ "ω)2–"ω ((3) E ⊥  c and (4) E || c)) for a pr–n-
HgGa2S4 structure at T = 300 K.
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tosensitive structures. The perspectives for applying the
new semiconductor in the development of photodetec-
tors of natural and linearly polarized light in the short-
wavelength spectral range were outlined.
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SEMICONDUCTOR STRUCTURES, INTERFACES,
AND SURFACES
Effect of Modifying a Bi Nanolayer on the Charge Transport 
in Sb–n-Si–Bi–Ge33As12Se55–Sb Heterostructures
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Abstract—The current–voltage characteristics of the Sb–n-Si–Ge33As12Se55–Sb and Sb–n-Si–Bi–
Ge33As12Se55–Sb heterostructures are studied. It is found that the presence of bismuth atoms in the transition
region causes the current through the structure to increase. The width of the space-charge region and, corre-
spondingly, the extent of penetration of the contact field into the p-type region are in the range from 0.2 to
0.5 µm. The introduction of a modifying bismuth layer also leads to radical changes in the current–voltage
characteristic, which indicates that the mechanism of the charge-carrier transport in the structure is changed.
The introduction of the Bi nanolayer leads to the transformation of an abrupt heterojunction into a gradient het-
erojunction. A soft breakdown is not observed in the structures with the modified transition layer. The soft
breakdown is observed at a reverse bias; the cutoff voltage of ~0.62 V corresponds to the barrier height of
0.65 eV for electrons. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

At present, a search is under way to find new film–
crystal combinations with the aim of developing het-
erostructures with new functional capabilities, as well
as heterostructures with a higher radiation resistance.
Some of the studies concerned with these types of het-
erostructures were performed using films of binary
chalcogenide vitreous semiconductor compounds. The
use of these compounds widens the range of combina-
tions of heterostructure pairs that consist of an amor-
phous film and a crystal. The choice of the Sb–n-Si–
Ge33As12Se55–Sb heterostructure as the object of study
is motivated by the results of calculating the threshold
of photoemission for the glasses of a GeAsSe system.
This analysis shows that the offset of the conduction
band for this heterostructure is close to zero. In addi-
tion, Ge33As12Se55 films are used as optical coatings in
infrared electronics due to their transparency in the
wavelength range 1–12 µm and their stability against
the impact of aggressive media. These films were also
used to reduce the reverse currents in silicon-based
diode structures [1].

One of the differences between homojunctions and
heterojunctions consists in the fact that a transition
layer forms at the interface between different semicon-
ductors in a heterojunction. These layers have a consid-
erable effect on the characteristics of heterojuctions,
generally degrading them. The formation of the transi-
tion layer depends on the technological conditions of
fabrication of the structures. One way of improving the
properties of the heterostructure is to modify the transi-
tion layer, e.g., by introducing a small amount of impu-
rity into the interface region. The choice of material for
1063-7826/04/3811- $26.00 © 21298
modification is crucial. We considered the use of bis-
muth as the modifier. It is well known that bismuth
exhibits the largest diffusion coefficient among metals
and can also induce conductivity-type conversion in
chalcogenide vitreous semiconductors [2]. The modifi-
cation of the transition region in the p-Si–Ge33As12Se55
heterostructure using the metals Cu, Pb, Sb, In, and Bi
was studied previously [3]. The modification of the
transition region using Bi atoms yields the largest value
of the rectification factor; however, in that case, one
serious disadvantage is the appearance of soft break-
down at reverse bias voltages.

The effect of the transition layer on the electrical
properties of the n-Si–Ge33As12Se55 heterojunction has
not been adequately studied. Therefore, the objective of
this study was to gain insight into the effect of modify-
ing the transition layer on the electrical properties of a
heterostructure that consists of n-Si and a Ge33As12Se55
amorphous film.

2. EXPERIMENTAL

Sputtering-assisted deposition of Ge33As12Se55
amorphous films onto silicon substrates was carried out
in a VUP-5M setup. The Ge33As12Se55 glasses were
evaporated from quasi-closed evaporators (Knudsen
cell) made of a thin (d < 0.1 µm) tantalum foil [4]. In order
to satisfy the conditions for effusive evaporation of mate-
rial, we chose the following relation between the effective
area of orifices S1 and the total area S0 of the cell:

100S1 < S0. (1)

In order to study the current–voltage (I–V) charac-
teristics of experimental samples, we applied alternat-
004 MAIK “Nauka/Interperiodica”
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ing voltage in the form of triangular pulses to the struc-
ture under study. This voltage was generated by a signal
generator and was recorded using a chart recorder. The
signal generator made it possible to vary both the repe-
tition frequency and the amplitude of the pulses. Sepa-
rate points in the I–V characteristics were formed using
a constant-voltage source, a voltmeter, and an amplifier.
The voltage was measured within the range from 0.001
to 5 V with an error of 2%, while the current was mea-
sured in the range from 10–13 to 10–4 A with an error
of 3%. A schematic diagram of the setup for measuring
the I–V characteristics is shown in Fig. 1.

3. RESULTS AND DISCUSSION

In Fig. 2, we show the I–V characteristics of a Sb–n-
Si–Ge33As12Se55–Sb structure (a) without modification
of the transition layer and (b) with the transition layer
modified by Bi atoms (i.e., in the latter case, we have
the Sb–n-Si–Bi–Ge33As12Se55–Sb structure). The thick-
ness of the Ge33As12Se55 film was 0.2 µm. The reason
for choosing Sb as the material for electrodes was the
fact that Sb forms injecting contacts with both the
Ge33As12Se55 film and n-Si [5–8]. The choice of bis-
muth as the modifier is based on the fact that Bi can
convert the p-type conductivity of a chalcogenide vitre-
ous semiconductor into n-type conductivity [2]. In
order to clarify the effect of the Sb–n-Si–Bi structure on
the properties of the heterojunction in general, we stud-
ied the I–V characteristics of this structure (Fig. 3). It is
evident that the effect of this structure is not significant;
the Bi nanolayer indeed plays the role of the modifier.

As can be seen from Fig. 2, bismuth causes the cur-
rent through the structure to increase, which can be
attributed partially to a decrease in the effective thick-
ness of the high-resistivity Ge33As12Se55 film and a
decrease in the thickness (or complete disappearance)
of the SiO2 layer at the Si surface as a result of Bi dif-
fusion. The introduction of a modifying Bi layer also
has a significant effect on the shape of the I–V charac-
teristic, which may indicate that the mechanism of the

1

2 3

4

X Y

Fig. 1. Block diagram of the setup for measuring the I–V
characteristics of experimental samples: (1) G6-15 genera-
tor of special-form signals, (2) U5-9 amplifier, (3) N307/1
x–y recorder, and (4) the sample under study.
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charge-carrier transport in the structure under study
changes.

Since Bi has a large diffusion coefficient, the actual
thickness of the Ge33As12Se55 film in the structure with
a modified transition layer is smaller than that without
a Bi layer. Therefore, we studied the Sb–n-Si–Bi–
Ge33As12Se55–Sb structures with an 0.5-µm-thick
Ge33As12Se55 film. The I–V characteristic of this struc-
ture is shown in Fig. 4. The available published data on
the diffusion coefficients of metals in chalcogenide vit-
reous semiconductors are lacking; therefore, we could
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Fig. 2. Current–voltage characteristics of the Sb–n-Si–
Ge33As12Se55–Sb structure with positive voltage applied to
Si (the thickness of the Ge33As12Se55 film is 0.2 µm)
(a) without modification of the transition layer and (b) with
a modified transition layer (on different scales).
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Fig. 3. I–V characteristic of the Sb–n-Si–Bi structure with a
positive bias voltage applied to Bi.
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not calculate accurately the depth of penetration of Bi
into the Ge33As12Se55 film.

The differences between the I–V characteristics of
the Sb–n-Si–Bi–Ge33As12Se55–Sb structures with
Ge33As12Se55 films with different values of thickness
can be interpreted in the following way. It is well

1.00.5–0.5–1.0 0
U, V

50

100

150

200

J, µA/cm2

Fig. 4. I–V characteristic of a Sb–n-Si–Bi–Ge33As12Se55–Sb
with a positive bias voltage applied to Bi. The thickness of
the Ge33As12Se55 film is 0.5 µm.

Rectification factors in the structures under study at a voltage
of 0.3 V

Structure
Thickness of the

Ge33As12Se55
film, µm

Rectifi-
cation
factor

Sb–n-Si–Ge33As12Se55–Sb 0.2 7

Sb–n-Si–Bi–Ge33As12Se55–Sb 0.2* 2.7

Sb–n-Si–Bi–Ge33As12Se55–Sb 0.5* 82.4

Note: An asterisk indicates that the correction for Bi diffusion is
introduced.
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Fig. 5. Positive portions of I–V characteristics plotted on
the semilogarithmic scale for (1) the Sb–n-Si–Bi–
Ge33As12Se55–Sb structure and (2) the Sb–n-Si–
Ge33As12Se55–Sb structure. The thickness of the
Ge33As12Se55 film is 0.2 µm.
known that the rectification factor depends on the film
thickness [9], which is caused by the position of the
space-charge region in the film. The rectification factor
attains a maximum in the situation where the entire
space charge caused by the contact potential difference
is located within the thickness of the film. As the thick-
ness of the film increases further, the series resistance
of the junction increases and limits the forward current;
as a result, the rectification factor decreases.

On analyzing the I–V characteristics (Figs. 2b, 4)
and rectification factors (see table), we may conclude
that the width of the space-charge region (and, accord-
ingly, the extent of penetration of the contact field into
the p-type region) is in the range 0.2–0.5 µm with cor-
rection for the Bi diffusion. If the thickness of the
Ge33As12Se55 film is equal to 0.2 µm, the rectification
factor is smaller than that for a 0.5-µm-thick film. Con-
sequently, we may state that, in the former case, the
thickness of the film is not sufficient to accommodate
the entire space charge. The forward current in the het-
erostructures with a 0.5-µm-thick Ge33As12Se55 film is
lower than that in the heterostructures with a 0.2-µm-
thick film. Thus, the film thickness in the former case is
larger than the width of the space-charge region; i.e.,
we may take d ≈ 0.4 µm as the extent of penetration of
the contact field into the p-type region of the hetero-
junction.

This fact is inconsistent with the theory that disre-
gards the transition regions in heterojunctions. Accord-
ing to this theory, the calculated thickness of the space-
charge region in a Ge33As12Se55 film is W1 = 2.74 nm in
the absence of an external field. The discrepancy is
attributed to the presence of a transition layer, in partic-
ular, the nonuniformity of the layer of the Ge33As12Se55
film with a thickness on the order of several tens of
nanometers and the presence of a SiO2 silicon-oxide
layer with a thickness of 5–10 nm on the silicon sur-
face. In addition, introducing a bismuth nanolayer
transforms an abrupt heterojunction into a gradient het-
erojunction in the structure under study.

In Fig. 5, we show the I–V characteristics of the
structures under study using the semilogarithmic scale.
In this case, an exponential voltage dependence of the
current is observed. This dependence can be approxi-
mated using the following expression:

(2)

It is important that the coefficient β1 is the same for
both curves, whereas the coefficient β2 is different for
each of the curves. It is also worth noting that the ohmic
portion at small values of applied positive voltage is not
observed in the I–V characteristics of the structures
(Fig. 2a, 4). This circumstance indicates that there is no
barrier at the interface between silicon and the film of a
chalcogenide vitreous semiconductor.

For a Sb–n-Si–Bi–Ge33As12Se55–Sb structure with a
0.2-µm-thick Ge33As12Se55 film, the I–V characteristics
are linearized in logarithmic (rather than semilogarith-

I I01 β1U( )exp I02 β2U( ).exp+=
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mic) coordinates (Fig. 6); i.e., a power-law dependence
of the current on the voltage I ∝  Vm is observed. Several
portions of the characteristic with different values of m
can be distinguished. The dependence under consider-
ation is characteristic of heterojunctions with a high-
resistivity layer at the interface [9]. In order to interpret
these results, we can use the theory of currents limited
by the space charge in the case of monopolar injection
[9, 10].

In modifying the transition region, an interesting and
useful feature is the absence of soft breakdown in the
structures with a modified transition layer (Figs. 2, 4),
which improves the characteristics of the heterojunction.
The absence of soft breakdown can also be attributed to
the elimination of electrons from the charge transport
when the transition region is modified by a bismuth
nanolayer. Soft breakdown is observed at reverse bias
voltages; a cutoff voltage of ~0.62 V (Fig. 2a) corre-
sponds to a barrier height of 0.65 eV for electrons.

4. CONCLUSIONS

(i) We developed a method for modifying the transi-
tion layer in the n-Si–Ge33As12Se55 heterostructure
using bismuth atoms.

10.1

10

100

1000

10000
J, µA/cm2

U, V

Fig. 6. Positive portion of the I–V characteristic for a Sb–n-
Si–Bi–Ge33As12Se55–Sb structure; the log–log scale is
used. The thickness of the Ge33As12Se55 film is 0.2 µm.
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(ii) It is shown that soft breakdown caused by elec-
tron transport under a reverse-bias voltage is not
observed in the structures with a modified layer. The
barrier height for electrons at the interface is 0.62 eV.

(iii) It is shown that an abrupt junction is trans-
formed into a gradient junction when the transition
region is modified with a bismuth nanolayer. This effect
may be attributed to the diffusion of metal into surface
layers with a resulting increase in the width of the
space-charge region.

REFERENCES

1. S. V. Svechnikov, V. V. Khiminets, and N. I. Dovgosheœ,
Complex Noncrystalline Chalcogenides and Chalcoha-
lides and Their Application in Optoelectronics (Naukova
Dumka, Kiev, 1992) [in Russian].

2. A. A. Aœvazov, B. G. Budagyan, S. P. Vikhrov, and
A. I. Popov, Unordered Semiconductors (Mosk. Énerg.
Inst., Moscow, 1995) [in Russian].

3. N. D. Savchenko, A. B. Kondrat, N. I. Dovgoshej, and
Yu. I. Bertsik, Funct. Mater. 1 (3), 432 (1999).

4. Technology of Thin Films: A Handbook (Sovetskoe
Radio, Moscow, 1974), Vol. 1 [in Russian].

5. N. I. Dovgoshej, O. B. Kondrat, and R. M. Povch, Funct.
Mater. 1 (3), 437 (1999).

6. A. B. Kondrat, N. D. Savchenko, and N. I. Dovgosheœ,
Vopr. At. Nauki Tekh. 6 (7), 248 (1998).

7. N. I. Dovgosheœ, A. B. Kondrat, N. D. Savchenko, and
Yu. Œ. Sidor, Fiz. Khim. Tverd. Tela 1 (1), 119 (2000).

8. Materials for Semiconductor Devices and Integrated
Circuits (Vysshaya Shkola, Moscow, 1975) [in Russian].

9. A. V. Simashkevich, Heterojunctions Based on II–VI
Semiconductor Compounds (Shtiintsa, Kishinev, 1980).

10. A. G. Milns and J. J. Feucht, Heterojunctions and
Metal–Semiconductor Junctions (Academic, New York,
1972; Mir, Moscow, 1975).

Translated by A. Spitsyn



  

Semiconductors, Vol. 38, No. 11, 2004, pp. 1302–1303. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 38, No. 11, 2004, pp. 1343–1344.
Original Russian Text Copyright © 2004 by Gadzhialiev, Pirmagomedov, Éfendieva.

                                                                              

SEMICONDUCTOR STRUCTURES, INTERFACES,
AND SURFACES

                                    
The Effect of a Thermoelectric Field on a Current–Voltage 
Characteristic of the p-Ge–n-GaAs Heterojunction

M. M. Gadzhialiev^, Z. Sh. Pirmagomedov, and T. N. Éfendieva
Amirkhanov Institute of Physics, Dagestan Scientific Center, Russian Academy of Sciences, 

ul. 26 Bakinskikh Komissarov 94, Makhachkala, 367003 Dagestan, Russia
^e-mail: ziyav@yandex.ru

Submitted February 4, 2004; accepted for publication March 16, 2004

Abstract—Current–voltage characteristics, which emerge under the effect of oppositely directed tempera-
ture gradients, are investigated for “long” Ge–GaAs p–n junctions. The rectification factor increases depend-
ing on counter heat flows. This effect is attributed to a thermoelectric field forming at the heterointerface.
© 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The thermoelectric power of the Ge–GaAs hetero-
structure was previously investigated as a function of
the temperature gradient [1, 2]. It was found that the
thermoelectric power of the heterostructure at a high
temperature gradient is controlled by nonequilibrium
charge carriers generated under the effect of a gradient.

It is interesting to investigate the effect of the ther-
moelectric field emerging under the effect of a high
temperature gradient on the current–voltage (I–V) char-
acteristic of heterostructures. The thermoelectric field
that interacts with the diffusion field of the heterostruc-
ture emerges under the effect of counter heat flows that
meet each other at the boundary plane of the heteroint-
erface, which is kept at a constant temperature by a liq-
uid refrigerant.

2. EXPERIMENTAL

“Long” p-Ge–n-GaAs junctions were fabricated
using the procedure suggested in [3]. The junction was
fabricated using an external high temperature gradient
directed such that the refractory material was posi-
tioned at the high-temperature side of a thermal field.

We refer to heterojunctions as long if the sizes of
their base regions x1x3 and x2x4 on both sides of the
junction are much larger than the extent of space-
charge regions x0x1 and x0x2, i.e., x1x3 @ x1x0 and x2x4 @
x0x2 (Fig. 1).

Rectangular wafers with identical sizes 0.1 × 1 × 3 mm
were fabricated from n-GaAs and p-Ge. The wafers
were ground, etched, and superimposed on each other
so that the total length was 4 mm. Then the samples
were placed into a vacuum chamber, and a high temper-
ature gradient was induced in a near-contact region in a
He flow. We consider the temperature gradient as high
if the carrier concentration in the sample varies along a
free-path length. As the temperature gradient increased
1063-7826/04/3811- $26.00 © 21302
and Ge started to melt at the plane of the wafer adjoin-
ing GaAs, heating was immediately switched off. As a
result, the molten layer crystallized and formed the het-
erojunction. X-ray structural analysis showed that the
crystallized boundary region between Ge and GaAs is
single-crystal, and the boundary planes are rotated rel-
ative to each other by no more than 3°.

The I–V characteristic of resulting Ge–GaAs junc-
tion is similar to the I–V characteristic obtained in [3]
for a heterojunction fabricated by Ge epitaxy onto a
GaAs surface, which indicates the high quality of the
heterojunction.

x4

GaAs∆Ev

GeEc

EF
Ev

∆Ec

x2x0x1x3

T2T1

T0

Fig. 1. Energy-band diagram of the p–n Ge–GaAs hetero-
junction in the absence of a temperature gradient. The tem-
perature distribution over the heterojunction length under
the effect of counter heat flows is shown in the lower panel.
004 MAIK “Nauka/Interperiodica”
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The setup for measuring thermoelectric-power
under a high temperature gradient was described in [4].
The measurements were carried out by the following
scheme. Initially, the I–V characteristic was measured
at a certain temperature of the boundary region of the
heterojunction in the absence of heat flows. Then,
maintaining the same temperature of the boundary
region, we induced counter heat flows using heaters
arranged at the ends of long diodes, and the I–V charac-
teristic was measured as a function of the magnitude of
counter heat flows, while the temperature of the bound-
ary region was retained. Heaters at both ends made it
possible to induce identical temperature gradients at
both sides of the heterojunction. The temperature distri-
bution along the heterojunction length under counter
heat flows is shown at the bottom of Fig. 1.

3. RESULTS AND DISCUSSION

Figure 2 shows the I–V characteristics at a tempera-
ture of the boundary region of the heterojunction T0 =
150 K both in the absence of the temperature gradient
and at ∆T = T1 – T0 = T2 – T0 equal to 80 and 120 K,
respectively.

We can see from a comparison of the I–V character-
istics that both the forward-voltage drop, at which the
experimental value of the current starts to increase, and
the limiting prebreakdown reverse voltage decrease due
to the thermoelectric field induced by counter heat
flows. The calculation shows that the rectification fac-
tor increases (η0 = 100, η1 = 130, η2 = 330) as the
counter heat flows increase. The quantities η0, η1, and
η2 are the rectification factors at various differences
in temperature ∆T = T1, 2 – T0 between the ends and
the junction region. In our case, η0 is obtained at
∆T  = 0, η1 is obtained at ∆T = 80 K, and η2 is
obtained at ∆T = 120 K.

The variations observed in the parameters of the
I−V characteristics can be qualitatively explained as
follows. Due to the counter heat flows, thermoelectric

fields  (in the n-type region) and  (in the p-type
region) emerge in the base regions of the heterojunc-
tion. These fields compensate the built-in field Ed,
which appears in the heterojunction under the thermo-
dynamic equilibrium due to the contact potential of the
p–n junction. As we can see from Fig. 2 (inset), the field
Ed is weakened because of the partial compensation of
charges of a double electric field. The positive charges
on the n-type side are compensated by electrons, and
the negative charges on the p-type side are compen-
sated by holes. Electrons and holes enter the p–n junc-

ET
n ET

p
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tion region from the ends due to the counter heat flows.
It is clear that an increase in heat flows from the ends to
the junction region is accompanied by an increase in the
degree of weakening of the field of the contact potential
difference Ed. This in turn leads to the variation in the
I–V characteristic. As we can see from Fig. 2, the onset
of an exponential increase in the forward current
decreased from 2 to 1 V.

The experimental prebreakdown reverse voltage
decreases as ∆T increases, which is explained as fol-
lows. The initiation of counter heat flows is accompa-
nied by an increase in the average temperatures of the
base n- and p-type regions. It is known that the eleva-
tion of the temperature leads to a decrease in the reverse
voltage that corresponds to the breakdown of the het-
erojunction.
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Abstract—The effect of γ-ray radiation on the density of surface states at the interface between silicon and
lead–borosilicate glass is studied. It is established that, at radiation doses higher than 106 rad, a local peak in
the surface-state density at E = Ec – (0.32 ± 0.04) eV is observed. It is shown that the interface between Si and
lead–borosilicate glass is more resistant to irradiation with γ-ray photons than is the Si–SiO2 interface obtained
by thermal oxidation of the silicon surface. © 2004 MAIK “Nauka/Interperiodica”.
The low-melting lead–borosilicate (LBS) glasses
are widely used in semiconductor device technology to
passivate the surfaces of semiconductor devices and
structures and to encapsulate these devices and struc-
tures [1, 2]. It is well known that the variation in the
characteristics of semiconductor devices under the
effect of radiation is largely controlled by the processes
of accumulation of the radiation-induced charge in the
bulk of insulating layers and at the semiconductor–
insulator interface [3, 4]. However, the processes of for-
mation of the radiation-induced charge in the bulk of
insulating layers based on LBS glasses have hardly
been studied until now. This circumstance has stimu-
lated interest in studying the effect of radiation on the
characteristics of passivating and insulating layers
based on LBS glasses, as well as the effect on the char-
acteristics of the interface between the semiconductor
and the LBS glass. It was established previously that
irradiation with γ-ray photons causes the density of the
effective surface charge at the interface between silicon
and the LBS glass to increase. This effect is caused both
by the accumulation of the radiation-induced charge in
the glass bulk and by an increase in the concentration of
surface states Nss at the Si–glass interface [5, 6]. The
objective of this study was to determine the dose depen-
dence of Nss and to gain insight into the effect of γ-ray
radiation on the special features of the spectrum of the
energy distribution of the surface states over the silicon
band gap dNss/dE.

The samples under study were fabricated by depos-
iting the LBS glass onto the substrate of n-Si that was
grown by the floating-zone method and had the 〈111〉
crystallographic orientation. The composition and elec-
trical characteristics of the glass and the method for
depositing the glass onto the silicon substrate were sim-
ilar to those described by Vlasov et al. [7]. The temper-
ature of formation of the Si–glass interface was 700°C.
In order to determine the values of Nss and dNss/dE, we
1063-7826/04/3811- $26.00 © 21304
used the method of high-frequency capacitance–volt-
age (C–V) characteristics [8]. To this end, we fabricated
the test metal–insulator–semiconductor (MIS) struc-
tures using vacuum deposition of the aluminum control
electrode onto the glass surface. The area of the control
electrode in the structures obtained was 0.01 cm2. The
insulator-layer thickness determined from the capaci-
tance of the MIS structure in the depletion mode was
equal to (2 ± 0.1) × 10–4 cm.

The MIS structures under study were irradiated with
γ-ray photons using a 60Co source without applying a
bias voltage to the field electrode. The radiation dose
was successively increased from 104 to 2 × 107 rad.

In Fig. 1 we show the typical C–V characteristics
obtained for one of the MIS structures before and after
irradiation with γ-ray photons. The structure capaci-
tance was normalized to the insulator capacitance C0 =
35 pF. As can be seen from the dependences shown,
irradiation with γ-ray photons causes the C(V) curves to
shift to negative voltages, which indicates that a posi-
tive radiation-induced charge Qi is introduced into the
glass. Simultaneously, a change in the slope of the C(V)
curves is observed; this change may be a result of an
increase in the density of states Nss at the interface
between Si and LBS glass [8]. At the same time, note
that the radiation dose of 104 rad does not significantly
affect the shape of the C–V characteristics of the stud-
ied MIS structures and, consequently, the value of Nss.
A slight decrease in the values of the smallest capaci-
tance in irradiated MIS structures is observed at radia-
tion doses of 5 × 106 rad or higher. This decrease may
be a consequence of partial compensation of the sub-
strate in the course of production of radiation defects
[4]. For example, the effective charge-carrier concen-
tration determined according to [9] was n0 = (1 ± 0.05) ×
1014 cm–3 in the initial MIS structures and n0 = (1.2 ±
0.05) × 1014 cm–3 in the MIS irradiated at a dose of 107 rad.
004 MAIK “Nauka/Interperiodica”



        

THE EFFECT OF 

 

γ

 

-RAY RADIATION ON THE CHARACTERISTICS 1305

                                                                             
In Fig. 2 we show the dependence of the effective
surface charge measured at the flat-band voltage Qfb on
the dose of γ-ray photons. It is noteworthy that a nega-
tive charge Qfb = (3.5–4.5) × 10–8 C/cm2 was detected
in insulators of unirradiated MIS structures; the origin
of this charge was considered previously [10]. We can
see from the dependences shown that the highest rate of
changes in Qfb is observed at γ-radiation doses of 5 ×
105–5 × 106 rad. At radiation doses higher than 5 ×
106 rad, variations in the value of Qfb become much
smaller, which indicates that the radiation-induced
charge is close to saturation.

In Fig. 3 we show representative spectra of the sur-
face-state density at the interface between silicon and
LBS glass in the structure under study; the spectra were
measured before and after irradiation with γ-ray pho-
tons. We determined the values of dNss/dE by compar-
ing the experimental C–V characteristics with theoreti-
cal characteristics calculated according to [11]. It is
noticeable that the value of dNss/dE increases nonuni-
formly in irradiated structures. The value of the sur-
face-state density increases much more rapidly in the
upper half of the Si band gap than in the lower half. In
addition, a local peak in the values of dNss/dE is
observed in the upper half of the band gap at energy E =
Ec – (0.32 ± 0.04) eV. In Fig. 4 we show the radiation-
dose dependence of the value of dNss/dE at the midgap
(E = Ec – 0.56 eV) and in the lower and upper halves of
the band gap at energies E = Ec – 0.7 eV and E = Ec –
0.32 eV, respectively. It can be seen from the depen-
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Fig. 1. Capacitance–voltage characteristics of the structures
under study: (1) before irradiation with γ-ray photons and
(2–7) after irradiation with γ-ray photons at doses of (2) 105,
(3) 5 × 105, (4) 106, (5) 5 × 106, (6) 107, and (7) 2 × 107 rad.
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dences shown that the rate of variations in the values of
dNss/dE is nearly the same for all values of the energy if
the radiation dose is no higher than 106 rad. An abrupt
increase in the rate of the surface-state density in the
upper half of the band gap (at E = Ec – 0.32 eV) is
observed at radiation doses 106–5 × 106 rad. Thus, the
effect of a nonmonotonic increase in the density of sur-
face states exhibits a threshold and only appears at radi-
ation doses that exceed 106 rad. However, the rate of
variations in the value of dNss/dE decreases for all val-
ues of energy if the dose exceeds 107 rad; this behavior
indicates that the density of surface states is saturated.

A similar nonuniform increase in the density of sur-
face states over the Si band gap and the appearance of a
local peak in the energy spectrum of the surface-state
density in the upper half of the band gap (at energies
E = Ec – 0.3–0.4 eV) were observed previously in stud-
ies of the effect of various types of radiation on the
Si−SiO2 interface obtained as a result of thermal oxida-
tion of the Si surface [3, 12–16]. The data reported in
[13, 14] indicate that the effects under consideration
manifest themselves only if the radiation doses exceed
5 × 105 rad. Thus, there is qualitative agreement
between the radiation-induced variations in the spectra
of the surface-state density at the Si–SiO2 interface and
at the interface between Si and the LBS glass. More-
over, there is a threshold dose for the appearance of the
local peak in the energy spectrum of dNss/dE. It may be
assumed from the above that the physical processes that
cause the surface states at the interfaces between Si and
SiO2 and between Si and the LBS glass have a common
origin.
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Fig. 2. Dependence of the effective surface charge Qfb mea-
sured at the flat-band voltage on the dose of γ-ray radiation.
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The data reported in [14, 15] indicate that the
appearance of a peak in the dNss/dE spectrum at ener-
gies E = Ec – (0.3–0.4) eV at the Si–SiO2 interface is
caused by the production of radiation defects at this
interface. According to [15], these defects may be non-
saturated valence bonds of Si atoms and appear as a
result of the breakage of stressed bonds at the Si–SiO2
interface. Apparently, a similar process of breaking
stressed bonds also occurs at the interface between Si
and the LBS glass.

At the same time, it is worth noting that the radiation
resistance of the Si–(LBS glass) interface that we stud-
ied is higher than that of the Si–SiO2 interface. For
example, according to [3, 17, 18], the density of surface
states at the Si–SiO2 interface increases by a factor of
7–12 as a result of irradiation with γ-ray photons with
doses ranging from 105 to 106 rad. Our data indicate
that the surface-state density at the interface between Si
and the LBS glass increases by no more than fivefold
(even in the region of the local peak) after irradiation
with similar doses. In this case, the value of dNss/dE at
the Si midgap only increases by a factor of 2.5–3.

The higher radiation resistance of the interface
between Si and the LBS glass can be interpreted in the
following way. The coefficients of the linear thermal
expansion for Si (α = 4.5 × 10–6 K–1) and SiO2 (α =
0.4 × 10–6 K–1) differ from one another by more than an
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Fig. 3. Energy spectra of the surface-state density in the
structures under study: (1) before irradiation with γ-ray pho-
tons and (2–7) after irradiation with γ-ray photons at doses
of (2) 105, (3) 5 × 105, (4) 106, (5) 5 × 106, (6) 107, and
(7) 2 × 107 rad.
order of magnitude [2]. Therefore, significant stresses
exist at the Si–SiO2 interface formed by thermal oxida-
tion of the Si surface; these stresses give rise to a large
number of stressed bonds that can be easily broken
under the effect of radiation [3]. The coefficient of lin-
ear thermal expansion of the LBS glass studied by us,
α = 5.1 × 10–6 K–1, is similar to the corresponding coef-
ficient for Si. Furthermore, the temperature that corre-
sponds to the formation of the interface between Si and
the LBS glass is much lower than the temperatures at
which thermal oxidation of the silicon surface typically
occurs. The result of these factors is that mechanical
stresses at the interface between Si and the LBS glass
are much lower than those at the Si–SiO2 interface.
Accordingly, the number of stressed bonds whose
breakage causes the surface-state density to increase is
also smaller.

Thus, the fact that there are quantitative differences
between variations in the values of dNss/dE at equal
radiation doses are not inconsistent with the previous
assumption that the processes of defect production at
the Si–SiO2 interface and the interface between Si and
the lead–borosilicate (LBS) glass have a common ori-
gin. At the same time, the higher radiation resistance of
the interface between Si and the LBS glass creates pros-
pects for the use of LBS to passivate and protect the sur-
faces of semiconductor devices that operate under
severe-radiation conditions.
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Abstract—n-ZnO:Al/CuPc/n(p)-Si structures were formed using vacuum-evaporation deposition of copper
phthalocyanine (CuPc) layers on the surface of n- and p-Si wafers with subsequent magnetron-sputtering dep-
osition of ZnO:Al layers on the CuPc surface. It is shown that the structures obtained exhibit a high photosen-
sitivity (~80 V/W at T = 300 K) in the spectral range 1.65–3.3 eV. The rectification factor and photovoltaic effect
in these structures are discussed in relation to the properties of silicon substrates. It is concluded that the contact
of phthalocyanine with diamond-like semiconductors (e.g., silicon) are promising for application in wide-band
high-efficiency photovoltaic converters. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Even early studies of electrical conductivity and
photoconductivity of phthalocyanine of various metals
made it possible to classify these materials as electronic
semiconductors [1–3]. This circumstance indicated that
a wide range of new synthetic materials could in prin-
ciple be used in the development of photosensitive and
emitting structures, as well as other next-generation
devices of molecular electronics [4–7]. It is worth not-
ing that the photoconversion efficiency of thin-film
solar cells based on the films of copper phthalocyanine
CuPc is now as high as ~3.6% [7]. Recently, we showed
that photosensitive ZnO/CuPc/n-Si structures can be
formed [8]. This study is a continuation of our research
in this field and is concerned with the formation of pho-
tosensitive ZnO/CuPc/Si structures using both n- and
p-Si crystals.

2. EXPERIMENTAL

We used silicon crystals oriented in the (111) crys-
tallographic plane with n- and p-type conductivity as
the substrates; KÉF-0.01 (n-Si, ρ = 0.01 Ω cm) and
KDB-0.03 (p-Si, ρ = 0.03 Ω cm) crystals were used.
CuPc layers with a thickness of ~0.5 µm were obtained
using thermal evaporation of phthalocyanine powder in
vacuum with the subsequent deposition of the evapora-
tion products onto the polished surface of the silicon
substrate at a temperature of about 50°C. The deposited
1063-7826/04/3811- $26.00 © 21308
CuPc films had a specular surface; the ZnO:Al layers
were then deposited onto this surface using magnetron
sputtering of the target in the presence of high-purity Al
and in an argon atmosphere. By varying the argon pres-
sure during the deposition process (2–4 h), we attained
the required gradient of resistivity within the ZnO film
thickness (d ≤ 1 µm). These conditions of deposition
ensured a high adhesion of the ZnO layer to the CuPc
surface. As a result, we obtained two types of struc-
tures: n-ZnO:Al/CuPc/p-Si and n-ZnO:Al/CuPc/n-Si.

3. RESULTS AND DISCUSSION

1. Measurements of the steady-state current–voltage
(I–V) characteristics showed that distinct rectification
was observed for both types of structures at T = 300 K
(Figs. 1a, 1b). The rectification factor K for typical
structures as defined as the ratio between the forward
current and the reverse current at specified bias voltages U
is listed in the table. The largest values of K ≈ 50 at U =
6 V are obtained for the best structures based on p-Si.
It is worth noting that, in the structures whose sub-
strates had different types of conductivity, the conduct-
ing direction was found to be the same and corre-
sponded to the positive external bias voltage applied to
the n-ZnO:Al layer. This circumstance reflects a spe-
cific feature of the energy-band diagram for the struc-
tures obtained, which calls for further research.
Photoelectric properties of ZnO/CuPc/Si structures at T = 300 K

Type of structure K R0, Ω U0, V , V/W δ, eV

n-ZnO : Al/CuPc/p-Si 30–50 (U ≈ 6 V) 300–400 4.5 80 1.73

n-ZnO : Al/CuPc/n-Si 20 (U ≈ 2 V) 103–104 4.0 20 1.80
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The initial portion of the steady-state I–V characteris-
tics of the structures at forward-bias voltages U ≤ 0.5 V
can be described by the well-known diode equation [9].
The smaller diode exponent (β ≈ 3) is characteristic of
the n-ZnO:Al/CuPc/p-Si structures, whereas this expo-
nent turns out to be even larger (β ≈ 20) for the struc-
tures formed on the n-Si substrates. The values of β
obtained make it possible to assume that there is a tun-
neling–recombination mechanism of charge transport
in the structures under consideration in the case of for-
ward-bias voltages.

For both types of structures subjected to forward-
bias voltages U > 4.5–5 V, the forward portion of the
steady-state I–V characteristics obeys a linear law:

(1)

typical values of the cutoff voltage U0 and residual
resistance R0 for both types of structures are listed in
the table. The cutoff voltages were found to be nearly
the same in both structures, whereas the lower residual
resistance was typical of structures based on p-Si.

As a rule, the reverse currents of the structures under
study exhibit the power-law dependence I ∝  Um. The
exponent m ≈ 2.5 for the n-ZnO:Al/CuPc/p-Si struc-
tures in the voltage region U < 8 V; this circumstance
makes it possible to relate this value of the exponent to
the contribution of the currents limited by the space
charge in the mobility mode [10]. As the voltage
increases (U > 8 V), the value of the exponent increases
to m = 6, which is apparently related to the development
of a soft breakdown. The value of the exponent m ≅
1−1.3 for reverse I–V characteristics in the structures
based on Si crystals in the range of reverse bias voltages
used, which may be caused by tunneling of charge car-
riers or may be related to the current limited by the
space charge in conditions of saturation of the charge-
carrier velocity [10].

2. The photovoltaic effect is clearly pronounced in
the n-ZnO:Al/CuPc/p-Si and n-ZnO:Al/CuPc/n-Si
structures obtained. As a rule, the photovoltage sign is
independent of the radiation intensity, the energy of
incident photons, and the location of the excitation opti-
cal probe (with a diameter of ~0.3 mm) on the photo-
sensitive surface of the structures. The absence of inver-
sion of the sign of the photovoltaic effect makes it pos-
sible to assume that one of the two active regions in
each of the types of structure makes the major contribu-
tion to the observed photosensitivity. The voltage pho-
tosensitivity was always found to be highest if the thin
wide-gap n-ZnO:Al layer of the structure was illumi-

nated. The highest voltage photosensitivity  was
observed in the n-ZnO:Al/CuPc/p-Si structures. It can
be seen from the table that the photosensitivity of the
structures obtained by deposition of thin CuPc and ZnO
layers on the p-Si substrates is indeed higher.

I U U0–( )/R0;=

SU
max
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It is important to note that the photovoltage sign in
the two types of structures obtained was found to be dif-
ferent. For structures on the n-Si substrates, positive
polarity of the photovoltage corresponds to the
n-ZnO:Al layer and is consistent with the rectification
direction. If the structures formed on the p-Si substrates
are illuminated, the n-ZnO:Al layer is also charged pos-
itively, which does not correspond to the rectification
direction. Apparently, this special feature of the photo-
voltage sign is caused by differences in the actual
energy-band models for these structures.

In Fig. 2 we show typical spectral dependences of
relative quantum efficiency of photoconversion η("ω)
for both types of structures at T = 300 K in the situation
where the wide-gap (n-ZnO:Al) side of the structures is
illuminated. The main conclusion that can be drawn
from Fig. 2 is that, despite the differences in the polarity
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Fig. 1. Steady-state current–voltage characteristics of the
(a) n-ZnO:Al/CuPc/p-Si and (b) n-ZnO:Al/CuPc/n-Si struc-
tures at T = 300 K.
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of the photovoltaic effect, the spectral contour of the
η("ω) curves for both types of structures is found to be
nearly the same. Indeed, for both types of structures
(Fig. 2, curves 1, 2) the photosensitivity has almost
coincident energy positions of both the onset of the
increase in photosensitivity at the photon energy "ω >
1 eV and the short-wavelength falloff of η at "ω > 3.3 eV.
According to Fig. 3, the long-wavelength increase in
photosensitivity at "ω > 1 eV obeys the following law
characteristic of indirect band-to-band optical transi-
tions [9]:

(2)

Here, A' is a constant coefficient and EG is the semicon-
ductor band gap. Extrapolating dependence (2) as
(η"ω)1/2  0, we obtain nearly the same values of EG
for both types of structures (Fig. 3); in turn, these values
are close to that of the silicon band gap [11]. This cir-
cumstance makes it possible to relate the energy posi-
tion of the long-wavelength photosensitivity edge in the
structures of both types to the interband absorption in
the narrow-gap component (n- or p-Si) of these struc-
tures. In turn, the energy position of the short-wave-
length falloff of η at "ω > 3.3 eV is consistent with the
band gap of the top layer of the structures under consid-
eration and, thus, can be related to the interband absorp-
tion in ZnO [11].

η"ω A' "ω EG–( )2.=

104
η, arb. units

103

102

101

100
321 "ω, eV

3.3
2.65

1.7

1.65
2.6

3.2

1

2

Fig. 2. Spectral dependences of relative quantum efficiency
of photoconversion in the n-ZnO:Al/CuPc/p-Si (curve 1)
and n-ZnO:Al/CuPc/n-Si (curve 2) structures exposed to
nonpolarized excitation light. The n-ZnO:Al side of the
structures was illuminated; T = 300 K.
The highest photosensitivity for both types of struc-
tures (see Fig. 2) is indeed attained in the interval
between the band gaps of the narrow-gap (Si) and wide-
gap (ZnO) components of the ZnO:Al/CuPc/Si struc-
tures, which is a characteristic attribute of an ideal het-
erojunction [11]. In addition to the above, there is
another special feature: a maximum at "ωmax = 2.6 eV
is observed in the η("ω) spectra in the range of the high-

5
(η"ω)1/2, arb. units

21
"ω, eV

1

2

0

Fig. 3. The (η"ω)1/2 = f("ω) dependences for the
(1)  n-ZnO:Al/CuPc/p-Si and (2) n-ZnO:Al/CuPc/n-Si
structures at T = 300 K.

40

T, %

32 "ω, eV

20

0

×102

2.53

2.66

Fig. 4. Spectral dependence of the optical-transmission
coefficient for the CuPc film (d ≈ 1 µm) at T = 300 K.
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est photosensitivity of the structures (at 1.7–3.3 eV)
(Fig. 2). The spectral position of the maximum
("ωmax = 2.6 eV) in the η("ω) dependences obtained is
in qualitative agreement with the optical-transmission
spectrum of the CuPc layer deposited onto the quartz
substrate simultaneously with the formation of the het-
erojunction (Fig. 4). Therefore, the maximum in the
η("ω) spectra of the ZnO/CuPc/Si structures should be
attributed to the presence of a transmittance band in the
optical spectra of the CuPc film.

The broad-band type of photosensitivity of the
structures is represented in the table by the full width of
the η("ω) spectra at their half-maximum δ. As can be
seen from the data listed, both types of structures have
large and nearly coincident values of δ: δ = 1.7–1.8 eV.
This circumstance leads us to believe that both heter-
oboundaries (Si/CuPc and ZnO/CuPc) in the structures
based on the contact of CuPc layers with Si and ZnO
semiconductors are of good quality with respect to the
recombination processes. It is also evident that the
structures based on the heterocontact of phthalocyanine
with diamond-like semiconductors (e.g., Si) may be
quite promising for the development of wide-band
high-efficiency photoconverters.
SEMICONDUCTORS      Vol. 38      No. 11      2004
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Abstract—Transformation kinetics of the resonant-tunneling domain structure in a superlattice in a rapidly
varying electric field is investigated using real-time studies of current response. It is shown that the kinetics is
mainly determined by a lag in redistribution of the space charge that forms the domain boundary. A nonmono-
tonic oscillatory dependence of the transient-process duration on the amplitude of a voltage pulse is observed,
as well as the effect of the weak dependence of the transformation time on the displacement of the domain
boundary, which indicates that the transformation processes is discrete. Possibilities for controlling the switch-
ing processes in a multistable system of current states in weakly coupled semiconductor superlattices are dis-
cussed. © 2004 MAIK “Nauka/Interperiodica”.
For weakly coupled superlattices (SLs), the reso-
nant tunneling responsible for the negative differential
conductivity results in instabilities and the formation of
a homogeneously ordered resonant-tunneling structure,
in which each lowest level in a single quantum well
(QW) corresponds to a certain excited level in the
neighboring QW. For intermediate fields, such a struc-
ture is found to be unstable and is divided into regions
with different electric fields, so the field is constant
within each region (domains with high and low electric
fields) [1]. A variation in the voltage applied to the ends
of an SL results in the reconstruction of the resonant-
tunneling structure, which is accompanied by the
detuning of the resonances, the displacement of bound-
aries between the domains, and, as a consequence, a
variation in the relative volumes of domains of high and
low electric fields [1–5]. The features of the reconstruc-
tion largely depend on the observation conditions, i.e.,
whether the observation is made with an increasing or
decreasing voltage applied to the SL [3]. In the first
case, the features of formation of the resonant-tunneling
structure are determined by the highest possible reso-
nance current in the low-field domain. Accordingly, the
resonant levels must be matched in this domain and be
appreciably detuned in the high-field domain. In the sec-
ond case, the conditions for formation of the resonant-
tunneling structure are determined by the lowest possible
(nonresonant) conductivity in the region of the high-field
domain, and therefore all resonances, both in the high-
field domain and the low-field domain, are found to be
substantially detuned. The result is the appearance of a
current hysteresis, multistability, and a fine periodic
structure in both branches of the hysteresis [2, 3].
1063-7826/04/3811- $26.00 © 21312
All these features of domain formation and transfor-
mation in a slowly varying electric field are well known
and have been studied in detail [1–5]. At the same time,
until recently there were no such studies in a rapidly
varying field, which would allow one to obtain direct
information about the characteristics of the transforma-
tion process.1 On the other hand, such information is
rather important both in order to understand the physics
of the formation of the domain structure and its modifi-
cation in an electric field and to obtain information
about the time characteristics that determine the rate of
switching processes in multilevel switching (and other)
devices based on these effects [7]. The first experimen-
tal studies in pulsed fields [7–9] showed the basic pos-
sibility of switching between stable current states in a
system with multistability and made it possible to esti-
mate the characteristic switching times. However, it
was difficult to obtain more detailed information about
the transformation processes of the resonant tunneling
structure in an electric field. Using the real-time detec-
tion method of the current response, we studied for the
first time the transformation kinetics of the resonant-
tunneling structure in an SL in a rapidly varying electric
field. Simulation of the time variation of transverse
transport, distribution of the space charge, and other
characteristics of SLs in pulsed fields was performed.
Comparing the experimental data with the results of the
simulation, we established the general pattern of trans-
formation of the resonant-tunneling structure and

1 The research into current instabilities and the phenomena of self-
sustaining current oscillations in some laboratories deal with a
rather specific case of lightly doped SLs, in which the formation
of a domain boundary appears to be difficult because of the insuf-
ficient concentration of charge carriers [4, 6].
004 MAIK “Nauka/Interperiodica”
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accounted for the observed features of the electronic
properties, including the transverse transport, in weakly
coupled SLs to which short and long electric field
pulses are applied.

We studied long-period GaAs/Al0.3Ga0.7As SL
structures that include wide QWs and involve a set of
quantum-confinement subbands. Superlattices (with a
QW width of 25 nm, barrier width of 10 nm, and num-
ber of periods 30) located between two heavily doped
n-GaAs layers (2 × 1018 cm–3) were grown by molecu-
lar-beam epitaxy on GaAs substrates and were inten-
tionally doped with a silicon donor impurity to a con-
centration of 1.2 × 1016 cm–3. Electrical measurements
were performed on mesa structures with a mesa diame-
ter of 500 µm and Cr/Au contacts formed by vacuum
sputtering. A change in the transverse conductivity of
the structure was studied for certain fixed voltages at
the SL, when rectangular voltage pulses of different
polarities with quite sharp edges (shorter than 10 ns)
were applied. Measurements were performed in real-
time mode, and they allowed us to record the time
dependence of the current through the structure at dif-
ferent instants following the leading edge of the voltage
pulse, during the pulse, and after termination of the
pulse. The amplitude and duration of the pulse varied
within the range ∆Up = 0–0.5 V and τp = 10–4–10–7 s,
respectively. Measurements were performed at a tem-
perature of T = 4.2 K.

We can see from Fig. 1, where a fragment of the cur-
rent–voltage characteristic I(U) is shown, that the fab-
ricated structures feature a pronounced current hystere-
sis, whose upper and lower current branches have a fine
periodic structure, and current multistability branches
within the hysteresis region. These data correspond to
voltages in the range 1.6–3.0 V, where a low-field
domain (resonant-tunneling transitions 1  2
between subband 1 in the previous QW and subband 2
in the successive QW) and a high-field domain (reso-
nant-tunneling transitions 1  3) are formed in the
SL. In Fig. 1b a typical example of the measured cur-
rent I through the SL is shown as a function of time t as
a rectangular voltage pulse is applied to the SL. The
point IA(UA) at UA = 2.040 V in the lower branch of the
hysteresis is chosen as a starting point. When a pulse
∆Up of negative polarity corresponding to a decrease in
the voltage at the SL is applied, the operation point
should be shifted along the lower branch of the hysteresis
towards smaller values of U to the point U = UA – ∆Up.
After the pulse is switched off, the voltage at the SL
should return to the initial value U = UA. However, the
operation point cannot shift along the lower branch of
the hysteresis to the initial current state and must shift
at once upwards along the new current branch of multi-
stability towards higher currents to a new steady current
state at U = UA [3, 8, 9]. Such a situation is observed
experimentally for quite long pulses (τp = 10 µs), whose
duration is much greater than the characteristic recon-
struction times for the resonant-tunneling structure. In
SEMICONDUCTORS      Vol. 38      No. 11      2004
Fig. 1 we can see that, during the action of the pulse (for
a pulse amplitude of ∆Up = 0.092 V), the steady-state
value of the current I = 1.07 mA (attained after some
transition region) exactly corresponds to the current on
the lower hysteresis branch at U = UA – ∆Up (U = UA –
∆Up = 1.948 V). After the termination of the pulse, the
current practically instantaneously increases to a new
stationary value of I ≈ 1.25 mA, which corresponds to
the point of intersection of the corresponding current
branch of multistability with the straight line U = UA =
2.040 V (in this case, 1  3). The measurements
show that, with increasing pulse amplitude, the domain
boundary is shifted by a greater number of SL periods
and, accordingly, the operation point shifts to higher
current states of the system with multistability.

In addition to the quite obvious fact that all stages of
the switching processes, which are caused by the dis-
placement of the operation point in the current–voltage
characteristic along the branches of multistability and
are not related to a change in the fields in the SL, are
instantaneous, the data obtained allow us to draw the
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Fig. 1. (a) Fragment of the current–voltage characteristic
I(U) and (b) time dependence of the current I(t) measured
when rectangular voltage pulses of negative polarity are
applied to a superlattice (SL). The numbers denote stable
current states of the system with multistability at a fixed
voltage of UA = 2.040 V. The data were obtained for a pulse
amplitude of 0.092 V, which induced the 1  3 transi-
tion. (b) Variation of the voltage on the SL when the pulse
is applied (τp = 10 µs).
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basic conclusion that the characteristic time of the
transformation of the resonant-tunneling structure in
the SL in an electric field is practically entirely deter-
mined by the lag of the processes related to the space-
charge redistribution and formation of domain bound-
aries. In Fig. 1 we can see that this fact manifests itself
in the appearance of a transition region (a spike) on the
I(t) curves just after the leading pulse edge. The dura-
tion of this region, measured from the beginning of the
pulse to the point where the steady-state value of the
current is attained, is ~10–7 s, which is consistent with
the rough estimates of the resonant-tunneling time
obtained from the measurements of the resonance cur-
rent [10].

A more detailed study of the dependence I(t) in this
transition region allows us to trace the kinetics of redis-
tribution of the space charge and the transformation of
the resonant-tunneling structure in the fields that dis-
place the domain boundary over several periods of the
SL. It can be seen in Fig. 1 that, in the transition region,
the I(t) curve has a complicated nonmonotonic run with
several inflection points. The measurements show that
the number of such points increases with increasing
number of SL periods over which the domain boundary
is displaced [11]. Comparing these data with the results
of simulation performed for a discrete model of trans-
verse transport in weakly coupled SLs [3], we may con-
clude that the transformation has a discrete character. It
follows from the simulation data (Fig. 2), which agree
well with the experiment, that the displacement of the
space charge and domain boundary to the final QW
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Fig. 2. Calculated distribution of the space charge q over the
QWs of the SL at different times after a sharp decrease in
voltage at the ends of the SL by ∆Up = 100 mV (transition
1  3 in Fig. 1). Arrows show the instants at which the
space charge is displaced to the first neighboring QW (t1 =
0.280 µs) and to the next QW (t2 = 0.476 µs).
with varying voltage at the SL is not a single event but
includes several steps, which are caused by the subse-
quent detuning and tuning of the resonant levels as the
space charge flows over to the final state through a
sequence of QWs. This process is accompanied by the
appearance of current instabilities and such features as
the inflection points in the transition region of the time
dependence of the current I(t).

The discrete character of the processes of transfor-
mation of the resonant tunneling structure in an SL in
an electric field is also confirmed by the results of stud-
ies performed with varying amplitude and duration of
the voltage pulses applied to the SL. It can be seen in
Fig. 3 that the transient-process time (τswitch) depends
nonmonotonically (oscillatory) on the pulse amplitude.
With increasing amplitude, the duration of the transient
periodically first monotonically decreases, then sharply
grows, and then again decreases. Comparing these data
with the results of simulation, we can uniquely connect
the observed spikes with the situations where the pulse
amplitude attains values that are sufficient for the tran-
sition of the domain boundary to the neighboring QW.
The monotonic decrease in the duration of the transient
and in the transformation time within each period of
I(∆Up) can be clearly attributed to the acceleration of
the electronic processes that determine the displace-
ment of the space charge with increasing pulse ampli-
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Fig. 3. Transient-process duration as a function of the
amplitude of the voltage pulses (τp = 10 µs): (a) simulation
data, (b) experimental values.
SEMICONDUCTORS      Vol. 38      No. 11      2004



TRANSFORMATION KINETICS OF ELECTRIC FIELD DOMAINS 1315
tude and magnitude of the field produced by the pulse
in the SL.

This interpretation is supported by the data obtained
in the study of the features of transformation of a reso-
nant-tunneling structure under short applied pulses,
whose duration is on the order of the characteristic
reconstruction times or shorter. The main result
obtained in these studies is the experimental observa-
tion of the fact that, for short pulses whose duration is
insufficient for the transition of the domain boundary to
the final state, the transformation process is only par-
tially completed: the domain boundary passes to some
intermediate QW to which it has time to move during
the pulse action. Accordingly, the system passes to the
corresponding intermediate current state, which is dif-
ferent from the final state in the case of long pulses.
This result, which is confirmed by the simulation data,
shows that in principle one can control switching in a
multistable system of current states [7, 9] by changing
not only the amplitude, but also the duration of the volt-
age pulse of required polarity applied to the SL.

We also obtained a rather unexpected result related
to the characteristic transformation time of the resonant
tunneling structure, which required special study. It
turned out that, in the experiments with domain bound-
ary displacement over several periods, the average
characteristic transformation time remained almost
unchanged as the number of transition periods and,
accordingly, the total displacement of the domain
boundary increased. At first sight, one might expect an
increase in transformation time in this situation. How-
ever, the results of direct measurements of the duration
of the transition region of I(t) in the vicinity of the lead-
ing pulse edge, confirmed by the simulation data,
showed that the recorded change in the transient-pro-
cess duration when the domain boundary is displaced
over a greater number of SL periods is actually
extremely small (Fig. 3). The simulation shows that the
cause of this weak dependence of the transient-process
duration on the magnitude of the displacement of the
domain boundary is the fact that a transition over sev-
eral SL periods requiring higher amplitudes of the volt-
age pulse occurs under conditions where the field gra-
dient in the SL is greater than that for domain boundary
displacement over smaller distances.

To sum up, we note the following. In our experimen-
tal and simulation studies, we showed that the transfor-
mation kinetics of the resonant tunneling structure with
varying voltage applied to the SL is almost entirely
determined by the lag in the redistribution of the space
charge that forms the electric-field domains. This lag
manifests itself in the appearance of a transition region
of the I(t) dependence near the leading edge of the elec-
tric-field pulse applied to the SL. We showed that the
I(t) dependence in the transition region is nonmono-
tonic and is characterized by the presence of a structure
reflecting the discrete character of the transformation of
the resonant-tunneling structure when the domain
SEMICONDUCTORS      Vol. 38      No. 11      2004
boundary moves through a sequence of several QWs in
an SL. We observed an oscillatory dependence of the
duration of the transient process on the amplitude of the
change in voltage. We showed experimentally and by
simulation that the lag in transformation of the reso-
nant-tunneling structure to a final state is hardly
affected by an increase in both the number of periods
and the distances over which the domain boundary
moves in the SL under the effect of a change in external
voltage. In short-pulse experiments, we showed that
one can interrupt the processes of transformation at any
intermediate stage; this opens up the possibility of con-
trolling the switching between current states not only
by changing the amplitude, but also by changing the
duration of the voltage pulses applied to the SL.

This study was supported by the Russian Founda-
tion for Basic Research (project nos. 02-02-16977 and
03-02-06534); the program “Physics of Solid State
Nanostructures” of the Ministry of Science, Technol-
ogy, and Industry (grant no. 97-1048); and the Presid-
ium of the Russian Academy of Sciences (the program
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Abstract—Vibration eigenmodes of a III–V semiconductor nanotube are found taking into account the crystal
structure and piezoelectric effect. Electron–phonon interaction is studied, and it is shown that, in contrast to
bulk samples, its piezoelectric part has a complicated dependence on the phonon frequency. © 2004 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Nanotubes (NTs) continue to be one of the most
promising objects of study in the physics of low-dimen-
sional systems. The majority of publications in this
field are concerned with carbon NTs (e.g., see [1] and
references therein). However, recent years have seen
progress in the technology of the preparation of semi-
conductor NTs of III–V compounds, Ge, and Si. The
method for rolling up double layers [2–4] suggested by
Prinz and coworkers makes it possible to obtain NTs in
which the radius and wall thickness are controllable
parameters and can be varied over rather wide limits.
Despite the similarity between the electronic processes
in semiconductor NTs and the corresponding processes
in carbon NTs, they also have a number of substantial
differences. In this paper, we study the electron–
phonon interaction in semiconductor III–V NTs, for
which we must naturally first find the vibration eigen-
modes of an NT. For carbon NTs, this problem was
considered in a recent study by Suzuura and Ando [5].
Our study differs from [5] in a number of significant
ways. First, due to elastic isotropy of a layer of two-
dimensional graphite, the vibration problem for carbon
NTs can be solved in the isotropic-continuum approxi-
mation, as was done in [5] (the medium was described
by only two elastic moduli). In the case of rolled-up
III−V quantum wells, we take into account three elastic
moduli of a cubic crystal. Second, both for the vibration
problem and for the problem of electron–phonon inter-
action, we make allowance for the piezoelectric effect,
which is important for III–V crystals. Third, it will be
shown that the piezoelectric interaction of acoustic
phonons with two-dimensional electrons “attached” to
the surface of a hollow cylinder differs significantly
from the electron–phonon interaction in bulk samples.
As far as we know, this problem has not yet been dis-
cussed in the literature.
1063-7826/04/3811- $26.00 © 21316
2. EIGENVIBRATIONS 
OF A HOLLOW CYLINDER

We consider an NT obtained by rolling up a quan-
tum film of a cubic crystal. The normal to the film sur-
face corresponds to the [100] direction and the tube
axis, to the [001] direction (Fig. 1). We introduce a
cylindrical system of coordinates in which the z axis
coincides with the axis of the cylindrical shell and r
and α are the polar coordinates in the plane perpendic-
ular to the cylinder axis. Let R be the radius of the
median surface of the tube and h be its thickness. Thus,
in the absence of vibrations, the tube occupies the vol-
ume bounded by –h/2 ≤ r ≤ h/2 (the coordinate r is mea-
sured from the median surface) and 0 ≤ z ≤ L, where L is
the tube length. A cylindrical shell obtained by rolling
the film up is, strictly speaking, stressed, and there is
uniaxial tensile–compressive strain in it (the sign of the
strain is different on different sides of the median sur-
face). Clearly, for R @ a0 (a0 is the lattice constant),
these strains are small. From obvious considerations of
symmetry, it follows that the relation between the stress
tensor and the strain tensor is the same as in a flat film
of a cubic crystal: there are only three independent
components of the tensor of elastic moduli and one
independent component of the tensor of piezoelectic

(100)

(010)

Z(001) Z(001)(a) (b)

Fig. 1. (a) A quantum film, (b) a rolled-up nanotube.
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moduli, although the absolute values of the constants
may differ from those for a flat film (the difference is
small for R @ a0). Therefore, the stress tensor can be
written as

(1)

where λijkl is the tensor of elastic moduli, ekij is the ten-
sor of piezoelectic moduli, Ek is the electric-field vec-
tor, and ukl is the strain tensor. The independent compo-
nents of the tensor of elastic moduli are λiiii ≡ λ11, λiijj ≡ λ12,
and λijij ≡ λ44, where the indices i and j may assume any
of the three values z, r, and α (i ≠ j). The independent
component of the tensor of piezoelectic moduli is eijk ≡ e14,
where i, j, and k may also assume any of the three val-
ues z, r, and α and all three indices should be different.

Generally, the solution to the complete three-dimen-
sional problem is extremely complicated. Nevertheless,
there are methods for reducing the three-dimensional
problem to a two-dimensional one, which are valid for
quite thin shells (h ! R). One such method is based on
the use of the hypothesis of nondeformable normals
(the Kirchhoff–Love hypothesis; for example, see [6]).
According to this hypothesis, any fiber normal to the
median surface before deformation remains straight
and normal to the modified median surface after defor-
mation as well. At the same time, the length of the fiber
perpendicular to the shell remains unchanged.

We consider a layer in the shell at a distance r from
the median surface (–h/2 ≤ r ≤ h/2). We take into
account the variation in the curvature of this layer com-
pared to the curvature of the median surface. Then we
obtain the following expressions for the strain:

(2)

Here,  are components of the strain tensor and
(ur, v r, wr) are the components of the displacement vec-
tor over the azimuthal angle, along a tube, and over the
tube radius, respectively. The same values without the
superscript r refer to the median layer.

σij λ ijklukl ekijEk,–=

uαα
r 1

R r+
------------∂ur

∂α
-------- wr

R r+
------------,+=

uzz
r ∂v r

∂z
---------,=

uzα
r 1

2
--- ∂ur

∂z
--------

1
R r+
------------∂v r

∂α
---------+ 

  ,=

urα
r 1

2
--- ∂ur

∂r
-------- ur

R r+
------------–

1
R r+
------------∂wr

∂α
---------+ 

  ,=

urr
r ∂wr

∂r
---------,=

urz
r 1

2
--- ∂v r

∂r
--------- ∂wr

∂z
---------+ 

  .=

uij
r
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According to the hypothesis of nondeformable nor-
mals, we must set σrα = σrz = σrr = 0. Expanding these
expressions, we obtain

(3)

where ϕ is the electrostatic potential. We rewrite the
first two equations of system (3) in terms of the dis-
placement vector:

(4)

For the points of a straight fiber, normal to the

median surface, the derivatives  and  must

remain constant and equal to

(5)

We substitute expressions (5) into Eqs. (4). If we also
take into account that, in the first approximation, we
can set wr = w, we obtain

(6)

We express the components of the strain tensor in
terms of the displacement at the median surface:

(7)

2λ44urα
r e14

∂ϕ
∂z
------+ 0,=

2λ44urz
r e14

1
R r+
------------∂ϕ

∂α
-------+ 0,=

λ11urr
r λ12 uzz

r uαα
r+( )+ 0,=

λ44
∂ur
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-------- ur

R r+
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1
R r+
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∂α
---------+ 

  e14
∂ϕ
∂z
------+ 0,=

λ44
∂wr

∂z
--------- ∂v r

∂r
---------+ 

  e14
1

R r+
------------∂ϕ

∂α
-------+ 0.=

∂ur
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∂r
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∂r
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ur u–
r

-------------,
∂v r
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r
---------------.= =

ur 1 r
R
---+ 

  u
r
R
---∂w

∂α
-------–

r R r+( )
R

--------------------
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-------∂ϕ
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r
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-------∂ϕ

∂α
-------.–=
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r 1

R
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R R r+( )
---------------------∂2w

∂α2
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r
R
---

e14
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------- ∂2ϕ

∂z∂α
-------------–

w
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uzz
r ∂v

∂z
------- r

∂2w

∂z2
---------–

r
R r+
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e14

λ44
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∂z∂α
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Now we can find the nonzero components of the
stress tensor,

(8)

Next, we have to find the relation between the dis-
placement of the median layer and the potential ϕ.
Deformations of piezoelectric semiconductors are
accompanied by polarization P, which is related to the
strain tensor as

(9)

The electric potential ϕ(r) can be found from the
Poisson equation divD = 0, where the electric displace-
ment vector is Di = εEi + 4πeijkujk. Thus, the Poisson
equation becomes

(10)

We assume that, in an NT, an acoustic wave with a
quasi-momentum q directed along the NT with azi-
muthal quantum number m is excited. The displace-
ment vector in this case is (u, v, w)exp(iqz + imα – iωt).
Taking into account that the NT wall thickness is much

+
w
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smaller than its radius, we search for the solution in the
form of the expansion

(11)

After substituting the potential in the form (11) into
the Poisson equation (10), we obtain in the zeroth
approximation in r

(12)

This equation must be supplemented by boundary con-
ditions:

(13)

(14)

Here, Im and Km are the Bessel functions of imaginary
argument of the first and third kind, respectively, and

 and  are their derivatives. The components of the
strain tensor uαz in Eqs. (13) and (14) are taken on the
inner (r = –h/2) and outer (r = h/2) surfaces of the NT,
respectively. Using Eqs. (12)–(14), we find ϕ0, ϕ1, and
ϕ2 in the leading approximation in h:

(15)

In (15), the product qR appears in the arguments of
the Bessel functions and their derivatives. By substitut-
ing (15) into (11), we obtain the final expressions for ϕ.
Next, we use the formulas for the stress, moments, and
the equations of motion of an element of the shell
known in the theory vibrations of elastic shells (see,
e.g., [6]). We then obtain the equations of motion (with

ϕ ϕ 0 q m,( ) ϕ1 q m,( ) r
R
--- ϕ2 q m,( ) r2

R2
-----+ + 

 =

× iqz imα iωt–+[ ] .exp

ε
8πe14
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=  4πe14
im

R2
------v–

iq
R
-----u

2mq
R

-----------w+ + 
  .

q
Im' qR qh/2–( )
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4R2
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allowance for the piezoelectric effect), where the only
unknowns are the displacements of the median layer:

(16)

Thus, we reduced the three-dimensional problem to
a two-dimensional one. These equations completely
define small vibrations of crystalline thin cylindrical
shells. Substituting the solution in the form of plane
waves, we obtain three linear algebraic equations for
amplitudes of displacements of the median layer (u, v, w).
The condition of existence of a nontrivial solution of
the obtained homogeneous system of equations deter-
mines the dispersion relation for acoustoelectric vibra-
tions. The general expression is rather complicated;
here we consider two special cases, m = 0 and 1,
where m is the azimuthal quantum number of acoustic
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phonons that determines the dependence of the dis-
placements on α in terms of the factor exp(imα).

For m = 0, the frequency of a transverse (in-plane)
wave in the long-wavelength limit is equal to ω1 =

q . The displacement eigenvector of
such a torsional mode is directed along the azimuth, ξ =
(1, 0, 0). The frequency of the radial (“breathing”)
mode also remains finite in the long-wavelength limit

and is equal to ω2 = 1/R . The polar-
ization vector of this mode is directed along the radius,
ξ = (0, 0, 1). Finally, the third mode is a longitudinal
acoustic wave, whose frequency is equal to ω3 =

q . The corre-
sponding eigenvector is directed along the tube axis,
ξ = (0, 1, 0).

For m = 1 in the long-wavelength limit (qR ! 1),
three independent vibration modes are also obtained:

(17)

All these branches are doubly degenerate, since in
the case m = –1 we have the same result, except for the
polarization vectors, which have to be replaced by their
complex conjugate values. The result for ω3 in (17) cor-
responds to the dispersion relation of flexural waves in
elastic rods (see [7]). Equations (16) with e14 = 0 and

λ44/ρ 4πe14
2 /ερ+

λ11
2 λ12

2–( )/ρλ11

λ11 λ12–( ) λ11 2λ12+( )/ρ λ11 λ12+( )

ω1
1
R
--- 2

λ11
2 λ12

2–
ρλ11

--------------------, ξ 1/ 2 0 i/ 2, ,( );= =

ω2
1
R
---

λ44

ρ
-------

4πe14
2

ερ
-------------+ , ξ 0 1 0, ,( );= =

ω3
λ11 λ12–( ) λ11 2λ12+( )

ρ λ11 λ12+( )
------------------------------------------------------q2R,=

ξ 1/ 2 0 i– / 2, ,( ).=

1

0 1

m = 0
m = 1

qR

ω(q)/ωRBM

Fig. 2. Frequencies of vibration modes as functions of q in
the long-wavelength limit for m = 0 and 1.
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h = 0 coincide with Eqs. (2.5) in [5] if the following
relations are satisfied (in the notation of [5]):

(18)

The compatibility condition for these relations is
λ11 – λ12 – 2λ44 = 0, which corresponds to the transition
to an isotropic elastic medium.

µ
M
-----

λ44

ρ
-------,

B µ+
M

-------------
λ11

2 λ12
2–

ρλ11
--------------------,= =

B
M
-----

λ12 λ11 λ12–( )
ρλ11

---------------------------------
λ44

ρ
-------.+=
Figure 2 shows the spectra of vibration modes with
m = 0; 1 in the long-wavelength limit. We can see that
there is a wave with quadratic dispersion at small q. At
extremely low temperatures T ! s/R, where s is a quan-
tity on the order of the velocity of sound, these vibra-
tions play a dominant role in NT thermodynamics and
kinetics. In contrast to flexural waves in a thin plate that
also have a quadratic relation between ω and q, the
obtained solution ω3 does not contain the shell thickness h.

Now we will discuss the solutions with m > 1. For
k = 0, the characteristic determinant is given by
(19)

λ11
2 λ12

2–
λ11

--------------------m2

R2
------ ρω2– 0

im
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------
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  4πe14
2

ε
-------------+
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2 λ12

2–
λ11

-------------------- 0
λ11

2 λ12
2–

λ11
-------------------- h2 m2 1–( )2

12R4
--------------------------- 1

R2
-----+

 
 
 

ρω2–

0.=
In the limit h/R ! 1, we readily obtain

(20)

Thus, all waves with m > 1 exhibit a gap dispersion
(with ω ≠ 0 for k = 0), although the gap in ω3 has an
additional smallness in h/R.

3. ELECTRON–PHONON INTERACTION
Now we consider the interaction of acoustic phonons

with electrons via the piezoelectric potential. The inter-
action Hamiltonian has the form Hpiezo = –eϕ(r). This
expression must be averaged over the ground state for
the radial motion of electrons in the NT. As a result, the
contribution linear in r in (11) vanishes and the qua-
dratic contribution is relatively small for h/R ! 1; i.e.,
in the principal order of magnitude, we have 〈ϕ〉  = ϕ0.

The operator of the relative displacement in the
interaction representation is written as

(21)

ω1

λ44

ρ
------- 1 h2

12R2
------------+ 

  4πe14
2

ερ
-------------+

m
R
----,=

ω2
λ11

2 λ12
2–
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m2 1+
R

-------------------,=

ω3
λ11

2 λ12
2–

ρλ11
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m m2 1–( )

m2 1+
------------------------ h

2 3R
--------------.=

h r( ) "
2Sρωs q m,( )
-------------------------------cs q m,( )ξ q m,( )

q m s, ,
∑ c.c.,+=
where ξ is the vibration eigenvector normalized to unity.
For different modes, its components are written out
in (17). Now we can find the interaction Hamiltonian

where

(22)

Here, u0 and v 0 are the components of the polarization
vector ξ = (u0, v 0, w0). We can see from (22) that, in
contrast to a bulk situation, piezoelectric interaction in
NTs depends on the phonon wave vector in a rather
complicated way.

Electron–phonon interaction via deformation poten-
tial has the usual form, Hdef = Eadivh, where Ea is the
deformation-potential constant. Substituting h(r) into
this expression, we obtain

where

(23)

Hpiezo V q m,( )cs q m,( )
q m s, ,
∑ c.c.,+=

V q m,( )
2πee14h

ε
-------------------- qR Im' Km ImKm'+( ) 2εImKm+( )=

× qu0
m
R
----v 0+ 

  "
2Sρωs q m,( )
-------------------------------.

Hdef Γ q m,( )cs q m,( )
q m s, ,
∑ c.c.,+=

Γ q m,( ) iqv 0 i
m
R
----u0+ 

  "Ea
2

2Sρωs q m,( )
-------------------------------.=
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For an axially symmetric (m = 0) vibration mode,
electrons interact by the piezoelectric mechanism only
with transverse phonons (the polarization vector ξ =
(1, 0, 0)). There is no interaction with such phonons via
deformation potential (divξ = 0), but there is a defor-
mation electron–phonon interaction for other branches
of the vibration spectrum. For m = 1, electrons interact
with all phonon branches both via the deformation
potential and by the piezoelectric mechanism.

Let us consider piezoelectric interaction in the lim-
iting cases qR @ 1 and qR ! 1 and compare its contri-
bution with the contribution of the deformation interac-
tion. In addition, we shall be interested in the difference
of the piezoelectric interaction in an NT from that in the
3D case.

In the limit of large radii, qR @ 1, electrons interact
with transverse phonons (m = 0, 1). Matrix element (22)
assumes the asymptotic form

(24)

It follows from (24) that the frequency dependence
of the interaction amplitude is the same as in the 3D
case,

(25)

here, V is the volume and ρ3D is the bulk density.

In this limiting case, the interaction via the piezo-
electric potential is less important than the interaction
via the deformation potential. The ratio of the corre-

sponding matrix elements is on the order of .

For a GaAs-based NT with a wall thickness of h = 10 Å,
this parameter is on the order of 1/qR ! 1. At h/R  0,
the piezoelectric interaction vanishes, as in the case of
a plate.

We now consider the case qR ! 1. For an axially
symmetric phonon (m = 0) in this long-wavelength
limit, electrons interact via the deformation potential
only with longitudinal waves and via the piezoelectric
potential only with transverse waves. In this case, we
use (22) to obtain the following expression for the
quantity V(q, 0):

(26)

Here, C is the Euler constant. It follows from (24) and
(26) that, in the long-wavelength limit, the frequency
dependence differs from that for the bulk case. The
ratio of the amplitude of electron–phonon interaction

V q m,( )
πee14h

R
----------------2ε 1–

ε
-------------- "

2Sρωs q m,( )
-------------------------------.=

V3D

4πee14

ε
---------------- "

2Vρ3Dω
--------------------;=

2πee14h
qREa

--------------------

V q 0,( ) 4πee14h
2

qR
-------ln C– 1

2ε
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  q
"

2Sρω1 q 0,( )
-----------------------------.≈
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via piezoelectric potential in an NT to the correspond-
ing quantity in a bulk sample is

(27)

Thus, the piezoelectric interaction in an NT is
weaker than in the bulk. Nevertheless, with increasing
wavelength, the role of piezoelectric interaction
increases relative to the deformation interaction.
Indeed, the amplitude of the deformation potential is
given by

(28)

The ratio of the amplitudes is

(29)

where s|| and s⊥  are the longitudinal and transverse
velocities of acoustic phonons.

For phonons with m = 1 in the long-wavelength
limit, the electrons interact via the deformation poten-
tial only with the flexural wave and via the piezoelectric
potential with both flexural and longitudinal waves.
In these three cases, we obtain expressions for the
amplitudes of the deformation potential and of the
piezoelectric potential:

(30)

At T ! s/R, the electrons interact only with the flex-
ural wave, since its frequency tends to zero quadrati-
cally in k. We then obtain the following expression for
the ratio of amplitudes:

(31)

We can see from (29) and (31) that, in the long-
wavelength limit at low temperatures (T ! s/R), the
contribution to electron–phonon interaction related to
the piezoelectric potential is much smaller for intersub-
band transitions than for intrasubband transitions.

Thus, we found vibration eigenmodes of a semicon-
ductor NT taking into account the crystal structure of
III–V compounds and the piezoelectric effect. We also
clarified the features of the piezoelectric electron–phonon
interaction that distinguish NTs from bulk samples.
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Abstract—Specific features of MOCVD growth of AlGaN/GaN heterostructures have been studied. In the
structures obtained, the 2D electron gas in the channel had a density of 1.2 × 1013 cm–2 and a mobility of
1290 cm2/(V s) at room temperature. The effect of the purity of starting components on the properties of the
structure is studied. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Recently, field-effect transistors with high electron
mobility in the channel (HEMT), based on AlGaN/GaN
heterostructures with graded doping, has been the sub-
ject of a number of research projects in Japan, USA,
and Europe [1–6]. The large values of the band gap, the
band offset at the AlGaN–GaN heterointerface, the
breakdown voltage, and some other specific features of
the III–N system open up prospects for the design of
transistors with parameters superior to those attained in
III–V structures. Very high (on the order of 106 V/cm)
built-in piezo- and pyroelectric fields exist in
AlGaN/GaN heterostructures when the configuration
of the structure is chosen correctly, which enhances the
bending of the conduction band at the AlGaN/GaN
interface, thus raising the carrier density in the channel.
However, this specific feature, combined with the lat-
tice mismatch typical of the AlN–GaN system, makes it
difficult to optimize the configuration of the device’s
structure.

Several research centers have now demonstrated
GaN-based HEMTs. Devices with a working frequency
of several tens of gigahertz and a power of more than
100 W have been presented [7]. These devices are now
leaving the laboratory research stage, and their mass
production can be expected in the near future. At the
same time, many specific features of graded-doped
AlGaN/GaN heterostructures, both in epitaxial growth
and physical processes, require thorough research.

2. EXPERIMENT

The structures under study were grown by MOCVD
on (0001) sapphire substrates in a modified Epiquip VP
50-RP installation under reduced pressure. The instal-
1063-7826/04/3811- $26.00 © 21323
lation was equipped with a horizontal quartz reactor
with an inductively heated graphite substrate holder.
The carrier gas was hydrogen; the precursors were
ammonia, monosilane, trimethylgallium, and trimethy-
laluminum. All the listed compounds were of Russian
manufacture. Ammonia of different purity was used, in
accordance with the following rating: 99.999% (below,
5N) and 99.9999% (below, 6N). The growth tempera-
ture of epitaxial layers was 1070°C. Details of the epi-
taxial growth were published in [8].

The sequence of layers in the grown heterostruc-
tures was:

—undoped GaN with a thickness of 3 µm;
—undoped Al0.25Ga0.75N with thickness d1;
—Si-doped Al0.25Ga0.75N with thickness d2;
—undoped GaN with thickness d3.
The thickness of layers d1, d2, and d3 and molar flow

rates of SiH4 for the structures under study are listed in
the table.

The grown structures were studied by measuring
capacitance–voltage (C–V) characteristics with a mer-
cury probe. The carrier density and mobility were
determined from the Hall effect measurements using
the van der Pauw method. The numerical modeling of
the structures was performed by a self-consistent solu-
tion of the Poisson and Schrödinger equations taking
into account the built-in piezo- and pyroelectric fields,
with subsequent calculation of C–V characteristics
using the weak-signal method [8–10].

3. RESULTS AND DISCUSSION

The electron density and mobility in the grown
structures are listed in the table and shown in Fig. 1
004 MAIK “Nauka/Interperiodica”
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Configuration of AlGaN/GaN structures and the data of the Hall effect measurements

Structure 
no. NH3 d1, nm d2, nm d3, nm SiH4,

nmol min–1

300 K 77 K

µ,
cm2 V–1 s–1

N2D,
1013 cm–2

µ,
cm2 V–1 s–1

N2D,
1013 cm–2

1 6N 2.5 7.5 10 0.4 980 1.5 3460 1.6

2 6N 10 – 10 – 800 0.9 3050 0.8

3 6N 2.5 7.5 10 0.14 1209 1.1 5000 1.2

4 6N 5 15 10 0.4 990 2.1 2770 2.1

5 6N 12.5 7.5 10 0.4 900 1.9 3160 1.8

6 6N 2.5 7.5 10 0.3 1290 1.2 4800 1.3

7 5N 2.5 7.5 10 0.4 1060 1.5 4500 1.4

8 5N 10 – 10 – 660 1.6 3800 0.95

Note: The thickness of layers was determined from the results of preliminary calibration: d1, Al0.25Ga0.75N; d2, Al0.25Ga0.75N : Si; d3, GaN.
(compared with the results of other studies). The high
mobility, which significantly exceeds the carrier mobil-
ity in GaN epitaxial layers grown in similar conditions,
indicates the formation of a 2D electron channel at the
GaN–AlGaN interface.

To study the effect of ammonia purity on the elec-
tronic properties of (Al)GaN layers and graded-doped
AlGaN/GaN heterostructures, we investigated nomi-
nally undoped GaN layers grown with 5N and 6N
ammonia. It appeared that the density Nd–Na in these
layers was 1016 and 1014 cm–3, respectively. In undoped
AlGaN epitaxial layers grown using 5N ammonia, the
background density Nd–Na did not exceed 5 × 1017 cm–3.
So the strong variation of the background density in
(Al)GaN layers is the source of the extremely strong
effect of the purity of ammonia on the room-tempera-

1.6
Mobility, 103 cm2/(V s)

1.4

1.2

1.0

0.8

0.6

104 5 6 7 8 20 30 40
N2D, 1012 cm–2

AIXTRON [1]

This paper

UCSB [2]
USC [3]
NTT [4]
Nortel Networks [5]
University of Tokyo [8]

300 K

Fig. 1. Carrier mobility vs. carrier density in structures with
2D electron gas; comparison of results of the present study
with the published data.
ture electron density in undoped AlGaN/GaN struc-
tures. As follows from the data obtained in the Hall
effect measurements, the use of 5N instead of 6N
ammonia leads to a doubling of the electron density in
the channel and a significant decrease in the room-tem-
perature mobility (see table, structure nos. 2 and 8). The
decrease in temperature to 77 K has virtually no influ-
ence on the carrier density in the undoped structure
grown using 6N ammonia, nor on the carrier density in
the doped structures. However, the carrier density in the
undoped structure grown using 5N ammonia decreases
by a factor of 1.5 as the temperature decreases from 300
to 77 K. At the same time, the difference in the density
and mobility values between structure nos. 2 and 8 is
not so strong. Thus, these data show that the use of 5N
ammonia raises the background doping level in the
GaN layer, which agrees with the above data for
undoped GaN layers.

The doping of AlGaN with Si with the use of 5N
ammonia (structure no. 7) results in a considerable
increase (by a factor of 1.5) in the carrier density at T =
77 K, as compared to undoped structure no. 8. In this
case, the room-temperature carrier mobility signifi-
cantly decreases, while the carrier density remains vir-
tually unchanged. These results also confirm the con-
clusion that the shunting conductance in the GaN layer
makes a considerable contribution to the measured
room-temperature conductance of structure no. 8. The
results of the experiments performed suggest that it
becomes virtually impossible to control carrier density
by doping if 5N ammonia is used.

Note that, by using 5N ammonia, we had earlier suc-
cessfully grown different types of light-emitting
InGaN/GaN/AlGaN structures [11], including those
with p–n junctions. Thus, AlGaN/GaN structures with
a 2D electron gas are more sensitive to the purity of the
ammonia used than light-emitting structures.

The analysis of carrier density and mobility depen-
dences on the parameters of the structure has shown
SEMICONDUCTORS      Vol. 38      No. 11      2004



        

MOCVD-GROWN AlGaN/GaN HETEROSTRUCTURES 1325

                                                                      
that the carrier density in the channel depends not only
on the doping level and thickness of the doped layer,
but also on the thickness of the undoped AlGaN barrier
layer (structure nos. 1, 5). An increase in the thickness
of the undoped AlGaN layer results in an increase in the
carrier density and a decrease in mobility in the chan-
nel. This behavior may be related to different factors:
ionization of the background donor impurities in the
AlGaN layer or an increase in the effective thickness of
the 2D electron channel, which leads to the penetration
of the electron wave function into the GaN layer and,
accordingly, to an increase in scattering on the back-
ground impurities. In sample no. 3 with optimal struc-
ture parameters (thicknesses d1–d3, doping level), a
mobility of 5000 cm2/(V s) at T = 77 K was obtained.

It is evident that the ultimate optimization of transis-
tor structures is possible only if it is based on the study
of finished devices. Based on the structures grown, we
fabricated prototypes of transistors that had demon-
strated the possibility of controlling the source–drain
current–voltage characteristics by varying the gate bias.
Figure 2 shows experimental C–V characteristics and
those calculated with and without taking into account
the quantum confinement effect. This effect influences
the shape of the C–V characteristic in the range in
which the channel is shut off. The results obtained in
determining the structure parameters by modeling for
structure no. 2 demonstrate the high sensitivity of C–V
characteristics to variations in the thickness of layers.
Assuming that the effective barrier height is ΦB = 0.5 eV,
the thickness of layers is determined as d1 = 14.3 nm
and d3 = 12.7 nm, which differs somewhat from the val-
ues set during the growth of the structure (d1 = d3 =

3.0
Capacitance, 10–7 F cm–2

2.5

2.0

1.5

1.0

0.5

0

0–1–2–3–4
Bias voltage, V

Experiment
Calculation without
quantum confinement effect
Calculation with quantum
confinement effect

Fig. 2. Experimental and simulated C–V characteristics for
structure no. 2 (see table).
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10.0 nm). The calculated density of 2D electrons in the
channel is 5 × 1012 cm–2.

4. CONCLUSION
AlGaN/GaN heterostructures with a high mobility

of carriers in the channel have been grown and investi-
gated. A comparison between the results obtained and
data reported earlier shows that the structure parame-
ters are on a level with the highest world standards. It is
also shown that the properties of these structures are to
a significant extent dependent both on the design of the
structure and on the purity of the precursors used
(ammonia).
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Abstract—Magnetoresistance in a weak magnetic field was measured in AlxGa1 – xAs/GaAs/AlxGa1 – xAs
structures with coupled quantum wells separated by a thin AlAs central barrier. The experimental data on neg-
ative magnetoresistance were analyzed in terms of the weak-localization model and in the kinetic approach
using the density matrix. In some cases, the kinetics approach allows a more accurate description of the exper-
imental data. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Currently, AlxGa1 – xAs/GaAs/AlxGa1 – xAs struc-
tures are widely used in the fabrication of photodetec-
tors, tunnel diodes, high-power transistors, and opto-
electronic devices. Quite often, the desired characteris-
tics of these structures are obtained using coupled
quantum wells (QW), which are produced by dividing
a GaAs QW with a thin AlAs barrier about three to four
monolayers (ML) thick [1, 2]. In optoelectronic devices,
a QW located between symmetrical AlxGa1 – xAs barriers
makes it possible to obtain the desired spectral charac-
teristics. During the transverse (normal to the hetero-
structure plane) transport of electrons in these struc-
tures, the insertion of a barrier allows one to control the
energy of the resonant level and, accordingly, the shape
of the current–voltage characteristic. In FETs for
microwave applications, the double-sided doping of
AlxGa1 – xAs/GaAs/AlxGa1 – xAs structures makes it pos-
sible to considerably enhance the output power [3–5].

The electrical characteristics of AlxGa1 – xAs/GaAs/
AlxGa1 – xAs QWs are of great interest also for funda-
mental physics. The study of magnetotransport in these
structures makes it possible to understand better the
mechanisms and parameters of electron scattering. For
example, in longitudinal transport (in the plane of the
structure), the variation of the barrier thickness changes
the coupling between the wells and the electron scatter-
ing parameters [6, 7].

Galvanomagnetic effects in semiconductors are
conventionally described using the method of the
kinetic equation for the electron distribution function.
In most cases, this approach is justified in a weak mag-
netic field. However, a great number of experimental
data obtained up to now cannot be explained in terms of
the classical approach. One of the examples is negative
magnetoresistance (longitudinal and transverse). This
1063-7826/04/3811- $26.00 © 21326
effect is observed in various semiconductor objects not
only in a weak, but also in a strong magnetic field. For
example, both positive and negative magnetoresistance
was observed at low temperatures in n-AlxGa1 – xAs/GaAs
heterostructures [8] and AlxGa1 – xAs/GaAs/AlxGa1 – xAs
QWs [9]. In structures with high mobility and density
of electrons, the magnetoresistance was positive. In
structures with low electron mobility, the magnetoresis-
tance was first negative, but changed its sign as the
magnetic field increased further.

In structures with low mobility and density of elec-
trons, the magnetoresistance remains negative up to the
field at which quantum oscillations arise. For example,
in n-GaAs/In0.07Ga0.93As/n-GaAs heterostructures
δ-doped with Si in the middle of the QW, negative mag-
netoresistance was observed up to ~6 T field in the tem-
perature range 0.4–40 K [10]. At the same time, in
InP/In0.53Ga0.47As structures with higher mobility [11],
positive magnetoresistance (antilocalization) was
observed in the range of very weak magnetic fields in
samples with a high surface density of electrons. For
low electron densities, negative magnetoresistance was
observed in the whole range of magnetic fields.

For the case of 2D degenerate electron gas with one
filled subband, the classical magnetoresistance δ =
ρxx(B)/ρ0 – 1 is zero. The well-known mechanism of
positive magnetoresistance involves the filling of sev-
eral subbands with different mobilities or the presence
of several conducting layers in the structure. To
explain negative magnetoresistance, Altshuler et al.
[12] proposed the theory of quantum corrections to
conductivity.

Recently [13, 14], another interpretation of negative
magnetoresistance was proposed. Magnetotransport
was described using the density matrix method, and the
expressions for the conductivity tensor in an arbitrary
004 MAIK “Nauka/Interperiodica”
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magnetic field were obtained. It was shown that nega-
tive magnetoresistance can be described without intro-
ducing concepts of weak localization.

To verify the theory [13, 14], we present the experi-
mental data on magnetotransport in Al1 – xGaxAs/GaAs/
Al1 – xGaxAs structures with different QW widths. For
comparative analysis, similar structures without a bar-
rier and with a thin AlAs barrier in the middle of the
QW were grown. Dependences of the resistivity tensor
components on magnetic field B were measured at
4.2 K for these structures.

2. SAMPLE PREPARATION 
AND MEASUREMENT PROCEDURE

The samples under study were grown by MBE on
semi-insulating (100) GaAs substrates misoriented by
2° in the [110] direction. First, a 0.5-µm-thick GaAs
buffer layer was grown. Then an Al0.2Ga0.8As barrier,
GaAs QW, AlAs barrier, GaAs QW, and Al0.2Ga0.8As
barrier were grown. Finally, an 8-nm-thick GaAs cap-
ping layer was grown. Both QWs in a structure had the
same width. Several parameters of the samples under
study, including the AlAs barrier thickness b and the
QW width W (the total width on both sides of the AlAs
barrier) are listed in the table. The thickness of the
Al0.2Ga0.8As barriers that form the QW was also the
same: 33 nm in all the structures. One half (across the
thickness) of each barrier, adjacent to the QW,
remained undoped, whereas the other half was doped
with Si to ~(1–2) × 1018 cm–3. The concentration of Si
in the capping layer was the same. The GaAs and AlAs
layers were grown at a temperature of 600°C;
Al0.2Ga0.8As, at 640°C. The ratio of As to Ga flow rates
in the growth zone was 30. Figure 1 shows the band dia-
gram calculated for sample no. 3.

Samples in the shape of Hall bridges were prepared
for galvanomagnetic measurements. For all samples,
the resistance in magnetic field, ρxx(B), and the Hall
resistivity, ρxy(B), were measured at 4.2 K in the mag-
netic field up to 1 T. The Hall density of electrons nH
and the Hall mobility µH were determined from these
measurements. These parameters for each structure are
listed in the table, along with ρ0 = ρxx(0).

3. DISCUSSION OF RESULTS 
OF GALVANOMAGNETIC MEASUREMENTS
As can be seen from the table, the insertion of an

AlAs barrier into a narrow QW with W = 13 nm raises
the Hall mobility, whereas in a wide QW with W =
35 nm, the insertion of the central barrier reduces the
mobility, compared to samples without a barrier. The effect
of this barrier on mobility was analyzed in detail in [7].

As can be seen from the band diagram (Fig. 1), the
conductance of samples can be represented as the sum
of conductances of the potential well on the substrate
side, Al0.2Ga0.8As barriers, QW, and the buffer. At a
temperature of 4.2 K, the mobility in the doped
SEMICONDUCTORS      Vol. 38      No. 11      2004
Al0.2Ga0.8As barrier is very low, and the carrier density
is low in the buffer; therefore, the conduction in these
layers can be disregarded. As is well known, the Hall

Experimental and calculated parameters of the studied sam-
ples at a temperature of 4.2 K

Sample no. 2 3 4 5 6 7

W, nm 13 13 26 26 35 35

b, nm 0 1.8 0 1.8 0 1.8

ρ0, Ω 468 373 300 328 218 249

nH, 1012 cm–2 1.33 1.31 2.07 2.09 2.02 2.01

µH, m2 V–1 s–1 1 1.28 1 1.25 1.69 1.25

Btr, T 0.009 0.006 0.005 0.004 0.003 0.004

B1, T 0.39 0.32 0.55 0.22 0.17 0.4

µ1, m2 V–1 s–1 0.88 1.23 0.75 1.1 1.62 1.33

µ2, m2 V–1 s–1 0.63 0.37 0.41 0.57 0.49 0.4

µ3, m2 V–1 s–1 4.84 4.92 4.2 7.92 8.91 6

n1, 1012 cm–2 1.06 1.13 1.76 1.54 1.68 1.42

n2, 1012 cm–2 0.53 0.57 1.23 1.08 1.18 1.41

n3, 1010 cm–2 1.27 1.47 1.41 1.23 1.34 1.14

τϕ, ps 0.7 0.8 1.1 1.1 1.1 1.1

τ, ps 0.24 0.14 0.16 0.22 0.19 0.15

1.0

0.8

0.6

0.4

0.2

0

–0.2

0 60 120
z, nm

E, eV

AlAs

AlGaAs AlGaAs

n-
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aA
s

n- i- QW
GaAs

i- n- i-GaAs

Fig. 1. Band diagram of the AlGaAs/GaAs/AlGaAs struc-
ture (sample no. 3). The energy is reckoned from the Fermi
level.
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mobility and density in layered structures are deter-
mined from the relations

(1)

where µi and ni are the mobility and surface density of
electrons in the ith layer; γi, the Hall factor; and i, the
index of summation over layers. The system of self-
consistent Kohn–Sham equations for the potential and
quantum wells was solved as in [15]. This solution to
the system allows one to calculate the electron density
in QWs for preset structure parameters and the dopant
concentration in the barriers (Nd). The calculation
shows that the electron gas is degenerate in almost
filled subbands in the potential and quantum wells.
Therefore, in the calculations using Eq. (1) for these
wells, we assumed that γi = 1; below, indices 1 and 2
correspond to these wells. In another QW, on the sub-
strate side, there are also almost empty subbands in
which the electron gas is nondegenerate and γi > 1.
Hereinafter, index 3 will correspond to carriers in this
well. However, n3 ! n1, n2, and the conduction in these
bands only affects the magnetoresistance. Then, the
relation n1 < nH < n1 + n2 follows from (1). The proxim-
ity of the nH value to one or other limit depends on the
mobility ratio p = µ2/µ1. The calculated electron densi-
ties in the wells, n1 and n2, are listed in the table. The
samples under study were grown in similar conditions;
the electron density and mobility in the potential wells
in all structures must therefore be nearly equal.

The resistance ρxx(B) and Hall resistance ρxy(B)
dependences for these samples were measured in
strong magnetic field earlier [7]. In all the samples,
Shubnikov–de Haas oscillations were observed. The
Fourier analysis of oscillations has revealed two series
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∑
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Fig. 2. Experimental dependences of magnetoresistance δ
on magnetic field in the structures under study at T = 4.2K.
The curve numbers correspond to sample numbers in the
table.
of oscillations that are periodic in the inverse magnetic
field, which are related to electrons in the quantum and
potential wells. In all the samples, the monotonic por-
tion of the ρxx(B) dependence increased nearly linearly
as the magnetic field increased in the range 1 < B < 8 T.

For structures with two conducting layers, the clas-
sical magnetoresistance was calculated using the rela-
tion [16]

(2)

where a = n2/n1, x = µ2B. This dependence is quadratic
in magnetic field at x ! 1; in high fields the magnetore-
sistance reaches a constant value, and

(3)

For sample nos. 6 and 7, the calculation yields δmax ≈ 0.4.
At the same time, the experiment has shown virtually
linear ρxx(B) dependences; the magnetoresistance at B =
5 T was δ = 2.7 and 1.6 for sample nos. 6 and 7, respec-
tively. The source of such a high magnetoresistance and
the disagreement with the results of classical theory
was not discussed in [7].

To reveal the mechanisms of the observed effect, we
studied the magnetoresistance at B < 1 T. Figure 2
shows the experimental results. As can be seen in this
figure, negative magnetoresistance is observed in the
magnetic field range 0 < B < B1, where B1 is different
for different samples.

According to the theory of weak localization [12],
the magnetic field increases the longitudinal compo-
nent of the conductivity tensor. The additional conduc-
tivity is determined by the relation

(4)

where G0 = q2/2π2"; q is the elementary charge; ψ(x),
di-gamma function; Btr = q2ρ0/4π"µ; µ, the electron
mobility; and τϕ, the phase-breaking time. In [12], the
results were calculated for one type of charge carrier.
In [17], the theory was generalized for the case of sev-
eral filled quantum-well subbands. It was shown that, to
a first approximation, the contributions of all subbands
to negative magnetoresistance are independent.

As can be seen from the table, in our structures
B1 @ Btr. According to the weak localization theory [12],
quantum corrections to conductivity must be com-
pletely suppressed at B > Btr . If we use classical rela-
tions for conductivity and Eq. (4), good agreement
between the calculated and experimental curves for sam-
ple nos. 4 and 7 is obtained in the range 0 < B < 0.25 T.
For the other curves, this agreement can be achieved
only in the initial portions of δ(B) dependences, at B <
0.07 T. It is noteworthy that the experimental and calcu-
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lated data agree well for all samples for B @ Btr. The
phase-breaking time τϕ corresponding to the best agree-
ment between the calculation and experiment is also
listed in the table. The calculation was done in terms of
the model of conducting layers for several filled sub-
bands in each layer. As can be seen from the table, the
τϕ values obtained are considerably less than the times
typical of all known mechanisms of inelastic scattering
on phonons in GaAs at the given temperature. Quite
often, the phase breaking of the wave function in the
weak localization theory is attributed to electron–elec-
tron scattering. In this case, τϕ must decrease as the
electron density increases. However, this dependence
was not found in experimental studies of
n-GaAs/In0.07Ga0.93As/n-GaAs [10] and AlxGa1 – xAs/
GaAs [18] structures and δ-doped GaAs [19] with dif-
ferent electron densities and similar values of other
parameters. A study of the n-GaAs/In0.2Ga0.8As/n-GaAs
structure with a gate [20] has shown that there is no evi-
dent functional dependence of τϕ on the electron den-
sity n. Moreover, analysis of experimental data
shows that, for absolutely different materials with
different densities and types of carrier, τϕ differs no
more than tenfold. For example, for electron trans-
port this time was 5.9 ps [10], 2.5 ps [18], and 10 ps
[19]. For p-type conduction, a value of 1 ps was
obtained for AlxGa1 – xAs/GaAs [21] and
Si/Si0.85Ge0.15/Si [22]. In a carbon film with both carrier
types [23], the phase-breaking time was 1.8 ps. The
data obtained in the literature cannot be attributed to
inelastic scattering on phonons either, because the
above materials have fundamentally different phonon
spectra. The characteristic time τ of the momentum
relaxation for the layer with lower electron mobility is
also listed in the table.

Figure 3 shows the calculated magnetoresistance for
sample nos. 4 and 6. As can be seen in Fig. 2, the exper-
imental dependences for these samples occupy extreme
positions. This allows us to estimate the accuracy of fit-
ting. For other curves, the accuracy has intermediate
values. In the case of calculation in terms of the weak
localization model for three conducting layers, none of
the curves demonstrated good agreement in a wide
range of magnetic field. This may be related to the con-
ventional large magnetoresistance of nondegenerate
electron gas. Furthermore, as can be seen in the table,
the condition for the applicability of the weak localiza-
tion theory in the diffusion limit τϕ @ τ [24] is satisfied
for none of the samples. In this situation, the theory of
quantum corrections to conductivity by Wittman and
Schmid [25] can be used, which is valid when the dif-
fusion limit is not reached. In some cases, this approach
made it possible to describe negative magnetoresis-
tance [23].

In this study, we compare the accuracy of describing
the experimental dependences of magnetoresistance in
terms of the weak localization theory and of the theory
derived in [13, 14]. In these studies, the transport kinet-
ics was described in terms of the density matrix, and it
SEMICONDUCTORS      Vol. 38      No. 11      2004
was shown that, in a weak magnetic field satisfying the
condition α = "ω/kT ! 1 (B ! 0.2 T at T = 4.2 K), the
integration may be, strictly speaking, substituted for
summation over the magnetic quantization levels, and
the conductivity tensor can be represented as

(5)

where σBxx, σBxy are the values calculated using the
Boltzmann equation; Nc is the density of states in the
conduction band; F, the Fermi–Dirac distribution func-
tion; x = E/kT; ω = qB/m; and ν is the scattering fre-
quency, which is generally energy-dependent. It can be
seen that, at ω  0, formulas (5) are transformed into
standard equations of the theory of semiconductors.
Note here that, in common practice, the condition α < 0.7
is sufficient to allow one to use integration instead of
summation. As follows from (5), in a strongly degener-
ate electron gas, when the δ function can be substituted
for the derivative of the distribution function as a first
approximation, the magnetoresistance δ = –"ω/EF,
where EF is the Fermi energy. An exact calculation
shows that the δ(B) dependence may have an alternat-
ing sign in the range of weak fields. In nondegenerate
electron gas at low temperatures, the magnetoresistance
can be much higher, and its sign is determined by the
mobility. In our case, the sign of δ is different in differ-
ent samples. It can be shown from (5) that, if n3 ! n0 =
mkT/π"2, the conduction in almost empty subbands can
be disregarded. The calculation for GaAs yields n0 =
9.7 × 109 cm–2 at 4.2 K. Thus, the last condition is not
satisfied for our structures (see table). Therefore, the
conduction in almost empty subbands can have a signif-
icant effect on the field dependence of magnetoresis-
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Fig. 3. Experimental (solid lines) and calculated depen-
dences of magnetoresistance for sample nos. 4 and 6. Dot-
ted lines: calculation in terms of the weak localization the-
ory by Eq. (4); dashed lines, by Eq. (7).
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tance in heterostructures at low temperatures. The
lower the temperature at which transport in a 2D gas is
studied, the lower must be the electron density in
almost empty subbands.

Numerical calculations [7] have shown that the
potential well contains two quantum-well levels with
high occupancy, and several almost unoccupied levels.
The number of levels in the QW varies in different
structures; it depends on the width of the well and the
presence of a barrier. The electron density and mobility
at each level is different. However, below we restrict our
analysis to the model of three conducting layers. In terms
of this model, the conductance is the sum of conductance
in the QW between the heterojunctions, that of the poten-
tial well on the interface between Al1 – xGaxAs/GaAs and
the buffer, and the total conductance of almost empty
quantum-well subbands. Each layer is described by an
effective mobility and density of electrons. The Hall
mobility and electron density can be expressed in terms
of the layer parameters as

(6)

where 

The values of n1 and n2 were obtained in [7]. The elec-
tron densities in almost empty subbands in the potential
well depend on the parameters of the buffer. Therefore,
their calculated occupancies are only approximate. Evi-
dently, µH and nH are determined mainly by the param-
eters of nearly filled subbands in the quantum and
potential wells. This fact allows us to determine the
electron mobility in the wells using Eq. (1). Thus, only
the electron parameters of almost empty subbands
remain unknown. In the buffer region, the electron
wave functions in these subbands are widely extended.
Therefore, the mobility of electrons in these subbands
is rather high. The fitting of the magnetoresistance is
done by varying these parameters within narrow limits.
This problem is quite enough.

It can be easily shown using (1) and (5) that for our
heterostructure
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where

These relations can be used to fit the experimental
dependences of magnetoresistance. The calculated data
are listed in the table. Figure 3 shows experimental and
calculated δ(B) dependences for two samples in the
range of fields corresponding to 0 < α < 1.2. As can be
seen from Fig. 3, very good agreement with the exper-
iment is obtained in the case of negative magnetoresis-
tance (sample no. 4). For sample no. 6, fair agreement
is obtained for α < 0.9 (B < 0.18 T). At α > 1.2, the dis-
crepancy becomes significant. One possible source of
the discrepancy is the fact that, at these values of α, the
replacement of summation by integration is not quite
correct. In this case, exact formulae from [13, 14] must
be applied, where the summation over the magnetic
quantization levels is carried out. However, an even
more significant factor for the accuracy of calculation is
the following: when Eq. (7) was derived in [13, 14],
terms containing the function Z(ω) were dropped from
the general expressions for the conductivity tensor. As
shown in [13, 14], Z(0) = 0, and it increases as the mag-
netic field increases. In strong magnetic fields, the
behavior of magnetoresistance is defined precisely by
Z(ω). This is especially important for an adequate
description of positive magnetoresistance. Therefore,
these terms must be taken into account in our case for
sample no. 6.

4. CONCLUSION

Magnetoresistance in heterostructures with coupled
QWs of different widths has been studied in weak mag-
netic field. The negative magnetoresistance observed in
the magnetic field range from 0 to 0.2–0.6 T can be sat-
isfactorily described in terms of the quantum kinetic
approach. Calculations show that in complex hetero-
structures the relations between carrier densities and
mobilities in all the layers define the dependence of mag-
netoresistance on magnetic field. Specifically, in the
samples under study the negative magnetoresistance is
largely due to the contribution of nondegenerate electron
gas in almost empty quantum-well subbands.
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Abstract—It is shown experimentally and theoretically that structures that exhibit properties of two- and one-
dimensional electron gas at room temperature can be formed on the basis of CdHgTe compounds in a semicon-
ductor–electrolyte system. The methods for fabricating the quantum-confinement structures and in situ moni-
toring of the physical properties of such structures are described. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Recently, interest in quantum electronic effects that
are observed in samples of geometrical size comparable
to the electron wavelength λe has increased [1]. In this
regard, the most significant result of recent decades is
the discovery of the phenomena of weak localization
and the quantum Hall effect [2]. Applications of quan-
tum effects have resulted in the development of elec-
tronics in which systems with two-dimensional, one-
dimensional (quantum wires), and zero-dimensional
(quantum dots) electron gas are used as separate func-
tional elements.

At present, systems with low-dimensional electron
gas are formed mainly in heterostructures synthesized
by molecular-beam epitaxy on the basis of SiGe–Si and
(AlGa)As–GaAs compounds [1, 2]. A decrease in the
dimensionality of the electron gas is caused by its local-
ization in the space-charge region (SCR) of an abrupt
heterojunction. The manifestation of quantum proper-
ties of electron gas is obscured by the effects of thermal
and collisional broadening of discrete energy levels. As
a rule, these effects become significant at room temper-
ature. In this respect, the development of methods for
fabricating structures whose properties are governed by
quantum confinement effects up to room temperature
has become an important physical and technical prob-
lem. We may single out two main areas of research that
might solve this problem:
1063-7826/04/3811- $26.00 © 21332
(i) the use of materials that have a small electron
effective mass  and high mobility µ and, accord-
ingly, large wavelength and mean free path of charge
carriers;

(ii) the development of new methods for forming
low-dimensional structures with in situ monitoring of
their electronic properties.

Mercury–cadmium–tellurium (MCT) materials are
promising for the fabrication of structures with quan-
tum confinement; these materials are continuous solid
solutions with isovalent substitution [3–6]. The main
parameters of these materials for three different compo-
sitions x are listed in Table 1. A specific feature of MCT
compounds is the strong composition dependence of
their electronic characteristics. Therefore, it is possible
to form heterostructures by making a contact between
regions of MCT material with different compositions.
Since the lattice constant a0 of MCT material depends
weakly on composition (Table 1) and, hence, the peri-
odicity of the atomic structure in the heterojunction
region is violated only slightly, the density of surface
states is low and, as a consequence, electron capture
and scattering are weakly pronounced.

The field effect in electrolytes is based on the
change in the potential of the semiconductor electrode
V during its polarization in electrolyte and, therefore, of
the semiconductor surface potential Vs. This effect can

me*
Table 1.  Main parameters of the CdxHg(1 – x)Te materials for three stoichiometric compositions (x). The data correspond to
room temperature [5–8]

CdxHg(1 – x)Te a0, nm Eg, eV
µe,

cm2/(V s)
λph, 
µm εsc χ, eV ni, cm–3 EC–EF, 

eV
LD, 
nm

Lmov, 
nm

λe, 
nm

x = 0.15 0.64633 0.007 0.50 0.080 32 × 103 15 18 5.40 2.3 × 1016 –0.035 13 300 59

x = 0.20 0.64641 0.020 0.45 0.150 20 × 103 8.1 17 5.33 7.1 × 1015 +0.012 20 200 55

x = 0.32 0.64663 0.030 0.45 0.320 7 × 103 3.9 16 5.18 2.5 × 1014 +0.105 76 80 45

me

m0
------

mh

n0
------
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be used to change the MCT composition and simulta-
neously measure electrical properties of the fabricated
structures [3].

For MCT compounds, the feasibility of such a way
of changing the material composition has been proven
in [8–12].

2. EXPERIMENTAL

As an original MCT material, we used samples with
composition corresponding to x = 0.32 (Table 1). The
surface of the samples was subjected preliminarily to
dynamic chemical etching in an 8% bromine solution in
methanol [3]. In order to change the MCT composition,
we introduced a complexing agent into the measure-
ment cell that contained an aqueous electrolyte. The
complexing agent was chosen so that the formed cad-
mium complexes were stable in a larger interval of
potentials than mercury complexes. As a result, at cer-
tain electrode potentials, the surface was depleted of
cadmium, since cadmium complexes were the first to
leave the solution, thus forming a near-surface layer
that had a composition of x = 0.20, was enriched with
mercury, and had a narrower band gap than the original
material. Hence, a two-layer heterostructure containing
a layer of a narrow-gap semiconductor at the surface of
the original MCT sample was formed. The layer com-
position and thickness were determined from the
capacitance–voltage (C–V) characteristics using the
methods suggested in [13]. In addition, the parameters
of the surface layer were monitored using the IR
absorption method.

The C–V characteristics of the structure were mea-
sured directly in the electrochemical cell by the four-
electrode method with controlled electrode potential
[3, 14, 15]. Measurements were made using a pulsed
signal of duration ~1.0 µs with averaging over no less
than 32 pulses at each value of the applied potential. In
addition, for each test pulse, the potential-relaxation
time constant τ(V) of the electrode–electrolyte interface
system was measured. Using τ(V) and the measured
interface capacitance Cinf(V), the shunting resistance of
the structure Rinf(V) = τ(V)/Cinf(V) was estimated.

IR absorption was measured in a “dry” structure at
room temperature in a dry nitrogen atmosphere. An
optical system with modulation of a monochromatic
beam at a frequency of 10–15 Hz was used. The signal
was recorded using a differential bolometer with an ac
bridge. The accumulation time of the signal was as long
as 32 s for each value of the wavelength.

3. RESULTS AND DISCUSSION

3.1. A Method of Formation and Electrical Properties 
of Heterostructures with Two-Dimensional Electron Gas

Figure 1 shows C–V curves of the MCT-electrode
surface for two samples (the curves were obtained by
varying the electrode potentials in the controlled poten-
SEMICONDUCTORS      Vol. 38      No. 11      2004
tial mode) as well as the calculated surface-potential
dependence of the capacitance of the SCR for the MCT
with x = 0.32. We can distinguish several specific
regions in the characteristics; these regions correspond
to different stages of the structure formation.

The region of electrode potentials from +50 to
−250 mV corresponds to the polarization of the MCT
electrode at which the electrode surface is dissolved,
while the original relation between all components of
the ternary compound remains unchanged (Fig. 1,
region A). This inference is confirmed by the reversibil-
ity of the C–V curves and their conformity to the varia-
tion of the SCR capacitance in the MCT material of
original composition (x = 0.32).

In the region of electrode potentials lower than
−250 mV, the mercury complexes start to be discharged
at the surface of the MCT electrode, whereas the cad-
mium complexes remain stable and continue to pass
easily to the electrolyte. As a result, the electrode sur-
face is enriched with mercury. This process is accompa-
nied by the redistribution of potential jumps at the inter-
phase boundary and by a sharp irreversible decrease in
the capacitance in the region of electrode potentials
from –350 to –550 mV (Fig. 1, region B), with the sub-
sequent stabilization of the C–V characteristics.

In the range of potentials from –600 to –750 mV, a
region of reversible variation of C–V characteristics
(Fig. 1, region C) is again observed.

For electrode potentials smaller than –800 mV, an
irreversible destruction of the electrode material occurs
(Fig. 1, region D).

A decrease in the capacitance as one passes to
region C and the reversibility of the variation in the
C−V characteristics in this region can be attributed to
the appearance of a stable structure that contains an
insulating layer. The estimation of the thickness of this
layer, using experimental values of capacitance, yields

2000
Capacitance, nF/cm2

1000
800
600

400

200

0–200–400–600–800–1000

Theory

Potential, mV

Cd0.20Hg0.80Te–Cd0.32Hg0.68Te Cd0.32Hg0.68Te

148 eV

D C AB

Fig. 1. Capacitance–voltage characteristics Cinf(V) of the
MCT–electrolyte system for two samples. The theoretical
dependence of the capacitance of the space-charge region of
MCT (x = 0.32) on the surface potential Vs is displaced
along the potential axis to attain agreement with the exper-
imental dependences of Cinf(V) on the electrode potential V.
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36–41 nm under the assumption that the layer permit-
tivity εsc is in the range characteristic of MCT materials
(Table 1). We note that the thickness of this layer is
comparable to the electron wavelength λe in an MCT
material (Table 1), which may give rise to quantum
confinement of electron gas at the heterojunction con-
sidered.

Figure 2 shows the measured IR absorption spec-
trum of the fabricated structure. In this spectrum
(Fig. 2a), there are two features at wavelengths of 3900
and 7800 nm. These features indicate that a two-layer
structure is formed that consists of a substrate with x =
0.32 and a semitransparent layer with x = 0.20. The
thickness of this layer estimated taking into account the
refractive index of MCT (n = 3.6 [16]) varied from 200
to 400 nm, which is five times greater than the thickness
of the insulator layer calculated from the C–V charac-
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Fig. 2. (a) IR absorption spectrum of the structure consist-
ing of MCT, substrate, and modified surface layer; (b) the
result of differentiation of the spectrum of IR absorption.
teristics. The result of differentiation of the spectral
absorption curve is shown in Fig. 2b. The fine structure
at the edge of the absorption spectrum indicates the
existence of a quantum-confined electron gas in the
region of the semitransparent layer.

The data obtained show that a heterojunction is
formed at the contact between the substrate and the sur-
face layer of MCT with x = 0.20. Figure 3 illustrates the
process of heterostructure formation. The surface
potential of the substrate is controlled by the electro-
chemical reaction of dissolution of Cd0.32Hg0.68Te.
A change in the potential during polarization is limited
by the potential of discharge of the mercury complex at
the electrode surface with the formation of atomic mer-
cury Hg0 (Fig. 3a), which penetrates easily into the
near-surface region of the MCT material and changes
its composition. A similar process of the change in
MCT composition was described previously [11, 12].
A change in the composition of the MCT electrode at
the surface results in a change in its corrosion potential,
which affects the surface potential. Thus, in the electro-
lyte–Cd0.20Hg0.80Te–Cd0.32Hg0.68Te system, the poten-
tials in the electrode bulk (Cd0.32Hg0.68Te) and at its sur-
face (Cd0.20Hg0.80Te) are found to be fixed. The energy-
band structure of the (surface layer of the Cd0.20Hg0.80Te
composition)–(substrate of the Cd0.32Hg0.68Te composi-
tion) system corresponds either to a graded-gap
(Fig. 3b) or to an abrupt heterostructure (Figs. 3c, 3d).
The graded-gap character of the structure is at odds with
the IR absorption data (Fig. 2) and the formation of an
insulating layer that manifests itself in the C–V charac-
teristics (Fig. 1). At the same time, in the model of an
abrupt heterojunction, both the presence of oscillations
near the absorption edge of the film (Fig. 2b) and the
decrease in capacitance in region C of the C–V charac-
Fig. 3. Process of formation of a heterostructure and its possible types. (a) Enrichment of the substrate surface with mercury;
(b) graded-gap, (c) abrupt biased, and (d) unbiased heterojunctions. The energy E (meV) is plotted on the vertical axis.
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teristics can be attributed to quantum confinement of
electron gas localized near the energy-band offset at the
heterojunction.

Returning to Fig. 1, we note that the right-hand por-
tions of C–V characteristics in region C extrapolated by
straight lines reflect the process of formation of the surface
Cd0.20Hg0.80Te layer, while the left-hand portions indicate
the change in total capacitance of the heterojunction dur-
ing its polarization. The potential V1 = –480 mV, corre-
sponding to the intersection of the straight lines that
extrapolate the C–V characteristics, differs from the
potential of unbiased junction V2 = –628 mV by V =
|V1 – V2| = 148 mV, which coincides with the magnitude
of the band offset at the heterojunction (Fig. 3c). Thus
we may state that the process of formation of the sur-
face Cd0.20Hg0.80Te layer (Figs. 3a, 3b) comes to a halt
when a band offset appears (Fig. 3c).

Thus, the measurements of IR absorption and C–V
characteristics show that electrochemical modification
of the MCT surface produces a heterostructure formed
by the contact of two MCT regions of different compo-
sitions. The energy-band offset appearing at the contact
results in the dimerization of the electron gas in the
region of the heterostructure. Note that, for this method
of heterostructure formation, the involvement of the
electronic subsystem in modification of MCT material
is important. The MCT material with x = 0.20 appear-
ing at the surface of the original sample has a smaller

 and, accordingly, larger λe compared to the original
material with x = 0.32. The formation of a layer with
x = 0.20 by the electrochemical dissolution reaction
automatically comes to a halt when the layer thickness
attains a value of about λe and quantum confinement of
the electronic subsystem in the layer becomes impor-
tant. We believe that the following two mechanisms
may play the most substantial role in this process:

(1) In the prepared material, we have λe @ a0. In this
case, the probability density (per atom) of finding an
electron is low, and therefore the electrochemical pro-
cess that is caused by electron–atom interaction and
results in the formation of a new material composition
is slowed down.

(2) The electron is localized at a quantum-confine-
ment level, so there is an additional decrease in the
electron density at the surface and the probability of
electronic exchange decreases even more.

Both mechanisms, related to the wave nature of an
electron, seem to inhibit electrochemical reactions,
which makes it possible to form layers with a thickness
comparable to λe in the material under study.

3.2. Preparation Technique and Properties 
of a One-Dimensional Conductor

A one-dimensional (1D) electronic quantum struc-
ture (a quantum wire) was formed by electrochemical
modification of the MCT substrate (x = 0.32) while
being simultaneously exposed to ultrasound vibrations

me*
SEMICONDUCTORS      Vol. 38      No. 11      2004
on the interphase boundary, which led to the formation
of vortex-type microflows in the electrolyte at the
boundary. These flows gave rise to a strong lateral inho-
mogeneity of the conditions for the electrochemical
reaction due to local removal of diffusion restrictions,
which facilitated an additional cadmium transfer to the
solution with the formation of geometrical microinho-
mogeneities. In turn, these inhomogeneities stabilized
the vortex-type flows that formed them. As a result, in
addition to the modification of the MCT composition
described in Section 3.1, extended regions of the MCT
material with x < 0.20 were formed in the region of con-
tact between two electrolyte microflows.

Thus, under the self-stabilization conditions of the
electrochemical reaction, which, in our opinion, are in
some respects analogous to the formation of Bénard–
Taylor cells (which represent a typical example of self-
organization) [17], the honeycomb structure shown in
Fig. 4 was formed. At the initial stage of formation,
“nodes” appeared (see Fig. 4b); they had a characteris-
tic transverse size of geometrical inhomogeneities con-
taining extended fragments less than 5 µm in size.

In the region of the narrowing of filament-like frag-
ments of the structure (whiskers, Fig. 5a), one-dimen-
sional quantum conduction appeared provided that the
electron gas was additionally compressed by the elec-
tric field related to external polarization. The length of
such a quantum wire, which represented a fragment of

(a) (b)

Fig. 4. Microphotographs: (a) a fragment of a “honeycomb
structure” at the final stage of its evolution, (b) a node of the
honeycomb structure of area Sknot = 10–4 cm2. The photos
are taken in the electrolyte in dark blue light of a GaN light-
emitting diode.

(a)

x < 0.20
x < 0.20
x < 0.20

x > 0.32

Substrate

Source x = 0.20

nanowire

(b)

~400 nmFormation

potential

Electrolyte

Graund

Drain

d wire

Fig. 5. (a) A microphotograph of a wirelike fragment of a
node in honeycomb structure, (b) a sketch of the fragment
of the wirelike structure containing a quantum wire.
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the honeycomb structure (Fig. 5), was comparable to
the electron mean free path in Cd0.15Hg0.75Te (Lmov =
300 nm at room temperature). This resulted in ballistic
transport of electrons along the wire.

The possibility of separating the one-dimensional
conductivity and, in particular, the conductivity of a
fragment of the honeycomb structure, from the total
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Fig. 6. (a) Positions of the bottom of the conduction band
and the top of the valence band with respect to the Fermi
level as functions of the composition of the CdxHg1 – xTe
material, which determine electric properties of contacts
between the elements of the structure; (b) the electric equiv-
alent circuit of a fragment of the structure containing a quan-
tum wire; and (c) a circuit for the conductivity measurements
by the method of potential relaxation (schematically).
impedance of the structure determined from the Cinf(V)
and Rinf(V) measurements is based on the following rea-
soning. The elements of the structure consisting of the
MCT materials with x = 0.32 and x ≈ 0.20 are found to
be separated by potential barriers, whose height at
room temperature is much larger than kT ≈ 25 meV
(Fig. 6a). At the same time, potential barriers between
the elements of structure with x ≈ 0.20 and x ≤ 0.2 are
smaller than kT, and the contact between them is ohmic.
Figure 6b shows the equivalent electric circuit of a frag-
ment of the structure that contains a quantum wire,
while Fig. 6c shows schematically a circuit for conduc-
tivity measurements by the method of potential relax-
ation. The quantum wire in this circuit is represented by
the impedance that includes the resistance R1D shunted
by a distributed capacitance C1D (not shown in Fig. 6c).
The auxiliary forming platinum electrode placed in the
bulk of the electrolyte played the role of an input con-
tact (3D source), and the bulk of the original MCT sam-
ple played the role of an output contact (3D drain). The
electric charge supplied to a node of the honeycomb
structure drains through the impedance of a quantum
wire and a spreading impedance Z connected in series.
The impedance Z represents a combination of the resis-
tances of the Cd0.20Hg0.80Te and Cd0.32Hg0.68Te regions
(Rspr = R2D + R3D ≈ R2D) and the heterostructure capaci-
tance of Csource = C2DSknot = 200 ± 10 pF, where C2D =

 is the specific capacitance of the system of
quantum levels and Sknot is the area of the node of the
honeycomb structure. The quantity CH is the capaci-
tance of the electrolytic contact (capacitance of the
Helmholtz layer), which is CH ≈ 104 nF/cm2 [3, 14].

One-dimensional conductivity can be determined
by measuring the relaxation (spreading) time of the
charge supplied to the system and using the formula
G = Csource/τ = –α(Csource/ti), where ti is the duration of
the test pulse of the measuring setup, α = ln(U(t)/U0) < 0,
U(t) is the function of potential relaxation of the struc-
ture measured after the application of the test pulse,
U0 is the measurement scale, and τ = R1DCsource ≈ 2.3 ×
10–6 s is the time constant related to charge spreading in
a one-dimensional structure (Figs. 6b, 6c). The electri-
cal characteristics of all other regions of the structure
remain unmeasured, since their time constants are
much greater than the time τ.

The values of the spreading resistances in quantum
subbands were estimated from the formula

where the mobility µe is taken to be equal to the bulk
mobility for Cd0.20Hg0.80Te, µe ≈ 2 × 104 cm2/(V s)
[5, 6, 8]; the quantities Ni were obtained from the self-
consistent solution of the Schrödinger and Poisson
equations for semiconductors with a nonparabolic dis-
persion relation for the conduction band using the
method suggested in [18]. In Table 2, the energies and

Cquant∑

Rspr 1/ eµeNi( ),=
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densities of electrons localized in quantum subbands
are listed, as well as the results of estimation of Rspr and
Cquant required for the analysis of the equivalent circuit
used. From these data we can see that, for a surface
potential of 150 mV, coinciding with the potential at the
biased heterojunction (see Section 3.1), the entire elec-
tronic charge is localized at the first quantum level,
which crosses the Fermi level at this potential.

The resistance of a quantum wire was determined
from the relation [2]

where n = 1, 2, 3, … . Comparing the quantities R1D and
Rspr , we see that Rspr ! R1D for all attainable values of n.

The capacitance of a quantum wire was estimated
using the following approximate formula [1]:

Here, Γi is the electron concentration in the ith one-
dimensional quantum subband with energy Ei.

For a quantitative estimation of the parameters Γi
and Ei, we chose the model of a one-dimensional quan-
tum conductor in the shape of a rectangular MCT bar
with x = 0.15 and with the linear dimensions Lx and Ly
(along the x and y axes, respectively) on the order of the
electron wavelength (λe = 59 nm). In the calculation,
we used the nonparabolic dispersion relation for elec-
trons in the conduction band in the form [6]

where k is the quasi-momentum, P is the matrix ele-
ment of the quasi-momentum operator, E0 = "2k2/(2m0)
is the free-electron energy, and ∆ is the energy of spin–
orbit splitting.

In the single-particle Hartree approximation, the
wave functions can be written as ϕ(x, y, kz)exp(ikzz),
where ϕ(x, y, kz) is the envelope function that describes the
electron states Ei(kz) of the quantum subband x ∈  [0, Lx],
y ∈  [0, Ly], and z ∈  [–∞, +∞]. Generally, we can find the
energies of bound electron states Ei(kz) from the
Schrödinger equation that, in the absence of an external
electric field, is written as

It follows from the solution of this equation that the
largest spacing between the quantum levels in a wire is
attained at Lx = Ly. The ratio of the number of electrons
in the first quantum subband to the total number of elec-
trons, as well as the electron concentrations in quantum
subbands, is shown in Fig. 7.

Setting Lx = Ly = λe = 59 nm and using the data in
Fig. 7 and the formula for C1D, we can estimate the

R1D h/ n2e2( ) 12.9/n kΩ,= =

C1D e2Γ i/ Ei EF–( ).=

k2 E( ) 1

P2
-----

E E0–( ) E E0– Eg+( ) E E0– Eg ∆+ +( )
E E0– Eg 2/3∆+ +( )

------------------------------------------------------------------------------------------------,=

∂2ϕ x y kz, ,( )
∂x2

------------------------------–
∂2ϕ x y kz, ,( )

∂y2
------------------------------–

=  k2 Ei kz( )( ) kz
2–[ ]ϕ x y kz, ,( ).
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capacitance of a quantum wire. In the limit of filling of
one quantum subband, we have C1D = 1.1 pF/cm, and
for three quantum subbands filled, C1D = 3.4 pF/cm.
Comparing the capacitances shown in the equivalent cir-
cuit with the capacitance of a quantum wire, we can see
that the latter may be disregarded. For this reason, the
capacitance C1D is not shown in the circuit in Fig. 6c.

Table 2.  Calculated values of the energy and electron den-
sity in quantum subbands in the Cd0.2Hg0.8Te material at
room temperature

Vs, V
,

 mV
ni, cm–2 Rspr, Ω

Cquant,
nF/cm2

0.025 71 2.7 0.9 × 1010 34800 0.62

0.050 66 2.5 1.5 × 1010 20000 0.66

0.100 23 0.9 4.5 × 1010 6800 0.80

0.150 0 0.0 11.0 × 1010 2800 1.10

0.200 –28 –1.1 21.0 × 1010 1440 1.20
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Fig. 7. (a) Dependences of the energies of quantum sub-
bands and (b) electron concentrations in quantum subbands
on the dimensions of the quantum wire Lx and Ly . F stands
for the Fermi level EF, (1) corresponds to E1, (2) corre-
sponds to E2, and (3) corresponds to E3.
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Fig. 8. Conductivities G(V) (in units of 2e2/h) as a function of the voltage applied to the forming auxiliary electrode for two whiskers
containing a quantum wire and the derivatives of these conductivities.
Figure 8 shows the dependence of the conductivity
on the voltage at the field electrode G(V) = n(2e2/h)
measured in quanta of the one-dimensional conductiv-
ity (n is the number of quanta) for two quantum-wire
samples. In the G(V) curves, we clearly see several first
steps (Figs. 8a, 8b) for each of the samples. Figure 8b
shows the dependence corresponding to the highest
attained accuracy of measurements of the potential
relaxation U(t). Due to the insufficient accuracy (Fig. 8a),
the first step is barely resolved and the G(V) curve is
distorted for large values of the conductivity quanta.
The analysis of the corresponding derivatives shows
that the G(V) curves have a more complicated structure
than n(2e2/h). This circumstance can be related either to
the processes of quantum interference between whis-
kers connected to a node or to the effects of fractional
quantization [2].

4. CONCLUSIONS

Thus, in the MCT–electrolyte system, structures can
be fabricated exhibiting quantum properties both of
two- and one-dimensional electron gas at room temper-
ature if both the electrolyte and polarization conditions
are chosen properly. Processes of self-organization can
play an important role in the preparation of such struc-
tures. Our results show that low-dimensional quantum
structures can be fabricated in semiconductor–electro-
lyte systems, using the field effect in the electrolyte
both as the forming factor and as a method of in situ
quality monitoring.
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Abstract—The effect of a resonance laser pulse on the quantum dynamics of electrons in a system of three
semiconductor boxlike quantum dots is theoretically analyzed. It is shown that, in an asymmetric structure, the
electron transfer between the two outer dots can be described in terms of a two-level scheme with diagonal tran-
sitions. The energies of the operating electron levels and the matrix elements for the corresponding electron
transitions are found in the high-barrier approximation. The parameters of the laser pulse corresponding to the
highest probability of resonance electron transitions between the ground states of two quantum dots are deter-
mined. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In [1] the dynamics of electrons in a semiconductor
structure consisting of two similar quantum dots (QDs)
under the action of a resonant laser field was consid-
ered. It was shown that the parameters of the laser pulse
could be chosen so that the probability of electron
transfer from one dot to the other is unity. Until now,
however, the fabrication of two identical QDs has been
practically impossible. The most “natural” source of
errors in the production of such structures is the fact
that it is difficult to control the heterolayer thickness
with an accuracy exceeding several atomic layers.
Accordingly, the QDs forming the potential in the
direction of the structure growth may differ in width.
The effect of the QD width on electron dynamics was
studied analytically in [2]. According to the calcula-
tions, the probability of electron transfer between the
ground states of two dots with different widths is
always smaller than unity. Apart from purely techno-
logical problems, a substantial limitation on the param-
eters of the nanostructure is imposed by the mechanism
of electron transport in delocalized states correspond-
ing to the level in the vicinity of the edge of the barrier.

In this study, we suggest a mechanism of electron
transport in a three-dot structure (between two outer
dots) under the action of two resonance pulses. The
main difference between this mechanism and the mech-
anisms considered in [1, 2] is that the electron transfer
can be described in terms of diagonal transitions using
only localized states. This possibility allows one to
avoid a number of technical difficulties encountered in
the previous approaches. Our aim is to choose the
parameters of the system so that the electron that is ini-
tially localized in the ground state of one operating dot
can pass to one of the excited levels of the central dot
and then to the ground state of the other operating dot
1063-7826/04/3811- $26.00 © 21340
in a time that is short compared to the characteristic
relaxation times. As in the case considered in [2], we
assume the simplest nanostructure geometry with a
boxlike shape of the dots. This model allows us to cal-
culate the electron spectrum near the bottom of the con-
duction band, to find the matrix elements of transitions
between the states of interest, and to obtain the time
dependence of occupancies of these states. The analysis
of the results obtained indicates that the probability of
electron transitions between the ground states of the
outer dots is close to unity and its deviation from unity
is primarily due to the detuning of the field frequency
from the transition frequency.

2. ELECTRON ENERGY SPECTRUM 
IN AN ASYMMETRIC STRUCTURE 

OF THREE QUANTUM DOTS

Let us consider a structure consisting of three QDs
(A1, A2, and C) separated by the potential barriers B1
and B2 and connected via electron tunneling in the x
direction (Fig. 1). We assume that there exist two deep
levels localized in the outer dots and a level in the cen-
tral (buffer) dot. Let us take the structure size to be L
along both y and z directions. The dots are surrounded
by a barrier that has a finite height U along the x direc-
tion and is infinite in the y and z directions. We assume
that the outer dots are formed from semiconductors
with identical band gaps and the conduction-band off-
sets between the central and outer dots are V < U. The
thicknesses of the QDs (as well as those of the barriers)

in the x direction can be different,  = a + δa and  =
b + δb. Then, without loss of generality, we set δa < 0
and, for the sake of simplicity, consider the electron
effective mass m* to be the same in the QDs and in the
barriers.

ã b̃
004 MAIK “Nauka/Interperiodica”
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In this model, the time-independent Schrödinger
equation admits the separation of variables. The elec-
tron wave function has the form

(1)

where n2 ≥ 1 and n3 ≥ 1 are integers. The energy eigen-
values measured from the bottom of the outer well are
equal to

(2)

The value of εx can be determined from the dispersion
relation that follows from the continuity condition for
both the wave function Ψ(x), which is a solution to the
one-dimensional Schrödinger equation with the poten-
tial U(x) (see Fig. 2), and its derivative.

We now consider the subband corresponding to n2 = 1
and n3 = 1. Let us take the quantity "2π2/m*L2 as the
new reference energy; then, ε = εx. We are interested in
states with energies εx ! U. In this approximation, we
find that the energies of the operating levels are

(3)

(4)
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Fig. 1. A model of the nanostructure consisting of three
quantum dots (A1, A2, and C) separated by barriers B1 and

B2 of thicknesses b and , respectively. The origin of coor-
dinates is at the center of dot C. The quantum dot A1 occu-
pies the space region –(c/2 + a +b) < x < –(c/2 + b), |y|, |z| <
L/2; the dot A2, c/2 +  < x < c/2 +  + , |y|, |z| < L/2; and
the dot C, –c/2 < x < c/2, |y|, |z| < L/2. The electron potential
energy U(r) = 0 for r ∈  A1, 2; U(r) = V for r ∈  C; U(r) = U

for r ∈  B1, 2 and for x < –(c/2 + a + b), x > c/2 +  + , |y|,
|z| < L/2; and U(r) = +∞ at |y|, |z| > L/2.
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As a transport level, we choose the first excited
level, whose wave function has a maximum in the cen-
tral dot. Setting

we find the energy of the transport level in the form

(5)

We calculated the energies ε1, ε2, and ε3 for a nano-
structure with the parameters a = 20 nm, b = 3 nm, c =
60 nm, δa = –1 nm, δb = 0, U = 1 eV, V = 0.045 eV, and
m* = 0.067m0, where m0 is the free-electron mass.
Using formulas (3) and (5), we obtain ε1 = 0.0118, ε2 =
0.0132, and ε3 = 0.0465 eV. Simulation shows that ε1
and ε2 differ from the exact values by approximately
1% and the expression for ε3 is valid with an accuracy
of 0.01%. Indeed, since ξc ≈ 3ξa, the approximation of
high barriers performs better for the deeper central
well. The wave functions Ψ1(x), Ψ2(x), and Ψ3(x)
closely resemble the wave functions of the lower level
in the corresponding isolated wells and are localized in
the dots A1, A2, and C, respectively.

3. MATRIX ELEMENTS FOR OPTICAL DIPOLE 
TRANSITIONS AND THE PROBABILITY 
OF ELECTRON TRANSFER BETWEEN 

QUANTUM DOTS

Let us consider an electron that is initially localized
on the lower level of the dot A1. What will happen if we
apply an external electric field with frequency Ωm1 that

ξc 2m*c2 U V–( )/"2( )1/2
 @ 1,=

ε3 V U V–( )π
2

ξc
2

----- 1
2 b b̃+( )rc/c[ ]sinh

rc brc/c( ) b̃rc/c( )sinhsinh
-------------------------------------------------------------–

 
 
 

,+≈

rc ξc
2 π2– .=

U

A1 A2

U(x)

C
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ε1 V

ε3

ε2Ω32Ω31

–(a + c/2 + b) –(c/2 + b) c/2 + b
~

a + c/2 + b
~~0

Fig. 2. Energy levels of the nanostructure consisting of three
quantum dots (A1, A2, and C); ε1 and ε2 are the energy lev-
els of the states localized in the outer dots and ε3 is the trans-
port level; U is the height of the energy barrier surrounding
the dots; V is the conduction-band offset for the dots C, A1,
and A2; and Ω31 and Ω32 are the transition frequencies.
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is close to the frequency of transition between this state
and one of the excited ones? If the matrix element of the
electron–field interaction for these two states is non-
zero, then electron transitions between them are
induced. In the dipole approximation, the interaction
with the field is characterized by the matrix element of
the dipole transition between levels i and j,

(6)

where e is the elementary charge.
Generally, the time dependence of the occupancy

pi(t) = |Ψi(r, t)|2 of level i is oscillatory. Using the reso-
nance approximation, we can obtain the functions pi(t)
in explicit form for a two-level system. The behavior of
the occupancy of the ith level in the vicinity of the max-

imum  is of practical interest; we associate this
maximum with the probability of electron transfer to
the ith state.

In the energy diagram of the structure shown in
Fig. 2, each operating state is mainly localized in one of
the outer dots. The transfer itself occurs in two stages
(two-level scheme, Rabi transitions). This process
requires two laser pulses with frequencies correspond-
ing to the frequencies of the diagonal electron transi-
tions |1〉   |3〉  and |3〉   |2〉:

The laser field whose strength varies with time as

generates two successive π pulses with the durations T1
and T2, respectively, where

Here, Θ(x) is the theta function, δi is the detuning of the
ith pulse frequency from the transition frequency, and

The occupancies of the operating levels depend on time as

(7)
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the frequencies of the electron transitions between the
dots have the form

The probability of electron transfer between the two
outer dots can be expressed as

(8)

Assuming that the field is polarized along the x axis
(i.e., E1, 2 = Eex), we calculate |λ1|:

(9)

Here, the numerical factor γ depends on the parameters
of the structure. A similar expression can also be
obtained for |λ2|. Formula (9) clearly illustrates the fea-
tures of diagonal transitions. For fairly wide barriers,
we have

where λ0 corresponds to the transition |1〉   |2〉  in an
infinitely deep one-dimensional rectangular quantum
well. For b @ c/rc, the transitions are almost suppressed.

The smallness of the factor  indicates that
there is no resonance between the outer wells for the
energy ε3 = ε1 + "Ω31 = ε2 + "Ω32.

Let us estimate the value of  using the parame-
ters mentioned in Section 2 and setting δi = 109 s–1. For-
mula (9) yields |λ1| ≈ 16.2 × 109 s–1 and |λ2| ≈ 6.5 ×
109 s–1 for E = 500 V/cm and γ ≈ 8. Thus, T = T1 + T2 ≈
0.3 ns and  = 0.993. The quantities λi should sat-
isfy the inequalities

where ε4 is the energy of the level that is closest to the
transport level. The first inequality indicates that no
transitions from the transport state to the higher part of
the spectrum are induced, and the second inequality is
the condition for applicability of the two-level scheme
(indeed, if |λi| ≥ (ε2 – ε1)/", then the transition is a sin-
gle-stage process). These conditions are satisfied for
|λi| ≤ 1011 s–1.
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4. DISCUSSION

In [2] the probability of electron transfer between
the ground states of two QDs with nearly the same sizes
is shown to depend on the difference in their geometri-
cal parameters. This probability is close to unity if the
widths of the quantum wells in the tunneling direction
differ by no more than a few percent. Such a mecha-
nism of electron transfer is complicated, since the num-
ber of conditions that should be imposed on the system
parameters affecting the transfer probability is large.
Therefore, the electron transport mechanism itself
should be simplified. The feasibility of such a simplifi-
cation is related to the above method of dividing a com-
plex single-stage process into two simpler ones, where
the diagonal transitions occur independently and are
characterized by different sets of parameters. We see
that the asymmetry does not adversely affect the trans-
fer probability. At the same time, the presence of asym-
metry is necessary for the parameters of electron tran-
sitions to differ from each other. Accordingly, the
requirements for the fabrication technology may be
considerably relaxed. The fact that one of the localized
levels is used as a transport level makes this mechanism
more stable with respect to electron excitations to the
continuous spectrum. Note that precise synchronization
of two successive pulses is a necessary condition for the
realization of this mechanism.

The lifetime of an electron in an excited state is
mostly limited by the time of electron–phonon relax-
ation. The contribution of other processes to the
destruction of the wave-function coherence is much
weaker. The main mechanism that is responsible for
electron relaxation in QDs is the interaction with longi-
tudinal acoustic (LA) phonons [3]. The probability of
transitions involving phonon emission or absorption
can be significantly decreased by an appropriate choice
of the parameters of the structure. Specifically, the
parameters should be taken so that the minimal differ-
ence between the energy levels satisfies the inequality
3"2π2/2m*L2 > εcrit, where εcrit ≈ 3π"v s/2a is the maxi-
mum energy of acoustic phonons and v s is the velocity
of sound (we assume that a, c < L). Therefore, the linear
size L of the structure should satisfy the inequality L <

Lcrit ≈ ; then the relaxation probability
decreases as L8 [3]. For conventional materials, setting

π"a/m*v s
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a ≈ 20–30 nm, we obtain εcrit ≈ 0.5–1 meV and Lcrit ≈
150 nm. In this case, the time of electron–phonon relax-
ation time τph ranges from 10–6 to 10–7 s and, obviously,
T ! τph. With a further decrease in a, the relaxation rate
increases due to the stronger interaction between elec-
trons and interface (IF) phonons [4].

5. CONCLUSIONS
The coherent evolution of an electron in a structure

consisting of three quantum dots in a resonance electric
field was studied. It was shown that dot-to-dot electron
transfer can be described in terms of a two-level model
with diagonal transitions. The probability of transfer is
close to unity if the detuning δi from the resonance is
appreciably smaller than the matrix elements of elec-
tron–field interaction λi. In addition, by appropriately
choosing the parameters of the structure, one can
almost entirely prevent the electron from leaving the
structure and exclude the hybridization of closely
spaced energy levels and electron–phonon relaxation.
Such a transfer scheme can be used in the design of
quantum computers, in which the information is
encoded in electron orbital states, as well as for some
versions of solid-state NMR quantum computers [5, 6].
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Abstract—The effect of adsorption of the donor and acceptor molecules on the spectra of photoluminescence
and electron spin resonance (ESR) of microporous silicon is studied. It is found that photoluminescence of
microporous silicon is quenched, the photoluminescence peak shifts to shorter wavelengths, and the intensity
of the ESR signal increases after adsorption of molecules of nitrogen dioxide and pyridine. The results obtained
are interpreted using a model of radiative excitonic recombination in porous silicon that takes into account the
formation of both the charged (NO2)– and (C5H5N)+ complexes and defects (e.g., dangling bonds at the silicon
surface) at the surface of silicon nanocrystals. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The discovery of intense luminescence of porous
silicon (por-Si) in the visible region of the spectrum at
room temperature [1] provided a powerful stimulus to
the studies of optical, electrical, and structural proper-
ties of this material [2–4], which includes a variety of
nanocrystals with sizes ranging from several nanome-
ters to hundreds of nanometers [4]. However, the pres-
ence of an extremely large specific surface that is very
sensitive to the effects of a surrounding medium ham-
pers the use of por-Si in light-emitting diodes. This evi-
dent drawback (from the viewpoint of optoelectronics)
is compensated by new prospects for using por-Si
nanocrystals for the development of the next generation
of gas sensors based on this material [5].

In the literature there is now extensive data from
research into the effect of dielectric media on the opti-
cal and electrical properties of por-Si [6–9]. A partially
or completely reversible quenching of photolumines-
cence (PL) and an increase in the electrical conductiv-
ity were observed in por-Si immersed in spirits or
exposed to the vapors of various liquids whose dielec-
tric constants varied within a wide range [6–9]. In order
to interpret the results obtained, several models were
used. These models implied a modification of defects
on the surface of silicon nanocrystals [6], variations in
the coverage of the por-Si surface with molecules as the
gaseous medium in the por-Si pores was changed [7],
and a decrease in the binding energy of excitons (con-
sequently, a decrease in the exciton concentration at a
given temperature) with increasing permittivity of the
medium that surrounds the nanocrystals [8, 9].
1063-7826/04/3811- $26.00 © 21344
At the same time, the effect of molecules adsorbed
in the form of charge-transfer complexes on optoelec-
tronic characteristics of nanocrystals in por-Si layers
has been inadequately studied. In addition, the initial
por-Si samples in a number of cases exhibited different
degrees of oxidation [8, 10, 11], which significantly
influences the effect of these molecules on the physical
properties of por-Si and makes it difficult to analyze
and compare the available published data.

Therefore, the objective of this study was to gain
insight into the effect of adsorption of the donor and
acceptor molecules (pyridine C5H5N and nitrogen diox-
ide NO2, respectively) on PL and paramagnetic centers
(defects) in microporous silicon. The surface composi-
tion of silicon nanocrystals in the por-Si layers was
determined using infrared (IR) spectroscopy.

2. EXPERIMENTAL
We used por-Si layers formed on the substrates of

single-crystal silicon (c-Si) with p-type conductivity,
(100) orientation, and resistivity ρ = 12 Ω cm. The
por-Si layers were obtained by electrochemical etching
of c-Si in an electrolyte based on hydrofluoric acid and
ethanol (proportion of 1 : 1) at a current density of
50 mA/cm2. The por-Si thickness was measured using
an optical microscope and was equal to 38 µm. The
porosity was evaluated gravimetrically and amounted
to ~70%. In order to remove the loosely bonded mole-
cules from the por-Si surface before measurements, we
kept the samples in vacuum (at a residual pressure of
P = 10–6 Torr) for 24 h.

We obtained nitrogen dioxide using the following
chemical reaction: Cu (copper chips) + 4HNO3 =
004 MAIK “Nauka/Interperiodica”
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2NO2 (gas) + Cu(NO3)2 + 2H2O. In order to remove
water, the NO2 gas was passed through a flask filled
with a P2O5 desiccator. We used commercially pro-
duced extrapure pyridine.

The PL spectra of por-Si were measured at room
temperature using a computer-controlled setup. The PL
was excited by a nitrogen laser (wavelength λ =
337 nm, pulse duration τ = 10 ns, and energy density in
a pulse W = 0.2 mJ/cm2). The PL signal was detected
using a cooled Hamamatsu RS 632-01 photomultiplier.
All molecules were adsorbed from the gaseous phase
using a Varian oil-free vacuum system. The measured
PL spectra were corrected for the spectral sensitivity of
the experimental setup.

The concentration of paramagnetic centers was
determined from the measurements of the electron spin
resonance (ESR) using a PS 100.X spectrometer with
an operating frequency of 9.5 GHz and a sensitivity of
5 × 1010 spin/G. In order to calculate the g-factors and
defect concentrations, we used the reference samples
MgO with Mn++ ions and CuCl2 · 2H2O, respectively.

The por-Si surface composition was evaluated using
a Perkin Elmer RX I IR spectrometer with the inverse
Fourier transform (measurement range 6000–400 cm–1,
resolution 2 cm–1).

3. RESULTS

Let us first discuss the modification of the surface
bonds of silicon nanocrystals as a result of the adsorp-
tion of molecules. In Fig. 1, we show the spectral
dependences of the IR absorption coefficient α(ν)
determined from the transmission spectra using the for-
mula α(ν) = –d–1ln[T(ν)], where T(ν) is the transmis-
sion coefficient, d is the layer thickness, and ν is the
wave number. As can be seen from Fig. 1 (curve 1), the
surface of freshly prepared por-Si layers has a predom-
inantly hydrogen coating (bending vibrations of Si–Hx
with the band peaked at 660 cm–1, scissor vibrations of
Si–H2 at 910 cm–1, and stretching modes of Si–Hx (x =
1, 2, 3) at ν = 2070–2170 cm–1 [2]).

The oxidation of the surface of silicon nanocrystals
as a result of the adsorption of NO2 molecules is first
observed at gas pressure  > 0.1 Torr and increases
as the pressure of NO2 gas increases further. In the
spectrum shown in Fig. 1 (curve 2), the absorption band
corresponding to stretching Si–O–Si vibrations in the
range from 1050 to 1100 cm–1 corresponds to the oxide
[2]. In addition to the aforementioned absorption
bands, the IR absorption at ν = 1620–1680 cm–1 is also
observed in the por-Si films exposed to NO2 molecules
at high pressures. This observation indicates that Si–O–
N=O nitrites are formed at the por-Si surface [12].
Thus, the interaction of NO2 molecules with the surface
of silicon nanocrystals can be described by the follow-
ing reaction: NO2 + Si3–Si–H  SiOx + Si–O–N=O +
H2O, where 1 ≤ x ≤ 2.

PNO2
SEMICONDUCTORS      Vol. 38      No. 11      2004
In complete agreement with published data [13], the
adsorption of pyridine is not accompanied by the for-
mation of covalent chemical bonds with the adsorbent.
As can be seen from Fig. 1 (curve 3), only the bands
peaked at wave numbers of 1438 and 1588 cm–1 are
observed in the IR spectra. These bands correspond to
absorption by the C–H stretching vibrations of the
C5H5N molecules adsorbed in the neutral state [14].

In Fig. 2 we show the PL spectra of both the as-pre-
pared sample and por-Si in the NO2 medium under var-
ious pressures. The spectra are represented by broad
bands that result from the superposition of contribu-
tions of nanocrystals with different sizes [2]. The
quenching of PL is observed for all pressures of NO2
introduced into the vacuum cell with the sample (Fig. 2,
inset). The PL intensity IPL of por-Si in an NO2 atmo-
sphere at  = 10 Torr is at least 20 times lower than
that of as-prepared samples.

In addition, the adsorption of NO2 molecules causes
the PL spectral peak to shift to shorter wavelengths. For
example, the peak of the spectrum for por-Si in an NO2

atmosphere at  = 10 Torr is shifted by ∆λ = 50 nm
to shorter wavelengths with respect to its position for
the as-prepared sample (Fig. 2).

The PL quenching was partially reversible if the cell
was evacuated after the inlet of NO2. For example,
curve 4 in Fig. 2 illustrates a partial recovery of the PL
intensity after evacuation of the cell with samples
exposed previously to NO2 at  = 10 Torr.

The effect of the adsorption of pyridine on PL spec-
tra of por-Si at various pressures of C5H5N vapors is

PNO2

PNO2

PNO2
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α, cm–1

1000

0
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Fig. 1. Spectra of the coefficient of IR-radiation absorption
in por-Si (1) in vacuum at a residual pressure of 10–6 Torr
(as-prepared samples), (2) in an atmosphere of NO2 mole-
cules at a pressure of 10 Torr, and (3) in an atmosphere of
C5H5N molecules at a pressure of 2 Torr.
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illustrated in Fig. 3. A decrease in the value of IPL is
observed as a result of exposure to C5H5N molecules.
However, the degree of quenching is lower than in the
case of NO2 adsorption (Fig. 3, inset). For example, the
value of IPL for por-Si in an atmosphere of C5H5N at
vapor pressure  = 3.8 Torr is four times smaller
than that for the as-prepared sample.

In addition, as in the case of adsorption of NO2, the
interaction of C5H5N molecules with the por-Si surface
gives rise to a shift of the PL spectral peak to shorter
wavelengths. However, this shift is smaller than that
observed for NO2 adsorption. In particular, the PL spec-
tral peak of por-Si in a pyridine atmosphere at vapor
pressure  = 3.8 Torr is shifted by ∆λ = 20 nm to
shorter wavelengths with respect to that of the as-pre-
pared sample (Fig. 3).

The PL quenching was also partially reversible if the
inlet of C5H5N was followed by evacuation of the cell.
Curve 4 in Fig. 3 illustrates the partial recovery of the
PL intensity of por-Si in a cell evacuated after C5H5N
molecules were introduced at  = 3.8 Torr.

Note that the PL bands are narrowed as a result of
the interaction of molecules with the surface of silicon
nanocrystals (Figs. 2, 3).

It follows from the above data that the adsorption of
NO2 and C5H5N molecules leads to considerable varia-
tions in the PL parameters of por-Si. These variations
may be caused by changes in the mechanisms of both
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Fig. 2. Photoluminescence spectra of por-Si in vacuum and
under different pressures of NO2 ( ): (1) in vacuum

(10–6 Torr, as-prepared samples), (2) at  = 0.1 Torr,

(3) at  = 10 Torr, and (4) after evacuation of the cell

(to 10–6 Torr) following the introduction of NO2 at  =

10 Torr. Inset: dependence of the photoluminescence inten-
sity measured at the spectral peak on the NO2 gas pressure:

(1) as-prepared samples in vacuum (10–6 Torr) and (2) sam-
ples in an atmosphere of NO2.

PNO2

PNO2

PNO2

PNO2
radiative and nonradiative recombination of charge car-
riers. According to the published data [8], nonradiative
recombination occurs via defects at the surface of
nanocrystals in por-Si layers. Therefore, in order to
gain independent information about the effect of
adsorption on these defects, we performed a series of
measurements of ESR spectra for the por-Si samples.

In Fig. 4 we show the ESR spectra of por-Si before
and after adsorption of NO2 molecules. The values of
the most important parameters (calculated from the
ESR spectra) geff = 2.0064 ± 0.0005 and ∆H = 12 ± 0.5 G
indicate that the defects detected in our experiments are
the so-called Pb0 centers (dangling silicon bonds at the
Si/SiO2 interface [15]). The absence of a two-compo-
nent structure of the spectrum, which is characteristic
of this type of paramagnetic center, can be attributed to
the fact that the network of nanocrystals is more disor-
dered in microporous silicon than that in mesoporous
silicon [16]. As a result, the lines in the ESR spectrum
are broadened and only the envelope curve is detected
experimentally.

As the pressure of NO2 gas increases, the ESR sig-
nal intensity (IESR) increases (Fig. 4). The ESR spec-
trum of por-Si in the cell that is evacuated after the
introduction of nitrogen dioxide at  = 1 Torr is also
shown in Fig. 4. It can be seen that the ESR spectrum
hardly changes as a result of evacuation. The fact that
the variation in the ESR signal as a result of the intro-
duction of NO2 molecules was not affected by the sub-
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Fig. 3. Photoluminescence spectra of por-Si in vacuum and
at various C5H5N pressures ( ): (1) in vacuum

(10–6 Torr, as-prepared samples), (2) at  = 0.1 Torr,

(3) at  = 3.8 Torr, and (4) in a cell evacuated to

10–6 Torr after the introduction of C5H5N at  =

3.8 Torr. Inset: the dependence of the photoluminescence
intensity measured at the spectrum peak on the pressure of
C5H5N gas: (1) for as-prepared samples in vacuum (10–6 Torr)
and (2) for samples in an atmosphere of C5H5N.
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sequent evacuation was observed for all the used pres-
sures of NO2.

We also calculated the concentrations of defects Ns

in as-prepared por-Si and in por-Si exposed to NO2 gas
(Fig. 5). It follows from Fig. 5 that the concentration of
paramagnetic centers in por-Si exposed to NO2 (at

 = 10 Torr) is 30 times higher than that in as-pre-
pared por-Si.

An increase in the concentration of Pb0 centers as a
result of adsorption of C5H5N molecules is observed
(Fig. 6) as in the case of adsorption of NO2 molecules.
This effect of C5H5N adsorption was partially sup-
pressed if the cell was evacuated after the inlet of
C5H5N.

4. DISCUSSION

According to the model of recombination processes
in silicon nanocrystals that we developed previously
[8, 17], the PL in por-Si is caused by radiative excitonic
recombination in Si nanocrystals with various sizes.
Calculations [18] show that the existence of excitons at
room temperature in these systems is caused by high
exciton-binding energies Eexc (on the order of hundreds
of millielectronvolts). Nonradiative recombination
occurs at the surface defects. Thus, the PL spectrum
recorded at this temperature includes contributions of
nanocrystals with various sizes; the value of each con-
tribution is governed by the relation between the prob-
abilities of radiative and nonradiative recombination in
a nanocrystal.

Adsorption can affect both the radiative- and nonra-
diative-recombination channels. Kashkarov et al. [8]
suggested three mechanisms for this effect: (i) the for-
mation of surface defects that act as nonradiative-
recombination centers; (ii) the formation of charged
adsorption-related centers that destroy the excitons
with their electric fields; and (iii) the condensation of
the vapors of liquids (with high permittivities) in the
pores of the sample, which leads to a decrease in the
exciton-binding energy and, consequently, to a
decrease in the exciton concentration at a given temper-
ature. The above three mechanisms lead to PL quench-
ing in the course of adsorption.

Taking into account the above reasoning, we now
discuss the experimental data reported in this paper. We
assume that a decrease in the PL intensity as a result of
adsorption of the NO2 and C5H5N molecules at low
pressures (P = 10–2–10–1 Torr) is caused by the dissoci-
ation of excitons due to local electric fields of the Cou-
lomb (NO2)–δ, (NO2)–, (C5H5N)+δ, and (C5H5N)+ cen-
ters adsorbed at the por-Si surface. The superscript δ
denotes a partial charge transfer between the adsorbate
and adsorbent (0 < δ < 1). This type of adsorption is a
weak form of chemisorption that is partially reversible
at room temperature. The formation of the above com-

PNO2
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prepared samples), (2) at  = 1 Torr, (3) in a cell evac-

uated after the introduction of NO2 at  = 1 Torr, and
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(3) in a cell evacuated after the introduction of C5H5N mol-
ecules at the corresponding pressure.
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plexes is made possible because of the high electron
and hole affinity of the corresponding molecules [19].

If the NO2 and C5H5N molecules are adsorbed at
higher pressures (P > 0.1 Torr), two additional mecha-
nisms of PL quenching are conceivable as complemen-
tary to the formation of these complexes. Let us discuss
these mechanisms in more detail.

In the case of adsorption of NO2 molecules, the
defects of the Pb0 type centers are formed as a result of
oxidation of the por-Si surface. As is well known, these
centers play the role of nonradiative-recombination
centers in silicon. This process is irreversible in a
sequence that includes the introduction of molecules
and subsequent evacuation of the cell. It is worth noting
that an increase in the concentration of paramagnetic
centers as a result of adsorption of the NO2 molecules
cannot be attributed to a change in the charge state of
the Pb0 centers that already exist. Indeed, the defects in
por-Si formed on a p-type substrate can exist in both the
neutral form (Pb0) and as centers that are positively
charged as a result of the capture of the charge carriers,

i.e., holes ( ). Among all the possible charge states

of the silicon dangling bonds (Pb0, , and ), only
the neutral defects Pb0 are paramagnetic (and, therefore,
detectable by ESR). Consequently, an additional nega-
tive charge at the surface of nanocrystals as a result of

the formation of the  complexes can only increase
the number of free holes in a nanocrystal and, thus,

increase the number of  centers. This circumstance
should lead to a decrease in the ESR signal, which is
inconsistent with experimental data (Fig. 4).

The above increase in the concentration of Pb0 cen-
ters in por-Si exposed to pyridine vapors (Fig. 6) is
apparently not related to the formation of new defects.
However, this increase can be completely attributed to
the appearance of a positive charge at the surface of
nanocrystals. Indeed, the charged (C5H5N)+δ and
(C5H5N)+ complexes formed as a result of adsorption
donate electrons to the por-Si layers (electrons are the
minority charge carriers before adsorption). Thus, neu-

tral defects are charged negatively ( ) as a result of
capturing the electrons, whereas positively charged
defects become neutral. An increase in Ns in the pyri-
dine atmosphere (Fig. 6) indicates that the following
reaction is prevalent:

 + e–  Pb0.

Another additional mechanism of PL quenching at
high pressures of gaseous media is in effect when pores
in the samples are filled with dielectric liquid as a result
of pyridine condensation. The instant of time corre-
sponding to the onset of condensation of C5H5N mole-
cules was determined from an increase in the coeffi-
cient of reflection of the beam of a He–Ne laser from

Pb0
+

Pb0
+ Pb0

–

NO2
–

Pb0
+

Pb0
–

Pb0
+

the por-Si surface. The dielectric constant of C5H5N is
ε = 12.3, which somewhat exceeds the corresponding
value for silicon (εSi = 11.8). Consequently, according
to [18], the value of Eexc decreases, which leads to ther-
mal decomposition of some excitons and, as a result, to
a decrease in the PL intensity.

The shift of the PL spectrum to shorter wavelengths
for por-Si in the NO2 atmosphere (Fig. 2) can be attrib-
uted to a decrease in size of the silicon nanocrystals as
a result of oxidation. The “blue” shift of the PL spec-
trum of por-Si in the C5H5N atmosphere (Fig. 3) is
apparently caused by the fact that, as a result of the
dielectric effect, the value of Eexc decreases to a greater
extent for large nanocrystals, whose emission contrib-
utes to the long-wavelength PL.

The observed shift of the PL spectral peak to shorter
wavelengths may also be caused by the fact that the
relaxation time of nonequilibrium charge carriers
decreases (accordingly, the nonradiative-recombina-
tion rate increases) predominantly for large-sized
nanocrystals, which contribute to the PL spectrum in
the low-energy region [17]. Indeed, due to the low PL
efficiency in the samples under study, the relation
between the characteristic times of the radiative- and
nonradiative-recombination processes can evidently be
written as τr > τnr . This relation becomes stronger
(τr @ τnr) if we consider large nanocrystals, for which
τr is longer [20].

Finally, we believe that the general narrowing of the
por-Si PL spectra as a result of adsorption of NO2 and
C5H5N molecules can be accounted for in the following
way. The destructive effect of the fields of the formed
Coulomb (NO2)– and (C5H5N)+ centers is most signifi-
cant for nanocrystals with the smallest sizes (r); the
electric-field strength is largest (E ∝  1/r2) for these
nanocrystals. At the same time, the exciton-binding
energy decreases as the size of nanocrystals increases
[18]. Thus, symmetric quenching of the entire PL band
is apparently caused by a decrease in the exciton con-
centration both in small-sized nanocrystals (due to the
greater strength of the Coulomb field) and in larger
nanocrystals (due to lower exciton-binding energies).

5. CONCLUSIONS

We studied the effect of adsorption of the acceptor
and donor molecules of pyridine and nitrogen dioxide
at the por-Si surface on the recombination characteris-
tics of silicon nanocrystals in por-Si layers and on para-
magnetic centers at the surface of these nanocrystals.

We suggest the following major mechanisms of PL
quenching in the material under consideration.

(i) The formation of Coulomb (NO2)– and (C5H5N)+

centers at the por-Si surface (P = 10–2–10–1 Torr); the
strong electric fields of these centers destroy the exci-
tons in nanocrystals.

(ii) The formation of Pb0 centers as a result of
adsorption of NO2 (P > 0.1 Torr) with the subsequent
SEMICONDUCTORS      Vol. 38      No. 11      2004
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oxidation of the por-Si layers. The free charge carriers
that are generated as a result of dissociation of excitons
can effectively recombine nonradiatively at defects,
which causes the value of IPL to decrease.

(iii) The filling of the pores with a dielectric liquid
in a C5H5N atmosphere (at P > 1 Torr) as a consequence
of the condensation of pyridine in the pores of the sam-
ples. This process causes the value of Eexc to decrease
and, as a consequence, leads to thermal dissociation of
excitons at a given temperature.
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Abstract—Optical characteristics of a double vertical-cavity surface-emitting laser using the lattice nonlinear-
ity of a GaAs/AlGaAs structure for emission in the mid-IR region are analyzed in detail. The conditions for
continuous-wave lasing with a power of ~0.1 mW at 13 µm at a pump current density of 5 kA/cm2 are deter-
mined. © 2004 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Radiation sources operating at the mid-infrared (IR)
region (from 3 to 30 µm) are of great interest for mon-
itoring the environment and for various military and
medical applications. To date, significant progress has
been made in covering this region using so-called quan-
tum-cascade lasers (QCLs) [1–3]. Considering all their
parameters, such lasers have no competitors among
semiconductor lasers. However, it is well known that
QCLs have active regions that are complex in design;
they include hundreds of quantum-confinement layers
and requires that the wave functions of carriers be
matched in the adjacent layers. Presently, the fabrica-
tion of such lasers can be afforded by only a few scien-
tific centers. This circumstance is one of the driving
forces behind the search for new principles that could
be used in developing devices emitting in the mid- and
far-IR regions. In this context, the principle of nonlin-
ear frequency conversion through either the lattice [4]
or the electron [5] nonlinearity in quantum wells has
been considered. This concept implies that the desired
optical emission arises as a result of the nonlinear mix-
ing of two simultaneously generated waves of higher
frequencies (for example, in the near-IR region). Fur-
thermore, it is assumed that the nonlinear conversion
yielding the difference frequency is performed in an
external unit, while the initial modes should be formed
in a coupled-cavity laser [6].

We believe that the use of the lattice nonlinearity of
a GaAs/AlGaAs structure [4] for the implementation of
three-wave nonlinear mixing of two high-frequency
oscillations in the laser cavity and emission at the dif-
ference frequency [4] is more promising. It is well
known that the amplitude value of an electric field in
the laser cavity can be as high as 104–105 V/cm, and the
elements of the nonlinear susceptibility tensor in such
structures are about 10–8 cm/V. Under these conditions,
1063-7826/04/3811- $26.00 © 21350
the nonlinear polarization in the bulk of the cavity
appears to be sufficiently high to ensure a reasonable
lasing power in the mid-IR region. However, in stripe
lasers that emit through the end face [4], one of the
main obstacles to optimal performance is the difficulty
in ensuring the phase-matching conditions for the non-
linear-polarization wave at the difference frequency
and the waveguide mode at the same frequency.
Recently, we proposed a new laser in which this princi-
ple is realized in a vertical-cavity structure [7]. Since
the length of the vertical cavity considered in [7] does
not exceed the coherence length lc = π/∆k (∆k is the dif-
ference between the wave numbers of the nonlinear
polarization wave and the waveguide mode at the dif-
ference frequency), it is not necessary to provide for the
phase-matching conditions for these waves. The
desired effect can be obtained by an appreciable
increase in the amplitudes of high-frequency waves,
which serve as the sources of nonlinear polarization
due to the high Q factor of a vertical cavity with Bragg
mirrors having a reflection coefficient of ~0.995. It
should be noted that a vertical-cavity surface-emitting
laser was described, in which the lattice nonlinearity of
a GaAs/AlGaAs structure is used for the second har-
monic generation in the visible range (0.5 µm) [8].

In this study, we performed a detailed numerical
analysis of the characteristics of optical radiation
resulting from nonlinear conversion in a double verti-
cal-cavity surface-emitting laser, which was proposed
by us for the first time in [9]. One of the cavities is tuned
to high-frequency oscillations and the other cavity is
tuned to the difference harmonic. According to our cal-
culations, such a structure makes it possible to signifi-
cantly increase both the nonlinear polarization and the
stored energy at the difference frequency in the mid-IR
region. As a result, the power density of the desired
004 MAIK “Nauka/Interperiodica”
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radiation significantly increases (by approximately a
factor of 100 compared with the laser described in [7]).

THE LASER MODEL

A schematic diagram of the structure of a double
vertical-cavity surface-emitting laser is shown in Fig. 1.
Two quantum-confinement InxGa1 – xAs/GaAs active
layers responsible for near infrared lasing at λ1, 2
(~1 µm) are separated by an Al0.2Ga0.8As layer. The
thickness of the latter is about a quarter of λm, which is
the mean value of λ1, 2 (taking into account the refrac-
tive index). In this case, the longitudinal distribution of
field in the active regions is such that the antinodes of
one of the high-frequency modes fall close to the nodes
of the other mode. As a result, the influence of each
active layer on the field amplified in the neighboring
active layer decreases. The nonlinear three-wave mix-
ing with the generation of the difference mode with λr
occurs mainly in the intermediate Al0.2Ga0.8As layers,
which are referred to as the nonlinear conversion lay-
ers. We propose using two sets of Bragg reflectors com-
posed of alternating quarter-wave GaAs/AlAs layers.
One of these sets (the first, for definiteness) limits the
vertical cavity, which is tuned to the waves with the
wavelengths λ1, 2; i.e., these waves belong to the neigh-
boring longitudinal modes of this cavity. The Bragg
mirrors from the second set are tuned to reflect the dif-
ference wave and are transparent at the wavelengths
λ1, 2. Thus, the laser structure is formed by two vertical
cavities one of which is enclosed by the other. The
internal cavity ensures the lasing conditions in the near-
IR region. The external cavity, when it is precisely
tuned to the wavelength λr , considerably amplifies the
field at the difference frequency in the region of its
interaction with the nonlinear polarization at this fre-
quency. In this case, as analysis shows, the conversion
efficiency increases significantly and, therefore, the
power density of the mid-IR radiation increases as well.
The additional (tuning) AlAs layers, adjoining from
inside the Bragg reflectors of the second set, ensure
accurate tuning of the resonant frequency of the exter-
nal cavity to the difference frequency.

It is well known that the Drude absorption by free
charge carriers is one of the main reasons for high non-
resonant losses of optical radiation in the mid-IR
region. Therefore, in order to increase the Q factor of
the cavity tuned to the wavelength λr , we propose to use
undoped layers in all Bragg reflectors. Current pump-
ing can be provided by heavily doped contact p- and
n-type layers located in the cavities. Along with a
decrease in the optical losses, the method proposed is
likely to reduce the series resistance and, therefore, the
structure heating. The current and the optical fields in
the transverse section of the laser are limited by oxide
(AlO) apertures (windows). Preliminary analysis
shows that a reasonable value of power in the mid-IR
region is attained only when the diameter of the oxide
SEMICONDUCTORS      Vol. 38      No. 11      2004
windows considerably exceeds the wavelength at the
difference frequency. Therefore, the approximation of
plane uniform waves propagating in the vertical direc-
tion (across the layers) can serve as a first approxima-
tion for the analysis of the electrodynamic characteris-
tics of lasing.

Figure 2 shows the distribution of the electric field
amplitudes (E) in the mid-IR region (curve 1) and one
of the high-frequency eigenmodes (curve 2) along the
z direction, which is perpendicular to the structure lay-
ers. The corresponding eigenvalues are λr and λ1. Curve 3
characterizes the change in the thickness W of the lay-
ers forming the laser structure. The inset shows the
same dependences for the central part of the structure
on an enlarged scale. The calculation was carried out
for λ1 = 0.96 µm and λ2 = 1.037 µm, which corresponds
to the difference wavelength λr = 12.86 µm. The upper
and the lower mirrors contain equal numbers of periods
and, in the case under study, consist of 32 (set 1) and 11
(set 2) pairs of layers. Either 3λ1/n(λ1) or 2.5λ2/n(λ2) fit

Tuning layer

Oxide aperture
Active aperture
Oxide aperture

Tuning layer

Substrate

Top Bragg mirror (set 2)

Top Bragg mirror (set 1)
p-contact
Non-linear conversion

layers
n-contact

Bottom Bragg mirror
(set 1)

Bottom Bragg mirror
(set 2)

Fig. 1. Schematic of the laser structure.

1.0

0.8

0.6

0.4

0
–20 –10 0 10 20 z, µm

E, arb. units; W, µm
Set 2

3

1.2

0.2
Set 1

1

0.4

0.2

0
–1 0 1

1
2

3

Fig. 2. Absolute values of the cavity eigenfunctions for
(1) the difference wave and (2) one of the near-IR waves
along with (3) the layer thickness vs. the longitudinal coor-
dinate z. Inset: the same for the central part of the structure
on an enlarged scale.
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into the length of the internal cavity, i.e., between the
Bragg reflectors from set 1. In other words, the waves
with wavelengths λ1 and λ2 are formed by the neighbor-
ing longitudinal modes of this cavity. As is evident, the
external cavity has a length of 2.5λr with regard to the
refractive index n. It can be seen that the thickness W of
the layers forming the external cavity is 1 µm. Since the
drive current does not pass through these mirrors, the
epitaxial growth used for their production can be
replaced by deposition as an alternative method. If the
deposition technique is used, the GaAs/AlAs pair can
be replaced by another pair of materials that are trans-
parent in the mid-IR range under consideration. All the
conclusions of the analysis carried out below remain
qualitatively valid.

MATHEMATICAL BACKGROUND

The structure of the nonlinear permittivity tensor for
zinc blende–type crystals is such that the nonlinear
mixing of waves running in the crystal-growth direction
is possible if the substrate orientation differs from the
(100) plane. Recently, frequency doubling was success-
fully realized in a vertical-cavity surface-emitting laser
grown on an inclined (311)-oriented substrate [8].
Therefore, for definiteness, we assume that the double
vertical-cavity surface-emitting laser under study is
also grown on a GaAs(311) substrate.

It can be shown that the module of the second-order
nonlinear polarization related to the interaction
between waves with amplitudes E(1), E(2) and wave-
lengths λ1, λ2 is equal to 3 = 2χε0d14E(1)E(2). Here,
d14 is the element of the nonlinear susceptibility tensor,

χ = 27/(11 ) ≈ 0.523, and ε0 is the permittivity of
free space.

Writing the high-frequency electric fields as func-
tions of the longitudinal coordinate in the form E(1, 2) =

22
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z, µm
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1
2

3

Fig. 3. Distributions of (1) nonlinear polarization, (2) its
envelope, and (3) the cavity mode at the difference fre-
quency over the cavity length. Dotted lines mark the inter-
nal boundaries of the Bragg mirrors (set 1).
ψ1, 2(z), where  are the amplitude values in
the corresponding active layers, and using the theory of
external excitation of cavities [10], we obtain the fol-
lowing expression for the power density at λr:

(1)

Here, nr , αr , and er = Er /Ersurf are the refractive index,
the damping constant, and the amplitude of the differ-
ence eigenmode normalized to the electric field of this
wave at the emitting surface, respectively; ρ0 = 120π is
the wave impedance of free space. The integration is
carried out over the entire length of the structure l. Note
that the expression in the denominator of the fraction in
square brackets describes the normalized total power of
the eigenmode losses due to the damping of field in the
material of the cavity and the radiative losses. The
amplitude of the difference eigenmode is normalized to
the power of the eigenmode radiative losses.

The power density of the difference wave is con-
trolled to a great extent by the overlap integral of the
normalized nonlinear polarization ψ1(z)ψ2(z) and the
cavity eigenmode er(z). Figure 3 shows the behavior of
these values for the central part of the laser. The
abscissa axis begins from the middle of the lower active
layer. It can be seen that the nonlinear polarization
(curve 1) contains a fast oscillating component, which
excites waves at the sum frequency, and the envelope,
which is responsible for the formation of the differ-
ence wave. The envelope of the nonlinear polarization
(curve 2), which is obtained by filtering out the fast
oscillating component, is of greatest interest. The anal-
ysis of these curves suggests the following. First, the
polarization envelope is an odd function and, at given
laser parameters, its peak values lie close to the posi-
tions of the internal boundaries of the Bragg reflectors
from the first set. Therefore, the cavity eigenmodes at
the difference frequency must also be odd, i.e., have a
node at z = 0, which is evidenced by curve 3. The eigen-
modes with λr that feature an antinode in the vicinity of
z = 0 correspond to an external cavity of a size that is a
multiple of an even number of half-waves, and they are
not excited by the polarization wave specified. Second,
the nonlinear polarization at the difference frequency
exists only within the region that does not exceed the
polarization wavelength. Therefore, it is not necessary
to provide for the phase-matching conditions for the
polarization wave and the cavity eigenmode at the dif-
ference frequency.
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The amplitudes of the fields in the active layers are
related to the laser parameters via the rate equation for
the carrier concentration (see, e.g., [11]):

(2)

Here, J is the drive current density; e is the elementary
charge; h is Planck’s constant;  and g( ) =
g0ln( /N0) are the threshold carrier concentration
and the gain factor in the ith layer, respectively; fi = c/λi;
c is the speed of light; na is the refraction index of the
active layer; τN is the nonradiative recombination life-
time; B and C are the radiative and Auger recombina-
tion coefficients, respectively; and N0 is the transpar-
ency carrier concentration. Remaining within the above
one-dimensional approximation, we assume the drive
current density in Eq. (2) to be independent of the coor-
dinates in the planes of the active layers and disregard
the diffusion of carriers over these planes.

Introducing the normalized values  = /N0 and
 = g( )/g0 of the squared amplitudes of fields in

the active layers, we obtain

(3)

where D = 2hcN0ρ0/(g0τN), γ = BN0τN, δ = C τN, and

 is the threshold current in the ith active layer.

The normalized gain factors  at the lasing
threshold for λ1, 2 were determined, as usual, from the
condition for balance between the gain and the total
loss due to both the wave attenuation in the cavity bulk
and the escape through the interface with the environ-
ment. We also assume that the frequency dependence of
the gain factor in the ith active layer can be represented
as a Lorentzian:

where Gi0 is the maximum gain factor and ∆λgi is the
gain bandwidth.

Bearing in mind the relation between the electric
field and the power of radiation at the interface with the
environment, we obtain the following expression for
the power density of the high-frequency lasing modes:

(4)
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In expression (4), D' = hcN0/(g0τN) and 
is the ratio of the electric field amplitudes at the emit-
ting interface and in the ith active layer.

THE RESULTS OF CALCULATIONS
Table 1 lists the parameters of the laser structure that

were used in the calculations. As was mentioned above,
the power density at the difference frequency in many
respects depends on the radiative losses in the laser
structure. The wave damping in the doped layers at
near-IR frequencies determines the required value of
the gain factor in the active regions and, therefore, the
threshold current for lasing at λ1, 2. In turn, the power
density of the electric fields that give rise to the nonlin-
ear polarization depends on the excess of the working
current over its threshold value (see Eq. (2)). At the
same time, it follows from Eq. (1) that losses at the dif-
ference frequency directly affect the intensity of the
radiation formed as a result of nonlinear conversion.
The damping constants for waves in the doped layers of
the laser structure are listed in Table 2. As the main
mechanism responsible for the attenuation in the n-type
layers, we considered the free carrier absorption and
used the results reported in the reviews of Blakemore
[12] and Adachi [13]. Note the fairly high value of the
damping constant at the difference frequency in the
n-doped contact layer. This result accounts for the fact
that, at a given doping level, the wavelength of the
reflectance plasma edge is ~9 µm; i.e., the difference
frequency is lower than the plasma frequency.

It is well known that, along with the free-carrier
absorption, the intersubband absorption scattering in
the valence band of p-doped layers may also play a sig-
nificant role. However, it is difficult to estimate this
contribution theoretically. Hence, the estimations for

esurf
i( ) E= surf

i( )
/E0

i( )

Table 1.  Parameters of the structure

Parameter Value

Mean wavelength λm, µm 1

Active layer thickness da, µm 0.03

The refractive index of the
active layers na

3.6

Contact layer thickness dc, µm 0.03

The element of nonlinear
susceptibility tensor d14, cm/V

1.7 × 10–8 (GaAs [8])
0.39 × 10–8 (AlAs [8])

Carrier lifetime τN , ns 5 [11]

Gain factor g0, cm–1 2000 [11]

Transparency concentration N0, cm–3 1.5 × 1018 [11]

Radiative recombination
coefficient B, cm3/s

10–10 [11]

Auger recombination
coefficient C, cm6/s

3.5 × 10–30 [11]

Amplification band width ∆λg, µm 0.1



1354 MOROZOV et al.
p-type layers were obtained by processing the experi-
mental data of [14–16].

Figure 4 shows the power density of radiation at the
difference frequency in the mid-IR region (curve 1) and
the modes with frequencies in the near-IR region
(curves 2, 3) versus the drive-current density. The cal-
culations were performed for a laser with an internal
cavity limited by the Bragg reflectors consisting of
32 pairs of layers. The external cavity, which is tuned to
the difference frequency, contains 11 pairs of layers. As
one would expect, the dependence of the intensity of
radiation due to the nonlinear conversion appears to be
square. At the given laser parameters, the power density
at the difference frequency is lower than that of the
high-frequency modes by a factor of about 2000; it is
equal to ~10–3 µW/µm2 at a drive-current density of
5 kA/cm2.

It is of interest to analyze the dependence of the
power density of radiation in the mid-IR region on the
parameters of the laser under study, in particular, on the
reflection coefficient of the Bragg mirrors forming the
external cavity. This dependence is illustrated by Fig. 5.
It can be seen that, with an increase in the number of
pairs of the layers M2 forming the mirrors, the radiation
power first increases, then the dependence levels off,

Table 2.  Absorption factors of the structure in the near-IR
region (α1.2) and the mid-IR region (αr)

Layer
Carrier

concentration,
1018 cm–3

α1.2,
cm–1

αr ,
cm–1

p-GaAs (contact) 10 120 5400

p-Al0.2Ga0.8As (nonlin-
ear conversion layer)

1 15 460

n-GaAs (contact) 10 60 33000

n-Al0.2Ga0.8As (layer of 
nonlinear conversion)

1 5 500

4

3

2

1

0 1 2 3 4 5 6 7
J, kA/cm2

P/S, µW/µm2

1

2

3

Fig. 4. Intensity of radiation P/S in the (1) middle and
(2, 3) near-IR regions vs. the drive current density. For curve
1, the data on the ordinate axis are scaled up by 2 × 103 times.
and finally decreases. (The optimum number of periods
for the GaAs/AlAs pair is M2 = 11.) This behavior can
be attributed to the double effect of the increase in the
power density of the difference mode with increasing
reflection coefficient of mirrors limiting the external
cavity. At first, when the losses in the cavity material
are low, an increase in the electric field at the difference
frequency in the region of interaction with the nonlin-
ear polarization (i.e., in the central part adjacent to the
active layers) enhances the interaction and, conse-
quently, increases the output power in the mid-IR
region. As the amplitude of the difference wave
increases, the role of the damping in the cavity material
becomes significant. Recall that these losses are pro-
portional to the squared amplitude or, in other words, to
the energy density (see expression (1)). As a result, the
output power at the difference frequency decreases.
Note that, in the limiting case when the external cavity is
absent (i.e., M2 = 0), the laser structure studied here can
be described by the model considered in [7], which
assumed that the standing wave of nonlinear polarization
gives rise to a running wave at the difference frequency.

For the chosen value M2 = 11, we analyzed the
power of radiation in the mid-IR region as a function of
the reflection coefficient of the mirrors forming the
internal cavity (Fig. 6). Since these mirrors are trans-
parent for radiation at the difference frequency and are
used in the cavities tuned to this frequency, the number
of their periods M1 can vary discretely with a step for
which the external-cavity length varies by λr with
regard to the refractive index. The reason for the latter
fact is as follows. As was mentioned above, the spatial
distribution of nonlinear polarization in this laser is
such that the difference mode is generated only if an
odd number of half waves λr fits in the cavity length.
The squares in Fig. 6 show the values of M1 which sat-
isfy this condition. Thus, for 19, 32, and 45 periods in
each reflector of the first set, the length of the external
cavity amounts to 3, 5, and 7 half-waves, respectively;
and this sequence can be continued. The analysis of this

10

8

6

4

0 2 4 6 8 10 12 14
M2

Pr/S, 10–4 µW/µm2

16 18 20

2

Fig. 5. Power density of radiation at the difference fre-
quency vs. the number of pairs of layers in the mirrors of the
external cavity. The internal cavity is limited by reflectors
consisting of 32 pairs of layers.
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dependence suggests that, as M1 grows, the mid-IR
power at the output aperture first sharply increases and
then levels off. This behavior is caused by the initial
rapid increase in the amplitudes of the optical fields
with wavelengths λ1, 2 and their subsequent falloff (due
to the fact that the losses related to the emission of these
waves from the cavity become much lower than the
damping in the cavity itself).

CONCLUSIONS

A model of a vertical-cavity laser operating in the
mid-IR region is proposed on the basis of the principle
of nonlinear frequency conversion.

The validity of the plane-wave approximation is
substantiated, and the electrodynamic problem for
eigenvalues in the complex region is solved in this
approximation, which enables the geometrical and
electrical laser parameters to be determined.

The profile of the second-order nonlinear polariza-
tion in the structure is calculated. It is demonstrated that
there is no need to match the phase velocities of the
polarization wave and the cavity eigenmode at the dif-
ference frequency.

The behavior of a double vertical cavity pumped by
a nonlinear polarization wave at the difference fre-
quency in the mid-IR region is analyzed. It is shown
that the power density in this region is the quadratic
function of the pump and attains 10–3 µW/µm2 (which
corresponds to the power ~100 µW for the aperture
350 µm) at a drive current density of ~5 kA/cm2.

The intensity of lasing in the mid–IR region is stud-
ied as a function of the structure parameters.

It is established that an increase in the reflectivity of
the Bragg mirrors that form the external cavity subse-
quently leads to the growth, saturation, and drop of the
output power. For the damping constant typical of a
cavity with built-in current contacts, we estimate the

14

12

10

8

0
20 30 40 50

M1

Pr/S, 10–4 µW/µm2

60

6

4

2

Fig. 6. Intensity of lasing in the mid-IR region vs. the reflec-
tivity of the mirrors of the internal cavity.
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optimal number of periods in the mirrors as 11 if the
periods consist of GaAs/AlAs layers.

The effect of the number of the pairs of layers M1
comprising the internal cavity on the power density of
the difference mode is also calculated. The value of M1
is allowed to vary with a step corresponding to a change
in the external cavity length by λr , taking into account
the refractive index. An increase in the reflection coef-
ficient of the mirrors of the internal cavity is shown to
result in the initial rapid growth and the following satu-
ration of the mid-IR radiation intensity. At the given
parameters of the laser structure, the optimal number
of M1 is 45.
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Abstract—We studied light-emitting diodes (LEDs) based on GaSb–GaInAsSb–GaAlAsSb heterostructures
with the emission due to electron transitions from the conduction band to levels of intrinsic double-charged
acceptors. Parallelepiped-shaped LEDs with a round or gridlike contact on the surface of the epitaxial layer
were studied experimentally and theoretically. The relations describing the current spreading from round and
grid contacts are presented. It is shown that grid contacts, in contrast to round ones, provide a uniform distribu-
tion of current over the emitting layer. The current density under a grid contact is smaller than under a round
one by a factor of 20, which is especially important for long-wavelength (λ * 2 µm) LEDs, in which the con-
tribution of the nonradiative Auger recombination is significant. An emission power of 3.5 mW at 300 mA cur-
rent is obtained from grid-contact LEDs. © 2004 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

As shown in our earlier study [1], light-emitting
diodes (LEDs) in which the emitting layer is close to
the external surface carrying the ohmic contact are lia-
ble to an undesirable physical effect: the emission is
concentrated under the contact, which, when the cur-
rent increases, leads to a considerable decrease in the
differential efficiency and to a high current density
under contact. The latter circumstance causes a
decrease in the length of the superlinear portion in the
light–current characteristic with small currents. The
contribution of nonradiative Auger recombination
becomes significant even with a small current, because
the density of nonequilibrium carriers increases. The
emission efficiency decreases. In the subsequent study
[2], we examined LEDs with a developed light-emitting
outer surface, which ensured that the emission within
the crystal was omnidirectional. It was shown that the
external quantum yield of emission increases as the
ratio between the area of light-emitting chip and its vol-
ume increases. This means that it is desirable that the
LED chip be thin. The theoretical relations obtained
showed the possibility of total extraction of the emitted
light from the chip if the chip thickness is reduced. This
effect is ensured by multipass propagation of light and
its reemission and low nonphotoactive absorption.

The reduction of the thickness of the chip to
~100 µm as a method for the production of high-effi-
ciency LEDs for the near-IR range has long been in use
[3, 4]. Recently, the thickness of the chip was further
reduced by nearly two orders of magnitude [5, 6], and
problems arose related to insufficient current spreading
under the ohmic contacts. The concentration of current
under the contact is especially undesirable in LEDs for
the mid-IR spectral range, because the contribution of
1063-7826/04/3811- $26.00 © 21356
nonradiative Auger recombination is large, and the
emitted light is strongly absorbed by free carriers. An
increase in the carrier density related to the concentra-
tion of current compounds these undesirable effects.

The goal of the present study was to reduce the con-
centration of emitted light under the contact in mid-IR
LEDs by fabricating grid ohmic contacts, and to inves-
tigate the spreading of current from these contacts over
a thin semiconductor layer.

2. EXPERIMENTAL PROCEDURE

The LED structures under study were fabricated by
liquid-phase epitaxy on (100) n-GaSb substrates that
were 400 µm thick. The substrates were doped with Te
to an electron density of 8 × 1017 cm–3. At the first stage,
an active undoped layer with a composition similar to
GaSb was grown from a standard melt with 0.03% In
added. The In doping reduced the layer bandgap by
only 1 meV. This layer had p-type conduction because
some Ga atoms occupied Sb. The thickness of the layer
was 2 µm. A 3.5-µm-thick p-GaAl0.34SbAs confining
layer with a wider bandgap was then grown; it was
doped with Ge to a hole density of 1 × 1018 cm–3. On
top, a 0.5-µm-thick p-GaSb contact layer was grown,
heavily doped with Ge to a hole density of 8 × 1019 cm–3.

For experimental studies, a wafer with epitaxial lay-
ers was cut into several parts, and LED structures with
metal contacts of different shape and size were fabri-
cated by contact photolithography (Fig. 1).

The first type of semiconductor LED structures was
conventional. After polishing, the thickness of the
structure was 300 µm. Contacts of 100 µm in diameter
were formed on the side of the epitaxial layer, i.e., on
the p region, by successive deposition of Cr, Au + Ge
004 MAIK “Nauka/Interperiodica”



        

PROPERTIES OF GaSb-BASED LEDS WITH GRID OHMIC CONTACTS 1357

                                                                  
alloy, and Au in a VUP-4 vacuum installation. On the
substrate side, i.e., on the n region, Cr, Au + Te, and Au
were deposited. Then the contact layers were fired-in
for 1 min at a temperature of 250°C. After that, a pattern
in the form of squares with 475 µm sides and a step of
500 µm was formed by photolithography to divide the
structure into separate chips. At the next stage, mesas of
300 µm in diameter and 10 µm in height were formed
at the square centers, so that the previously fired-in con-
tacts of 100 µm in diameter were in the center of the
mesa. After the LED crystal was cleaved into separate
chips, each chip was mounted, substrate down, in a
TO-18 LED case with a planar table.

In order to compare LEDs of conventional configu-
ration (Fig. 1a), chips with gridlike contacts were fabri-
cated from the same LED structure (Figs. 1b, 1c). The
width of stripes was 25 µm; the step, 150 µm. The LED
structure was preliminarily thinned to a thickness of
270 µm by chemical etching of the substrate. Grid con-
tact layers were deposited both on the epitaxial layer
(p region) and on the substrate (n region) sides: (Cr,
Au + Ge, and Au) and (Cr, Au + Te, and Au), respec-

(a)

(b)

(c)

Fig. 1. Three types of LED crystals: (a) with round contacts
and the light-emitting region in the front-face mesa struc-
ture, (b) with grid contacts and the light-emitting region in
the front-face position, and (c) with grid contacts and the
light-emitting region near the crystal holder.
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tively. After the deposition, the grid contacts were fired-
in for 1 min at a temperature of 250°C. A pattern in the
form of squares with a 500-µm step and 25-µm-wide
separating stripes was then formed by photolithography
to divide the structure into separate chips. After the
structure was cleaved, each chip was mounted in a
TO-18 LED case with a planar table. Some of the chips
were mounted with the substrate down; others, with the
epitaxial side down (Figs. 1b and 1c, respectively).

The emission spectra and far-field pattern were stud-
ied at room temperature with currents in the range 10–
300 mA. To reduce heating, the LEDs were cooled with
a domestic fan. The spectra were recorded with an
MDR-2 diffraction monochromator, which was cali-
brated in emission power units per unit wavelength,
mW µm–1. To calculate the total emission power, spec-
tra were recorded in two orientations: normal to the
p−n junction plane and parallel to it, but normal to one
of the crystal faces. In the calculation of the total emis-
sion power, the power in the parallel direction was dou-
bled, which corresponds exactly to the far-field pattern
of parallelepiped-shaped LEDs.

3. EXPERIMENTAL RESULTS

LEDs with round and grid contacts differ in their
fundamental parameters: emission spectra, far-field
patterns, and light–current characteristics (Figs. 2–6).

3.1. Emission Spectra

First, we will discuss type-I LEDs with a round con-
tact on the epitaxial outer side and a uniform contact on
the substrate soldered to the sample holder. The emis-
sion spectrum recorded in the direction normal to the
p−n junction plane exhibits two bands with peak wave-
lengths of 1.76 µm (photon energy 0.705 eV) and
1.9 µm (0.65 eV) and FWHM of 0.14 and 0.17 µm,

2.5

Intensity, mW/µm

2.0

1.5

1.0

0.5

0
2.42.22.01.81.61.4

Wavelength, µm

1

2

Fig. 2. Emission spectra of a round-contact LED at current
75 mA, measured in two directions: (1) normal to the front
face and (2) normal to the lateral face.
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respectively (Fig. 2, curve 1). The integrated power of
the short-wavelength band is 20% higher than that of
the long-wavelength one. In the p–n junction plane,
only the long-wavelength band is observed (Fig. 2,
curve 2). Its integrated power nearly equals the power
of the long-wavelength band recorded in the direction
normal to the p–n junction plane, and the width is 20%
larger.

Type-II LEDs, which have grid contacts and the epi-
taxial side facing outwards, demonstrate very similar
emission spectra (Fig. 3). For these LEDs, the power of
the short-wavelength and long-wavelength bands is
nearly the same for emission normal to the p–n junction

1.6
Intensity, mW/µm

1.4

1.2

1.0

0.8

0
2.42.22.01.81.61.4

Wavelength, µm

1

2

0.6

0.4

0.2

Fig. 3. Emission spectra of a grid-contact LED, with the
emitting region in the front-face position, measured in two
directions: (1) normal to the front face and (2) normal to the
lateral face.
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Fig. 5. Far-field pattern for three types of LEDs: (1) with
round contacts, (2) with grid contacts and the light-emitting
region in the front-face position, and (3) with grid contacts
and the light-emitting region near the crystal holder.
plane, whereas the power of the long-wavelength band
for the in-plane emission is ~15% higher.

Type-III LEDs, with grid contacts, emit only in the
long-wavelength band (Fig. 4). The emission power in
the normal direction (Fig. 4, curve 1) is 25% higher
than the power of emission in the p–n junction plane
(Fig. 4, curve 2). For both directions of emission,
FWHM is 0.2 µm.

3.2. Far-Field Pattern

Each type of LED demonstrates its own far-field
pattern of emission (Fig. 5). The emission of type-I
LEDs, with a round contact on the outer p surface, is the

1.4
Intensity, mW/µm

1.2

1.0

0.8

0.6

0
2.42.22.01.81.61.4

Wavelength, µm

1

2

0.4

0.2

Fig. 4. Emission spectra of a grid-contact LED, with the
light-emitting region near the crystal holder, measured in
two directions: (1) normal to the front face and (2) normal
to the lateral face.
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Fig. 6. Light–current characteristics for three types of
LEDs: (1) with round contacts, (2) with grid contacts and
the light-emitting region in the front-face position, and
(3) with grid contacts and the light-emitting region near the
crystal holder.
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strongest in the direction normal to the p–n junction
plane (Fig. 5, curve 1), although, strictly speaking, a
slight dip is often observed in this direction, as can be
seen in Fig. 5. As the angle θ of deviation from the nor-
mal direction increases, the emission intensity first
increases by 5%, and at the deviation angles θ > 20° it
decreases smoothly; at θ = 80° it is about 30–35% of
the zero-angle value. At deviation angles θ > 90°, the
emission intensity sharply decreases, which is typical
of all LED types, because of shading by the sample
holder.

Type-II LEDs demonstrate much a stronger dip in
the far-field pattern at a zero angle (Fig. 5, curve 2). At
first, the emission intensity increases by 23% as the
angle increases to 30°; then, at θ = 80°, it decreases to
50–60% of its zero-angle value.

Type-III LEDs with grid contacts demonstrate an
even stronger zero-angle dip in the far-field pattern
(Fig. 5, curve 3). As the angle increases, the intensity
first rises smoothly; at θ = 40° it becomes 35% higher than
the zero-angle value, and then it smoothly decreases, so
that at θ = 80° it is 80% of the zero-angle value.

3.3. Quantum Efficiency

In the LEDs under study, the dependence of the
emission power P on current I is nonlinear (Fig. 6). It is
superlinear at small currents of up to 10 mA in type-I
diodes (Fig. 6, curve 1) and up to 75 mA in type-II and
type-III diodes (Fig. 6, curves 2, 3); at higher currents,
it is sublinear.

The almost total absence of the superlinear portion
in LEDs with a small-area round contact on the outer
p surface has been observed in [1]. It was explained by
the weak spreading of current under this contact over
the p surface and the concentration of current under the
contact. The density of nonequilibrium carriers under
the contact and near it is sufficient for the saturation of
deep recombination centers, which do not produce
emission even at small currents (<10 mA). Such a
strong concentration of current does not occur in the
case of grid contacts.

In terms of emission power, type-II and type-III
LEDs are more efficient than type I at currents >90 and
>190 mA, respectively (Fig. 6). The emission power of
type-I LEDs does not exceed 2 mW at any current (see
Fig. 6 and the table), whereas the emission power of
type-II and type-III LEDs at a current of 300 mA is as
high as 3.5 and 2.5 mW, respectively.

The integral external quantum yield of photons ηe at
75 mA, when heating by current and current concentra-
tion under the contact are insignificant, is the highest in
type-I LEDs (~2%, see table), because nonemitting
deep levels are saturated at this current, whereas in
LEDs of other types they are not saturated. However,
the maximum differential external quantum yield of
photons in type II (ηed = 3.5%) is higher than in type I,
where it reaches 2.5%. In this respect, type-III LEDs
SEMICONDUCTORS      Vol. 38      No. 11      2004
are inferior (2.2%) to other types, because the light-
emitting region lies at a considerable distance from the
outer face. The current at which ηed is the highest is
20 mA in type-I and 100 mA in type-II and type-III LEDs.

In type I, the integral external quantum efficiency
of emission reaches its maximum, ηem = 2.2%, at cur-
rent Iopt = 40 mA (see table). In type II, ηem = 2.4%,
i.e., higher than in type-I diodes at higher current
(Iopt = 180 mA), and in type-III LEDs ηem = 1.7% at
Iopt = 225 mA.

Thus, LEDs with grid contacts can work at higher cur-
rents and demonstrate higher external quantum efficiency
and emission power than LEDs with round contacts.

However, to obtain the quantitative relationships
between the LED parameters and the configuration of
contacts, a theoretical examination of the current
spreading is necessary. The spreading depends on a
variety of parameters, including the conductivity and
thickness of the epitaxial layers, the mechanisms of
recombination of nonequilibrium carriers, and the
shape and size of ohmic contacts. The chosen parame-
ters must provide the desired spectra, a high quantum
efficiency of emission, and a fast speed of operation,
among other things.

4. THEORETICAL EXAMINATION 
OF CURRENT SPREADING

The current spreading from ohmic contacts is fol-
lowed by ohmic voltage drop over the area of the
p−n structure that is not covered by the contact and a
gradual decrease in current because of the electron–
hole recombination. The spreading current becomes
zero at the boundary of the p–n structure that is the far-
thest from the contact. In the LEDs under study, the
voltage drop occurs mainly in the p region, because it is
considerably thinner than the n region, and its conduc-
tivity is lower. Therefore, we disregard the resistance of
the n region. First, we consider the current spreading in
a thin p region of LEDs with a round contact, and then
with the grid contact.

4.1. Round Contact

Let a round ohmic contact of the radius rc be located
on the surface of a round p region of the radius rs. Let σ
be the conductivity of the p region, and a, the p-layer
thickness. The variation of current I and voltage V

LED parameters

LED
type

P, mW
(I = 300 mA)

ηe, %
(I = 75 mA)

ηed,
%

ηem,
%

Iopt,
mA

I 2.0 1.94 2.5 2.2 40

II 3.5 1.91 3.2 2.4 180

III 2.5 1.34 2.2 1.7 225
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along the radius r, starting from the central point, are
described by the relations

(1)

(2)

where J0 is the density of the saturation current corre-
sponding to the operative recombination mechanism,
which is characterized by the coefficient β; kT, the ther-
mal energy of an elementary particle; and e, the ele-
mentary charge.

To simplify the solution of the system of equations (1)
and (2), we neglect the unity in Eq. (1), assuming that
eV @ kT in LEDs operating under forward bias.
To make Eqs. (1) and (2) dimensionless, we make the
substitutions

and denote

where Vc is the voltage across the p–n junction under
the contact, and Ic the current concentrated under the
contact. Then Eqs. (1) and (2) take the form

(3)

(4)

Now we make the substitution xdy/dx = u in Eq. (4) and
obtain

(5)

We then differentiate Eq. (5) and substitute it into (3),
which is thereby transformed into the following dimen-
sionless equation

(6)

The differentiation of (6) and the necessary transfor-
mations lead us to an equation for u:

(7)

The spreading current I = –2πIσu, which is dependent
on x, is easily calculated from u.

The value of u at x = 1 yields the total spreading cur-
rent I0. We limit our consideration to calculating the
total spreading current I0. By substituting u(x) = η(ξ)

dI
dr
----- J0 eeV /βkT 1–( )2πr,–=

dV
dr
-------

I
σa2πr
----------------,–=

y e
V Vc–( )
βkT

--------------------, x r/rc= =

Iσ
βkT

e
----------σa, Ic πrc

2J0e
eVc/βkT

,= =

dI
dx
------ 2Icxey,–=

I 2πIσx
dy
dx
------.–=

I 2πIσu.–=

du
dx
------

Ic

πIσ
--------xey.=

x
d2u

dx2
-------- 1 u+( )du

dx
------– 0.=
and ξ = lnx, Eq. (7) is transformed into an equation with
constant coefficients:

(8)
The solution to a similar equation can be found in

the handbook [7, p. 500]. Equation (8) is integrated ter-
mwise, and a first-order equation with separable vari-
ables is obtained:

(9)

where C is the integration constant.
Equation (9) can be written in the former variables,

u and x:

(10)

Using (5) and (6) with x = 1, Eq. (10) gives a formula
that relates Ic, I0, and C:

(11)

Separating variables in (10) and integrating with
respect to u from –I0/2πIσ to 0 and with respect to x
from 1 to xs, we obtain expressions that relate I0 and C:

(12)

The relations (11) and (12) allow the calculation of
currents in the area that is free of the contact and under
the contact, I0 and Ic, corresponding to the same value
of C. Setting different C values, we can obtain the
dependence of I0 on Ic. Curve 1 in Fig. 7a shows the
thus obtained dependence of I0 on the total current in
the LED, IΣ = I0 + Ic, for the LED under study with Iσ =
2.5 mA and xs = 3. As can be seen, the dependence is
sublinear beginning with a zero current. Curves 1 in
Figs. 7b and 7c, respectively, show the dependences of
the current under the contact Jc and of the ratio s0 = I0/Ic
on IΣ. The superlinearity of the dependence Ic(IΣ) is
noticeable, as is the sharp decrease in I0/Ic at currents
<100 mA. At IΣ > 180 mA, I0 < Ic.

The limiting relations for the spreading current have
the form

(13)

(14)

η'' 2η'– ηη '– 0.=

η' 2η 1
2
---η2 C,+ +=

x
du
dx
------ 1

2
---u2 2u C.+ +=

Ic

I0
2

8πIσ
----------- I0– πIσC.+=

I0 2πIσ=

×

xs
4 2C– 1–( )2C

× 1

xs
4 2C– 2 4 2C–+( ) 2 4 2C––( )–

------------------------------------------------------------------------------------------- at C 2,<

2 xs/ 1 xsln+( ) at Cln 2,=

2 2C 4––

× 2

2C 4–
--------------------arctan

2C 4–
2

-------------------- xsln– 
  at Ctan 2.>















I0 sIc at IΣ 8πIσ s 1+( )s 2– ,<≈

I0 8πIσIc at IΣ 8πIσ s 1+( )s 2– ,>≈
SEMICONDUCTORS      Vol. 38      No. 11      2004



PROPERTIES OF GaSb-BASED LEDS WITH GRID OHMIC CONTACTS 1361
where s =  – 1 is the ratio between the area free of
contact to that under the contact. It can be seen from
(13) and (14) that the dependence I0(Ic) is linear at small
currents and of square-root type at high currents. In the
structures under study, the transition from a linear to a
square-root dependence occurs at the total current IΣ =
9 mA.

4.2. Grid Contacts

The contact grid divides the p surface into separate
cells. First, we will consider the current spreading
within a single cell; then, we will summarize over all
the cells. To deal with a one-dimensional problem, we
assume that the free-of-contact p surface of a cell is not
square, but round with the same area. This substitution
of shape introduces no significant error but allows us to
use the solution obtained for a round contact. We place
the point of origin at the center of a cell. The equivalent
radius of the free-of-contact p surface of a cell is rc =

(b – δ)/ , where b is the step of the contact grid and
δ, the width of stripes. The dimensionless radius is
expressed by the same formula as that used for a round
contact, x = r/rc. Since the inverse geometrical situation
is considered in the case of a grid contact, the directions
of current spreading and the x axis are the opposite, and
the current I in Eqs. (1) and (2) and the spreading cur-
rent will have the same absolute value, but with oppo-
site signs. Applying the boundary conditions at x = 0,
where u = 0 and u' = 0, to Eq. (10), we obtain C = 0. For
C = 0, the spreading current at x = 1 is easily calculated
from (10). For the case of a grid contact, Eq. (6) can be
represented as

(15)

where s = (b – δ)2b–1(2b – δ)–1 is the ratio between the
free-of-contact and under-contact areas of the p sur-
face, and Ic1 is the recombination current under the con-
tact within a cell. It is taken into account that the
spreading current in a cell I01 is the current I in Eq. (5)
at x =1, with the opposite sign. Now Eq. (10) gives the
dependence of I01 on Ic1:

(16)

The desired dependence of the total spreading cur-
rent I0 on the current under contact Ic is related to the
number of cells m = Sk/b2 (where Sk is the total area of
the p surface) by

(17)

The limiting formulas for the spreading current in
the case of grid contacts have the form

xs
2

π

du
dx
------

sIc1

πIσ
---------xey,=

I01 4πIσ –1 1
sIc1

2πIσ
-----------++ 

  .=

I0 4πIσm –1 1
sIc

2πIσm
----------------++ 

  .=
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(18)

(19)

It can be seen from (18) and (19) that the general form
of the relations describing the spreading of current
under the contact in a grid-contact LED is similar to
that in a round-contact LED. The difference is that the
transition from linear to square-root behavior occurs at
much higher currents. In the structure under study with
s = 2.27, m =11, and Iσ = 2.5 mA, this transition occurs
at a total current of 1300 mA. As can be seen in Fig. 7a,
in a grid-contact LED the dependence of I0 on IΣ
remains nearly linear up to a total current of 1300 mA,
whereas in the case of a round contact this becomes a
root dependence at currents that are 100 times smaller.
The current density under a grid contact is 20 times
smaller than under a round one (Fig. 7b). Grid contacts
can provide a reasonably uniform distribution of current
over the emitting layer, and the internal quantum yield of
photons is the highest for a given narrow-gap layer.

Now we will calculate the voltage variation over the
layer, which is less than or approximately equal to kT/e
with a uniform distribution of current and much larger
with a nonuniform distribution. In the case of a grid
contact, this can be done easily, because C = 0. After the

I0 sIc at IΣ 8πmIσ 1 2s 1–+( ),<≈

I0 8πIcIσsm at IΣ 8πmIσ 1 2s 1–+( ).>≈
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I0, mA
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200

0

(a)

1

2

10000

Jc, A/cm2

8000

6000

0

(b) 1

2

8

I0/Ic

6

4

0

(c)

1
2

4000

2000

2

200 400 600 800 1000
IΣ, mA

Fig. 7. Theoretical dependences of (a) current in the free-of-
contact area I0, (b) current density under the contact Jc, and
(c) the ratio of currents in the free-of-contact area and under
the contact I0/Ic on the total current IΣ. (1) Round-contact
and (2) grid-contact LED.
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substitution x = udx/dy in the left-hand part of (10), it
takes the form

(20)

Integrating (20) with respect to y and u in the range of
their spatial variation from the origin of coordinates to
the contact, we calculate the desired variation of dimen-
sionless voltage over the spreading layer:

(21)

where u0 = u(x = 1).
Since u0 = 4 at the boundary between the square-

root and linear portions of the dependence I0(Ic), at this
boundary ∆y = –2ln2 in accordance with (21); i.e., the
magnitude of voltage variation over the layer is
~1.4βkT/e. In this case, the density of the recombina-
tion current changes by a factor of 4, i.e., twice that of
the average value, in other words, insignificantly. Since
u0 < 4 at the linear portion, the recombination current
density in the layer varies less than twice that of its
average value. At the square-root portion, the variation
is much stronger, so the distribution of current cannot
be regarded as uniform.

A similar dependence is obtained for the case of a
round contact, but the distribution of the recombination
current can be regarded as uniform for a current that is
100 times smaller than that for a grid contact.

Note also that, in the case of grid contacts, I0 > Ic
for currents up to IΣ = 1300 mA or higher, whereas
for round contacts I0 > Ic for IΣ < 200 mA. Therefore,
the emission is shaded by grid contacts less than by
round ones.

5. INTERNAL QUANTUM YIELD OF PHOTONS

The emission through the front face contains a com-
ponent with a spectrum similar to the original spectrum
of the active region. To select this component, we use
the fact that the second component is similar to the
emission through the lateral faces. As we have shown
in [2], with isotropic emission in the crystal these com-
ponents differ in the external quantum yield of photons
by a factor equal to the ratio of the free-of-contact areas
of the facets. The isotropy of emission in the LEDs
under study is maintained by the roughness of the pol-
ished surface of the substrate and by the etching
grooves from which the emitted light is reflected dif-
fusely. In the case of grid contacts, the ratio between the
free areas of the front and the lateral faces is given by

(22)

where L is the step of the separating grid and H, the
crystal thickness.

dy
2du
u 4+
------------.=

∆y– 2 1
u0

4
-----+ 

  ,ln=

s f
Ls

H s 1+( )
---------------------,=
The external quantum yield of photons through a
single lateral face is conveniently determined from the
angle θmax in the far-field pattern, which corresponds to
the maximum intensity of the photon flux. Also, it must
be taken into account that the emission intensity in the
p–n junction plane is doubled due to the reflection from
the crystal holder. With regard to these factors, we
obtain a simple relation which determines the ratio
between the internal quantum yields of the short- and
long-wavelength emission, ηs and ηl:

(23)

where ks is the fraction of the short-wavelength photons
emitted from the crystal in the direction normal to the
front face. For type-II LEDs at ks = 0.5, sf = 1.16, and
θmax = 30°, we obtain ηs = 3ηl; i.e., the internal quantum
yield for the short-wavelength photons is threefold
larger than for the long-wavelength ones. We believe
that the undistorted emission spectrum from the nar-
row-gap layer contains a single band with a small
shoulder at the position of the long-wavelength band.
The value of ηs is easily determined from the external
yield of the short-wavelength photons ηes, because ηes
is only affected by the coefficient of the emergence of
emission from the crystal and by the shading from con-
tacts, and not by the nonphotoactive absorption in the
crystal, which can be expressed by the relation

(24)

where n is the refractive index.
In type-II LEDs at 75 mA current, ηes = 0.424%, and

s0 = 2, we obtain ηs = 37.5%; in this case, ηl = 12.5%.
Now it is convenient to use Eq. (4) from our study

[2] for the external quantum yield of the long-wave-
length photons, ηe, which is totally applicable to type-
III LEDs, to determine the coefficient of nonphotoac-
tive absorption in the crystal, αd. Preliminarily, the
effective absorption coefficient in the crystal, which
characterizes the emergence of emitted light from the
crystal, must be calculated using relation (6) from [2]:

(25)

where S is the free-of-contact area of the crystal surface
and V is the crystal volume. For type-III LEDs, αe =
1.13 cm–1.

Relation (4) for ηe from [2], resolved with respect to
the nonphotoactive absorption coefficient αd, has the
form

(26)

For type-III LEDs at ηe = 1.34% and 75 mA current, we
obtain αd = 16 cm–1. The fact that αd is an order of mag-

η s

η l

-----
ks

1 ks– 0.5s f θmaxtan–
--------------------------------------------------,=

η s

1 ηes+

1 s0/ s0 1+( )n n 1+( )2ηes+
-----------------------------------------------------------------,=

α e
S

Vn n 1+( )2
--------------------------,=

αd α e

η l

ηe 1 η s–( )
------------------------ 1– .=
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nitude greater than αe stresses the importance of non-
photoactive absorption. Furthermore, estimates of the
internal quantum yield of photons at optimal current
give η = ηs + ηl = 63%, i.e., a value approaching 100%.

6. ANALYSIS OF THE EXPERIMENTAL DATA

LEDs with an active region located near the outer
front face, with a round or a grid ohmic contact, emit
light with a spectrum that contains both the short-wave-
length band and the long-wavelength band related to
double-charge acceptors (Figs. 2, 3).

The weak dependence of the emission spectra on
current indicates that the emission is generated in the
p region, where the occupancy of the double-charge
centers is virtually independent of current, in contrast
to the n region. The n region in the substrate plays the
main role in nonphotoactive absorption due to its large
thickness.

A significantly lower current density under a grid
contact (Fig. 7), compared to round one, is confirmed
by the large length of the superlinear portion of light–
current characteristics (Fig. 6), from 0 to 200 mA in
type-II and type-III LEDs (curves 2, 3), whereas in
type-I LEDs this portion extends only as far as 10 mA
(curve 1). In this portion, deep nonradiative recombina-
tion centers are saturated, which demands a high cur-
rent density.

Owing to the low current density in grid-contact
LEDs, the internal quantum yield of radiative recombi-
nation does not noticeably decrease as current increases
from 100 to 300 mA. Therefore, the emission power at
a current of 300 mA reaches high values: 2.5–3.5 mW.
LEDs with an active region near the outer face have an
advantage in the form of the short-wavelength band.
The thermal resistance of crystals in type-II and type-
III LEDs is nearly the same (~15 K/W), because heat is
released mainly in the crystal bulk in nonphotoactive
absorption of the emitted light.

Note that the internal parameters of the LED crystal
ηs = 37.5%, ηl = 12.5%, η = 50%, and αd = 16 cm–1 are
calculated for type-II and type-III LEDs at a current of
75 mA, when the external quantum yield of photons is
1.91 and 1.34%, respectively. At optimal current, the
external quantum yield of photons reaches 2.4 and
1.7%, respectively. The maximum external quantum
yield of photons is achieved at ηs = 47%, ηl = 16%, and
η = 63%. So the high emission efficiency is accounted
for by the uniformity of the current distribution over the
p–n junction area in grid-contact LEDs, which makes it
possible to operate the whole active area in the optimal
emission mode.

If the differential external quantum yield of photons
of 3.2 and 2.2%, respectively, is taken into account, we
obtain an internal quantum yield of photons of 84%,
which is very close to 100%. This quantum yield of
photons equals the fraction of recombination via dou-
ble-charged acceptors in the total interband and quasi-
SEMICONDUCTORS      Vol. 38      No. 11      2004
interband recombination, including nonradative recom-
bination. The results obtained open up prospects for the
development of high-efficiency high-power LEDs that
operate on electron transitions via double-charge
acceptors.

7. CONCLUSION
The results obtained suggest the following.
(1) The emission spectra obtained for LEDs with

grid and round contacts are similar.
(2) Grid-contact LEDs have a much higher emission

power than round-contact ones.
(3) Mathematical relations have been derived that

describe the current spreading from round and grid con-
tacts and make it possible to choose the parameters of
the semiconductor layers to provide a uniform distribu-
tion of current over the p–n junction area.

(4) Experiments and calculations show that the cur-
rent density under grid contacts is 20 times smaller than
under round ones, which significantly reduces the con-
tribution of nonradiative Auger recombination and
makes it possible to obtain a high emission power—up
to 3.5 mW at a current of 300 mA.

(5) The internal quantum yield of emission in the
long- and short-wavelength bands of the double-charge
acceptor in p-GaSb, as determined from the experi-
ment, is 16 and 47%, respectively. The coefficient of
nonphotoactive absorption of the recombination emis-
sion in an LED is 16 cm–1.
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