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Abstract—Electronic band-structure calculations are performed for zinc-blende III–V (AlP, AlAs, AlSb, GaP,
GaAs, GaP, InP, InAs, and InSb) and II–VI (ZnS, ZnSe, ZnTe, CdS, CdSe, and CdTe) semiconductors using an
ab initio pseudopotential method within a local-density approximation (LDA). Lattice parameters, band gaps,
Luttinger parameters, momentum matrix elements and effective masses are studied in detail. It is shown that
LDA calculations cannot systematically give accurate band parameters. It is found that LDA band parameters
calculated using experimentally determined lattice constants are more accurate than those using LDA lattice
constants. We found that inclusion of the d electrons of Group-II atoms in the core gives more accurate band
parameters. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Density-functional theory (DFT) is a powerful tool
for studying the electronic structure of solids. It is well
known that the band gaps of bulk solids calculated
within the theory are systematically underestimated
compared to experimentally determined ones [1]
because of the theory’s failure to describe excited-state
properties. Moreover, the problem rests with more than
the local-density approximation (LDA). Following k · p
theory (see, e.g., [2]), however, one can say that if fun-
damental excitation gaps are incorrect, then band dis-
persions should be as well. This realization has been
used by Cardona et al. [3–6] in generating corrected
band parameters (Luttinger parameters and spin split-
tings) for a number of semiconductors. Nevertheless,
there remains some dispute regarding this issue [7]. For
instance, in 1992, Fiorentini and Baldereshi [8, 9],
using pseudopotential plane waves within the LDA,
found that conduction-band masses (mc) at point Γ were
very close to experimental values for GaAs, AlAs, and
Ge. However, the values of mc found in [10] differ sig-
nificantly from those determined experimentally for
GaAs, GaSb, InP, and InAs. Similarly, the conduction-
band effective masses calculated by Wang and Zunger
[11] within the LDA agree well with experimental data
for Si, while for CdSe the masses were not very accu-
rate and a semiempirical modification led to somewhat
better agreement. Kane [12], however, found that it was
not possible to attain correct band gap and cyclotron
masses in Si with a local static potential such as the
LDA. Fairly good agreement with the experiment was
obtained by Wang and Klein [13] for the conduction
and valence band effective masses of GaP, GaAs, ZnS,
and ZnSe using a linear combination of Gaussian orbit-
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als within the LDA. A systematic study by Huang and
Ching [14] of the effective masses for 32 semiconduc-
tors using a semi–ab initio technique shows much better
agreement. Therefore, despite the importance of effec-
tive masses, the question of whether calculations within
the LDA give correct effective masses is still open.

There is even less explicit research on the correct-
ness of momentum matrix elements (Ep) calculated
within the LDA, which are often claimed to be accurate.
However, the validity of the statement has been less
directly verified. The standard argument is that, in a
pseudopotential approach, the pseudo–wave function
has a very high overlap with the true wave function [11].
The value of Ep for GaAs calculated by Winkler [15],
and Kageshima and Shiraishi [16] within the LDA is
about ~1.7 times smaller than that determined experi-
mentally [17, 18]. Kageshima and Shiraishi [16] con-
cluded that wave functions calculated by the pseudopo-
tential method lack a precise description around the
atomic core regions. Furthermore, they suggested that
momentum matrix elements cannot be directly esti-
mated from these wave functions because the functions
are smoother around the atomic cores, while the actual
wave functions oscillate greatly. To fix the error, a core-
repair term was added. By including the correction, sig-
nificant improvement was indeed achieved for zinc-
blende and wurtzite GaN. However, momentum matrix
elements for polysilane, siloxene, and GaAs calculated
with the correction and without it differ from each other
by only 5.43, 3.0, and 1.8%, respectively. Wang and
Zunger [11], however, had previously found a larger
increase in the momentum matrix elements. To compli-
cate matters further, Levine and Allan [19] found that,
even within a scissors approximation, the velocity oper-
ator becomes renormalized.
© 2005 Pleiades Publishing, Inc.
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It should be noted that the correctness of the calcu-
lated and experimentally determined values of Ep is
also being debated. Efros and Rosen [20], for example,
concluded that Fu, Wang, and Zunger’s calculation
result of Ep = 14.98 eV for bulk InP using a direct diag-
onalization method [21] is smaller than the measured
value 20.6 eV, which indicates an underestimation of
the coupling between the conduction and valence bands
and an overestimation of the influence of the remote
bands. However, even the values of Ep extracted from
the experiments have an intrinsic scatter. For bulk InP,
for example, experimental values of Ep vary from 16.6
[22] to 20.7 eV [23]. Therefore, the question of whether
the momentum matrix elements calculated by the LDA
are correct is still open.

It should also be noted that the above-mentioned
problems are relatively less studied in II–VI semicon-
ductors, which have a cation d band inside the main
valence band playing a significant role in their elec-
tronic structures [24–29]. In III–V semiconductors the
d levels are several eV lower in their energy than the
lowest sp valence band states [30]. So the effect of the
d states on the electronic structure of III–V compounds
can be disregarded. In earlier research, the strong
p−d coupling in II–VI semiconductors has usually been
taken into account by including the d electrons (i) in the
core, but also including nonlinear core corrections for
exchange and correlation, and (ii) in the valence com-
plex [24–26], but keeping the s and p semicore elec-
trons in the core. Currently, the description of p−d cou-
pling is still being improved. Despite numerous studies,
the question as to which of the approaches related to
p−d coupling is correct and consistent with k · p band
parameters is still open.

In this paper we provide the first systematic study of
eigenvalues at Γ, X, and L; the Kane momentum matrix
elements Ep and  (defined as 2P2/m0 in eV) corre-
sponding to the fundamental direct p–s energy gap Eg

and the p–p gap  at point Γ; the conduction-band

effective masses , , and ; the heavy-hole

effective masses , , and ; the light-hole

effective masses , , and ; and the Lut-

tinger parameters , , and . Furthermore, we
answer the question as to whether band parameters cal-
culated within the framework of the LDA are correct.

2. COMPUTATIONAL DETAILS

2.1. Local-Density Approximation

Ab initio calculations were performed for III–V
(AlP, AlAs, AlSb, GaP, GaAs, GaP, InP, InAs, and
InSb) and some II–VI (ZnS, ZnSe, ZnTe, CdS, CdSe,
and CdTe) semiconductors with a zinc-blende struc-
ture. We did not study the II–VI compounds HgS,
HgSe, and HgTe, because it is well known that spin–
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orbit coupling (which is not accounted for in this work)
plays a significant role [24]. The unit cell considered
consists of two atoms of Group-III (II) at (0, 0, 0) and
an atom of Group-V (VI) at (a/4, a/4, a/4), where a is
the lattice constant.

Ab initio pseudopotentials were generated using the
Trouillier–Martins method [31]. We have considered s,
p and d as valence states in order to build the pseudopo-
tential for the atoms of Group-III and V using the
p potential as the local potential, while s and d are taken
as the nonlocal parts. We determined Ecut by requiring
convergence of the total energy Etot. For all the III–V
semiconductors considered, Ecut = 60 Ry was used.

To study the II–VI compounds, s, p, and d states
were considered as valence states. Pseudopotentials for
Group-II atoms were generated in two ways: (i) includ-
ing the d electrons, which are inside the valence shell,
in the valence complex while keeping the semicore s
and p states in the core, and (ii) including the d electrons
in the core. For the latter case, we used Ecut = 30 Ry, and
a nonlinear exchange correlation was added, which is
known to give better agreement with experimental data
[25]. For the former case, convergent results were
obtained for Ecut = 70 Ry. The semicore d electrons of
the III–V compounds were included in the core
because, as discussed in Section 1, the energy level of
the electrons arc far below the outermost sp levels [30]
and the electrons are not expected to signifcantly affect
the band structure of the compounds.

Band-structure calculations were performed using
the PEtot code developed by L.-W. Wang [32], which
uses the ab initio pseudopotential method within the
LDA and neglects spin–orbit coupling. The Pulay–
Kerker scheme was used for self-consistent potential
mixing. In addition, g-space Kleinman–Bylander non-
local pseudopotential implementations were used with
a mask function scheme, without the need for prepro-
cessing the pseudopotentials. The LDA exchange-cor-
relation contribution was accounted for by means of
Perdew and Zunger’s parametrization [33] of the calcu-
lations by Ceperley and Alder [34]. The self-consistent
solution of the one-electron Kohn–Sham equation was
performed using a planewave pseudopotential algo-
rithm [35].

The potential for the unit cell under consideration
was found by performing self-consistent calculations
using 10 special k points in the Brillouin zone. Then,
using this potential, eigenenergies at the special k points
were found by nonconsistent calculations.

2.2. Band Parameters

Carrier effective masses are defined as
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Table 1.  Experimental [37–40] and LDA (a0, ad0) lattice constants (Å) for the zinc-blende III–V and II–VI semiconductors
with d electrons of Group-II atoms included in the core (a0) and in the valence complex (ad0)

AlP AlAs AlSb GaP GaAs GaSb InP InAs InSb

a0 5.4131 5.6246 6.0788 5.2836 5.5073 5.9380 5.6591 5.8564 6.2863

Experiment [39] 5.4670 5.6600 6.1355 5.4512 5.6533 6.0959 5.8687 6.0583 6.4794

ZnS ZnSe ZnTe CdS CdSe CdTe

a0 4.8674 5.1706 5.6730 5.3038 5.5639 6.0517

ad0 5.3404 5.6202 6.0072 5.8064 6.0572 6.4174

Experiment [37] 5.4102 5.6676 6.1037 5.8180 6.0520 6.4860

Experiment [38] 5.4110 5.6690 6.0890 5.8300 6.0840 6.4800

Experiment [40] 5.4100 5.6680 6.1000 5.8250 6.0520 6.4820
for a direction k about some point k0 in the Brillouin
zone. We studied effective masses along [001], [011]
and [111] directions in the vicinity of k0 ≡ Γ(0, 0, 0)
point. The masses can, in principle, be calculated by the
k · p theory equation (see, e.g., [2]). In this study, we
calculated the band energies at a sequence of k points
around Γ and calculated mc directly from Eq. (1).

We considered the conduction-band effective

masses , , and ; the heavy-hole effective

masses , , and ; and the light-hole effec-

tive masses , , and . To calculate the
effective masses, 11 k points were used in the ranges
from (2π/a)/(0, 0, –1/20) to (2π/a)/(0, 0, 1/20) for the
direction [001], from (2π/a)/(0, –1/20, –1/20) to
(2π/a)/(0, 1/20, 1/20) for the direction [011], and from
(2π/a)/(–1/20, –1/20, –1/20) to (2π/a)/(1/20, 1/20, 1/20)
for the direction [111]. The momentum matrix ele-
ments were determined at the Γ point.

Following [36] and using the calculated effective-
mass values, the Luttinger valence-band parameters

, , and  were calculated as

(2)

(3)

(4)

Energies and momentum matrix elements are given
in eV, and effective masses are given in units of the
electron rest mass m0 throughout the paper. All the cal-
culations were performed for two values of the lattice
constants: (i) determined experimentally (to be called the
experimental lattice constant hereafter) and (ii) deter-
mined by a search of the total energy minimum (to be
called the theoretical lattice constant hereafter).
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3. RESULTS

3.1. Lattice Constants

It will become clear that band structure depends crit-
ically upon such parameters as the lattice constant
(among others). By a search of the total-energy mini-
mum, lattice constants were found (Table 1) that, for
the III–V compounds and II–VI semiconductors with
d electrons included in the valence complex, differ
from those determined experimentally by <3 and
<1.5%, respectively. However, if the d electrons of
Group-II atoms are included in the core, then calculated
lattice constants for the II–VI compounds differ signif-
icantly from experimentally determined ones (>7%). It
should be noted that experimentally determined lattice
constants for II–VI compounds given in handbooks dif-
fer somewhat from each other. For example, in [37], the
lattice constant for CdSe is a = 6.052 Å while in another
handbook, [38], a = 6.084 Å. Our calculated lattice
constant is between the two experimental values. Since,
for all the other semiconductors considered in this
study, the calculated lattice constant is always smaller
than the experimentally determined one, we used a =
6.084 Å for CdSe from [38] for band-structure calcula-
tions using the experimental lattice constant. For other
II–VI compounds, we used the experimental lattice
constants given in [37].

3.2. Eigenvalues

Self-consistent and nonconsistent band-structure
calculations were performed using both calculated and
experimentally determined lattice constants. As we dis-
regarded spin–orbit coupling, the valence band maxi-
mum at point Γ is triple degenerated for all the com-
pounds considered. For III–V and II–VI compounds,
eigenvalues at Γ, X, and L are given in Table 2, and they
are in general agreement with previous calculations [9,
13, 14, 24–26, 29, 41–43]. Band gaps (Eg) for AlP,
AlAs, AlSb, and GaP are indirect, with the valence
band maximum at point Γ and conduction band mini-
mum at point X, while those for other III–V compounds
are direct. As expected, band gaps for AlP, AlAs, AlSb,
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Table 2.  Eigenvalues (eV) at Γ, X, and L for the zinc-blende III–V and II–VI compounds calculated using the theoretical (a0,
ad0) and experimental (ae, ade) lattice constants including the d electrons of Group-II atoms in the core (a0, ae) and in valence
complex (ad0, ade). The results are compared to experimental data [39, 40] and theoretical calculations within k · p theory
[2], LDA, and GW [25]

AlP AlAs AlSb GaP GaAs GaSb InP InAs InSb

a0 3.3457 2.1517 1.6488 2.5982 1.1885 0.5885 1.3831 0.4131 0.2986

ae 3.0929 1.9979 1.4354 1.7736 0.5337 0.0000 0.7205 0.0000 0.0000

a0 1.4194 1.3127 1.1291 1.4058 1.2861 0.8275 1.5522 1.3821 1.2050

ae 1.4739 1.3437 1.1766 1.5872 1.4245 0.9086 1.7198 1.5340 1.3487

a0 2.7809 2.1399 1.3611 1.9424 1.2413 0.5738 1.8019 1.2331 0.7186

ae 2.6692 2.0680 1.2806 1.6262 0.9888 0.3868 1.4918 0.9624 0.5300

Experiment [39] 3.6200 3.1400 2.2190 2.7800 1.4240 0.7500 1.3400 0.4180 0.1800

k · p [2] 5.1200 3.0600 2.8700 1.5200 0.8100 1.4200 0.4200 0.2370

ZnS ZnSe ZnTe CdS CdSe CdTe

a0 5.325 3.908 2.971 3.646 2.780 2.186

ae 2.933 1.968 1.587 2.155 1.513 1.217

ad0 2.004 1.180 1.077 0.913 0.394 0.499

ade 1.868 1.076 0.901 0.901 0.371 0.420

a0 2.953 2.594 1.971 3.379 2.932 2.329

ae 3.618 3.171 2.451 3.757 3.322 –1.263

ad0 3.132 2.764 2.125 3.301 2.923 2.364

ade 3.242 2.820 2.167 3.311 2.943 2.427

a0 5.159 4.073 2.621 –0.487 4.003 2.750

ae 3.985 3.107 2.117 3.908 3.186 –0.462

ad0 3.128 2.395 1.610 2.770 2.193 1.605

ade 3.084 2.351 1.563 2.761 2.179 1.581

Experiment [40] 3.680 2.700 2.280 2.500 1.900 1.490

k · p [2] 3.800 2.820 2.390 2.560 1.840 1.600

LDA [25] 2.370 1.450 1.330 1.370 0.760 0.800

GW [25] 3.980 2.840 2.570 2.830 2.010 1.760

Γ1
c

X1
c

L1
c

Γ1
c

X1
c

L1
c

GaP, GaAs, and GaSb calculated using both of the lat-
tice constants are underestimated, while those for InP,
InAs, and InSb are overestimated for the calculated lat-
tice constant and underestimated for the experimentally
determined lattice constant. The overestimate can be
related to the small gap and the disregarding of the spin–
orbit coupling; similar results were obtained by Huang
and Ching [14]. One can also see that the LDA calcula-
tions of different authors vary significantly. For exam-
ple, the direct band gap of GaAs, GaSb, InAs, and InSb
calculated by Geller et al. [10] within the LDA using
the full-potential linearized augmented plane-wave
(FLAPW) method was 0.25, –0.3, –0.53, and –0.57 eV,
respectively, while that of AlAs, GaAs, and GaSb cal-
culated by Wei and Zunger [41] within the LDA was
1.84, 0.15, and –0.165 eV, respectively. The band gaps
of III–V compounds that we calculated are similar to
those of [8, 9, 15].

It should also be noted that the direct band gaps cal-
culated in this study using the calculated lattice con-
stant are larger than those found using the experimen-
tally determined lattice constants. This can be attrib-
uted, in part, to the direct-gap increase with
compression (equivalent to small a). In the latter case,
band gaps can even be zero for GaSb, InAs, and InSb.
Moreover, the band gaps for AlP, GaP, GaAs, GaSb, InP,
InAs, and InSb calculated using the calculated lattice
constants are much closer to the experimental band gaps.

For the II–VI compounds, the calculated eigenener-
gies are in general agreement with previous calcula-
tions [24–26]. If the d electrons of the atoms of Group-II
are included in the core with nonlinear core corrections,
SEMICONDUCTORS      Vol. 39      No. 2      2005
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Fig. 1. Results of the band-structure calculations. Solid curves are calculated with theoretical lattice constants (a0) and dashed
curves with experimental ones (ae).
and theoretical lattice constants are used in band-struc-
ture calculations, then the band gaps of all the II–VI
compounds (except CdSe and CdTe) become indirect,
with the valence-band maximum at point Γ and the con-
duction-band minimum at point X (see Table 2 and
Fig. 1), which contradicts the experimental data [37,
38, 40]. This error is because of the big difference
between the LDA lattice constants and the experimen-
tally determined ones (see Table 1). If the experimental
lattice constants are used in band-structure calcula-
tions, then eigenenergies (Table 2 and Fig. 1) are much
more consistent with the LDA [25, 26] and GW [25]
calculations.

It is well known that the inclusion of the d electrons
of the atoms of Group-II in the valence complex causes
strong p−d coupling of the upper valence band with
d states, which results in a repulsion of the former
upward and reduces the band gap [24–26, 29]. Our
results in Table 2 and Fig. 2 are consistent with this
statement. Furthermore, the energy levels of the d elec-

trons (  and ) fall between the s and p valence
bands, which is in good agreement with the calcula-
tions of Wang and Klein [13] for ZnS and ZnSe using a
linear combination of Gaussian orbitals method with
the LDA. However, the energies of the bands are much
higher than the experimentally determined ones [30],
which indicates an overestimation of the p−d coupling
by the LDA, in agreement with the calculations in [13,

24–26, 29]. The  and  bands are almost disper-
sionless and very narrow. It indicates that these states

Γ12
d Γ15

d

Γ12
d Γ15

d
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are well localized. Therefore, the above-mentioned
overestimation is consistent with Wang and Klen’s
statement [13]: “…the more these lower states are
localized (narrower bands), the larger the disagreement
is….” Comparing Fig. 1 with Fig. 2, one can see that,
due to the involvement of d electrons in the valence
shell, the band gaps are significantly reduced for the II–
VI compounds considered. Note that the difference
between the eigenenergies calculated using the theoret-
ical and the experimental lattice constants in Fig. 2 is
smaller than that in Fig. 1. The small difference of the
former is because the LDA and experimental lattice
constants are close to each other.

Analysis of Table 2 (also, Fig. 1 and Fig. 2) shows
that the band gaps calculated in this work using the
experimental lattice constant and including the d elec-
trons in the core are much bigger than those of previous
ones calculated using the LDA [25] and smaller than
those determined by the GW [25] approach using
experimental lattice constants. Our calculated band gap
for ZnS is also smaller than 3.55 eV [26]. However, our
calculated band gaps, obtained with the d electrons
included in the valence complex, are in good agreement
with 1.02 eV for ZnTe, 0.47 eV for CdTe [24], and
1.84 eV for ZnS [26], which are much smaller than the
experimental values.

The eigenvalues at some of the special k points for a
number of the compounds considered is in general
agreement with other LDA calculations (e.g., those by
Huang and Ching [14] using a minimal basis semi–ab
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Fig. 2. Results of the band-structure calculations with the inclusion of the d electrons of Group-II atoms in the valence complex.
Solid curves are calculated with theoretical lattice constants (ad0) and dashed curves with experimental ones (ade).
initio approach and by Wang and Klein [13] using the
LDA). However, the agreement is not systematic. Note
that the discrepancies between the theoretical band
gaps of different authors can be related to the accuracy
of the LDA calculations; different parameters used to
generate the pseudopotentials of the atoms of Group-II,
III, V and VI; and different values of the Ecut and lattice
constant.

The other important conclusions that can be derived
from this comparative analysis is that, systematically,
the band gaps (Eg) are underestimated and the energies
of the semicore states are overestimated. However, this
error, as discussed in Section 1, is not an artifact of
numerical band-structure approximations, rather it is a
failure of DFT.

3.3. Momentum Matrix Elements 
and Luttinger Parameters

Momentum matrix elements are the key parameters
when discussing the optical properties of semiconduc-
tors. Therefore, to study the problem using ab initio
band structure calculations is an important step. Our
calculated results for Ep and , and the Luttinger

parameters , , and  are given in Table 3 and
Table 4 for the III–V and II–VI compounds, respec-
tively.

Analysis of Tables 3 and 4 shows that the momen-
tum matrix elements calculated in this study are much

Ep'

γ1
L γ2

L γ3
L

smaller than those found from k · p theory for all the
semiconductors considered except AlP, ZnS and ZnSe
for which good agreement was achieved. The small val-
ues of Ep can be related to the underestimation of the
coupling of the valence-band maximum [20]. For InP
our result agrees well with that of Fu, Wang, and
Zunger [21, 44] calculated by the direct diagonalization
method. In addition,  < Ep for all the semiconductors
apart from GaSb, InAs, and InSb that have zero band
gaps in the LDA calculations using experimentally
determined lattice constants.

Momentum matrix elements calculated when the
d electrons of Group-II atoms are kept in the core are
larger than those found for the d electrons included in
the valence complex. This indicates that the d electrons
result in the underestimation of the coupling between
the conduction band minimum and valence band maxi-
mum. The former approach gives better agreement with
tight-binding and LMTO calculations [5] for ZnS,
ZnSe, and ZnTe, and also with k · p calculations [2] for
ZnS. However, for all the II–VI compounds considered
other than ZnTe, the value of  is much smaller than
that calculated in [5], where it was found that the value
of  is comparable to that of Ep. Note that the momen-

tum matrix element between the semicore  states
and conduction band minimum (not shown in Table 4)
is between 1 and 3 eV, which is smaller than Ep but

Ep'

Ep'

Ep'

Γ15
d

SEMICONDUCTORS      Vol. 39      No. 2      2005



AB INITIO STUDIES OF THE BAND PARAMETERS 167
Table 3.  Momentum matrix elements (eV) and Luttinger parameters for zinc-blende III–V compounds using the theoretical
(a0) and experimental (ae) lattice constants

Ep

AlP a0 17.183 0.015 3.696 0.826 1.454

ae 16.807 0.036 3.750 0.893 1.494

k · p [2] 17.700 3.470 0.060 1.150

AlAs a0 15.678 0.144 5.203 1.526 2.179

ae 15.437 0.172 5.355 1.628 2.263

[39] 21.100 3.45, 3.25 0.68, 0.64 1.29, 1.21

k · p [2] 21.100 4.040 0.780 1.570

AlSb a0 14.548 0.592 5.810 1.659 2.401

ae 14.206 0.634 6.180 1.898 2.604

k · p [2] 18.700 4.150 1.010 1.750

GaP a0 18.758 0.150 5.729 1.222 2.289

ae 17.496 0.366 6.517 1.872 2.672

[39] 22.200 4.050 0.490 1.250

k · p [2] 22.200 4.200 0.980 1.660

GaAs a0 17.189 0.440 10.336 3.526 4.479

ae 16.136 0.634 18.198 7.674 8.493

[39] 25.700 6.80–7.20 2.10–2.50 1.00–2.90

k · p [2] 25.700 7.650 2.410 3.280

k · p [2], TB [45] 22.500 0.025 7.070 2.400 3.050

Experiment [17] 22.53–28.9 3.55–6.0 5.64–7.21 1.35–2.49 2.49–3.09

Experiment [18] 27.860 2.36 4.80–8.56 1.22–2.90 1.85–3.74

LDA [15] 15.820 2.27 9.270 3.120 4.010

GaSb a0 15.726 0.997 16.291 6.305 7.371

ae 0.000 8.540 115.200 56.033 56.933

k · p [2] 22.400 11.800 4.030 5.260

[39] 25.00, 26.1 13.10, 13.30 4.40, 4.50 5.70, 6.00

InP a0 15.456 0.048 6.638 3.033 2.760

ae 14.314 0.205 9.768 3.836 4.423

[39] 17.000 4.95–5.15 0.94–1.65 1.62–2.35

k · p [2] 20.400 6.280 2.080 2.760

InAs a0 14.427 0.169 19.481 8.428 9.171

ae 0.000 7.132 33.807 15.819 16.427

k · p [2] 22.200 19.670 8.370 9.290

InSb a0 13.866 0.454 24.259 10.681 11.504

ae 0.000 7.152 23.493 10.545 11.220

[39] 21.200 33.50, 40.10 14.50, 18.10 15.70, 19.20

k · p [2], TB [45] 23.100 35.080 15.640 16.910

Ep' γ1
L γ2

L γ3
L

about 10 times bigger than those between the other
remote bands for all the II–VI compounds considered.
This factor can be related to the LDA overestimation of
the influence of the valence band semicore d states.
Matrix elements between the lowest conduction band

 and valence band , and the remote conductionΓ1
c Γ12

d
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band states  and  is zero, which is related to the
symmetry properties of the crystal.

Luttinger parameters calculated in this study for the
III–V compounds in Table 3 are much smaller than
those found by k · p theory or experiments, though the
order of magnitude is the same. For II–VI semiconduc-

Γ1
c Γ12

c
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Table 4.  Momentum matrix elements (eV) and Luttinger parameters for II–VI semiconductors with d electrons of Group-II
atoms included in the core (a0, ae) and in the valence complex (ad0, ade) using the theoretical (a0, ad0) and experimental (ae,
ade) lattice constants. The results are compared to calculations within other methods, such as TBLMTO [5] and k · p [2, 23]

Ep

ZnS a0 19.649 0.008 3.158 0.746 1.262
ae 14.735 0.279 2.981 0.973 1.278
ad0 12.262 0.232 4.113 1.160 1.641
ade 12.013 0.301 4.143 1.241 1.686
TBLMTO [5] 24.882 20.998 2.120 0.510 1.560
TBLMTO [5] 15.295 6.708 1.280 0.090 1.140
k · p [2] 20.400 2.540 0.750 1.090

ZnSe a0 16.961 0.048 3.954 1.079 1.635
ae 12.843 0.545 4.238 1.542 1.882
ad0 11.358 0.484 6.465 2.371 2.831
ade 11.146 0.544 6.817 2.530 3.008
[37] 4.300 1.140 1.840
k · p [23] 23.000
TBLMTO [5] 16.230 9.835 3.210 0.750 2.000
k · p [2] 24.200 3.770 1.240 1.670

ZnTe a0 16.075 0.507 4.327 1.132 1.759
ae 12.758 1.062 4.835 1.721 2.131
ad0 12.272 0.907 7.215 2.511 3.123
ade 11.820 1.020 7.790 2.897 3.451
TBLMTO [5] 19.667 3.440 0.590 2.030
[37] 3.900 0.600 0.900
[37] 3.900 0.830 1.300
[37] 4.000 0.830 1.300
[37] 0.800 1.700
k · p [2] 19.100 3.740 1.070 1.640

CdS a0 15.356 0.000 2.721 0.841 1.152
ae 11.631 0.195 2.647 0.975 1.181
ad0 9.301 0.219 5.101 1.880 2.224
ade 9.273 0.228 5.121 1.897 2.238
TBLMTO [5] 3.440 0.970 2.150
TBLMTO [5] 2.200 0.350 1.530
k · p [23] 21.000

CdSe a0 13.563 0.036 3.265 1.162 1.443
ae 10.125 0.374 3.806 1.515 1.735
ad0 8.670 0.384 11.694 5.144 5.511
ade 8.600 0.405 12.160 5.394 5.752
TBLMTO [5] 4.40 1.600 2.680
k · p [23] 20.000

CdTe a0 13.600 0.256 3.862 1.258 1.664
ae 10.732 0.663 4.353 1.709 1.982
ad0 9.735 0.628 10.072 4.207 4.652
ade 9.488 0.697 11.208 4.831 5.245
TBLMTO [5] 21.066 5.098 4.340 1.600 2.660
[37] 5.300 1.700 2.000
[37] 4.110 1.080 1.950
k · p [23] 18.500
k · p [2] 20.700 5.290 1.890 2.460

Ep' γ1
L γ2

L γ3
L
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5] and semi–ab initio [14] theories, and to exper-

0.187 0.139 0.128
0.181 0.137 0.126
0.211 0.145
0.121 0.098 0.092
0.116 0.095 0.090
0.153 0.109
0.200 0.161
0.208 0.166

0.129
0.153

0.110 0.088 0.083
0.100 0.083 0.078
0.123 0.091
0.122 0.090 0.083
0.097 0.079 0.074
0.160 0.113
0.058 0.049 0.047
0.030 0.028 0.027
0.089 0.072
0.085 0.077

0 0.082–0.120 0.070–0.082
0 0.082–0.142 0.075–0.120

0.035 0.031 0.030
0.004 0.006 0.008
0.052 0.047
0.093 0.078 0.074
0.057 0.052 0.051
0.057
0.057
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0 0.104, 0.118
0.028 0.026 0.026
0.015 0.016 0.017
0.040
0.046
0.025
0.026
0.026
0.026
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0.022 0.023 0.024
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Table 5.  Effective masses (in units of the free-electron mass m0) for zinc-blende III–V compounds calculated using th
(ae) lattice constants. The results have been compared to those calculated within pseudopotential [46], k · p [17, 18, 4
imental data [17, 18, 45, 46]

AlP a0 0.176 0.176 0.176 0.489 6.272, 0.490 1.270
ae 0.170 0.170 0.170 0.509 6.138, 0.509 1.310
[14] 0.513 1.372

AlAs a0 0.115 0.115 0.115 0.465 5.199, 0.465 1.183
ae 0.110 0.110 0.110 0.476 5.142, 0.476 1.206
[14] 0.409 1.022
[46] 0.152 0.457 1.087
Experiment [46] 0.150 0.478 1.149
LDA [9] 0.122 0.480
Experiment [9] 0.124 0.491

AlSb a0 0.110 0.110 0.110 0.401 3.746, 0.401 0.992
ae 0.100 0.100 0.100 0.419 3.769, 0.419 1.029
[14] 0.336 0.872

GaP a0 0.128 0.128 0.128 0.305 2.444, 0.305 0.731
ae 0.100 0.100 0.100 0.361 2.687, 0.361 0.853
[14] 0.419 0.997

GaAs a0 0.058 0.057 0.058 0.304 2.353, 0.305 0.726
ae 0.030 0.030 0.030 0.351 2.551, 0.351 0.826
[14] 0.395 0.934
[15] 0.067 0.460 0.950
Experiment [17] 0.340–0.475 0.450–1.03
k · p [18] 0.340–0.800 0.520–4.00

GaSb a0 0.035 0.035 0.036 0.272 2.074, 0.272 0.646
ae 0.004 0.006 0.008 0.219 2.274, 0.319 0.747
[14] 0.231 0.551

InP a0 0.095 0.095 0.095 0.389 2.570, 0.389 0.895
ae 0.058 0.058 0.058 0.477 2.979, 0.477 1.084
LDA [42] 0.570 0.430 0.970
SLDA [42] 0.060 0.400 0.900
SEPM [42] 0.095 0.470 1.030
Experiment [42] 0.079, 0.081 0.520, 0.610 0.630, 0.95

InAs a0 0.028 0.028 0.028 0.381 2.524, 0.381 0.878
ae 0.015 0.017 0.018 0.461 2.885, 0.461 1.048
EPM [47] 0.480
LDA [10] 0.094 0.112 0.353
sX [10] 0.022 0.021 0.388
Experiment [10] 0.023 0.410
k · p [2] 0.023 0.410
Experiment [2] 0.024 0.410

InSb a0 0.022 0.023 0.023 0.345 2.333, 0.345 0.799
ae 0.023 0.024 0.025 0.416 2.638, 0.416 0.949

mc
001 mc

011
mc

111 mhh
001 mhh

011
mhh

111
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Table 6.  Effective masses (in units of the free-electron mass m0) for II–VI semiconductors including the d electrons of atoms
of Group-II in the core (a0, ae) and in the valence complex (ad0, ade), and using the LDS (a0, ad0) and experimentally deter-

mined (ae, ade) lattice constants. In [2, 37] all the effective masses (except CdTe and  for ZnS, [37]) are given without
specific directions and are determined experimentally [37]

ZnS a0 0.193 0.193 0.193 0.601 8.463, 0.601 1.578 0.215 0.161 0.149
ae 0.183 0.183 0.183 0.966 8.938, 0.961 2.350 0.203 0.171 0.162
ad0 0.145 0.145 0.145 0.557 2.884, 0.556 1.203 0.155 0.127 0.119
ade 0.142 0.141 0.141 0.602 3.071, 0.602 1.297 0.151 0.126 0.119
Experiment [37] 0.340 0.184 1.760, 1.121 0.230 0.169
k · p [2] 0.280

ZnSe a0 0.146 0.146 0.146 0.557 7.505, 0.561 1.462 0.164 0.129 0.120
ae 0.126 0.126 0.126 0.866 7.550, 0.867 2.113 0.137 0.120 0.115
ad0 0.083 0.084 0.084 0.581 3.651, 0.559 1.246 0.089 0.078 0.075
ade 0.081 0.081 0.081 0.569 3.078, 0.571 1.248 0.084 0.075 0.073
Experiment [37] 0.142 0.147 0.160
Experiment [40] 0.130 0.170 0.570 0.750
k · p [2] 0.140
[14] 1.814 0.784 0.191 0.147

ZnTe a0 0.146 0.147 0.147 0.485 5.501, 0.484 1.236 0.152 0.118 0.110
ae 0.118 0.118 0.118 0.717 5.975, 0.719 1.742 0.121 0.105 0.101
ad0 0.081 0.081 0.081 0.456 2.800, 0.456 1.032 0.082 0.071 0.068
ade 0.073 0.073 0.073 0.501 2.988, 0.501 1.126 0.074 0.066 0.063
Experiment [37] 0.122 0.128 0.130
Experiment [40] 0.130 0.600
k · p [2] 0.180
[14] 0.541 1.354 0.155 0.119

CdS a0 0.196 0.197 0.197 0.962 12.800, 0.953 2.400 0.227 0.184 0.173
ae 0.191 0.190 0.190 1.433 12.621, 1.433 3.499 0.218 0.192 0.184
ad0 0.108 0.108 0.108 0.745 3.249, 0.745 1.532 0.113 0.101 0.097
ade 0.107 0.107 0.107 0.754 3.285, 0.754 1.551 0.112 0.101 0.097
Experiment [40] 0.140 0.510
[14] 0.929 1.935 0.201 0.161

CdSe a0 0.079 0.104 0.116 1.063 46.105, 0.943 2.643 0.179 0.147 0.139
ae 0.134 0.133 0.133 1.289 8.295, 1.309 2.982 0.146 0.133 0.129
ad0 0.045 0.045 0.045 0.711 3.282, 0.712 1.491 0.045 0.043 0.043
ade 0.043 0.043 0.043 0.729 3.355, 0.729 1.524 0.044 0.042 0.041
Experiment [37] 0.11
Experiment [40] 0.110 0.44

CdTe a0 0.145 0.146 0.146 0.743 7.910, 0.742 1.874 0.157 0.132 0.125
ae 0.122 0.122 0.122 1.070 8.542, 1.070 2.567 0.129 0.117 0.113
ad0 0.054 0.054 0.054 0.603 3.110, 0.603 1.304 0.054 0.051 0.050
ade 0.047 0.048 0.048 0.647 3.292, 0.647 1.393 0.048 0.045 0.045
Experiment [37] 0.094 0.096 0.095 0.720 0.810 0.840 0.130 0.120 0.120
Experiment [37] 0.099
Experiment [40] 0.90 0.720 0.840 0.120
k · p [2] 0.096
[14] 0.478 1.114 0.125 0.095

mc
011

mc
001 mc

011 mc
111 mhh

001 mhh
011 mhh

111 mlh
001 mlh

011 mlh
111
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tors, we found that the involvement of d electrons in the
core significantly reduces the Luttinger parameters
compared to those with d electrons in the valence com-
plex (see Table 4). However, the former approach gives
better agreement with k · p theory [2], and with tight-
binding and linear muffin-tin-orbital (TBLMTO) calcu-
lations [5]. This analysis indicates that, from LDA cal-
culations, one can sometimes attain the correct momen-
tum matrix elements and Luttinger parameters; how-
ever, this can not be achieved systematically.

3.4. Effective Masses

Carrier effective masses are one of the important
parameters in any discussion of transport phenomena,
exciton effects, electron–hole liquids, and so on in
semiconductors. They are usually determined by cyclo-
tron resonance, electroreflectance measurements or
from analysis of transport data. In this section we
present the results of our calculations of electron effec-
tive masses at the conduction band minimum and hole
effective masses at the valence band maximum. The
results for III–V and II–VI compounds are given in
Table 5 and Table 6, respectively. For the indirect gap
semiconductors AlP, AlAs, AlSb, and GaP, mc is usually
discussed for the conduction band minimum at Γ and
points other than Γ (say X or L). In this study, we con-
sider all effective masses only for point Γ.

Analysis of Tables 5 and 6 shows that the effective
masses of conduction band electrons are isotropic,
while those of the holes are anisotropic. The effective
masses for heavy-holes (mhh) and light-holes (mlh) cor-

respond to the splitting of the  state into double and
single degenerate bands, respectively. Since we have
disregarded spin–orbit coupling, the split-off mass band
is not discussed. Analysis of Table 5 shows that conduc-
tion-band effective masses for AlP, AlSb, GaP, GaSb,
and InSb are much smaller than the mc = 0.25, 0.18,
0.17, 0.22, and 0.13 calculated by k · p theory [2]. One
can also see that conduction-band effective masses cal-
culated using the LDA lattice constant are closer to
experimental data than those calculated using the
experimental lattice constant. Note that all the effective
masses for AlP, AlAs, AlSb, and InSb using the theoret-
ical and experimentally determined lattice constants do
not differ from each other very much, while the differ-
ence is significant for the other III–V semiconductors
studied.

Analysis of Table 5 shows that the values of 

and  for AlAs, GaAs, InP, and InAs calculated in
this study agree well with previous calculations and
experimental data, while such an agreement was not

achieved for  and . Due to the lack of experi-
mental or calculated data, we could not make such a
comparison for other semiconductors and for effective
masses in other directions. For InP, InAs, and InSb,

Γ15
v

mhh
001

mhh
111

mlh
001 mlh

111
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note that not only the band gaps but also conduction-
band effective masses are overestimated. This indicates
that there is a correlation between changes in the band gap
and the conduction-band effective mass, which is qualita-
tively consistent with the k · p theory (see, e.g., [2]).
Moreover, distinct from Fiorentini and Baldereschi
[8, 9], none of the conduction-band effective masses for
III–V compounds apart from AlAs agree with the
experimental data.

Analysis of Table 6 shows that the effective masses
of all the II–VI compounds calculated when the d elec-
trons are kept in the core is bigger than those found
when including the d electrons in the valence complex.
It indicates that the semicore d electrons result not only
in an underestimation of the band and coupling
between the valence band maximum and conduction
band minimum, but also change the dispersion around
point Γ. Our calculated values of the light-hole effec-
tive masses (mlh) are in good agreement with experi-
mental data for ZnS and CdTe. Due to the lack of theo-
retical or experimental data we could not make such a
comparison for the other II–VI compounds. Calculated
heavy-hole effective masses (mhh) differ significantly
from those of [2, 37, 40] for all the II–VI compounds
considered other than CdTe. For the latter, good agree-
ment is achieved if the theoretical lattice constant is used.

The effective masses for all the compounds consid-
ered agree somewhat with those calculated by Huang
and Ching [14] using a minimal basis semi–ab initio
approach and by Wang and Klein [13] using the LDA,
but the agreement is not systematic. Based on the above
analysis, one can say that LDA calculations can some-
times provide the correct values of conduction or
valence-band effective masses in some of the specific
directions. However, it is not systematic.

4. CONCLUSION

In summary, band-structure calculations were per-
formed for III–V and II–VI semiconductors with a
zinc-blende structure. By a search of the total energy
minimum, lattice constants were found that differ from
the experimentally determined ones by <3% for III–V
compounds, and by 1.5 and 7% for the II–VI semicon-
ductors with the d electrons of Group-II atoms included
into the valence shell and into the core, respectively.

Band parameters calculated within the LDA cor-
rectly have a tendency to be smaller than those deter-
mined experimentally or calculated theoretically within
the k · p, tight-binding, or semi-empirical methods.
From this point of view, our results are in general agree-
ment with those obtained using the other ab initio codes.

The difference of the calculated direct band gaps for
III–V compounds are in the range from 6.5 to 66% for
theoretical lattice constants and from 15 to 100% for
experimental lattice constants. The difference for the
II–VI semiconductors with the d electrons of Group-II
atoms included in the core is in the range from 30 to
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47% for theoretical lattice constant and from 14 to 28%
for experimental lattice constant. If the d electrons are
included in the valence complex, then the error in the
calculation of the band gap becomes significant due to
p−d repulsion.

The momentum matrix elements Ep calculated in
this study are smaller than those obtained within the
k · p theory [2], since the latter is known to be closer to
experimental data. For III–V compounds, the differ-
ence between the values of Ep obtained within the two
theories is in the range from 2.9 to 35% for the theoret-
ical lattice constant and from 21 to 38% for experimen-
tally determined lattice constants. For II–VI com-
pounds with the d electrons of Group-II atoms included
in the core, the difference is in the range from 3.7 to
34.3% for the theoretical lattice constant and from 27.8
to 48.1% for the experimentally determined lattice con-
stant. Involvement of the d electrons in the valence
complex increases the error in the calculation of Ep.

The effective masses of conduction band electrons
were found to be isotropic, while those of holes were
anisotropic. Calculated mc for the III–V semiconduc-
tors differed from experimentally determined mc by 13
to 23% for the theoretical lattice constant and from 26
to 55% for the experimental lattice constant. For II–VI
compounds with the d electrons of Group-II atoms
included in the core, the difference of the calculated mc
from experimentally determined mc is in the range from
8 to 54% for the theoretical lattice constant, while that
for the experimental lattice constant is in the range from
2 to 46%. We found that the effective masses of all the
AIIBVI compounds calculated when the d electrons are
kept in the core are larger than those found when
including the d electrons in the valence complex. This
indicates that the semicore d electrons not only result in
an underestimation of band gaps and coupling between
the valence band maximum and conduction band mini-
mum, but also change the dispersion around point Γ.
Furthermore, conduction-band effective masses calcu-
lated using the LDA lattice constant are closer to exper-
imental data than those calculated using the experimen-
tal lattice constant. The effective masses for all the
compounds considered partially agree with those calcu-
lated by Huang and Ching [14] using a minimal basis
semi–ab initio approach and by Wang and Klein [13],
but the agreement is not systematic.

We found that the correctness of the LDA band
parameters for all the compounds considered is not sys-
tematic. Comparing the LDA band parameters calcu-
lated using the LDA and using experimental lattice con-
stants, we conclude that the latter is more preferable to
use for LDA band-structure calculation. We showed
that consideration of the d electrons of Group-II atoms
in the core can give more correct band parameters for
II–VI compounds. We found that involvement of the
d electrons of Group-II atoms in the valence shell in the
LDA band-structure calculations results in a decrease
of band gaps; a increase of lattice constants; a decrease
of momentum matrix elements; an increase of Lut-
tinger parameters; and a decrease of electron, heavy-
hole and light-hole effective masses in all directions. In
this case, only the equilibrium lattice constant can be
determined with a high accuracy, while all the other
band parameters are inaccurate.
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Abstract—Photoreflection spectroscopy is used to study the activation of impurity in InP crystals implanted
with 100-keV Be+ ions at a dose of 1013 cm–2 and then subjected to thermal annealing for 10 s. After annealing
at temperatures no higher than 400°C, lines characteristic of crystalline InP are not observed in the photoreflec-
tion spectrum, which indicates that the crystal lattice has become disordered as a result of the ion implantation.
If the annealing temperature is in the range from 400 to 700°C, the lines related to the fundamental transition
in InP (1.34 eV) and the transition between the conduction band and the subband, which has split off from the
valence band owing to a spin–orbit interaction (1.44 eV), are observed in the spectrum, which indicates that the
InP crystal structure is restored. The dopant is activated in samples annealed at 800°C, as indicated by the Franz–
Keldysh oscillations observed in the corresponding photoreflection spectra. Free-carrier concentration is deter-
mined from the oscillation period and is found to be equal to 2.2 × 1016 cm–3. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Indium phosphide (InP) is an important semicon-
ductor material used in the fabrication of high-fre-
quency field-effect transistors. It is valuable due to its
high charge-carrier mobility and comparatively wide
band gap (~1.35 eV at 300 K). Ion implantation and
subsequent annealing is an efficient method of forming
semiconductor layers with a specified dopant profile.
The implantation of high-energy impurity ions into a
crystal is accompanied by a disordering of the crystal
lattice. In order to remove radiation defects and attain
the electrical activation of impurities, one uses various
types of annealing (conventional thermal, laser-related,
and rapid thermal). Therefore, it is important to study the
characteristics of ion-implanted layers before and after
annealing with the aim of choosing annealing conditions
that ensure the optimal activation of the impurity.

In a number of studies (see, for example, [1]), the
aforementioned characteristics have been studied using
the spectroscopy of Raman scattering. This method
provides data on both structural and electrical proper-
ties, since a longitudinal optical phonon is related to
plasma oscillations in polar semiconductors. However,
it is difficult to determine such an important parameter
as the charge-carrier concentration from Raman scat-
tering data on p-type semiconductors that include, in
particular, InP doped with Be. This difficulty is caused
by the weak dependence of the frequency of coupled
phonon–plasmon modes on the charge-carrier concen-
tration [2]. In this study, we use a contactless method of
photoreflection spectroscopy to obtain data on the car-
rier concentration. This method provides a high sensi-
tivity in studies of both the special features of the
energy-band structure of a semiconductor and the built-
1063-7826/05/3902- $26.00 0174
in electric fields whose magnitudes are controlled by
the impurity distribution and concentration.

2. EXPERIMENTAL

We studied samples of undoped n-InP (n ≈ 1016 cm–3)
with a (100) surface orientation. After mechanical pol-
ishing and chemical etching, the semiconductor wafers
were implanted with 100-keV beryllium ions at a dose
of 1013 cm–2. The samples were then subjected to ther-
mal annealing for 10 s at temperatures ranging from
300 to 800°C. The photoreflection spectra were mea-
sured using the system described previously in [3]. The
spectral width of the monochromator slits amounted to
1 meV. The reflection was modulated using an He–Ne
laser (the power was 10 mW and the wavelength,
632.8 nm) with a modulation frequency of 370 Hz. The
spectra were measured at room temperature.

3. RESULTS AND DISCUSSION

In Fig. 1, we show the photoreflection spectra of InP
samples subjected to postimplantation thermal anneal-
ing at various temperatures. After annealing at tempera-
tures from 400 to 700°C, the spectra included lines related
to the fundamental transition in InP (Eg = 1.34 eV) and to
the transition between the conduction band and the sub-
band, which is split off from the valence band (Eg + ∆so =
1.44 eV) as a result of the spin–orbit interaction (see
Fig. 2). As can be seen from Fig. 1, when the annealing
temperature increases, the intensities of the observed
lines also increase; simultaneously, the widths of the
lines decrease. In addition, the line Eg shifts to lower
energies. This effect can be related to restoration of the
InP crystal structure.
© 2005 Pleiades Publishing, Inc.
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The photoreflection spectra of the samples annealed
at temperatures from 400 to 700°C have a shape char-
acteristic of a low-field case and can be described using
the Aspnes formula [4]

(1)

where A and ϕ are the amplitude and phase parameters,
respectively; E is the photon-energy of the probe radia-
tion; Ei is the energy position of the ith spectral feature;
Γ is the phenomenological broadening parameter; and
m is the parameter defined by the type of critical point
and by the order of the derivative of the dielectric con-
stant ε(E) with respect to energy. In the case under con-
sideration, we have m = 2 [4]. We determined the main
parameters of the spectral lines by approximating the
low-field spectra with the sum of two expressions (1)
for the lines Eg and Eg + ∆so, respectively.

In Fig. 3, we show the position of the Eg line as a
function of the annealing temperature. As can be seen,
this line shifts to lower energies as the annealing tem-
perature increases. Such shifts were previously
observed [5] when studying the compensation of
n-GaAs conductivity using an implantation of B+ ions.
The observed shift of the Eg line cannot be related to
either the dimensional effects or the stresses since each
of the mentioned factors would make a corresponding
contribution to the shift of the line Eg + ∆so (see Fig. 2).
However, as the annealing temperature increases, a
shift of the line Eg + ∆so is not observed. Apparently, the
observed shift of the Eg line is caused by the appearance
of acceptor levels near the valence-band top (Ea in
Fig. 2) and to donor levels near the conduction-band
bottom. In this case, the energy of the Eg transition
should decrease by the acceptor-activation energy Ea as
a result of the appearance of the acceptor levels. At the
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Fig. 1. The photoreflection spectra of InP ion-implanted
with Be+ at a dose of 1013 cm–2 after subsequent 10-s ther-
mal annealing at temperatures of (a) 300, (b) 400, (c) 500,
(d) 600, (e) 700, and (f) 800°C.
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same time, the appearance of these levels should not
affect the energy of the transition Eg + ∆so.

The Franz–Keldysh oscillations are observed near
the fundamental-absorption edge in the photoreflection
spectra of the sample annealed at a temperature of
800°C; i.e., the spectrum acquires a shape characteristic
of the so-called midfield conditions and is abruptly
shifted to lower energies (see Fig. 3), which indicates
that the impurity is activated.

In order to describe the midfield spectra using the
Franz–Keldysh oscillations, we used the approxima-
tion [4]

(2)
∆R
R

------- 2
3
---

"ω Eg–
"Ω

------------------- 
 

3/2 π d 1–( )
4

--------------------+ ,cos∝

Ec

Ed

Ea

Eg

Evh

Ev l

Eg + ∆so

 ∆so

Fig. 2. A schematic representation of the InP energy-band
structure in the vicinity of the Γ point: Ec stands for the con-
duction band; Evh, for the heavy-hole subband of the
valence band; Ev l, for the light-hole subband of the valence
band; ∆so, for the subband split off from the valence band
owing to the spin–orbit interaction; and Ea and Ed are the
acceptor and donor levels, respectively.
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Fig. 3. The annealing-temperature dependence of the posi-
tion of the spectral line that corresponds to the fundamental
transition in InP (Eg).
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where "ω is the energy of the probe-radiation photons,
Eg is the fundamental-transition energy, and "Ω is the
electrooptical energy equal to

(3)

Here, µ is the reduced interband effective mass

(4)

where  and  are the effective masses of the elec-
tron in the conduction band and hole in the valence
band, respectively; Es is the electric field built into the
semiconductor; and d is the dimensionality of the criti-
cal point. We have d = 3 for direct band-to-band transi-
tions in InP. In this situation, the positions of the
extrema in the oscillations ("ω)j are given by

(5)

where

(6)

In Fig. 4, we show the positions of the extrema of
the Franz–Keldysh oscillations Fj in relation to Fj (6). It
can be seen from Fig. 4 that the dependence Ej(Fj) is
adequately approximated using a straight line, which is
in good agreement with (5) and (6). By assuming that
the interband effective mass µ is equal to 0.071me [6]
for transitions between the conduction band and the
heavy-hole subband of the valence band, we were able
to determine the values of the built-in field Es and the
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Fig. 4. The dependence of the positions of extrema Ej in the
Franz–Keldysh oscillations on Fj (6) for a sample annealed
at a temperature of 800°C. The circles represent the extrema
of the Franz–Keldysh oscillations and the solid line corre-
sponds to the result of processing using the least-squares
method.
fundamental-transition energy Eg for the sample under
consideration. We thus found that Es = 50 kV/cm and
Eg = 1.310 eV.

It is well known [7] that the magnitude of the built-
in electric field is controlled by the surface region of the
space charge and depends on the charge-carrier concen-
tration n and the surface potential Vs; i.e.,

(7)

where εε0 = 12.4 × 8.85 × 10–14 F/cm, Vs = 0.64 V is the
surface potential, and ε = 12.4 is the relative static dielec-
tric constant of InP (001) (the values of ε and Vs are taken
from [6]). In this case, the value of the built-in electric
field calculated using formula (7) corresponds to a
charge-carrier concentration of 2.2 × 1016 cm–3.

4. CONCLUSION

We used photoreflection spectroscopy to study the
activation of impurity in InP implanted with 100-keV
Be+ ions at a dose of 1013 cm–2.

The observed variations in the photoreflection spec-
tra (an increase in the intensity of the lines and a
decrease in their width) can be related to the restoration
of the InP crystal structure. The appearance of the
Franz–Keldysh oscillations in the photoreflection spec-
tra indicates that the impurity activation occurs as a
result of annealing at a temperature of 800°C. The
charge-carrier concentration determined from the
period of the Franz–Keldysh oscillations was found to
be equal to 2.2 × 1016 cm–3 for a dose of the ion-
implanted beryllium ions equal to 1013 cm–2.

The results obtained show that photoreflection spec-
troscopy can be used to estimate the charge-carrier con-
centration and optimize the conditions of annealing
ion-implanted InP.
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Abstract—The effect of current pulse annealing on the conductivity, hole density and mobility, and piezore-
sistance of polycrystalline Si is studied. Series of current pulses were used during annealing, which made it pos-
sible to reduce the threshold current density. After the pulse annealing, the hole density remained unchanged
but the mobility increased. Furthermore, the magnitudes of longitudinal and transverse strain sensitivity
decreased. The decrease in strain sensitivity after pulse annealing cannot be explained in terms of the existing
model of current annealing. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The effect of current pulse annealing (CPA) on the
conductance of polysilicon resistors was first observed
in [1], and then studied in [2–8]. It was found that the
resistance of a resistor made of polycrystalline Si with
a carrier density of approximately 1020–1021 cm–3

decreases after a pulse of current exceeding some
threshold value is passed through it [1]. A similar
change of resistance was observed in polycrystalline
Si–Ge doped with boron possessing the impurity con-
centration 6 × 1019 cm–3 [9]. The physical model
explaining this effect in polysilicon [2] is as follows: as
the current pulse flows through a polysilicon resistor,
the Joule heat is mainly released in amorphous layers at
the interfaces between crystallites, which melts these
layers. The impurity is accumulated in the melted
region, and, upon cooling, a channel is formed that has
a resistance lower than that before the annealing. As a
result, the total resistance of the resistor decreases,
whereas the carrier density determined from the Hall
measurements remains constant [1, 2].

The effect of CPA on the piezoresistance and conduc-
tivity of polycrystalline silicon was studied in [5–7]. The
longitudinal Sl and transverse St strain sensitivities of
p-type polycrystalline Si were determined in [5, 6],
where it was found that the absolute values of strain
sensitivities increase after CPA; however, their varia-
tion was less than the relative variation of resistances.
Based on the CPA data, the strain sensitivities of crys-
tallites and barriers were then determined [5, 6].
A model describing the piezoresistance of polycrystal-
line Si using the strain sensitivities of crystallites and
barriers was offered in [10], but the authors of [11]
found this approach unconvincing.
1063-7826/05/3902- $26.00 ©0177
A single-pulse mode of annealing was used in [1–6].
The threshold current density, necessary for the start of
the decrease in resistance after the current pulse, was
~106 A/cm2 [1, 3–6, 8, 9]. To reach this current density,
the resistors used in [1, 3–6, 8] were approximately
0.5 µm thick and no more than 20 µm wide.

In regard to practical applications, the CPA effect
opens the way for variation in the resistance of polysil-
icon resistors after the fabrication of integrated circuits,
which is important, for example, for operational ampli-
fiers or tensoresistive bridges. To improve the reliability
and control over the CPA process, it is desirable to
reduce the threshold current. One might expect that the
threshold current density can be reduced if the polysili-
con layer is heated to the annealing temperature by pass-
ing, for example, a series of current pulses through it.

The goal of this study was to investigate the effect of
CPA with a train of current pulses on the conductivity, Hall
factor, and piezoresistance of polycrystalline silicon.

2. EXPERIMENTAL RESULTS

Polycrystalline silicon films were produced on
(100) Si wafers in a low-pressure reactor at 610 and
625°C. The thickness of the oxide was 0.43 µm and the
thickness of the polysilicon films was 0.5 µm. The films
were doped by implantation with 50-keV boron ions at
a dose of ~4 × 1015 ion/cm2. They were then annealed
at 1000–1150°C for 40 min. The parameters of these
films are listed in Table 1. It should be noted that the
films had no texture (i.e., they are isotropic).

For the experimental determination of the electrical
characteristics of the films, test structures (Fig. 1) were
formed by photolithography, which made it possible to
measure the resistance, longitudinal and transverse
 2005 Pleiades Publishing, Inc.
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Table 1.  The parameters of samples before CPA

Sample
no.

ρs, Ω/h, 
24°C

ρv , 
10–3 Ω cm, 

24°C

p, 1019 cm–3,
24°C

µ, cm2 V–1 s–1,
24°C

TKρs, 
10–4 K–1, 

24°C

Tgr,
°C

Tann,
°C

Si* layer
thickness, µm d, µm*

ρv , 
10–3 Ω cm 

[12]

1 84 4.62 6.5 21 1.83 610 1000 0.55 6.52 ≈2

4 51 2.8 6.75 33 7.9 1150 0.55 14.7 ≈1.8

5, 5–1 65 3.4 7 26.5 5 625 1000 0.525 10.3 ≈1.7

Note: * d is the average size of a crystallite in the film; Tgr is the growth temperature; and Tann is the annealing temperature.
strain sensitivity (also called the gauge factor), and the
Hall effect. Resistors R1 and R2 were 50 µm in width
and 500 µm in length.

The wafers were cut into samples in the form of
rectangular parallelepipeds, with the long axis parallel
to the [110] direction of a Si substrate (Fig. 1).

The Hall effect was studied in the dc mode in a static
magnetic field of 1.56 T. A current was passed through
contacts 4 and 8, and the Hall voltage was measured
across contacts 5 and 6.

The strain sensitivity was determined under the
deformation of samples in the shape of rigidly fixed
cantilever bars. The strain sensitivity and resistance
were measured using the four-probe method: the cur-
rent from a current source passed through contacts 1
and 4 or 4 and 8, and the voltage was measured across
contacts 2 and 3 or 6 and 7.

The longitudinal, Sl, and transverse, St, strain sensi-
tivities were determined from the relations [13]

where Ul and Ut are the voltages across contacts 6 and
7 or 2 and 3, respectively; ∆Ul and ∆Ut are the changes
in the respective voltages under deformation; and εl
and εt are the strains along and across the resistor R1.

It was assumed that the strain is completely trans-
ferred from the substrate to the polysilicon resistors.

The procedural order for the experiment was as fol-
lows. First, the temperature dependences of the conduc-

∆Ul
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--------- Slεl Stεt,
∆Ut

Ut

---------+ Slεt Stεl,+= =

4 5 6 7 8

1
2
3

R1
R2

22 mm

3.
2 

m
m

Fig. 1. A cantilever bar with longitudinal and transverse
resistors.
tivity and Hall factor were measured. Next, the temper-
ature dependences of the longitudinal and transverse
strain sensitivities were determined. Then, CPA was
performed on the samples, which were placed in a
machine for the mechanical loading of bars. To stabi-
lize the sample parameters, thermal cycling in the tem-
perature range 20–100°C was performed. Then the
strain sensitivity after CPA was determined, and,
finally, the Hall factor and conductivity were measured.

CPA was performed by passing a train of 80–100-mA
current pulses with a width of 150–250 µs and duty fac-
tor of 0.3–0.5 through contacts 1 and 4 or 4 and 8 for
1–2 s. After the current pulses had passed through the
contacts, resistances R1–4 or R4–8 were measured. As
expected, the threshold current decreased to (3–4) ×
105 A/cm2.

3. DISCUSSION OF THE RESULTS

After the pulse annealing, the resistance of the resis-
tors decreased to a different extent, from several per-
cent to several tens of percent, dependently on the dura-
tion of the pulse train. Figure 2 shows the typical tem-
perature dependences of the resistance for the three
samples under study. Similarly to [1, 3–7], the hole
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Fig. 2. Temperature dependences of the resistivity of the
samples before (solid lines) and after (dashed lines) CPA for
sample nos. (1) 1, (2) 4, and (3) 5.
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density remained unchanged within the limits of the
experimental error after CPA, and the changes in the
resistivity were related to changes in the hole mobility.
Figure 3 shows the temperature dependences of the
hole mobility before and after CPA. As can be seen
from a comparison of Figs. 2 and 3, the temperature
dependences of resistivity and mobility are similar.

As is well known, for the majority of scattering
mechanisms, the temperature dependences of carrier
mobility can be represented as

where A and r are constants.
It was found that annealing does not change the

character of the mobility temperature dependence. This
fact indicates that the mechanism of hole scattering
remains virtually unchanged after CPA.

Figure 4 shows, for samples cut from wafer no. 5,
the dependences of the temperature coefficient of the
resistance on the ratio of resistances before (R0) and
after (R) CPA. It can be seen that the temperature coef-
ficient of the resistance increases as the ratio R/R0
increases, similarly to what was observed in the boron-
doped sample [3].

The values of the room-temperature surface resis-
tance, carrier density and mobility, and resistance
across contacts 5 and 6 for the two samples under study
are listed in Table 2.

R5, 6 is constituted by the transverse resistance of
resistor R1 and the resistance of leads to the potential
contact pads. The number of contact pads is 8. About
60–70% of the value of R5, 6 is determined by the resis-
tance of the leads. As can be seen from Table 2, the
resistance R5, 6 remains virtually unchanged upon
annealing, whereas the resistance of the transverse
resistors changes by 26 and 40%.

Figures 5 and 6 show the typical temperature depen-
dences of the strain sensitivity before and after CPA for

µ ATr,=
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Fig. 3. Temperature dependences of the hole mobility
before (solid lines) and after (dashed lines) CPA for sample
nos. (1) 1, (2) 4, and (3) 5.
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several of the samples under study. The resistance of
the longitudinal resistors in sample nos. 1, 4, and 5
decreased after CPA by 5, 35, and 3.8%, respectively,
and the resistance of the transverse resistors in sample
nos. 1, 4, 5-1, and 5 decreased by 14, 15, 30, and 3.8%,
respectively. As can be seen in the figures, both the lon-
gitudinal and transverse strain sensitivity of sample
nos. 1 and 4 decrease after CPA. The change in longitu-
dinal strain sensitivity is always less than the change in
resistivity; in addition, the slopes of temperature depen-
dences of the strain sensitivity before and after CPA are
similar. In the case of the small change in the resistance
of sample no. 5 after CPA, the changes in Sl and St are
comparable with the experimental error (Figs. 5, 6).

Only the increase of the strain sensitivity magnitude
after CPA can be explained in terms of the model of
current annealing offered in [2, 3] and the existing
model of conduction in polycrystalline silicon, and
only on the qualitative level. According to the presently
existing model of conduction, the resistivity of polysil-
icon is defined by the resistivities of crystallites ρc and
barriers ρb, for example, [11]

where L is the average size of a crystallite and w is the
half-width of the charged layer.

ρ 2w
L

-------ρb 1 2w
L

-------– 
  ρc,+=

0.94
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0.95 0.96 0.97 0.98 0.99 1.00
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6.2

5.2
0.93

R/R0

TCR, 10–4 K–1

Fig. 4. The temperature coefficient of the resistance (TCR)
as a function of the ratio of resistances before and after
CPA.

Table 2

Sample
no.

Anne-
aling

ρs,
Ω/h

p,
1019 cm–3

µ,
cm2 V–1 s–1 R5, 6, Ω

4 No 51.2 6.8 33 630

4 Yes 37.8 6.9 46 622

2 No 101.7 7.25 17.2 1022

2 Yes 59.5 10 20.6 1026
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In polysilicon with a carrier density of (6–7) ×
1019 cm–3, the piezoresistance is mainly defined by
grains, and the contribution of barriers is insignificant
[11, 13, 14]. The expressions for estimation of strain
sensitivity can be simplified if, as in our case, the axis
of the bar coincides with the [110] direction, because
then εt ≈ 0.06εl. Therefore, if the strain sensitivities
before and after CPA, respectively, are

and

Sl t,
∆ρl t,
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----------- 1 2w
L

-------– 
  ∆ ρc( )l t,

ρεl

------------------= =
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Fig. 6. Temperature dependences of the transverse strain
sensitivity before (solid lines) and after (dashed lines) CPA
for sample nos. (1) 1, (2) 4, (3) 5-1, and (4) 5.
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Fig. 5. Temperature dependences of the longitudinal strain
sensitivity before (solid lines) and after (dashed lines) CPA
for sample nos. (1) 1, (2) 4, and (3) 5.
then

and, as the resistance of the resistor decreases, the strain
sensitivity must increase in the same proportion.

Two facts found in the CPA study were unexpected:
First, the magnitude of the decrease in the transverse
strain sensitivity is stronger than that in the longitudinal
sensitivity, whereas the change in resistivities after CPA
is the same. Second, even at large changes in the resis-
tivity after annealing, the temperature dependences of
the mobility and strain sensitivity change insignifi-
cantly, if at all. These facts are unexpected because poten-
tial barriers exist on the interfaces between the crystallites
and these barriers reduce the temperature coefficient of the
resistivity of polycrystalline silicon [11]. Therefore, one
might expect that the temperature dependences of the
mobility and strain sensitivity would change after CPA.

The existing models of conduction and CPA pro-
ceed from the assumption of carrier motion along a sin-
gle coordinate. However, the change in conductivity
after CPA can modify the spreading of a current in crys-
tallites. The piezoresistance in silicon is strongly angle-
dependent, which can cause a decrease in strain sensi-
tivity when the angular distributions of current in the
adjacent crystallites are changed.

CONCLUSIONS

(1) After CPA, the resistance is mainly changed
along the resistors.

(2) The change in the resistivity of p-polysilicon is
related to the change in the hole mobility.

(3) The temperature dependences of the strain sensi-
tivity are not changed, or change only slightly, and the
hole mobility is slightly changed by CPA.

(4) The decrease in strain sensitivity as a result of
CPA cannot be explained in terms of the existing model
of CPA and the model of carrier motion along a single
coordinate.
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Abstract—To identify the optical transitions responsible for the excitation of long-wavelength stimulated
emission in uniaxially compressed Ga-doped Ge, the optical absorption and photoconductivity spectra of the
material were investigated at a wide range of pressures in directions [111] and [001]. The dependence of the
valence band splitting between the light- and heavy-hole subbands in Ge as a function of the applied pressure
was found. As determined from this dependence, the deformation potential constants for the valence band
appeared to be less than the presently accepted values. It is shown that, as pressure increases, some of the
excited states of the Ga impurity levels reach the light-hole band, enter it, and remain close to its edge (the resonant
states). It is possible that a population inversion of these resonant states gives rise to the excitation of stimulated
emission at a photon energy of about 10 meV. No specific features confirming the existence of resonant impurity
states near the edge of the heavy-hole band were found in the spectra. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Long-wavelength stimulated emission from Ge
crystals doped with Ga at a concentration of N ≈
1014 cm–3 was first observed in [1] and further investi-
gated in [2–5]. The emission arose at low (4.2 K) tem-
perature in a high (2–4 kV/cm) electric field in samples
fabricated in the form of total-internal-reflection cavi-
ties, under the uniaxial compression of crystals at a
pressure of P = 4–10 kbar. It was suggested in [3–5]
that the effect is related to the accumulation of hot holes
in the resonant states of the impurity, whose energy,
under deformation, is shifted into the continuous spec-
trum and to the edge of the heavy-hole band. Calcula-
tions [6–8] have supported the feasibility of this expla-
nation. However, no direct experiments confirming this
mechanism of population inversion have come to our
notice.

The existence of impurity states against the back-
ground of the continuous spectrum of carriers is related
to the complex band structure of a semiconductor. For
example, the absorption [9] and photoconductivity
spectra of Si demonstrate peaks corresponding to tran-
sitions from the ground state of the Group-III acceptor
impurity, 1S3/2, to states 2P1/2 and 3P1/2, which are asso-
ciated with the valence subband split off due to the
spin–orbit interaction. These peaks are blue-shifted in
respect to the peaks of the principal series P3/2 by an
energy close to spin–orbit splitting (44 meV) and
broadened (≈0.5 meV) due to their short lifetime. Opti-
cal transitions between S-type states are forbidden, and
they are observed only in the Raman spectra. For exam-
ple, for boron impurity, it was found that the 1S1/2 state
is localized in the band gap at 23 meV above the
valence band edge [10]. The calculation in [11] yielded
a closer position to this level for the shallow acceptor in Si.
1063-7826/05/3902- $26.00 0182
The resonant states of impurities in Ge can be
observed under the uniaxial deformation of crystals.
The absorption spectra of Group-III acceptors in uniax-
ially compressed Ge have only been studied at low
pressures: P < 0.5 kbar (see [12] and the references
therein). The photoconductivity related to the impurity
in Ga-doped Ge was studied at high pressure applied in
the [001] direction [13, 14]. In [14], the positions of res-
onant states near the edge of the heavy-hole band, cal-
culated in [8], are shown in the photoconductivity spec-
tra. However, no specific features that could be attrib-
uted to these states are manifested in these spectra. In
this study, we have investigated the absorption and pho-
toconductivity spectra of Ge:Ga in a wide range of
compressive deformations, and the resulting analysis of
their evolution allowed us to reveal several resonant
states of the impurity.

2. EXPERIMENTAL

Under study were samples of Ge doped with Ga at a
concentration N of 1.5 × 1015 to 5 × 1013 cm–3, with
dimensions of 1 × 1 × 10 or 2 × 2 × 10 mm3, cut along
the [111] or [001] direction. Several samples were fab-
ricated in the form of total-internal-reflection cavities.
Samples were compressed in an insert constituted by
two coaxial stainless steel tubes. The outer tube ended
with a brass cylinder that had a channel and window
and accommodated a sample. The stress produced by a
certified dynamometer and (1 : 3) lever was transferred
to the sample via the internal tube and a brass plug slid-
ing within the channel of the cylinder. The second insu-
lating caprolon plug was firmly fixed in the channel.
The sample was precisely centered in the channel with
the use of a lift-off jig, and compressed by the plugs
between electrodes made of annealed copper. At this
© 2005 Pleiades Publishing, Inc.
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stage, the end faces of the sample made imprints on the
electrodes, and these imprints fixed the sample. In most
cases, the GaInSn alloy contacts, which are in a liquid
state at room temperature, were deposited on the edges
of the sample. During the compression of the sample,
any excess amount of alloy was squeezed out from
under the contacts. For samples with this type of con-
tacts, the noise of the photoconductivity was deter-
mined by background room-temperature fluctuations.
To study the absorption and normalize the photocon-
ductivity spectra, a Ge:Sb photoresistor (NSb ≈ 1015 cm–3)
was placed behind the sample. The aperture of the pho-
todetector was limited by a short tube of 0.8 × 8 mm2 in
area, situated in close vicinity to the sample. As a result,
the light that did not pass through the sample was pre-
vented from reaching the photodetector. The insert was
immersed in a liquid-helium bath in a cryostat (4.2 K).
The windows of the bath, made of fused silica or crys-
talline quartz (for ranges of 7–12 and 10–30 meV,
respectively), limited the intensity of the background
radiation. This configuration allowed us to significantly
raise the threshold sensitivity of both the detector and
the samples under study. The spectra were recorded
using an LAFS-1000 Fourier spectrometer with Lavsan
(Dacron) beam-splitters of 12 and 6 µm in thickness,
with a resolution of 0.08 and 0.3 meV, respectively.

3. RESULTS

Only allowed optical transitions from the occupied
states are observed in the impurity absorption and pho-
toconductivity spectra. At low temperatures in Ge
doped with Group-III acceptors, these are the transi-
tions from the lower branch of 1S state to P-type states
and to the valence band. Studies of absorption spectra
can provide information on the energy spectrum within
these limits. However, the samples for this analysis
must have sufficient optical thickness; i.e., either a high
concentration of impurities or large size is demanded.
For a photoconductivity study, a small absorption in the
samples is sufficient. However, in the photoelectric
study, the photoconductivity arises only at the excita-
tion of holes into the valence band or shallow local
states close to this band, via the photothermal ioniza-
tion of these states. Furthermore, as the pressure
increased, the threshold electric field in the samples
strongly decreased, and at high pressure it did not
exceed 1 V/cm. Therefore, the photoconductivity study
was reasonable only for bias voltages of no higher than
0.1–0.5 V, which posed additional problems. Below, we
present only the data obtained by the methods that
appeared to be the most efficient.

Figure 1 shows the absorption spectra for Ge:Ga in
the range of small energies at low pressure P in the
[111] direction. At P = 0, the spectrum demonstrates
lines with the energies hν: A (10.17), B (9.84), C (9.2),
and D (8.44) meV. Weak long-wavelength lines E (8 meV)
and F (6.74 meV) are not seen in this picture. Taking
into account that these lines arise in the excitation of
SEMICONDUCTORS      Vol. 39      No. 2      2005
holes from the ground state, we shall denote the corre-
sponding final states by the same letters. The energy of
the ground state of the Ga impurity in Ge is usually
accepted as 11.32 meV [9]. However, the valence band
edge is not clearly defined, because a quasi-continuous
spectrum of high excited states is adjacent to it. The
binding energy of a high excited state can be calculated
with reasonable precision in the effective mass approx-
imation. Then, we can take the energy of the ground
state to be the sum of this calculated energy and the
energy of the line, during excitation of the correspond-
ing optical transition. The theory of optical absorption
and photoionization of Group-III acceptors in Ge was
derived in [15].

As the crystal is compressed, the impurity ground
state 1S is split into lower 1S1/2 and upper 1S3/2
branches. State C is not split, and state D is weakly split
under compression in the [111] direction. The splitting
of line D, related to the splitting of the 1S ground state,
is observed up to P < 1 kbar. As P increases, the thermal
population of the upper branch decreases, and this com-
ponent disappears. A weak component is split from
line C. It then shifts to lower energies, whereas line C
comes close to the valence band (P ≈ 1 kbar), reaches
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Fig. 1. Absorption spectra of a Ge sample of 2 × 2 × 10 mm3

in size, doped with Ga (Ga concentration N = 1.4 × 1014 cm–3),
under uniaxial compression in the [111] direction. Pressure P
at (1) 0, (2) 0.23, (3) 0.47, (4) 0.7, (5) 0.93, (6) 1.16, (7) 1.4,
(8) 1.6, and (9) 1.86 kbar.
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its edge (P ≈ 1.2 kbar), and enters the band of allowed
energies (P ≈ 1.5 kbar). It can be seen that, along with
the decrease in line C intensity, the absorption increases
at the edge of the light-hole band. Then, line C turns
into a broad (≈1 meV) band in the range of the contin-
uous spectrum, and its magnitude decreases as pressure
increases.

As pressure increases further (Fig. 2), line D is
localized near the edge of the light-hole band, at a dis-
tance of about 0.3 meV, and is shifted to lower energies
along with the band edge owing to a decrease in the
binding energy of the ground state 1S1/2. However, at
P  ≈ 5 kbar, a spectral peak appears again between
line D and the band edge; furthermore, it enters the
band and broadens. This effect can be related to the
splitting of the deeper excited states E and F, whose
upper energy levels reach the edge of the light-hole
band. Wide spectral peaks near the edge of the light-
hole band are also clearly visible in the photoconduc-
tivity spectra (Fig. 3). The dotted lines in Fig. 3 mark
the energies of states C and D and the broad peak that
arises at high pressures (marked by an asterisk). It can
be seen that, as pressure increases, these peaks are
shifted slightly, deeper into the light-hole band.

The splitting of the valence band into light- and
heavy-hole subbands is easily observed in both the
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Fig. 2. Absorption spectra of a Ge:Ga sample (1 × 1 × 10 mm3,
1.8 × 1014 cm–3). [111] || P at (1) 0.93, (2) 1.4, (3) 1.86,
(4) 2.3, (5) 2.8, (6) 3.3, (7) 3.7, (8) 4.2, (9) 4.6, (10) 5.1,
(11) 5.6, (12) 6, (13) 6.5, (14) 7, and (15) 7.4 kbar.
absorption and the photoconductivity spectra. In the
samples with the Ga concentration N ≈ 1014 cm–3, the
absorption in the high-energy range is weak; therefore,
we present the photoconductivity spectra (Fig. 4). It can
be seen that, as pressure increases, the spectra in the
energy range 10–30 meV successively reach a common
dependence of the response on the photon energy,
which is defined by light holes. At energies sufficient
for the excitation of carriers into the heavy-hole band,
portions with an increasing photoconductivity branch
off from this steadily decreasing curve. The branching
points, which correspond to the minimum photocon-
ductivity, shift to higher energies in proportion to the
applied pressure. The branches then coincide with a
common dependence corresponding to photoconduc-
tivity at P = 0. No specific features indicating the pres-
ence of resonant states were found in this spectral
range. Similar results were obtained in the study of
absorption in a sample with a higher (1.5 × 1015 cm–3)
concentration of Ga. In this sample, the absorption lines
were considerably broadened, meaning that the dips
between line D and the continuous spectrum range
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Fig. 3. Photoconductivity spectra of a Ge:Ga sample (cavity
1 × 1 × 10 mm3, 1.8 × 1014 cm–3). [111] || P at (1) 0,
(2) 0.47, (3) 0.93, (4) 1.4, (5) 1.86, (6) 2.3, (7) 2.8, (8) 3.3,
(9) 3.7, (10) 4.2, (11) 4.6, (12) 5.1, (13) 5.6, (14) 6, (15) 6.5,
(16) 7, and (17) 7.4 kbar. The dotted lines indicate the ener-
gies of states C and D, and the energies of an unidentified
state (asterisk).
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were not so distinct. Nevertheless, a fair correlation was
obtained between the specific features of these absorp-
tion spectra and the photoconductivity spectra in lightly
doped samples.

In the experiments with [001] compression, samples
with N ≈ 5 × 1013 cm–3 and small absorption in the
entire range of the continuous spectrum were studied.
Figure 5 shows the photoconductivity spectra. They are
similar to the spectra presented in Fig. 4, but they
change more strongly as pressure P increases. It can be
seen that, as P increases, the spectra successively reach
a common dependence defined by light holes. This is
followed by the branching range, which corresponds to
the onset of transitions to the heavy-hole band. Further-
more, the branches coincide with the general depen-
dence for photoconductivity at P = 0. No local specific
features were found in this spectral range. In the vicin-
ity of the photoconductivity edge, the spectra are simi-
lar to those shown in Fig. 3. As in the case of [111]
compression, peaks of photothermal ionization for
states B, C, and D are observed. Then, as pressure
increases, states B and C enter the light-hole band,
where they are transformed into broad peaks near its
edge. State D approaches the band edge, but does not
enter it; rather, it shifts to lower energies owing to the
decrease in the energy of the lowest impurity state 1S1/2.

It is necessary to note that the position of the branch-
ing points did not depend on the orientation of the elec-
tric field or the quality of the treatment for the sample
surface. Nevertheless, these factors exerted a strong
influence on the shape of the branches. The inset in
Fig. 5 shows a portion of the photoconductivity spec-
trum for one of the crystals. In the first case, the crystal
was fabricated in the form of a high-precision total-
internal-reflection cavity. In the second case, a polished
sample was studied. In the third case, current contacts
were deposited onto the side faces of the cavity after
they had undergone treatment with a thin abrasive, and
the electric field was applied in the [100] direction, nor-
mal to the [001] deformation. It can be seen that the
shapes of the branches in the transition of photoconduc-
tivity from the range of light to heavy holes are differ-
ent in each case. A minor difference related to the ori-
entations of electric and deformation fields can be
attributed to anisotropy of a uniaxially compressed
crystal. However, the strong effect obtained from the sur-
face treatment was unexpected. A similar strong differ-
ence between the good and spoiled cavities was observed
in the range of the branching of photoconductivity spec-
tra for crystals compressed in the [111] direction.

4. DISCUSSION

The analysis of absorption and photoconductivity
spectra shown in Figs. 1–5 allows us to reconstruct the
energy spectrum of the holes in Ga-doped Ge under
uniaxial compression and identify several important
specific features within it.
SEMICONDUCTORS      Vol. 39      No. 2      2005
The energy is measured from the edge of the valence
band at P = 0. The reconstruction of the energy diagram
consists in the determination of the positions of specific
features in the experimental spectra in respect to the
new zero point. The pressure symmetrically splits the
valence band into light- (VB1/2) and heavy-hole (VB3/2)
subbands by ∆ ∝  P [16]. Since the precise position of
the valence band edge is unknown, it is natural to mea-
sure it from the dip nearest to the low-wavelength edge
of the continuous spectrum. A single dip of this kind is
clearly seen after line D in the photoconductivity spec-
tra at [111] || P > 2 and [001] || P > 1.5 kbar. Then, ∆ can
be determined as the energy spacing between this dip
and that at the branching point. The dips at the branch-
ing points are better seen in the photoconductivity spec-
tra of the polished samples (see the inset in Fig. 5).
Therefore, these spectra were also used for the determi-
nation of the energies at the dips.

Figure 6 shows the spectrum of hole states in Ge:Ga
under uniaxial compression in the [111] and [001] direc-
tions (reconstructed in the aforementioned approxima-
tions). Since the energies of light- and heavy-hole sub-
bands can be determined only at a considerable pressure,
the experimental values were linearly extrapolated into
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Fig. 4. Photoconductivity spectra of a Ge:Ga sample (cavity
1 × 1 × 10 mm3, 1.8 × 1014 cm–3). [111] || P for (1–9) from
0 to 7.4 kbar. The step was 0.93 kbar.
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E ⊥  P.
the range of low pressures (the dashed straight lines in
Fig. 6). The intersection of these straight lines at P = 0
confirms the validity of this extrapolation. As follows
from Fig. 6, the splitting of the Ge valence band is
directly proportional to the pressure:

(1)

Here, b and d are the deformation potential constants,
and S44, S11, and S12 are the compliance coefficients of
Ge [16, 17]. As follows from (1), d = 2.9 eV and b =
1.45 eV. The obtained values of the deformation poten-
tial constants are at least 30–40% lower than those pre-
viously published [12, 16, 17]. However, in this study
these values are determined from direct experiments on
the splitting of the valence subbands at a wide range of
external pressures. The reproducibility of data is good,
and we do not see any source of systematic bias that
could be responsible for this discrepancy.

The energies of states 1S, C, and D at P = 0 shown
in Fig. 6 are taken from [9]. As the pressure P in direc-
tions [111] or [001] increases, the evolution of the
excited states is not quite the same. States C and D do
eventually approach the edge of the light-hole band, but
C enters the range of the continuous spectrum, while D
remains outside. As for the state marked by asterisks in

∆111 2.5P meV/kbar[ ] d0.58S44P,= =

∆001 3.65P meV/kbar[ ] 2b S11 S12–( )P.= =
Figs. 3 and 6, we cannot attribute it to some specific
deep impurity state. Once again, we stress that all the
states entering the range of the continuous energy spec-
trum are slightly shifted downwards into the light-hole
band as deformation increases. Special attention must
be drawn to the splitting of the ground state 1S. Its
dependence on pressure can be monitored by the split-
ting of the singlet line D, as long as the upper branch
1S3/2 is occupied. At 4.2 K this is possible up to P ≈
1 kbar (points in Fig. 6). Assuming that the splitting of
the 1S state is proportional to P, we can extrapolate its
upper branch to higher pressures. This procedure is, to
a great extent, arbitrary; particularly as the determina-
tion of the proportionality constant cannot be precise in
the range of low P. As follows from Fig. 6, this coeffi-
cient is close to 1.3 meV/kbar. It is noteworthy that the
ratio between the splitting of the 1S state and the
valence subbands (0.53) is very close to that calculated
in [18]. As can be seen from the extrapolation of the
shift of the level in accordance with the coefficient
found (dashed line in Fig. 6), the 1S3/2 state approaches
the light-hole band at P ≈ 5–6 kbar. It would be hardly
expected that, upon a further moderate increase in pres-
sure to 7–8 kbar, the energy of this state would come
close to the edge of the heavy-hole band VB3/2.

As is mentioned above, no specific features related
to resonant states of the Ga impurity were found in the
SEMICONDUCTORS      Vol. 39      No. 2      2005
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energy range 10–30 meV. Moreover, the resonant states
observed in our experiment lay in the range of the con-
tinuous spectrum near the edge of the light-hole band.
This experimental result is inconsistent with the results
of the calculations in [5–7], where the resonant accep-
tor states lay close to the edge of the heavy-hole band.
However, resonant states near the edge of the light-hole
band are also of interest. For example, the accumula-
tion of holes in these states can be responsible for the
excitation of a stimulated emission at P = 3.9 kbar in
the [001] direction at hν ≈ 10 meV immediately after
the breakdown of the Ga impurity [19]. This energy is
close to the energy spacing between the ground 1S1/2
and resonant C states at the same P (Fig. 6).

5. CONCLUSIONS

To reveal the possible role played by the resonant
states of a Ga impurity in the excitation of stimulated
emission in Ge, the impurity absorption and photocon-
ductivity spectra of the material were studied under
uniaxial compression. Based on an analysis of the spec-
tra’s evolution, the pressure dependence of the splitting
between the light- and heavy-hole bands is determined
in the range 0–7.5 kbar for [111] and 0–4.2 kbar for the
[001] direction. The deformation potential constants of

********
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Fig. 6. Evolution of the energy spectrum of Ge:Ga under the
uniaxial [111] or [001] compression of a crystal with a pres-
sure P. VB1/2 and VB3/2 are the light- and heavy-hole sub-
bands; and 1S1/2, D and C are the energy levels of the
ground and excited states of impurity levels. The points
show the 1S3/2 level from Fig. 1, and the asterisks, an uni-
dentified resonant state. The Dashed lines are the extrapola-
tions of the experimental data to low and high pressures.
SEMICONDUCTORS      Vol. 39      No. 2      2005
the valence band, b = 1.45 eV and d = 2.9 eV, deter-
mined from these experiments, appeared to be less than
the currently accepted values. It is shown that, as pres-
sure increases, some of the local levels of Ga impurity
approach the light-hole band, then enter it and remain
near its edge, where they form broad (≈1 meV) spectral
peaks. It is possible that, at the breakdown of the Ga
impurity, the population inversion in these states gives
rise to stimulated emission in the 10 meV range.
No evidence of resonant states of impurity near the
edge of the heavy-hole band, which were predicted in
several calculations, was found. We believe that the
problem concerning the possible role of resonant states
can be resolved by studying spectra of photoconductiv-
ity and the absorption of spontaneous and stimulated
emission under identical conditions.
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Abstract—The effect of low-power laser radiation on the formation of oriented cadmium sulfide layers from a
vapor phase on a substrate cooled with liquid nitrogen (highly nonequilibrium conditions) is studied. The
results of technological experiments, the results of a study of electron diffraction (electron diffraction patterns),
and condensation diagram data are reported. It is found that, depending on the substrate temperature, laser radi-
ation can both improve and worsen the crystal quality of films. It is shown that a condensation diagram of cad-
mium sulfide layers formed on a substrate exposed to low-power laser radiation is shifted to higher temperatures
relative to a condensation diagram obtained without laser radiation. The experimental results are interpreted in
the context of a solitonic heteroepitaxy model. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Studies of the formation of layers of binary II–VI
compounds by the vacuum condensation from a vapor
phase onto a substrate cooled with liquid nitrogen
(highly nonequilibrium conditions) have been reported
previously [1–9]. The results of these studies for the
first time allowed researchers to carry out a low-tem-
perature synthesis of semiconductor epitaxial films on
an oriented substrate and oriented films on an amor-
phous substrate as well as to fabricate structures with
unconventional properties. In this context, we report
below the results of studying the effect of low-power
laser radiation on the formation of cadmium sulfide lay-
ers under highly nonequilibrium conditions.

2. EXPERIMENTAL

The samples under study were synthesized at a
residual pressure of 10–3 Pa on a muscovite-mica sub-
strate cooled with liquid nitrogen, using a previously
described procedure [2, 3]. Open evaporation was used
for the synthesis. In this case, an evaporator reactor
containing cadmium sulfide powder was arranged
above the substrate at a distance of about 50 mm. The
evaporator temperature was 900 K. The temperatures of
the evaporator and the substrate were measured using
copper–Constantan thermocouples. The possible over-
heating of the substrate was monitored by the above-
mentioned procedure [2, 3]. The integrated growth
rates were calculated using experimental data on the
film’s thickness and its formation time.

The thickness was measured using a MII-4 interfer-
ometer, and the structure was studied using an ÉMR-100
1063-7826/05/3902- $26.00 0189
diffractometer. The layers under study were ~0.2 µm
thick.

For the synthesis under laser radiation, we used an
ILGI-503 gas laser with a power of 3 mW and a repeti-
tion frequency of pulses of 100 Hz at the wavelength
λ = 337 nm. The laser radiation, using a special optical
system, was incident at an angle to the substrate and
had a spotlike shape ~2 mm in diameter.

3. RESULTS
We studied the formation of the cadmium sulfide

films under highly nonequilibrium conditions, i.e., on a
substrate cooled with liquid nitrogen. The studies car-
ried out included technological experiments; recording
of condensation diagrams, i.e., dependences of the
growth rate on the substrate temperature; and study of
electron diffraction.

The condensation diagram of the system under
investigation was qualitatively similar to the condensa-
tion diagram of cadmium telluride layers [9]. It
included regions with an anomalously low condensa-
tion rate, in which the integrated growth rate of the
films decreased by several orders of magnitude. Thus,
synthesized films were of a high structural quality. This
fact is confirmed by Fig. 1a, which shows the electron
diffraction pattern of a sample grown at the optimal sub-

strate temperature for oriented growth:  = 200 K.
The structure of the films grown in the same technolog-
ical mode on the laser-irradiated substrate degraded
(Fig. 1b), while the growth rate increased by ~10%. As

the substrate temperature rose somewhat above ,
the situation became reversed. The laser radiation
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improved the film’s crystal quality, while the growth
rate decreased by ~10%. This fact is illustrated in
Figs. 2 and 3, which show the typical electron diffrac-
tion patterns of films grown at Ts = 220 K and Ts =
230 K (a) without laser radiation and (b) on the laser-
irradiated substrate.

4. DISCUSSION

It is known [2, 3, 5, 6, 9] that the formation of the
oriented layer on an oriented substrate under highly
nonequilibrium conditions includes nucleation, con-
densation (the formation of dispersed particles (DPs)
on the substrate), incorporation, and coalescence into
the continuous layer. The specific features of this for-
mation under highly nonequilibrium conditions are
nucleation and incorporation. The nucleation at very
high supersaturation proceeds in the vapor phase, while
the incorporation of DPs into the crystal lattice at
extremely low temperatures is performed in a diffusion-
less way owing to the soliton mechanism of mass trans-
fer. The joint effect of these specific features leads to a
correlated orientation of the DPs and a low growth rate
of the layer.

The soliton mechanism of mass transfer consists in
the motion of the DPs, which is due to the motion of
misfit dislocations between the DPs and the substrate.
This motion occurs specifically in the form of particle-

(a)

(b)

Fig. 1. The electron diffraction patterns of cadmium sulfide
films grown at the substrate temperature Ts = 200 K
(a) without laser radiation and (b) under the effect of laser
radiation.
like waves (solitons). In this motion mode, the atoms
move sequentially in the DP-substrate plane. At each
instant, almost all the DP atoms remain immobile rela-
tive to the substrate, and only a very small group of
atoms move. The atoms ahead of the wave front are
immobile since the wave still has not reached them, and
the atoms behind the front are immobile since the wave
has already propagated through them. Only atoms that
constitute the wave front at that instant contribute to the
motion. On the passing of such a wave (one soliton), the
DP shifts by one lattice constant. At low temperatures,
when the atomic diffusivity is very low, this diffusion-
less soliton mechanism is more favorable than other
mass transfer mechanisms by virtue of the ability of
solitons to propagate with a low energy loss.

The emergence of solitons is caused by a certain
relation between the lattice constants of the DP a(Tr)
and the substrate b(Ts). This relation ensues from the
following condition, whose fulfillment is necessary for
the emergence of solitons and was obtained theoreti-
cally in [10]:

. (1)

Here, f and λ are parameters characterizing the interac-
tion forces between the DP atoms and the substrate, and
the interaction between the substrate atoms, respectively.

a Tr( ) b Ts( )–
b Ts( )

-------------------------------- 2/π( )3/2 f /λa Tr( )…>

(b)

(a)

Fig. 2. The electron diffraction patterns of cadmium sulfide
films grown at the substrate temperature Ts = 220 K
(a) without laser radiation and (b) under the effect of laser
radiation.
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If the value of a(Tr) is close to that of b(Ts), the nec-
essary relation between them can be attained by varying
the substrate temperature Ts and the DP temperature Tr.

In previous studies devoted to layer growth under
highly nonequilibrium conditions [2–9], the fulfillment
of condition (1) was provided by varying the substrate
temperature Ts. In the experiment discussed, an addi-
tional degree of freedom is added, specifically laser
radiation. The radiation mainly affects the DP tempera-
ture Tr . This fact can be perceived even without estima-
tion calculations, since the DP surface, which absorbs
the radiation, exceeds the surface contacting the sub-
strate and serving as a heat sink by a factor of several
times. The inverse relation is valid for the substrate
since the surface exposed to radiation is partially occu-
pied by DPs.

The substrate and the DPs can become lattice-
matched, which is necessary for the emergence of soli-
tons, due to the temperature difference between the
substrate and the DP. Therefore, an increase in the DP
temperature Tr under the effect of laser radiation should
cause condition (1) to be satisfied at a higher substrate
temperature Ts.

The suggested model is completely consistent with
the experimental results. Indeed, compared with the
structure of films grown under the same conditions
without radiation, the crystal structure under the effect
of laser radiation at substrate temperatures higher than

(a)

(b)

Fig. 3. The electron diffraction patterns of cadmium sulfide
films grown at the substrate temperature Ts = 230 K
(a) without laser radiation and (b) under the effect of laser
radiation.
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 improves (compare Figs. 2a, 3a, and Figs. 2b, 3b).

Conversely, at the optimal substrate temperature ,
laser radiation deteriorated the crystal quality of the
films (compare Figs. 1a and 1b). A decrease in the
growth rate in the first case, naturally, is attributed to
increased reevaporation, which is caused by a higher
DP temperature, while an increase in the growth rate at

 is attributed to violation of condition (1). By virtue
of this fact, the energy dissipation is stronger than at the
optimal temperature and, consequently, the DP temper-
ature is lower. Laser radiation appears to shift the con-
densation diagram to higher temperatures.

5. CONCLUSIONS

(i) During the growth of cadmium sulfide layers
under highly nonequilibrium conditions, low-power
laser radiation shifts the optimal substrate temperature
for oriented growth to higher temperatures.

(ii) The growth features of cadmium sulfide layers in
highly nonequilibrium conditions under low-power
laser radiation are consistently explained in the context
of the soliton heteroepitaxy model.

ACKNOWLEDGMENTS

This study was supported by the Russian Founda-
tion for Basic Research, project no. 02-03-40432.

REFERENCES
1. A. P. Belyaev, V. P. Rubets, and I. P. Kalinkin, Fiz. Tekh.

Poluprovodn. (St. Petersburg) 31, 966 (1997) [Semicon-
ductors 31, 823 (1997)].

2. A. P. Belyaev, V. P. Rubets, and I. P. Kalinkin, Fiz. Tverd.
Tela (St. Petersburg) 39, 382 (1997) [Phys. Solid State
39, 333 (1997)].

3. A. P. Belyaev, V. P. Rubets, and I. P. Kalinkin, Neorg.
Mater. 34 (3), 238 (1998).

4. A. P. Belyaev, V. P. Rubets, and M. Yu. Nuzhdin, Fiz.
Tekh. Poluprovodn. (St. Petersburg) 34, 1208 (2000)
[Semiconductors 34, 1157 (2000)].

5. A. P. Belyaev and V. P. Rubets, Fiz. Tekh. Poluprovodn.
(St. Petersburg) 35, 294 (2001) [Semiconductors 35, 279
(2001)].

6. A. P. Belyaev, V. P. Rubets, and I. P. Kalinkin, Zh. Tekh.
Fiz. 71 (4), 133 (2001) [Tech. Phys. 46, 495 (2001)].

7. A. P. Belyaev and V. P. Rubets, Fiz. Tekh. Poluprovodn.
(St. Petersburg) 36, 843 (2002) [Semiconductors 36, 789
(2002)].

8. A. P. Belyaev, V. P. Rubets, M. Yu. Nuzhdin, and I. P. Ka-
linkin, Fiz. Tekh. Poluprovodn. (St. Petersburg) 37, 641
(2003) [Semiconductors 37, 617 (2003)].

9. A. P. Belyaev, V. P. Rubets, I. P. Kalinkin, and M. Yu. Nuzh-
din, Zh. Fiz. Khim. 77, 1883 (2003).

10. S. A. Kukushkin and A. V. Osipov, Fiz. Tverd. Tela
(St. Petersburg) 36, 1461 (1994) [Phys. Solid State 36,
799 (1994)].

Translated by N. Korovin

Ts
opt

Ts
opt

Ts
opt



  

Semiconductors, Vol. 39, No. 2, 2005, pp. 192–197. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 39, No. 2, 2005, pp. 208–213.
Original Russian Text Copyright © 2005 by Gridchin, Lyubimski

 

œ

 

, Moiseev.

                                

SEMICONDUCTOR STRUCTURES, INTERFACES,
AND SURFACES
Scattering of Charge Carriers at the Boundaries of Crystallites 
in Films of Polycrystalline Silicon

V. A. Gridchin, V. M. Lyubimskiœ^, and A. G. Moiseev
Novosibirsk State Technical University, Novosibirsk, 630092 Russia

^e-mail: lubvlm@ngs.ru
Submitted March 4, 2004; accepted for publication April 15, 2004

Abstract—Scattering of charge carriers by the potential barriers at grain boundaries in films of polycrystalline
silicon is considered. The influence of this scattering mechanism on charge-carrier mobility is analyzed. Satis-
factory agreement between the calculated and experimental values of mobility is observed. The model devel-
oped in this study can be used to gain insight into other kinetic phenomena. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Electrical conductivity is the most comprehensively
studied kinetic phenomenon in polycrystalline silicon
[1–4]. According to existing one-dimensional models,
the resistivity of polycrystalline silicon is controlled by the
resistivity of crystallites (grains) and of grain boundaries.
Due to the effect of the grain boundaries, the resistivity of
polycrystalline silicon is higher than that of single-crystal
silicon at the same level of doping. Conductivity models
make it possible to give a qualitative and, if two artifi-
cial factors are introduced, quantitative explanation of
the concentration and temperature dependences of elec-
trical conductivity and also the presence of a minimum
in the charge-carrier mobility in relation to the impurity
concentration. These models also serve as a basis for the
development of new models [5] and interpretation of new
experimental data concerned with polycrystalline sili-
con [6–9] and other materials [10, 11].

All the existing models of electrical conductivity in
polycrystalline silicon are based on the following
assumptions: (i) electrical conductivity inside crystal-
lites is the same as in single crystals at a corresponding
charge-carrier concentration and (ii) transport of charge
carriers through a potential barrier is described in terms
of thermal electron emission. In these models, the fact
that the sizes of crystallites in the film can vary several
times and can be comparable to the de Broglie wave-
length is disregarded. For example, the de Broglie
wavelength for holes and electrons at room temperature
is equal to about 200 Å (see, e.g., [12]). In addition, the
application range of the models [1–4] is restricted only
to electrical conductivity and is not extended to other
kinetic phenomena.

In this paper, we suggest a quantum-mechanical
model of charge-carrier scattering at the potentials of
the grain boundaries in polycrystalline silicon that
takes into account a spread in the grain sizes; further-
more, we analyze the effect of this scattering mecha-
nism on charge-carrier mobility and the solution of the
1063-7826/05/3902- $26.00 0192
Boltzmann equation in this model. Such an approach
makes it possible to describe not only the electrical con-
ductivity but also other kinetic phenomena.

2. THEORY

Scattering of electrons at the grain boundaries in
polycrystalline metal films has been considered previ-
ously [13]. It was assumed in that study that the poten-
tial at the grain boundaries had the form of the Dirac
delta function, whereas the multiparticle distribution
function g(z1, z2, …, zN) of potential barriers was a
known Gaussian function. The representation of the
potential barriers at crystallite boundaries in metals as
the delta function is quite justified; however, this repre-
sentation does not hold for semiconductors due to the
lower concentration of charge carriers in these materials.

A solution to the problem of charge-carrier scatter-
ing in polycrystalline films involves some difficulties if
the crystallites have an arbitrary size, shape, and orien-
tation. Therefore, we suggest a model in which the
crystallites have the shape of rectangular parallelepi-
peds with one of the axes perpendicular to the film,
while the other two axes are parallel and perpendicular
to the applied external field Ez. Potential barriers with a
finite height are assumed to exist at the crystallite
boundaries; distances between these barriers corre-
spond to the sizes of the crystallites. The latter are not
correlated; therefore, the coordinates zn of potential-
barrier centers are shifted by a random quantity δzn with
respect to the mean values of these coordinates. The
charge-carrier scattering occurs at potential barriers,
impurities, phonons, and so on. The scattering mecha-
nisms are independent of each other. It is important that
the variation in the potential-barrier energy, resulting
from the application of an external electric field, is much
smaller than the mean energy of the charge carriers.

A model of potential barriers is illustrated in Fig. 1.
© 2005 Pleiades Publishing, Inc.
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Potential barriers at the grain boundaries are
described by the function

where Lz is the sample length along the z axis.

The Boltzmann equation for the model under consid-
eration, which has an electric field Ez applied along the z
axis, and for other scattering mechanisms with the relax-
ation time τ taken into account can be written as [13]

Here, Φ(k) = f(k) – f0(k), where f(k) and f0(k) are non-
equilibrium and equilibrium Fermi distribution func-
tions; P(k, k') is the probability of a charge-carrier tran-
sition from state k to state k' due to scattering at unor-
dered potential barriers; e is the elementary charge; and
ε and v z are the energy of the charge carriers and the
component of their velocity along the z axis.

In order to determine P(k, k'), we assume that u(z) is
a weak perturbation of the Hamiltonian operator,
whereas the unperturbed states are described by the
wave function

where Ω = LxLyLz is the volume of a polycrystal.

The probability of the transition from state k to state k'
is defined by the squared modulus of the corresponding
matrix element. Thus, we have

If we assume that the shifts δzn of the potential bar-
riers are random quantities, we introduce a distribution
function g(δz) that describes these shifts with respect to
their mean positions. Assuming that the shift of each
potential barrier is independent of the shift of another
potential barrier, we obtain the expression

where g(∆kz) = (δz)exp(–i∆kzδz)d(δz) and SM(∆kz) =

–i∆kzdn) is the structure factor.
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By further assuming that these shifts obey the Gaus-
sian distribution law

with the standard deviation s, we obtain

As a result of solving the Boltzmann equation, the
function Φ(k) can be written as

(1)

where τ*–1 = τ–1 + 2A(|kz|).
It follows from expression (1) that a spread in the

sizes of the crystallites in the case of scattering at
potential barriers leads to an additional scattering with
the relaxation time

The current density can be calculated using the well-
known formula

The mean relaxation time in the case of scattering
at potential barriers can be determined if we assume
that there are no other scattering mechanisms (τ = ∞
and τ* = τb).

In the case of degenerate statistics, the electrical
conductivity can be represented as

(2)

where  is the effective density-of-states mass.
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Fig. 1. A model of potential barriers.



194 GRIDCHIN et al.
Parameters of the studied samples

Sample
no.

ρs, Ω/h 
(24°C)

p, 1019 cm–3

(24°C)
µ, cm2 V–1 s–1

(24°C)
T Kρs, 10–4 K–1

(24°C) Tgr, °C Tann, °C The Si* layer
thickness, µm

d,
10–6 cm

s,
10–6 cm

1 84 6.5 21 1.83 610 1000 0.55 6.52 3.4

2 76 6.45 23 2.8 1050 0.55 9.63 4.2

3 58 6.7 28 5 1100 0.55 13.2 5.4

4 51 6.75 33 7.9 1150 0.55 14.7 5.3

5 65 7 26.5 5 625 1000 0.525 10.3 3.8

6 61 7.25 28 6.6 1050 0.505 10.5 4.3

7 53 7.9 31 9 1100 0.480 15.6 5.6

8 56 7.75 32 10 1150 0.46 17.3 7.0
In this case, the relaxation time is given by

(3)

If there is no degeneracy, the electrical conductivity
can be written as

(4)

where p is the hole concentration.
It follows from formula (4) that

(5)

The condition for applying perturbation theory to
the model under consideration consists in the fulfill-

ment of the relation τ >  when there is no degener-

acy and the relation τ >  for a completely degenerate

electron gas (η is the Fermi energy). These relations are
based on the fact that successive scattering events are
disregarded in the first approximation of perturbation
theory [14]. In addition, the same relations represent
the criterion for the applicability of the kinetic equation
and, as is well known, correspond to the charge-carrier
mobility on the order of 10 cm2/(V s).
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The expression for the relaxation time can be sim-
plified in the case of scattering at potential barriers.
This simplification is based on the fact that the standard
deviation between the sizes of the crystallites and the
mean values s ≈ 0.3–0.5d according to the experimental
data (see table) [15]. An analysis of the integrands in
expressions (4) and (5) shows that they have a maxi-
mum at k ≈ 7 × 106–107 cm–1 at temperatures higher
than 100 K; as a result, the major contribution to the
integrals comes from the range 106 cm–1 < k < 3 ×
107 cm–1. Therefore, we may assume that s2 @ 1 for
polycrystalline films with crystallite mean sizes of d ≥
2 × 10–6 cm; consequently, the formula for the relaxation

time τb =  is simplified and can be written as

(6)

A comparison of expression (6) with the expression
for relaxation time [13] shows that these expressions
coincide when the electron wavelength is smaller than
the standard deviation of the sizes of the crystallites

( s2 @ 1).

3. COMPARISON OF THEORETICAL 
AND EXPERIMENTAL RESULTS

Before discussing the results of the calculations and
experimental data, the following points should be
noted. It is well known that it is impossible to ade-
quately describe the temperature dependences of
charge-carrier mobility in single-crystal p-Si if gener-
ally accepted mechanisms of scattering are used.
Therefore, it would seem erroneous to expect that one
can attain agreement between experimental and theo-
retical dependences for polycrystalline p-Si by varying
some of the parameters. In this context, we gave partic-
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ular attention to the following issues when assessing
the results obtained using the suggested model:

(i) whether an increase in the charge-carrier mobil-
ity is observed as the temperature is increased at low
levels of doping; and

(ii) whether the mobility increases as the grain size
increases.

At an impurity concentration higher than 1017–
1018 cm–3, the potential at the grain boundaries in poly-
crystalline p-Si has the shape shown in Fig. 2 at and
corresponds to a mobility minimum [2, 3]; analytically,
this potential is given by

In polycrystalline p-Si, we have

;

therefore, the half-width of the depletion region w can
be estimated using the formula [1]

where N is the impurity concentration and Qt is the den-
sity of the trap states.

As was mentioned above, perturbation theory can be
used if the potential is such that the relaxation time sat-

isfies the inequalities τb >  for a nondegenerate

semiconductor and τb >  for a completely degenerate

semiconductor. This circumstance imposes a restriction
both on the value of the potential and the range of the
potential definition (on the width of the potential region
in a one-dimensional case). For example, for the den-
sity of the trap states Qt = (1.9–3.7) × 1012 cm–2 [1, 2]
and the charge-carrier mobility of 20–30 cm2/(V s) at
room temperature, the charge-carrier concentration
should exceed 1019 cm–3 according to calculations of
the relaxation time in the case of scattering at potential
barriers. In this situation, w < 10–20 Å, which is smaller
than the Broglie wavelength by an order of magnitude.
The charge carriers are degenerate at such a high con-
centration, which means that formulas (2) and (3) must
be used.

In the majority of the previous publications con-
cerned with electrical conductivity of polycrystalline
silicon, the values of charge-carrier mobility at room
temperature and the temperature coefficients of resis-
tivity have been reported. Therefore, when comparing
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the theoretical and experimental data, we used our own
results and published experimental data [1] for the hole
concentrations of 1019 and 5 × 1019 cm–3. The mean
sizes of the grains were equal to 230 Å in the films of
polycrystalline silicon studied by Seto [1].

The films of polycrystalline silicon studied by us
were formed in a low-pressure reactor at temperatures
of 610 and 625°C on oxidized silicon wafers oriented in
the (100) plane. The oxide thickness was 0.43 µm. The
thickness of the polysilicon film was approximately
0.5 µm. The film was doped using implantation of
boron ions with an energy of 50 keV and a dose of 4 ×
1015 cm–2, with subsequent annealing for 40 min at
1000–1150°C. The parameters of the studied films are
listed in the table. The films were isotropic. As can be
seen from the table, the mean grain sizes in the films
varied from 650 to 1730 Å for a hole concentration
ranging from 6.5 × 1019 to 8 × 1019 cm–3. In this case,
the potential-barrier width is on the order of 10 Å and
is much smaller than the mean free path of the holes.

The Fermi energy appearing in formulas (2) and (3)
is obtained by solving an electroneutrality equation for
the nondepleted (middle) portion of the grain

where Nv is the effective density of the states and Na is
the concentration of ionized acceptors.

We have  ≈ Na if the impurity concentration is
1019 cm–3 or higher.

The value of w is determined as a result of solving
the following electroneutrality equation for the deple-
tion region:

Nv
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Fig. 2. A model of the potential barriers in polycrystalline
p-Si.
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Here, εt is the energy of the trap states, Qt is the density

of the trap states, and  is the density of the charged
trap states.

The first term on the left-hand of the above equation
is much smaller than the second and third terms. There-
fore,

If the amorphous layer is disregarded, the mean hole
concentration is given by

(7)

At 〈p〉  > 1019 cm–3, the first term on the right-hand
side of Eq. (7) amounts to less than 3%.

In Figs. 3–5, we show the temperature dependences
of the hole mobility µ* calculated using the suggested
model; experimental hole mobilities reported by Seto
[1] and our own experimental data are also shown. In
Figs. 4 and 5, we also show the hole mobilities in sin-
gle-crystal silicon. We calculated this mobility using
the formula

(8)
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Fig. 3. Temperature dependences of the charge-carrier
mobility in polycrystalline p-Si. The hole concentration p =
(1) 1.0 × 1019, (2) 5.0 × 1019, (3) 1.0 × 1019, and (4) 5.0 ×
1019 cm–3. Curves 1 and 2 correspond to the calculation and
curves 3 and 4 represent the experimental data.
where µ is the experimental value of mobility in single-

crystal silicon and 〈µb〉  =  is the mobility in poly-

crystalline silicon in the case of scattering at the poten-
tial barriers.
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Fig. 4. Temperature dependences of the charge-carrier mobil-
ity in polycrystalline and single-crystal p-Si. Curves 1–4 rep-
resent the results of the calculations and curves 1'–4' repre-
sent the experimental data. Curves 1 and 1' are for sample 1;
curves 2 and 2', for sample 2; curves 3 and 3', for sample 3;
curves 4 and 4', for sample 4; and curve 5, for single-crystal
p-Si with a hole concentration of 7 × 1019 cm–3.
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Fig. 5. Temperature dependences of the charge-carrier
mobility in polycrystalline and single-crystal p-Si. Curves 1–3
correspond to the results of the calculations; squares,
crosses, and curves 1'–4' represent the experimental data.
Curves 1 and 1' are for sample 5; curves 2 and 2', for sample 6;
curves 3 and 3', for sample 7; curves 3 and 4', for sample 8;
and curve 4, for single-crystal p-Si with a hole concentra-
tion of 8 × 1019 cm–3.
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Quantity 〈τ b〉  was calculated using formula (3).

Calculation of the mobility with formula (8), rather
than with formulas (1) and (3), leads to underestimation
of that mobility [16]. However, the necessity of using
formula (8) in calculations stems from the fact that
there are several mechanisms of charge-carrier scattering
in single-crystal silicon at temperatures of 200–600 K;
consequently, it is rather difficult to take into account
the contribution of each mechanism to the mobility.

When calculating the mobility, we analyzed the
effects of Qt, w, δ, and V0 on the relaxation time. It was
found that the relaxation is most profoundly affected by
the rectangular portion of the intercrystallite potential;
at the same time, the variation in the temperature
dependence of the mobility as the impurity concentra-
tion is changed is related to the quadratic coordinate
dependence of the potentials.

When calculating the mobilities shown in Figs. 3–5,
we used the following parameter values: Qt = (1.9–3.7) ×
1012 cm–2, V0 = 0.65 eV, and δ = 2.5–9 Å.

According to estimations, Qt = 2.5 × 1012 cm–2 and
δ = 6.4–8.5 Å for polycrystalline n-Si [4], whereas
Qt = 3.7 × 1012 cm–2 [1] and Qt = 1.9 × 1012 cm–2 [2] for
polycrystalline p-Si.

It can be seen from Fig. 3 that an increase in both the
experimental and calculated mobility is observed as the
temperature increases if the impurity concentration is
equal to 1019 cm–3. It can be also seen from Figs. 3–5
and the table that the charge-carrier mobility increases
as the mean grain size increases.

The dependences shown in Figs. 3–5 indicate that
the calculated mobilities exceed the experimental val-
ues. The larger values of the calculated mobilities can
be caused by the following factors: (i) The shape of the
actual intercrystallite potential differs from that shown
in Fig. 2 (the shape of the potential profoundly affects
its scattering properties). (ii) Crystallites in the film of
polycrystalline silicon have a complex shape. More-
over, the area of contact with neighboring crystallites is
apparently smaller that the side-surface area, which
leads to an overestimated value of experimentally
determined resistivity and an underestimated value of
mobility. (iii) Finally, an arbitrary orientation of crys-
tallites with respect to each other is disregarded in the
suggested model; this random orientation should give
rise to additional scattering.

4. CONCLUSION

We suggested a model of charge-carrier scattering
by potential barriers at the boundaries of crystallites.
We derived an expression for the relaxation time of this
SEMICONDUCTORS      Vol. 39      No. 2      2005
type of scattering. It follows from this expression that
the scattering becomes more intense as the sizes of the
crystallites decrease. Comparison of the results of the
calculations with experimental data shows that the
model adequately describes charge-carrier scattering
by potential barriers and that it is necessary to take into
account this scattering in calculations of the value and
temperature dependence of the charge-carrier mobility
in polycrystalline p-Si. The results obtained can be used
to describe other kinetic phenomena.
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Abstract—The current density in a combination of a 2D electron gas and a superlattice subjected to a strong
electric field under exposure to a cnoidal electromagnetic wave is studied, with electron–phonon coupling
explicitly taken into account. A dc electric quantizing field is directed along the superstructure axis, with the
vector of the field strength of the nonlinear wave being perpendicular to this axis. It is found that the constant
component of the current density along the superlattice axis is oscillatory and depends on the electric field
strength. © 2005 Pleiades Publishing, Inc.
Recently, special attention has been paid to transport
in two-dimensional (2D) systems combined with a
superstructure [1–5]. For example, Shubnikov–de Haas
oscillations of an electron gas in a 2D system of anti-
dots were considered in [6], and the electrical proper-
ties of superlattices grown in inversion layers on high-
index silicon surfaces were considered in detail in [7].
The periodic potential described in [7] generates a
superlattice (SL) with narrow forbidden minibands,
which are described by a band spectrum in the weak-
binding approximation. Methods for producing SLs, in
2D electron gas, that have a spectra satisfactorily
described by the tight-binding approximation were sug-
gested in [8]. The possibility of electromagnetic soliton
propagation in such structures was studied in [9]. It is
known [10] that linear electromagnetic waves are trans-
formed into nonlinear (cnoidal) waves in materials with
nonparabolic spectra. In this context, the influence of
the field of a cnoidal wave polarized along the SL axis
on the SL conductivity in a strong electric field was
considered in [11]. A number of features distinguishing
this problem from a similar problem regarding a linear
wave field were also indicated. The calculations in [11]
were carried out using the classical Boltzmann equa-
tion for the approximation of constant relaxation time τ.

In this paper, we report the results of studying the
density of the electric current along the SL axis in 2D
electron gas subject to the field of a cnoidal electromag-
netic wave, while explicitly taking into account elec-
tron–phonon coupling. The x axis, which is parallel to
the SL axis, has a dc electric field E applied along it.
The cnoidal electromagnetic wave propagates in the
same direction, such that the vector E1 of the wave’s
electric field is perpendicular to the x axis (in contrast
to [11], where vector E1 is parallel to the x axis). Let the
dc field be strong enough to satisfy the condition Ωτ @ 1,
1063-7826/05/3902- $26.00 0198
where Ω = eEd/" is the Stark frequency, E is the dc
electric field strength, d is the SL period, and τ is the
relaxation time. If, in addition, "Ω ! Eg and "ω ! Eg
(Eg is the miniband gap and ω is the electromagnetic
wave frequency), we can use a one-miniband approxi-
mation and express the electron energy spectrum as

(1)

where m is the effective mass of charge carriers in the
direction perpendicular to the SL axis, p⊥  is the electron
quasi-momentum component along the y axis, and ν is
an integer. In (1), the fact that the application of a strong
electric field along the SL axis gives rise to the Stark
quantization effect is taken into account [12]; as a
result, the energy spectrum becomes quasi-discrete.

Let the electric field of the cnoidal wave

(2a)

(2b)

also be applied to the SL. Here E0 ⊥  x, E0 is the nonlin-
ear wave amplitude, u is the frequency dimensionality
constant, cn(x, k) and dn(x, k) are the Jacobi elliptic
functions, and k is the magnitude of the elliptic func-
tions (wave nonlinearity magnitude). A distinctive fea-
ture of cnoidal waves is the dependence of the fre-
quency ω(k) = 2π/Tcw(k) (Tcw(k) is the wave period) on
the nonlinearity modulus k; i.e.,
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where K(k) is a total elliptic integral of the first kind.
In expressions (2a) and (2b), spatial dispersion is

disregarded, which is justified if the electromagnetic
wavelength is long in comparison with the mean free
path of the electrons.

Due to additivity of the electron-energy spectrum,
the electron wave function in the above-described situ-
ation, without external influences, is a product of two
functions: Ψ = Ψ1 · Ψ2. Here, Ψ1 corresponds to the
Stark ladder state [12], and Ψ2 to the state exactly
accounting for the effect of the cnoidal wave field [13],

(4a)

(4b)

where ∆ is the conduction miniband half-width; Ly is
the size of the normalizing area S along the y axis;
Jn(x) is the nth-order Bessel function;

(5a)

(5b)

and ϕ(t) is the dimensionless component of the vector
potential of the cnoidal wave, which is expressed as

(6a)

(6b)

To calculate the current density, we use the general
theory of semiconductor conductivity in quantizing
electric fields developed in [14]. In polar crystals, car-
riers are scattered by optical phonons. Let these
phonons be dispersionless and their frequency ω0 be
constant. In accordance with [15], let us write the
expression for the electric current density along the SL
axis as

(7)

where e is the elementary charge; f(p⊥ ) is the electron
distribution over perpendicular components of the
quasi-momentum; Wν – ν'(p⊥ , ) is the scattering prob-
ability, which includes two parts corresponding to
phonon emission and absorption. This scattering prob-
ability is defined by the formulas

(8)
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(9)

where Cq is the electron–phonon coupling constant, ρ is
the crystal density, δ is the layer thickness, qx and q⊥  are
the phonon quasi-momentum components along the

coordinate axes, and ε = . The coefficient Cs

appeared due to the following expansion in the Fourier
series:

(10)

where

(11)
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Let us assume that the cnoidal wave frequency ω(k) is
much higher than the Stark frequency Ω and that
"ω(k)  @ "Ω,  (  is the mean energy of the electrons’
transverse motion). This condition is satisfied at ω(k) ≥
1014 s–1. Then the absorption and emission of HF field
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photons can be disregarded. Under such circumstances,
there is no zero-phonon component of the electric cur-
rent (which, taking into account the HF field effect, can
be nonzero). The cnoidal field has a dynamic effect on
carriers, and the heating of the electron-gas is con-
trolled only by the effect of the dc electric field. In view
of the above, only the term with s = 0 can be retained in
expression (10) in the sum over s. In this case, the dis-
tribution function f(p⊥ ) can be defined as (see [16])

(14)

where n0 is the surface electron concentration, θ =
∆2(2N0 + 1)/2ω0", and N0 is the Plank distribution func-
tion for phonons.

Taking into account formulas (8)–(14) and perform-
ing a summation over p⊥  and  in Eq. (7), we derive
the expression for the current
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The dependence of the constant component of the current
density along the SL axis on the dc electric field strength at
∆ = 10–2 eV; u ≈ 1014 s–1; E0 ≈ 3 × 105 V/cm; d ≈ 10–6 cm;
and k = (1) 0.7, (2) 0.5, and (3) 0.2.
(20)

The derived expressions are valid under the condition
Ω ! θ. In a case where Ω @ θ, θ should be substituted
with kBT (kB is the Boltzmann constant and T is the tem-
perature). At low temperatures, N0 and j2 both vanish
(as follows from expressions (17) and (18)).

In the limiting case (Ω @ θ, β @ 1), the integral in
expression (19) can be calculated using the saddle-
point method; as a result, we obtain

(21)

where

In a general case, it is impossible to analytically calcu-
late the integrals appearing in expression (21); there-
fore, further analysis was carried out using numerical
methods.

The results of the numerical analysis were used to
plot the dependences of the current density along the
SL axis on the dc electric field strength at various val-
ues of the nonlinearity parameter k (see figure).

The dependence of the current density on the dc
electric field is highly nonmonotonic. The curves
include regions of negative differential conductivity,
which are caused by Bragg reflections. It is noteworthy
that the current density is subject to large-amplitude
oscillations, which are unrelated to the carrier transi-
tions between Stark sublevels and are attributed to the
phenomenon of “electrical–geometrical” resonance.
Indeed, in the quantizing electric field in the absence of
carrier scattering, the current is zero [14]. In this study,
the current arises as a result of scattering by phonons.
Under the condition Ω @ θ, it is mainly phonons with

momenta on the order of  that contribute to
scattering. The deformation potential of these phonons
is averaged over the electron-oscillation period in the
HF field. In fields where the double carrier oscillation
amplitude 2eE0/m(ω(k))2 becomes commensurable
with the wavelength of the significant phonons

2π , the effective constant of electron–
phonon coupling vanishes.

As the wave nonlinearity parameter k decreases
(and, hence, the wave frequency ω(k) increases), the
falloff of the current to zero and its subsequent increase
are more gradual, and the height of the local maxima
decreases.
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We should emphasize a significant difference
between the results of this study and the results of [11].
In [11], it was shown that the steady-state I–V charac-
teristic included a region of absolute negative conduc-
tivity at the cnoidal wave fields E1 on the order of
103 V/cm. However, we did not observe this effect.

When the nonlinearity magnitude k tends to zero,
the cnoidal wave degenerates into a harmonic wave,
and expression (21) features a passage to the limit, i.e.,
to the results previously obtained in [17] in a study of
the influence of a high-frequency linear wave on the SL
conductivity in a quantizing electric field.

Let us perform numerical estimations. At the con-
centration n0 ≈ 1010 cm–2, δ ≈ 2 × 10–6 cm [6], ∆ ≈
10–2 eV [8], ω0 ≈ 2 × 1012 s–1, and m ≈ 10–29 g, we have
j0 ≈ 0.4 A/mm2, which seems to be quite feasible for
experimental detection. At the chosen numerical val-
ues, the applicability conditions for the single-mini-
band approximation, Stark quantization, and the
absence of carrier heating in the HF field are satisfied.
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Abstract—Thin-film n-ZnO:Al/p-Cu(In,Ga)Se2 heterojunctions are fabricated by magnetron sputtering of an
ZnO target, leading to a deposition of Cu(In,Ga)Se2 films on the surface. The photoelectric properties of the
fabricated heterojunctions are studied under exposure to natural and linearly polarized light. It is concluded that
the resulting cadmium-free environmentally safe heterostructures can be used as high-efficiency broad-band
photoconverters of natural and linearly polarized light. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Earlier applied physical studies of compound dia-
mond-like chalcogenides with a lattice of chalcopyrite
Cu(In,Ga)Se2 led to the fabrication of solar cells that
had, for thin-film photoconverters, an unprecedentedly
high quantum efficiency (η ≈ 19.2%) and an extraordi-
nary radiation resistance [1–3]. As a rule, the active
region of these structures included Cu(In,Ga)Se2/CdS
heterojunctions [4, 5]. Nowadays, making allowance
for modern ecological standards, it is necessary to
exclude cadmium, which is highly toxic, from the com-
position of solar cells. However, the abandonment of
CdS provides an opportunity to increase the optical
transmission of the short-wavelength radiation into the
active region of the structure. Therefore, we are of
the opinion that it is interesting to exclude the
Cu(In,Ga)Se2/CdS barrier from widely used thin-film
Cu(In,Ga)Se2/CdS/ZnO solar cells retaining
Cu(In,Ga)Se2/ZnO as a converter. This study is aimed at
solving the above problem and is concerned with photo-
electric phenomena in the n-ZnO:Al/p-Cu(In,Ga)Se2
1063-7826/05/3902- $26.00 0202
heterojunctions fabricated by magnetron-sputtering
deposition of thin ZnO:Al films on the surface of
Cu(In,Ga)Se2 alloy films.

2. EXPERIMENTAL

To fabricate thin-film heterojunctions, we used mir-
ror-smooth molybdenum films 1 µm thick deposited
onto substrates made of sodium-containing glass. We
grew the films of the Cu(In,Ga)Se2 alloy to a thickness
of 2 µm using molecular beams of each constituent ele-
ment (Cu, In, Ga, and Se). During the deposition, we
controlled the beam density for each element, the sub-
strate temperature was kept in the range 540–550°C,
and the total vapor pressure in a reactor volume was
~(5–10) × 10–6 mbar.

The microprobe X-ray spectral analysis of the
grown Cu(In,Ga)Se2 films showed that each element
was distributed with a high uniformity over the surface
and in the bulk. Typical experimental film compositions
are given in the table. The X-ray studies showed that the
The elemental composition of the Cu(In,Ga)Se2 films and the photoelectric properties of the n-ZnO:Al/p-Cu(In,Ga)Se2 het-
erojunctions at T = 300 K

Struc-
ture no.

Concentration, at %
R0, Ω , V/W , mA/W ∆"ω, eV δ, eV EG, eV PI, %

(θ ≈ 70°)Cu In Ga Se

B1 18.26 23.34 9.94 48.05 103–105 30 0.04 1.6–1.9 1.17 1.17 5

B2 25.64 20.73 7.68 49.95 25–60 – – – – – –

B3 12.03 32.55 4.81 50.61 104–105 200 3 1.55 1.23 1.23 8

B4 19.27 21.61 10.50 42.60 104 50 0.15 1.60 1.17 1.17 10

Note: All films have p-type conductivity.

SU
m SI

m

© 2005 Pleiades Publishing, Inc.
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resulting fine-grained Cu(In,Ga)Se2 films are single-
phase, have a chalcopyrite structure, and are textured in
the crystallographic direction [112]. In the X-ray dif-
fraction patterns of these films, the reflections of the
superstructure 101, 113, and 211, along with a series of
lines (112, 220/204, 312/116, etc.) are resolved. Tetrag-
onal splitting of the doublet 116/312 usually corre-
sponds to the formation of an ordered chalcopyrite
structure. Microscopic studies of the Cu(In,Ga)Se2
films, using a Stereoscan-360 scanning electron micro-
scope, showed that their surface is mirror-smooth and
the structure closely packed. The latter fact indicates
that the obtained substance is single-phase, which is
consistent with the X-ray diffraction data. The table
shows that the concentrations of alloy-forming ele-
ments in various films grown from molecular beams,
are, in fact, different. This circumstance indicates that it
is possible to control the atomic composition with the
four elements used in the described method of growing
Cu(In,Ga)Se2 films. All grown Cu(In,Ga)Se2 films are
of p-type conductivity.

The ZnO:Al/p-Cu(In,Ga)Se2 heterojunctions were
fabricated in argon using magnetron sputtering of a
pressed ZnO target with an additive of pure Al at 2.5% [6].
The substrate temperature during the deposition of the
ZnO:Al films was no higher than ~50°C at a system
pressure of ~0.5 Pa. The duration of the ZnO:Al films’
deposition onto the surface of the p-Cu(In,Ga)Se2 sub-
strate usually took 2–4 h. Owing to a change in the
argon pressure during the deposition of the n-ZnO
films, we controlled the concentration of free carriers,
which increased as the argon pressure increased. The
highest concentration was ~1020 cm–3 at T = 300 K. The
ZnO films generally adhered well to the Cu(In,Ga)Se2
surface, had a mirror-smooth outer surface, and were
homogeneous in their interference-related color.

3. RESULTS

3.1. Current–Voltage Characteristics

According to measurements of the steady-state cur-
rent–voltage (I–V) characteristics, all the fabricated
n-ZnO:Al/p-Cu(In,Ga)Se2 heterojunctions exhibited
rectification. Figure 1 shows the typical I–V character-
istics of one of the fabricated heterojunctions, and the
table shows some of their photoelectric parameters. The
forward direction of the fabricated heterojunctions cor-
responds to the positive polarity of the external bias
applied to the p-Cu(In,Ga)Se2 film, which is consistent
with the approximate energy-band model of the hetero-
junction. At voltages of U ≈ 5 V, for the most satisfac-
tory heterojunctions, the forward current exceeds the
reverse current by a factor of 40–50 at T = 300 K.

At forward biases of U & 0.5 V, the dark current of
the heterojunctions obeys the known diode equation [7]

(1)I Is eU/eβkT 1–( ),=
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where the saturation current Is ≈ 5 × 10–7 A at T =
300 K, while the diode coefficient β ≈ 6–10, which
allows us to assume that the forward current has a tun-
neling–recombination origin.

As the forward-bias voltage increases, U > 2 V, the
dark current at the forward bias starts to follow the lin-
ear law

(2)

where the cutoff voltage U0 ≈ 1.8 V, while the residual
resistance R0, as one can see from the table, varies in the
rather wide range 25–105 Ω. This fact should presum-
ably be attributed to changes in the composition of the
Cu(In,Ga)Se2 films. It is noteworthy that the smallest
values of R0 correspond to an excess of Cu in the
Cu(In,Ga)Se2 films (sample B2 in the table), while the
highest resistance R0 ≈ 105 Ω is observed for the hetero-
junctions with a high In content (samples B1 and B3 in
the table).

For reverse biases ranging from 0.1 to 0.5 V, the
reverse current of the heterojunctions under study is
described by the power-law dependence I ∝  Um, where
the exponent m ≈ 0.84 in the voltage range 0.1–0.5 V,
while at U > 0.5 V it increases somewhat to m ≈ 1.2.
The closeness of the exponent to unity may correspond

I
U U0–

R0
-----------------,=

1

1.8 V
U, V

2

3

4

5

0
5–5

I, 10–5 A

–1

–2

–3

I, 10–4A

Fig. 1. The steady-state current–voltage characteristic of the
n-ZnO:Al/p-Cu(In,Ga)Se2 heterojunction at T = 300 K for
sample B1. The conducting direction corresponds to the
positive polarity of the external bias applied to the
p-Cu(In,Ga)Se2 film.
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to carrier tunneling or to the manifestation of currents
limited by the space charge in the velocity saturation
mode [8, 9].

3.2. Photoelectric Characteristics

Illumination of the fabricated heterojunctions leads
to the emergence of photovoltage. The sign of this pho-
tovoltage is always negative at the n-ZnO:Al film,
which coincides with the rectification direction. Fur-
thermore, it is independent of the energy of incident
photons, the coordinate of the light probe (diameter
0.2 mm) on the surface, and the radiation intensity. The
above-mentioned properties allow us to attribute the
observed photoelectric effect to the only active region,
which emerges due to the contact of the ZnO and

Cu(In,Ga)Se2 films. The highest voltage ( ) and cur-

rent ( ) photosensitivities of the fabricated hetero-
junctions are given in the table. They are always real-
ized under illumination of the n-ZnO film’s side. The
observed variations in the highest photosensitivity of
the heterojunctions, it seems, should primarily be
attributed to the properties of the Cu(In,Ga)Se2 films,
which are determined by deviations from the stoichi-
ometry and, consequently, by the growth parameters.

SU
m

Si
m

101

1

η, arb. units

"ω, eV

102

103

100

2 3

1.32

1.32

1.30

1 meV

1

2

3

Fig. 2. Spectral dependences of the relative quantum effi-
ciency of photoconversion for the n-ZnO:Al/p-Cu(In,Ga)Se2
heterojunctions at T = 300 K in nonpolarized light. The illu-
mination of the n-ZnO:Al film’s side. Sample numbers:
(1) B3, (2) B4, and (3) B1. To exclude the overlap, the spec-
tra are shifted along the axis η.
Figure 2 shows the spectral dependences of the rel-
ative quantum efficiency of the photoconversion η for
the ZnO:Al/Cu(In,Ga)Se2 heterojunctions, which is
determined as the ratio of the short-circuit current to the
number of incident photons. In particular, Fig. 2 shows
that the η spectra are very similar for the fabricated het-
erojunctions if the ZnO:Al film’s side is illuminated.
Indeed, an abrupt long-wavelength increase in photo-
sensitivity for all the heterojunctions sets in at photon
energies of "ω ≥ 1 eV. At the coordinates (η"ω)2–"ω,
the long-wavelength increase in photosensitivity
becomes linear. According to the theory of fundamental
absorption in semiconductors [7], this circumstance
allows us to conclude that band-to-band optical transi-
tions in the Cu(In,Ga)Se2 alloys occur, which is consis-
tent with an analysis of the optical absorption spectra
for these materials [10]. By extrapolating the depen-
dences (η"ω)2  0 for the fabricated heterojunctions,
we determined the values of the band gap EG for the
Cu(In,Ga)Se2 films, (these values are given in the
table). An increase in the band gap of the quaternary-
alloy films relative to the CuInSe2 ternary compound
[10, 11] is attributed to an increase in the concentration
of Ga atoms. In contrast, the observed variations in EG
in various Cu(In,Ga)Se2 films (see table) can be associ-
ated with oscillations of the deviation of the quater-
nary-phase composition from stoichiometry. These
oscillations represent the effect of the growth parame-
ters on the physical properties of quaternary alloys.

It follows from Fig. 2 that the high photosensitivity
of the fabricated heterojunctions manifests itself in the
depth of the fundamental absorption for Cu(In,Ga)Se2.
The table gives the spectral range of high photosensitiv-
ity ∆"ω for several structures under illumination of the
ZnO side. One can see that certain heterojunctions are
highly photosensitive in an extended region of photon
energies, for example, sample B1 (see table). Some-
times, the photosensitivity peaks at a certain photon
energy for a specific heterojunction. Such a feature is
observed in the photosensitivity spectra of heterojunc-
tions B3 and B4 (see table).

The broad-band character of the spectra η("ω) for
the fabricated thin-film heterojunctions indicates that
they possess a high-quality heterointerface. One can
also see from the table that the full width at a half-max-
imum of the photosensitivity spectra (δ) for the
n-ZnO:Al/p-Cu(In,Ga)Se2 heterojunctions attains large
values, 1.15–1.47 eV, which are required for the devel-
opment of highly efficient photoconverters.

The exposure of the heterojunctions to linearly polar-
ized light along the normal to the n-ZnO:Al active sur-
face showed that the variations in the spatial orientation
of the vector of the light wave’s electric field do not affect
the photosensitivity of the n-ZnO:Al/p-Cu(In,Ga)Se2
heterojunctions. This fact indicates that natural pho-
topleochroism is absent, partly because of the isotropic
photoactive absorption in the structural components,
but primarily because of the fine-grained structure of
SEMICONDUCTORS      Vol. 39      No. 2      2005
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the Cu(In,Ga)Se2 and ZnO thin films. Photopleochro-
ism in such objects usually emerges under the oblique
incidence of the linearly polarized light on their receiv-
ing surfaces [12]. Figure 3 shows a typical spectral
dependence of the coefficient of the induced photople-
ochroism PI for one of the fabricated heterojunctions
under illumination of the ZnO:Al film’s side at the
angle of incidence θ = 70°. One can see that the coeffi-
cient of the induced photopleochroism is almost con-
stant over the entire range of photosensitivity for the
heterojunction. The magnitude of the photopleochro-
ism was found to be substantially smaller than the the-
oretical estimate (PI ≈ 30% at θ = 70° [12]), which was
determined using the refractive index for ZnO taken
from [11]. The fact that there is a considerable decrease
in the coefficient PI with respect to the theoretical value
over the entire photosensitive region indicates that a
high antireflection level, which is necessary to provide
highly efficient photoconversion, is attained for the fab-
ricated n-ZnO:Al/p-Cu(In,Ga)Se2 heterojunctions.

4. CONCLUSIONS

Thus, we fabricated ZnO/Cu(In,Ga)Se2 cadmium-
free photosensitive heterojunctions in which the ZnO
film simultaneously serves as a barrier and antireflec-
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Fig. 3. The spectral dependence of the coefficient of the
induced photopleochroism for the n-ZnO:Al/p-Cu(In,Ga)Se2
heterojunction at T = 300 K for sample B3. θ = 70°, the illu-
mination of the ZnO film’s side.
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tion coating. This is of interest for the development of
environmentally safe thin-film photoconverters based
on I–III–VI chalcopyrite materials.
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Abstract—The experimental results of studying electroforming in open Si–SiO2–W sandwich structures that
have an SiO2 layer approximately 20 nm thick are reported. It is noted that these processes are radically differ-
ent for p-Si and n-Si. In the former case, the current–voltage characteristic is N-shaped, which is typical of elec-
troforming. In the latter case, the dependence is S-shaped, which is typical of an electrical breakdown with ther-
mal instability. The mechanisms of the above processes are discussed. The noted distinction can be associated
with the fact that it is not the hole flow but only the electron flow across the structure that leads to the decom-
position of molecules on the surface of the insulating gap and to the formation of conducting-phase particles
from these molecules. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The phenomenon of electroforming in the metal–
insulator–metal (MIM) structures was actively studied
at the end of the last century [1, 2]. The initial stage of
this phenomenon is the formation of a conducting
medium consisting of the molecules located at the sur-
face of the insulating gap of the MIM structure. When
a current flows through the structure, the conducting
medium is formed due to the decomposition of the mol-
ecules under electron impact [3], which leads to an irre-
versible increase in the conductivity of the structure.
A fundamental feature of electroforming is the self-for-
mation (self-organization) of the insulating nanometer-
width gap in the forming conducting medium [4]. This
circumstance accounts for the main manifestations of
this phenomenon, particularly the N-shaped current–
voltage (I–V) characteristic of the electroformed MIM
structures. The starting materials for the decomposition
can be either molecules introduced from outside, for
example, organic molecules of vacuum-pump oils [2]
or photoresist [5], or the dielectric material itself, which
forms the surface of the insulating gap.

In order to study the process of electroforming and
its application-related purposes, the use of a construc-
tion in the form of an open sandwich MDM (metal–
dielectric–metal) structure with a dielectric film of
approximately 10 nm thick was suggested in [6]. In this
structure, the insulating gap free for the access and
removal of molecules, which participate in the forma-
tion of the conducting medium, is formed as the end of
the dielectric film during local etching of the two upper
layers of a conventional sandwich MDM structure.
When considering the practical application of nano-
sized MIM diodes, which have an active conducting
1063-7826/05/3902- $26.00 0206
medium serving as the element of nonvolatile electri-
cally reprogrammable memory [6], the most conve-
nient design is the open Si–SiO2–W sandwich structure
[5]. In order to attain the rectifying I–V characteristic of
a memory cell with the required polarity, p-Si is neces-
sary. The main features of electroforming in such struc-
tures have already been described [5, 7]. However,
experiments showed that similar structures with n-Si
behave very differently under the same conditions,
which reveals a deep physical distinction between the
p- and n-Si materials. In this article, we report and dis-
cuss the relevant experimental results and clarify the
mechanism of electroforming, which occurs in struc-
tures in which a semiconductor is one of the electrodes.

2. EXPERIMENTAL

In a simplified form, the preparation procedure for
the open Si–SiO2–W sandwich structures (see inset in
Fig. 1) involved the following operations: chemical
etching of Si wafers; thermal oxidation of Si until an
SiO2 layer with a thickness of d = 15–30 nm was
formed on the wafer surface; deposition of a W film of
approximately 0.15 µm thick by magnetron sputtering;
photolithography on the W film in order to form the pat-
tern of the upper conducting buses; and a second pho-
tolithography in order to form the photoresist mask,
through which the W film and then SiO2 were initially
etched. The last operation was monitored in situ using
the procedure described previously in [8], which pro-
vided the accuracy needed to determine the final instant
of etching and, consequently, the nanometer-scale
reproducibility of the structure profile. This operation
opened the end of the SiO2 film, which served as an
insulating gap between the electrodes, namely, the film
© 2005 Pleiades Publishing, Inc.
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end and the Si substrate. Even though the thermally
grown SiO2 was etched off completely, a natural oxide
layer with a thickness of approximately 1 nm was
formed at the Si surface. Therefore, a certain residual
oxide with the thickness h always existed. This oxide
separated the Si and the conducting medium produced
by electroforming. For the substrate, we used p-Si:B
wafers with the resistivity ρ = 10 or 0.1 Ω cm as well as
n-Si:P with ρ = 4.5 Ω cm. Local p-type regions were
formed on some n-Si wafers via the diffusion of B,
which allowed us to carry out certain experiments (see
below). The technology and topology of the used open
Si–SiO2–W sandwich structures was described in more
detail in [5]. Chips with the fabricated structures were
welded into glass–metal cases, which could then be
placed into a vacuum chamber so that electroforming
could be performed. Electroforming was also carried
out in air for the structures coated with photoresist film
(FP-9120-1 positive photoresist). In this case, the film
effectively protected the insulating gaps from atmo-
spheric oxygen, which is known to suppress electro-
forming, while the source of the conducting medium
was the carbon-containing photoresist material itself.

Figures 1 and 2 show typical I–V characteristics,
which illustrate the results of electroforming in the
open p-Si–SiO2–W sandwich structures. The forward-
polarity voltage was applied with a minus at the W elec-
trode. Naturally, a large increase in the current and con-
ductivity was not observed at the reverse polarity since
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Fig. 1. The current–voltage characteristic of the open p-Si–
SiO2–W sandwich structure under the photoresist layer.
This characteristic illustrates the process of electroforming.
For p-Si, ρ = 10 Ω cm and d = 16 nm. The open end length
is 64 µm. The rate of voltage rise is 0.02 V/s. The ballast
resistance Rb = 0. A schematic representation of the open
Si–SiO2–W sandwich structure after electroforming is
shown in the inset: (1) W film, (2) SiO2 film, (3) open end
of the SiO2 film (insulating gap), (4) Si, (5) conducting
medium, and (6) residual oxide with the thickness h.
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the larger part of the applied voltage dropped across a
wide depleted semiconductor layer. If the structure is
coated with the photoresist layer (Fig. 1), well-devel-
oped electroforming can already be observed in the first
cycle of a slow voltage rise. This process is character-
ized by a considerable and irreversible increase in con-
ductivity and by the N-shaped I–V characteristic, which
is the most clear attribute of this process. The rising
portion of the curve is associated with the accumulation
of a carbonaceous medium, which is formed during the
decomposition of the organic molecules of a photore-
sist under the electron impact. This impact is attained
by the effect of electron flow due to the presence of low
initial conductivity across the insulating gap. The
descending portion is caused by a partial burn-out of
the emerging conducting medium and by a widening of
the forming nanometer insulating gap [5] at somewhat
higher voltages. The series ballast resistance was not
used during electroforming in this case (Rb = 0), and the
relatively high current J, in combination with the
N-shaped I–V characteristic, indicates that the conduct-
ing medium accumulates over the entire perimeter of
the open end of the structure rather than at one of its
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Fig. 2. Current–voltage characteristics of the open p-Si–
SiO2–W sandwich structure, which reflect the process of
electroforming in high (10–5 Pa) oil-free vacuum. For p-Si,
ρ = 0.1 Ω cm and d = 29 nm. The open end length is 64 µm.
The rate of voltage scanning is 1.6 V/s. The ballast resis-
tance Rb = 0. The run numbers are (1) third, (2) seventh,
(3) eighth, and (4) twelfth (the steady state).
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points [5, 7]. The jumplike rise in current at high volt-
ages is associated with the same processes that form the
conducting medium, which start to develop in new
regions of the photoresist arranged directly as well as
indirectly on the surface of the insulating gap.

In circumstances where the photoresist layer is
removed and the p-Si–SiO2–W structures are kept
under high vacuum, electroforming proceeds a substan-
tially different manner (Fig. 2). It is necessary to keep the
structures at noticeably higher voltages for a prolonged
period in order to bring the currents up to the values
shown in Fig. 1 and to form the N-shaped I–V character-
istic. In Figs. 1 and 2, the values of resistivity for Si and
the widths of the insulating gaps (thickness d of the
SiO2 film) are quite different. However, the experi-
ments showed that the above conclusion is valid for
various resistivity and thickness values of Si. It is note-
worthy that in these experiments, as before, Rb = 0.
Since electroforming was carried out in oil-free vac-
uum, the only source for the conducting medium is the
decomposition of the dielectric of the insulating gap
itself, i.e., SiO2. Processes similar to ours in their mech-
anism and results, in which a surface of dielectrics was
irradiated by low-energy (5–100 eV) electrons, were
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Fig. 3. The current–voltage characteristic of the open n-Si–
SiO2–W sandwich structure under the photoresist layer. For
n-Si, ρ = 4.5 Ω cm and d = 24 nm. The open end length is
64 µm. The rate of voltage scanning is 0.5 V/s. The ballast
resistance Rb = 140 Ω. The run numbers are (1) second,
(2) third, (3) fifth, and (4) sixth.
previously studied in [9]. In experiments carried out in
diffusion-pump vacuum, which contained the vapor of
the organic vacuum oils typical in electroforming, this
process was developed somewhat more rapidly, but the
results were qualitatively similar [5]. In this case, it is
reasonable to assume that the role of the vacuum-pump
oil’s organic molecules, which are adsorbed on the sur-
face of the insulating gap, is important, at least at the
initial stages of the process. However, the rate of this
process was much lower than it was under the photore-
sist. At low voltages (about 6 V) it was possible to attain
a developed electroforming state with the emergence of
the N-shaped I–V characteristic only for exposure times
longer by one-and-a-half to two orders of magnitude.

Despite the distinctions mentioned, the final result
of the electroforming, which was carried out at Rb = 0,
was similar for the open p-Si–SiO2–W sandwich struc-
tures in all the cases under consideration. The N-shaped
I–V characteristic had a peak in the range 5–7 V at
almost the same current values. The memory effect
shown in Fig. 2 is typical in this case. This effect man-
ifests itself as a gradual variation in the I–V character-
istics of the structure, which increases its conductivity.
Similar curves were observed for the structures in
which both electrodes were made of metal [1, 2, 4]; i.e.,
the fabrication of one of the electrodes from a semicon-
ductor does not affect the electroforming in this respect.
This circumstance is quite understandable, since a thick
enriched layer is formed at the Si surface for the used
polarity and applied voltage, and the semiconductor
simply serves as a conducting electrode. In this case, a
decrease in the resistance of the structure is associated
with the continuous accumulation of the conducting
medium in the insulating gap. However, the presence of
the semiconductor electrode can lead to other electro-
forming features.

The experiments showed that the behavior of similar
photoresist-coated n-Si–SiO2–W structures was radi-
cally different. Figure 3 shows their typical I–V charac-
teristics in a case where the same linearly varying for-
ward voltage is applied. It is natural that the forward
voltage in this case has the opposite polarity compared
to that for the structures based on p-Si, namely, the plus
is at the W electrode. One can see that the conductivity
of the structure also increases. However, no electroform-
ing leading to the emergence of the N-shaped I–V char-
acteristic is developed. At a certain voltage close to the
voltage necessary for rapid electroforming on p-Si, a
highly-conducting state with a reversible S-shaped
I−V characteristic is formed. Such a characteristic is
typical of the electrical breakdown accompanying ther-
mal instability [10]. It is known that a conducting chan-
nel emerges locally in the material bulk in such cases.
In this channel, heating the dielectric and semiconductor
leads to an increase in the carrier density and an anoma-
lous rise in conductivity (current pinching) [11]. In the
experiments, a small ballast resistance (Rb = 140 Ω),
which restricted the current, was connected in series to
SEMICONDUCTORS      Vol. 39      No. 2      2005
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the Si–SiO2–W structure. In Fig. 3, the portions of the
curves that have dashed lines represent an almost
instantaneous (not detected by a recorder) decrease in
the voltage U across the structure owing to the voltage
drop across Rb. For the structures based on p-Si, no
S-shaped I–V characteristics were observed under any
of the experimental conditions set.

However, the use of the large ballast resistance Rb ≈
10 MΩ during voltage application allowed us to obtain
N-shaped I–V characteristics with currents in the range
of several microamperes. Such characteristics corre-
spond to the formation of single nanometer-sized con-
ducting elements at the surface of the insulating gap.
This phenomenon occurred both for the Al–Al2O3–W
MIM structures [12] and for the structures based on
p-Si [5]. This circumstance confirms the fact that the
formation of the conducting medium in the insulating
gap, which corresponds to electroforming, also takes
place in the n-Si–SiO2–W structures.

3. DISCUSSION

The revealed distinction in the behavior of the open
Si–SiO2–W sandwich structures based on n- and p-Si
means that the developing process for the formation of
the conducting medium, in the first case, causes a rapid
(explosion-like) rise in conductivity and an increase in
the dissipated power. These phenomena are most prob-
ably local, but eventually develop in the bulk of Si and
SiO2, and lead to thermal instability, i.e., to the electri-
cal breakdown of the structure and the formation of the
reversible S-shaped I–V characteristic. In the case of
p-Si, a certain factor exists that retards the accumula-
tion of the conducting medium on the surface of the
insulating gap; consequently, it is possible that the
nanometer-sized insulating gap, which restricts the cur-
rent across the structure, is formed prior to the break-
down. This circumstance manifests itself in the emer-
gence of the N-shaped I–V characteristic as well as pre-
venting the thermal instability from developing, which
would lead to the S-shaped I–V characteristic.

From the most general considerations, we can note
two basic distinctions between the open Si–SiO2–W
sandwich structures based on n-Si and p-Si. The first
distinction lies in the opposite directions of the cur-
rents, which can be essential for asymmetric electrodes.
In both cases, the W electrode is a small-curvature tip
(see inset in Fig. 1), while the Si electrode is planar. The
second distinction is that the current in each structure
can be transported by different types of carriers,
namely, electrons or holes. It will be shown below that
both factors can be important.

The mechanism used to form the conducting
medium during electroforming was mentioned for the
first time in [13] and described in detail in [7]. It
includes the decomposition of the molecules in an ini-
tially dielectric material, which are arranged on the sur-
face of the insulating gap, under electron impact. In the
SEMICONDUCTORS      Vol. 39      No. 2      2005
case of adsorbed organic molecules, this decomposition
leads to the removal of hydrogen and surface enrich-
ment with carbon, i.e., with conducting-phase particles,
and also to the formation of a carbonaceous conducting
medium. The decomposition of the molecules under
electron impact is the limiting stage of this process.
Under such conditions, the rate of accumulation for the
conducting medium should be proportional to the flow-
ing current. If the material forming the conducting
medium is SiO2, its decomposition is accompanied by
oxygen desorption and by surface enrichment with Si,
which forms the conducting phase.

Taking into account the low energies of electrons
that can exist under electroforming conditions (lower
than 10 eV), only a process similar to the dissociative
adhesion of an electron to a molecule can be effective
under electron impact [14]. The dependence of the
cross section of the dissociative adhesion on the elec-
tron energy E has a resonance character (Fig. 4), with
the highest E ranging from fractions of to several elec-
tronvolts. Another decomposition mechanism occur-
ring under electron impact is a dissociation via the
excited states [15]. This is a threshold process, and the
threshold electron energy is approximately 15 eV (Fig. 4).
Therefore, this process cannot noticeably affect electro-
forming.

The current passing through the open Si–SiO2–W
sandwich structure can lead to the dissociative attach-
ment of electrons to molecules on the surface of the
insulating gap. This is followed by the formation of the
conducting medium if the voltage drop across the SiO2
layer is larger than the potential barrier height at the
interface between the conducting electrode and SiO2
[7]. Figure 5 shows the energy-band diagrams of the
Si–SiO2–W structures for n- and p-Si at the voltage U =
5 V and a thickness of SiO2 d ≈ 10 nm. Here, we disre-
gard the fact that all the processes occur at the open end
of the dielectric film and, instead, consider the diagram
for a conventional sandwich structure. In addition, we
disregard the possible effect of the surface states at the
Si–SiO2 interface, which can lead to a certain additional

1 2

3

E1 E2 Es ≈ 15 eV
E

σ

Fig. 4. Qualitative dependences of the effective cross sec-
tion of the dissociation of molecules σ under electron
impact as a function of the electron energy E: (1, 2) disso-
ciative attachment and (3) dissociation through the excited
states. Curve 1 corresponds to the photoresist molecules and
curve 2, to SiO2. E1 and E2 are the peak energies for σ(E).
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Dotted curves represent the distribution of the cross section of the dissociative attachment by electron energy E for a molecule
adsorbed at the SiO2 surface. FW and FSi are the Fermi levels for W and Si. Other notation is explained in the text (Section 3).
band bending in Si. We consider this effect to be con-
siderably less profound than electroforming and electri-
cal breakdown, which proceed at voltages that are an
order of magnitude larger than possible band bending.
We also disregarded any distortion of the diagram
owing to image forces. The quantities along the ordi-
nate, namely, the potential barrier heights and the Si
band gap EC–EV , are plotted on a scale according to the
actual values taken from [10]. The work function for W
is assumed to be equal to 4.54 eV. We qualitatively
showed the distribution of the cross section of the dis-
sociative attachment σ by electron energies E for a mol-
ecule adsorbed on the surface of the insulating gap,
which is related to the energy-band diagram. In the case
of p-Si (Fig. 5a), an electron should tunnel from the
metal, through the dielectric layer, to a molecule with a
corresponding energy level in order to be trapped by
this molecule. As a result, the molecule is transferred to
the self-decay repulsive term of the negative ion, which
constitutes the mechanism of dissociative attachment.
Such tunneling is possible only if the position of afore-
mentioned level coincides with the Fermi level in the
metal FW, i.e., the condition eU > Φa should be satis-
fied. Here, Φa is the energy gap between the Fermi level
in Si FSi and the conduction band bottom for SiO2.
For n-Si, a similar condition is expressed as eU > Φe =
(φM – χ), where φM is the work function for the metal
electrode (W) and χ is the electron affinity for SiO2
(0.9 eV [10]). These relations account for the threshold
character of electroforming and the voltage-induced
switching in electroformed structures [5]. The experi-
mental values of this threshold voltage are approxi-
mately 3–4 V, which is satisfactorily consistent with the
height of the corresponding barriers.
From the standpoint of the mechanism suggested,
the above-mentioned distinction between electroform-
ing for the p-Si–SiO2–W structures under the photore-
sist and in vacuum may be attributed to the different
positions of the peak of the effective cross section for
the dissociative attachment of electrons σ(E) on the
electron energy axis. For the photoresist’s organic mol-
ecules, the σ(E) dependence is peaked at E1, while for
the surface SiO2 molecules, which are the molecules
decomposing in oil-free vacuum, the peak occurs at E2
(Fig. 4): E1 < E2. If the dependence σ(E) for SiO2 is
shifted to higher values of E, the following experimen-
tally found effects should be observed: lower rates of
electroforming in vacuum than under the photoresist, at
relatively low voltages, as well as a considerable
increase in these rates when there is an increase of sev-
eral volts in the voltage U.

Referring to the difference between the behavior of
the structures based on p-Si and n-Si, the following
should be noted. For the n-Si–SiO2–W structures, the
relatively low currents at moderately high voltages (see
curve 2 in Fig. 2 and curve 1 in Fig. 3) can be explained
by the fact that the electrons are emitted from n-Si in
this case, i.e., from the planar electrode. In contrast, in
the p-Si–SiO2–W structure, the electrons are emitted
from the W electrode tip, which has a small curvature
radius r (Fig. 1). This circumstance leads to a local
increase in the electric field strength, which is inversely
proportional to r [16], and to a corresponding decrease
in the transparency of the surface potential barrier for
electron escape from W. Therefore, in the case of p-Si,
the conducting medium is accumulated at lower volt-
ages, and the rise of the current across the structure ini-
tially surpasses the corresponding process for n-Si.
SEMICONDUCTORS      Vol. 39      No. 2      2005
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However, the aforementioned feature is not the main
difference between electroforming for n-Si and p-Si.
Rather, at a certain voltage across the n-Si–SiO2–W
structure, the conductivity increases so rapidly that a
local electrical breakdown develops and the S-shaped
I–V characteristic emerges. This is not the case at the
same voltages for the p-Si–SiO2–W structures. The
important question is what the factor restricting the
breakdown development in p-Si is. Particularly as it
occurs even in the absence of the external ballast resis-
tance and high measured currents. It was assumed that
the most important of these factors is the spreading
resistance in Si because it has high resistivity compared
with metals in MIM structures [7]. In this model, elec-
troforming develops in the following way [7]. As the
voltage is applied, the current starts to pass locally from
one nanospike to the cathode surface, which leads to a
local formation of the conducting medium in the form
of a separate nanostructure. The local spreading resis-
tance in Si is connected in series to this structure, and
the voltage drop across Si decreases the voltage across
the insulating gap itself. This provides softer electro-
forming and excludes local breakdowns. The same
mechanism is responsible for the fact that the conduct-
ing medium is accumulated over the entire perimeter of
the insulating gap. The voltage applied to the structure
drops completely across the fragments of the insulating
gap, where the conducting medium has not yet started
to form, thus stimulating the onset of the current flow-
ing through them, and, consequently, the formation of
the particles of the conducting phase. These circum-
stances lead to high total currents across the structure,
although the local current densities are not high; in fact,
they are insufficient for the electrical breakdown. Such
a pattern of electroforming is confirmed by experiments
for p-Si with various values of conductivity [7]. How-
ever, the data on n-Si show that this mechanism is insuf-
ficient to prevent the electrical breakdown. In the n-Si–
SiO2–W structures, the effect of local spreading resis-
tance should also be pronounced; in particular, the val-
ues of the resistivity ρ of the substrates for p-Si and n-Si
(ρ = 10 and 4.5 Ω cm, respectively) should be large and
close to each other. However, the electrical breakdown
with the S-shaped I–V characteristic is developed for
n-Si (Fig. 3). Furthermore, a decrease in the resistivity
for p-Si by even two orders of magnitude (Fig. 2), when
the effect of local spreading resistance should be
abruptly reduced, does not lead to electrical breakdown
in the p-Si–SiO2–W structure, which also points to
another prevention mechanism for p-Si.

The above-mentioned geometric factor can be con-
sidered as one of the more probable causes of the elec-
trical breakdown in the n-Si–SiO2–W structures. This
factor leads to the fact that the electron emission from
the surface of the planar Si electrode should be less
localized than that from the W tip. Therefore, the region
of current flow in the structures based on n-Si, which
are coated with the photoresist, can occupy a larger vol-
ume of the photoresist. Thus, a channel, which is more sta-
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ble regarding burnout of the forming carbonaceous con-
ducting medium, is formed in the photoresist. This chan-
nel cannot restrict the current efficiently, and the thermal
instability region occupies the semiconductor bulk.

However, there is another more fundamental mech-
anism. The considerations given below and the experi-
mental data indicate that the radically different charac-
ter of electroforming for n-Si and p-Si can be caused by
the different types of charge carriers (electrons and
holes) in the structures. After electroforming, the open
Si–SiO2–W sandwich structures are similar to Schottky
barriers in both their design and conduction mecha-
nism. A very thin SiO2 layer with the thickness h ≈ 1 nm
is located between the conducting medium formed in
the insulating gap and Si (Fig. 1), which is typical of
conventional Schottky diodes [17]. The special features
of this Schottky diode are an unconventional material
for the conducting contact (the formed conducting
medium), the varying thickness h of the tunneling-
transparent dielectric at the semiconductor surface [5],
and a very small area of conducting contact (only over
the end of the dielectric film). It is known that the
Schottky-barrier current is mainly transported by
minority carriers and that the injection factor, i.e., the
ratio of the minority-carrier current to the total current,
ranges from 0.01 to 0.15 for the forward polarity [17].
Consequently, the current should mainly be transported by
holes in the p-Si–SiO2–W electroformed structures, and
by electrons in the n-Si–SiO2–W structures. This assump-
tion was then confirmed experimentally (see below).

Taking into account the mechanism by which the
conducting medium is formed via the dissociative
attachment of electrons, we can suggest that the hole
flux cannot lead to the decomposition of the starting
molecules on the surface of the insulating gap. The
energy positions of the holes (Fig. 5) prevents them
from tunneling through the SiO2 layer to cause electron
trapping, in which a molecule is adsorbed on the sur-
face and subsequently dissociated. This means that
only a small fraction of the current (several percent) can
contribute to the formation of the conducting-phase
particles in the p-Si–SiO2–W electroformed structure,
while, for the n-Si–SiO2–W structure, this percentage is
larger by one to two orders of magnitude and is always
close to unity. The accumulation rates of the conducting
phase should be related by the corresponding ratio.
Therefore, if a high current starts to flow locally across
n-Si, conductivity increases very rapidly, and the sys-
tem is abruptly transferred into a state of electrical
breakdown.

A more detailed consideration of the features of the
p-Si–SiO2–W structure shows that the situation should
be somewhat more complex during electroforming.
The energy-band diagram in Fig. 5a shows that in the
initial state, where the conducting medium is still
absent in the insulating gap (d ≈ 20 nm), the potential
barrier height for holes (Φp ≈ 5 eV) is noticeably larger
than it is for electrons (Φe ≈ 3.5 eV). Therefore, the
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electron current can exceed the hole current at the ini-
tial stage of electroforming, and, only once the con-
ducting medium is formed should this relation reverse
itself, so that a situation characteristic of the Schottky
barriers is almost attained.

To verify all this reasoning, we carried out certain
experiments that allowed us to measure the fractions of
the electron and hole currents during the electroform-
ing of the p-Si–SiO2–W structures. We formed the
p-type regions on the n-Si substrate (ρ = 4.5 Ω cm) by
B diffusion. The depth of the p–n junction was approx-
imately 1 µm, and the sheet resistance, 1000 Ω/h.
A thin SiO2 layer was formed above only the p-type
regions, and a thick (0.5 µm) SiO2 film was formed
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Fig. 6. Current–voltage characteristics of the p-Si–SiO2–W
sandwich structure based on the p-Si diffusion layer, which
illustrate the process of electroforming in high (10–3 Pa)
diffusion-pump vacuum (d = 18 nm). The open end length
is 64 µm. (1) is the total current and (2) is the electron com-
ponent of the total current. The ballast resistance Rb = 0.
The run numbers are (a) first, (b) second, and (c) third. The
rates of voltage rise are (a) 0.01 V/s (forward run) and
0.5 V/s (reverse run), and (b, c) 0.5 V/s.
above the n-Si, which excluded the formation of spon-
taneous inversion layers during the measurements. The
insulating gap of the open p-Si–SiO2–W sandwich
structure was fabricated in a conventional way. During
the electroforming and measurements, a positive volt-
age U was applied to the p-type region, the W electrode
was grounded, and a constant reverse voltage of 2 V
was kept across the p–n junction. We simultaneously
measured the currents in the circuits of the W electrode
(the total current) and of the n-type substrate. The cur-
rent across the reverse-biased p–n junction is the cur-
rent of the electrons injected from W after the low intrin-
sic reverse current has been subtracted. The remaining
part of the total current across the Si–SiO2–W structure
was transported by holes and was fed into the circuit of
the p-type region. Since the diffusion layer was no
thicker than 1 µm, the recombination of the injected
electrons in p-Si could be disregarded in the first
approximation.

Figure 6 shows the I–V characteristics of electro-
forming in the structures under study for the total cur-
rent and for its electron component. It can be seen that
at the initial stage of the process, when the conductivity
abruptly increases during the reverse voltage run
(Fig. 6b), the electron current represents a considerable
fraction of the total current. In the final stage of this
process (at low voltages), the formation of the conduct-
ing medium ceases and the fraction of the electron cur-
rent is much smaller. During the next cycle (Fig. 6c),
the electron component is already insignificant, i.e., as
was assumed, the current across the p-Si–SiO2–W
structure in the electroformed state is mainly trans-
ported by holes. There is another special feature of this
sample, specifically, an abrupt increase in the conduc-
tivity occurred at the peak voltage (Fig. 6c, curve 1)
and, as result, the structure transformed into a state with
a very high current. This state apparently corresponds
to a complete overgrowth of the insulating gap with the
conducting medium. In this case, the structure is very sim-
ilar to the Schottky diode, and the electron current practi-
cally vanishes (the reverse run of curve 2 in Fig. 6c).
Despite the current in such a state being comparable
with the current of the structures based on n-Si (Fig. 3),
no current instability emerges. This behavior is caused
by the fact that the conducting medium is uniformly
distributed over the perimeter of the insulating gap
(64 µm) and that local current densities are not high.
The structure can be transformed into a conventional
high-resistance state; however, the voltage applied
should be somewhat higher than usual.

Thus, the results of these experiments completely
confirmed the assumption made about the mechanism
and character of conductivity in open p-Si–SiO2–W
electroformed sandwich structures. This mechanism, in
turn, can explain why there is no electrical breakdown
when the thermal instability emerges, in contrast with
the structures based on n-Si. In the structures based on
n-Si, the current is transported by electrons at all the
stages of electroforming development. A small hole
SEMICONDUCTORS      Vol. 39      No. 2      2005
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component, even if present, exerts a negligibly weak
effect. The fraction of the electron component in the
current across the structures based on p-Si drops by
more than an order of magnitude after the onset of the
formation of the conducting-phase particles and as the
conducting medium is accumulated. Consequently, the
rate of formation for the conducting medium decreases,
since holes, in contrast to electrons, cannot lead to the
decomposition of molecules. This mechanism operates
locally at each point of the insulating gap and without
any delay. Therefore, the development of the thermal
instability is effectively blocked due to the restriction of
the rate of the rise in current, which makes it possible
for the insulating gap to form according to a conven-
tional electroforming model.

4. CONCLUSIONS
The results of experiments with electroforming in

open Si–SiO2–W structures based on n-Si and p-Si
revealed a basic distinction in their behavior. In the case
of the p-Si–SiO2–W structures, the I–V characteristic is
N-shaped, which is conventional for electroforming.
For the n-Si–SiO2–W structures under a photoresist
layer, the I–V characteristic is S-shaped, which is typi-
cal of an electrical breakdown accompanied by thermal
instability. An analysis of the conductivity mechanisms
in these systems, which was confirmed by additional
experiments, showed that this distinction can be associ-
ated with different current carriers (electrons and holes)
as well as with the different role of electrons and holes
in the formation of the conducting medium. Due to
their dissociative adhesion, only the electrons can lead
to the formation of conducting-phase particles from the
starting molecules on the insulating gap surface.

The obtained experimental data as well as the
deeper insight provided into the mechanisms of electro-
forming in Si-based structures can be used to develop
the elements of a nonvolatile electrically reprogramma-
ble memory based on self-forming conducting nano-
structures.
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Abstract—Multilayer gradient InAs1 – xSbx/…/InAs1 – x – ySbxPy/n-InAs structures emitting in a wavelength
range of 6 to 9 µm during injection, extraction, and optical pumping were studied. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The presence of fundamental absorption bands
developed from hydrocarbons, nitrogen oxides, and
other commercial and natural gases in the mid-IR spec-
tral region (3–14 µm) is promising for the development
and application of optical sensors based on IR light-
emitting diodes (LEDs) as well as the photodiodes
(PDs) in gas-analysis devices used for environmental
and technological monitoring. Two advantages of opti-
cal sensors are their selectivity in relation to the possi-
bility of matching the spectral characteristics of LEDs,
PDs, and the detected gases, and a high operating speed
due to the absence of chemical interaction with the
medium under analysis (as it is limited by the lifetime
of the minority charge carriers in the semiconductor).
Another application of IR LEDs is the testing of thermo-
vision systems, which are generally adapted to one of the
atmospheric transmission windows (3–5 or 8–14 µm). In
a reversely biased p–n junction, an extraction of minor-
ity charge carriers decreases the emissive ability of the
LED surface in comparison with its equilibrium (ther-
mal) value; i.e., it leads to the appearance of negative
luminescence [1], which makes it possible to imitate
the emission of cold objects. In this case, the optical
temperature drop (dt) is from 8 [2] to 53 K [3], depend-
ing on how it is determined and on the structural fea-
tures of the diodes.

The basic material used in the fabrication of LEDs
operating at interband transitions in the wavelength
range 5–8 µm is indium antimonide. At room tempera-
ture, electroluminescence at λ ≈ 5.5 µm was obtained in
LEDs based on an InSb/InAlSb heterostructure [4] and
at λ ≈ 5 and ≈8 µm in LEDs based on an InAs/InAsSb
quantum well [5]. Immersion InSb LEDs and PDs
operating at room temperature were used to detect NO2
[6]. A further advance of LEDs operating at interband
transitions to the long-wavelength region can be
obtained using an InAsSb solid solution, the band gap
of which has a characteristic minimum at 95 meV for
compositions similar to InAs0.4Sb0.6 at room temperature.
1063-7826/05/3902- $26.00 0214
Previously, we studied the fabrication of a LED with a
p–n junction in a gradient InAsSbP layer with maxi-
mum emission at λ = 5.3 µm at room temperature [7]. 

In this paper, we study the fabrication of multilayer
gradient structures based on InAsSb emitting in a wave-
length ranging from 6 to 9 µm during injection, extrac-
tion, and optical pumping. In addition, the current–volt-
age, power–current, and spectral characteristics for
these methods of excitation are presented.

2. EXPERIMENTAL

Samples were grown by liquid-phase epitaxy at tem-
peratures of 650–720°C on n-InAs(111) substrates. In
order to improve the structural quality of the active lay-
ers, a stepwise growth of the buffer layers was per-
formed, with a gradual increase in the antimony content
from layer to layer [8] (Fig. 1). Figure 1 shows the dis-
tributions for the components of the InAs1 – x – ySbxPy
composition, measured on a CAMEBAX X-ray
microanalyzer, and the depth distribution of the band
gap, calculated using the relations from [9] (starting
with the InAs substrate). An image of a cleaved surface
etched in a color etchant is shown above Fig. 1. A sharp
change in the brightness indicates one of the stepwise
changes in the composition from layer to layer. We
investigated the electroluminescence of the p–n struc-
ture, in which a p–n junction was obtained by Zn dop-
ing a InAs1 – xSbx layer of approximately 5 µm thick,
most distant from the substrate, to a hole density of
~5 × 1017 cm–3 and by the luminescence at the optical
excitation of undoped isotypic structures. (The electron
density in the upper InAs1 – xSbx layer was ~1017 cm–3.)

The electroluminescence was measured on triangu-
lar samples with an area of 0.01 cm–2 and edges formed

by cleaved ( ) faces. The p-type side of the samples
was soldered to a TO-18 housing, and a point cathode
contact ~100 µm in diameter was formed at the center
of the triangular surface of n-InAs, similarly to the sam-
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ples investigated in [10]. The radiation was extracted
through wide-gap n-InAsSbP layers and the n-InAs
substrate.

The optical excitation was performed by radiation of
a GaAs LED (λ ≈ 0.87 µm, ηext ≈ 8%) mounted on a sil-
icon substrate using the flip-chip technique. The nar-
row-gap (luminescent) n-InAsSb layer was optically
matched to the excitation LED using chalcogenide
glass with the refractive index n = 2.4, as with the
diodes studied in [11].

The spectral measurements were performed using
the lock-in detection of a pulse signal (at a frequency of
f = 2 kHz and pulse width of τ = 15 µs) from a cooled
CdHgTe photodiode with the maximum spectral sensi-
tivity at a wavelength of 9.4 µm. The power values were
obtained by taking into account the directional pattern
of the LED and the absorption of radiation by water
vapor in the region of 6 µm.

3. RESULTS AND DISCUSSION

3.1. Injection Luminescence

The current–voltage characteristics (Fig. 2a) have a
diode character with portions of reverse-current satura-
tion (IS) at the voltage |U| > 0.05–0.01 V. The saturation
is not complete, which is, apparently, due to the nonuni-
formity of current spreading in the structure that has a
point contact to the n-type layer and to the increase in
the contribution of peripheral (distant from the contact)
regions to the conductivity of the structure as the
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reverse bias increases [10]. This fact, confirmed by the
absence of saturation for the negative luminescence
power, indicates that the surface leakage is insignifi-
cant. As the temperature rises, the increase in the intrin-
sic carrier concentration leads to an increase in the sat-
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uration current and a decrease in the conversion effi-
ciency (µW/A) (Fig. 2b). The dependences of the
luminescence power on the current at forward and
reverse biases have a sublinear or superlinear character
due to an increase (decrease) in the rate of nonradiative
Auger recombination as the minority carrier concentra-
tion increases (decreases).

The luminescence spectra (Fig. 3) at small forward
and reverse currents I = ±50 mA have maxima at λ =
6.15 µm and are almost mirror reflections of each other.
With an increase in the forward current, heating of the
structure leads to a red shift of the spectrum. The value
of overheating, estimated from the temperature coeffi-
cient of the variation in the band gap width for the clos-
est analog (InAs), is no larger than 30°C at I = 1 A. The
shape of the spectra is determined by the tails of the
density of the states in the long-wavelength region and
the absorption of short-wavelength radiation in the
wide-gap layers of the structure. With a decrease in
temperature to 77 K, the spectrum shifts to shorter
wavelengths (the dashed line) following the tempera-
ture-induced narrowing of the band gap.

3.2. Photoluminescence

Figure 4 shows the spectrum of an optically pumped
LED at room temperature based on an isotypic
n-InAsSb structure. The spectrum has a characteristic
dip in the region of 6.5 µm due to the absorption by
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Fig. 3. Luminescence spectra at (a) forward and (b) reverse
bias at T = 22°C (solid lines) and 77 K (dashed line).
water vapor and so drops from the long-wavelength
side at λ ≈ 9.3 µm, which is related to the drop of the
spectral sensitivity of the PD used. The luminescence
intensity in the spectral maximum at λ = 8.5 µm (hν ≈
146 meV) is somewhat lower than the value one might
expect from the calculation of the band gap width for
the given solid solution. This phenomenon is related to
the Joule heating of the pump GaAs LED and, accord-
ingly, the luminescent InAsSb layer adjacent to it. The
maximum value of the luminescence intensity obtained
is, as far as we know, the longest wavelength for the
luminescence sources based on III–V materials and
operating at interband transitions at room temperature.

Figure 5 shows the dependence of the efficiency
([µW/A]) of electrically and optically pumped LEDs at
the linear portion the power–current characteristic (the
data for the wavelengths 4.3, 4.6, and 5.5 µm are taken
from [11]). As can be seen, the efficiency of optically
pumped LEDs exceeds the value expected for LEDs
with a p–n junction. The higher efficiency of LEDs
based on n-type semiconductors is, apparently, due to
the difference in the internal quantum yields of n- and
p-type materials. An additional factor increasing the
efficiency is the structural features of optically pumped
LEDs, in which the regions of current flow and long-
wavelength carrier recombination are spaced from each
other and, therefore, may have significantly different
temperatures during operation.
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4. CONCLUSIONS

Epitaxial multilayer InAs1 – xSbx/…/InAs1 – x – ySbxPy/
n-InAs structures with an InSb content in the active
(upper) layer as high as x = 0.33 were fabricated. The
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luminescence of these structures was observed in the
wavelength range λ * 6 µm with an efficiency ranging
from 4 to 10 µW/A at forward and reverse bias, respec-
tively. For the optically pumped structures, the maxi-
mum emission wavelength was 8–9 µm; in this case, it
was as high as 10 µW/A.
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Abstract—n-ZnO:Al/PbPc/p-Si photosensitive structures are fabricated for the first time. The steady-state cur-
rent–voltage characteristics and spectral dependences of the relative quantum efficiency of the photoconversion
of these structures are studied, and the mechanisms of charge transport and the photosensitivity processes are
discussed. It is concluded that they are promising for application as multiband photoconverters of natural light.
© 2005 Pleiades Publishing, Inc.
The semiconductive properties of phthalocyanines,
from various metals, have long been known [1, 2]. The
first solar-radiation photoconverters based on these
phthalocyanines (Pc) and featuring a quantum efficiency
of about 3.6% have already been fabricated and stud-
ied [3]. Moreover, it has recently been established [4]
that the heterocontact of a comparatively poorly studied
class of organic semiconductors (for example, copper
phthalocyanine) with inorganic semiconductors (e.g.,
crystalline silicon) can be used to fabricate the next-
generation of photosensitive structures [4]. Taking into
account the results reported in [1, 2], we may assume
that a variation in the nature of the metals incorporated
into a phthalocyanine structure would make it possible,
in future, to control the photovoltaic properties of the
structures under consideration. This study is a continu-
ation of the efforts in this promising line of research in
the field of contemporary electronics; thus, this paper
reports the results of our pioneering studies of struc-
tures based on a lead phthalocyanine PbPc.

In order to fabricate the structures, we used p-Si
wafers with a thickness of ~0.3 mm and an area of
approximately 2 cm2. The high quality of the wafers’
surface with crystallographic orientation (111) was
ensured first by mechanical treatment and then with
chemical treatment. Thin (d ≈ 1 µm) films of lead phth-
alocyanine PbPc were deposited onto the treated p-Si
surface using a vacuum thermal sublimation of PbPc
powder. The chosen conditions of sublimation made it
possible to form the PbPc films so that they had a spec-
ular surface and good adhesion to the treated surface of
the p-Si substrate. The substrate temperature during
deposition was no higher than ~50°C. Fabrication of
the structures was completed after the deposition of a
thin n-ZnO:Al film onto the surface of the PbPc film
already on the p-Si substrate. The thin (d ≈ 1 µm)
1063-7826/05/3902- $26.00 0218
n-ZnO:Al films were deposited using magnetron sput-
tering of ZnO:Al targets in an argon atmosphere. Argon
pressure during the film deposition made it possible to
control the free-electron concentration in the ZnO film.
The duration of the ZnO film deposition was varied
from 2 to 4 hours; as a result, we could vary the film
thickness. At argon pressures of approximately 0.5 Pa,
the free-electron concentration in the ZnO films was as
high as ~1020 cm–3 and nearly temperature-independent
in the temperature range from 80 to 300 K. The quality
of the surface of the n-ZnO:Al film corresponded to that
of the substrate. As a result of the above-described fab-
rication procedure, we obtained n-ZnO:Al/PbPc/p-Si
structures for the first time.

The steady-state current–voltage (I–V) characteris-
tic of a typical n-ZnO:Al/PbPc/p-Si structure is shown
in Fig. 1. It can be seen that the structures under consid-
eration exhibit a pronounced rectification effect. The
conducting mode for such structures is typically
attained if a positive external bias is applied to the crys-
tal of the p-Si substrate. The rectification factor for the
structures, determined from the ratio between the for-
ward and reverse currents, was typically equal to ≈10.
The initial portion of the forward I–V characteristics for
these structures follows the exponential law with the
diode index β ≈ 6–8, which suggests that the forward
current has a tunneling–recombination origin. When
the forward-bias voltages U > 1 V are applied, the cur-
rent follows the linear law

(1)

where the cutoff voltage U0 ≈ 0.9 V and the residual
resistance R0 ≈ 2 × 106 Ω at T = 300 K. The reverse cur-
rent in the structures under consideration follows the
power law I ∝  Um, where the exponent m ≈ 2 in the tem-

I
U U0–

R0
-----------------,=
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perature range used; according to [5], this value of m
indicates that currents limited by a space charge are
involved in the mobility mode (the trap-free quadratic
law) [5].

When the n-ZnO:Al/PbPc/p-Si structures are illumi-
nated, a photovoltaic effect is observed. This effect is
dominant if the wide-gap component of the structures
(the n-ZnO:Al film) is illuminated. Irrespective of the
location of the optical probe (with a diameter of
~0.4 mm) on the surface, the photon energy, the inci-
dent-radiation intensity, and the negative polarity of the
photovoltage corresponds to the n-ZnO:Al film in all
the structures under consideration. This observation is
consistent with the rectification direction. Measure-
ments showed that the highest voltage photosensitivity
was ~100 V/W and the current photosensitivity was
~2 µA/W for the best of our n-ZnO:Al/PbPc/p-Si struc-
tures (the detection geometry illustrated in the inset in
Fig. 2). We may assume that the low current photosensi-
tivity of the structures is mainly caused by a high residual
resistance. Evidently, in order to increase the photocon-
version efficiency, one has to find ways of reducing the
value of R0 in these ZnO/PbPc/Si structures.

A typical spectral dependence of the relative
quantum efficiency η of the photoconversion for an
n-ZnO:Al/PbPc/p-Si structure exposed to nonpolarized
light is shown in Fig. 2. It can be seen that, if the wide-
gap side of these structures is illuminated, the photo-
conversion is observed in a wide spectral range (from 1
to 3 eV). The long-wavelength edge of the photosensi-
tivity for the structures obeys the following law, which
is characteristic of indirect band-to-band optical transi-
tions [6]:

(2)

Here, A' is a constant and  is the band gap. Extrapo-
lation of the long-wavelength edge of the spectra η("ω)

to zero (η"ω)1/2  0 yields  ≈ 1.10 eV, which cor-
responds to the band gap of crystalline silicon [7, 8].

The short-wavelength falloff of the photosensitivity
observed in the spectral dependences η("ω) at "ω > 3 eV
is in satisfactory agreement with the onset of interband
absorption in ZnO [7]. Therefore, this falloff should be
related to an increase in the optical absorption of the
ZnO film, which is accompanied by an increase in the
distance between the layer where the electron–hole
pairs are photogenerated and the active region of these
structures; as a result, a short-wavelength edge appears in
the η("ω) spectra. Consequently, the photosensitivity in
the n-ZnO:Al/PbPc/p-Si structures manifests itself in a
range limited by the band gaps of the two inorganic
semiconductors (Si and ZnO) that are included in the
structures under study. In this context, we can use an
analogy with traditional heterojunctions that are based
on the contact of two inorganic semiconductors to
assume that the so-called window effect is observed in

η A'
"ω
------- "ω Eg

in–( )2
.=

Eg
in

Eg
in
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the new ZnO/PbPc/Si structures [9, 10]. However, in
contrast to traditional semiconductors, the photosensi-
tivity does not remain constant in the range limited by
the Si and ZnO band gaps in the η("ω) spectra of the

0

5–5

1

2
I, µA

U, V

Fig. 1. The steady-state current–voltage characteristic of an
n-ZnO:Al/PbPc/p-Si structure at T = 300 K. The conducting
direction corresponds to the positive polarity of the external
bias voltage applied to the KDB-0.03 (p-Si:B, ρ = 0.03 Ω cm)
crystalline substrate.

1.24

1.5
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η, arb. units

50

10

5

1.5 2.5 3.5

"ω

Fig. 2. Spectral dependence of the relative photoconversion
quantum efficiency in an n-ZnO:Al/PbPc/p-Si structure at
T = 300 K. The n-ZnO:Al film with the thickness d ~ 1 µm
at the top of the structure was exposed to nonpolarized light.
The inset illustrates the structure of the photoconverter
under study and the geometry of the illumination.
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n-ZnO:Al/PbPc/p-Si structures; on the contrary, the
photosensitivity exhibits specific features that can eas-
ily be reproduced in all the structures under study and
are indicated by arrows in Fig. 2.

Similar specific features have been observed before
for the n-ZnO:Al/CuPc/p-Si structures [4]. These fea-
tures can be related to the discrete character of the
energy spectrum for the phthalocyanines of various
metals [11], in which the replacement of one of these
metals by another is accompanied by variations in the
energy position of the transparency windows and inten-
sity of the absorption bands that correspond to these
features. It is this circumstance that gives rise to differ-
ences between the spectral positions of the maxima
and minima of the photosensitivity in a photon-
energy range limited by the band gaps of inorganic
semiconductors in the n-ZnO:Al/PbPc/p-Si (Fig. 2)
and n-ZnO:Al/CuPc/p-Si [4] structures.

When considering the η("ω) spectrum of the
n-ZnO:Al/PbPc/p-Si structure, we can mention a new
(relative to traditional heterojunctions [9, 10]) opportu-
nity to attain the photosensitivity of the structures only
in specific spectral regions; furthermore, the structures
are almost insensitive to incident radiation outside
these spectral regions. Indeed, it can be seen from
Fig. 2 that there are two pronounced peaks at the pho-
ton energies "ω1 ≅  1.24 eV and "ω2 ≅  2.4 eV in the pho-
tosensitivity spectrum of the structure under consider-
ation. The full widths of these bands at the half-heights
of the absolute photosensitivity maxima are equal to
δ1 ≈ 0.18 eV and δ2 ≈ 0.69 eV for the peaks "ω1 and
"ω2, respectively. We may assume that further investi-
gations into the spectral distribution of the photosensi-
tivity of structures based on phthalocyanines of various
metals and on various inorganic semiconductors would
make it possible to ascertain the mechanisms for con-
trolling the η("ω) spectra of these photoconverters.

In summary, we fabricated ZnO/PbPc/Si structures
for the first time. We studied the photovoltaic properties
of these structures and found that the structures can be
used as multiband photoconverters with a controlled
spectral contour of the highest photosensitivity.
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Abstract—The effects of heating 2D electron gas in GaAs/InGaAs/GaAs structures at temperatures of 0.4–4 K
and electron densities of (1.5–6) × 1015 m–2 are studied. For the entire range of temperatures and densities studied,
the rate of energy relaxation agrees well with theoretical predictions of the energy relaxation via electron scattering
at the piezoelectric and deformation potential of acoustic phonons. It is shown that the widely used analytical
expressions for energy relaxation rate, which were obtained in low- and high-temperature limits, are applicable
only when the relations between the Fermi quasi-momentum and the momentum of thermal phonons are strictly
observed. It is shown that the dependence of the energy relaxation rate on the electron density is a nonmonotonic
function. For example, at the lattice temperature of 1.4 K, it initially increases as the electron density decreases to
n = 2.5 × 1015 m–2, but then starts to decrease as the density decreases further. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

At low temperatures, the conductance of 2D elec-
tron gas increases as the electric field increases, and a
significantly nonohmic conductance behavior is
observed at the field strength of approximately several
volts per centimeter. In the case of diffusion conduc-
tion, when σ > e2/h, this increase is related to the heat-
ing of the electron gas. Studies of nonohmic conduction
provide information on mechanisms of electron scatter-
ing. Additional interest in these studies has been gener-
ated by the fact that the study of nonohmic conduction
makes it possible to experimentally determine the con-
ditions (the degree of disordering and temperature)
where a transition from diffusion conduction to con-
duction by hopping occurs. This possibility is based on
the difference between the nonlinearity mechanisms in
the diffusion and hopping modes. In the first case, the
change of conductance in the electric field is related to
the change in the effective electron temperature; in the
second, additional mechanisms of nonlinearity appear,
namely, the change of hopping probability in a strong
electric field [1] and impact ionization of localized
electrons.

During the last 20 years, multiple experimental
studies have been devoted to electron heating of a 2D
electron gas possessing high conductance in GaAs-
based structures (see, e.g., [2–10] and the references
therein). All the authors of these publications came to
the conclusion that the main mechanism of energy
relaxation at low temperatures was related to the inter-
action of acoustic phonons with the deformation and
piezoelectric potentials; however, a significant quanti-
tative difference exists between the data obtained in dif-
1063-7826/05/3902- $26.00 0221
ferent studies. For example, in [8] and [9], the energy
relaxation rate P(TL, Te) at the lattice temperature TL =
1.5 K and the electron gas temperature Te = 2 K was
determined in similar structures that had the electron
density 5 × 1015 m–2. It was found that the obtained val-
ues differed by a factor of 4. At lower lattice tempera-
tures this difference was even larger. It remains
unknown whether this discrepancy is related to addi-
tional mechanisms of relaxation in the structures exam-
ined in some studies, or to experimental errors.

In this study, we investigate, in detail, the depen-
dence of the energy relaxation rate on the density of
carriers in GaAs/InGaAs structures at σ > e2/h, in the
density range (1.5–6) × 1015 m–2 and temperature range
0.4–4 K.

2. SAMPLES AND EXPERIMENTAL RESULTS
The conductance of GaAs/InGaAs/GaAs structures

with 2D electron gas was studied in the electric field up
to E = 10 V/cm. The structures were grown by MOCVD
on a semi-insulating GaAs substrate: a pure GaAs
buffer layer of 200 nm thick, an InGaAs quantum well
(QW) with the thickness d = 8 nm and a 20% In content,
and a pure GaAs top layer of 200 nm thick. On the both
sides of the QW, at a distance of 9 nm from it, δ-layers
doped with Sn were grown.

In this study, we present a detailed analysis of the
data obtained on four samples. All the samples had the
form of Hall bridges of B = 0.5 in width, with the dis-
tance between the potential contacts L = 1 mm. In three
of the samples, the density and conductance were var-
ied with the aid of illumination, using the effect of per-
sistent photoconductivity. For these samples, the fol-
© 2005 Pleiades Publishing, Inc.
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lowing dark density and conductance values were
found at a temperature of 1.5 K:

sample no. 3509: n ≈ 1015 m–2, σ = 10–3G0;

sample no. 3508: n ≈ 3 × 1015 m–2, σ = 20G0;

sample no. 3510: n ≈ 4 × 1015 m–2, σ = 33G0,

where G0 = e2/2π" = 1.23 × 10–5 Ω–1. The electron den-
sity in the fourth sample, no. 3510G, was varied with
the use of a gate electrode (Al). In the study of struc-
tures with a gate electrode in strong electric field, it is
very important that the voltage drop along the channel
should be much less than Vg, otherwise gradients of
density; power; and, consequently, electron tempera-
ture arise along the channel. To reduce this effect, a
thick (~10 µm) layer of organic insulator was first
deposited onto sample no. 3510 and then onto the gate
electrode. At the gate voltage Vg = 0, the parameters of
sample no. 3510 were n = 4 × 1015 m–2 and σ = 40G0.
The measurements were performed in the dc mode in
the temperature range TL = 0.4–4 K. The dependence of
the voltage V across the potential contacts on current I
was measured with a continuous current sweep for each
of the fixed lattice temperatures. Thus, the obtained val-
ues of conductance σ(E, TL) ≡ j/E (j is the current den-
sity) at E  0 were used in the determination of the
temperature dependence σ(TL).

At high conductance values (σ > (20–30)G0), it var-
ies in the electric field by only a few percent; therefore,
to improve the precision, we used the compensation cir-
cuit shown in the inset in Fig. 1. This method allowed
us to measure the conductance variation in the electric
field and the temperature dependence of the conduc-
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Fig. 1. Dependences of the conductance on (1) lattice tem-
perature TL in a weak electric field, and (2) on the electric
field E at TL = 0.47 K. Solid lines show different approxi-
mations of the σ(TL) temperature dependence, used in the
treatment. The dashed line shows the method for the deter-
mination of E(Te) dependence, from which the dependence
of power, P(Te, TL), was calculated.
tance in a weak electric field with a relative accuracy of
no worse than 0.05%.

Figure 1 shows dependences of the conductance on
the lattice temperature σ(TL) at E  0 and on the elec-
tric field at TL = 0.47 K before the illumination for sam-
ple no. 3510. It can be seen that the temperature depen-
dence of the conductance is nearly logarithmic for the
entire range of TL studied. This behavior of σ(TL) is
defined by the temperature dependence of the quantum
corrections to the conductance, i.e., corrections for
interference and for electron–electron (e–e) interaction,
both of which depend logarithmically on temperature.
The value of these corrections is only defined by the tem-
perature of the electrons, not of the lattice (a detailed
analysis of quantum corrections to conductance in sim-
ilar structures was made in [11]). In this case, as shown
by the dashed line in Fig. 1, the dependence of the elec-
tron temperature Te on E and, accordingly, on the
applied power P = j/E can be found from a comparison
of the dependences of the conductance on the tempera-
ture and the electric field. After this treatment of the
experimental data, we approximated the σ(TL) depen-
dence at E  0 with a smooth curve (see Fig. 1). Fig-
ure 2 shows, for one of the samples under study, the
dependences of the power necessary to heat the elec-
tron gas to temperature Te on Te at different lattice tem-
peratures TL.

In steady-state conditions, this power is propor-
tional to the rate of electron energy relaxation. The
main mechanism of energy relaxation in the studied
range of temperatures and electric fields is related to the
interaction of electrons with acoustic phonons. Esti-
mates show that, with our experimental conditions, the
time taken for the establishment of equilibrium in the
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Fig. 2. The energy relaxation rate as function of the electron
gas temperature for different lattice temperatures. For sam-
ple no. 3510, n = 4.2 × 10–15 m–2 and σ(1.5 K) = 33G0.
Solid lines show theoretical dependences calculated in
accordance with (17) for TL = 0.47 and 1.4 K. Dashed lines
show contributions of the scattering at (a) piezoelectric and
(b) deformation potentials at TL = 0.47 K.
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electron system is several orders of magnitude less than
the characteristic time for the electron–phonon interac-
tion; therefore, the electron energy distribution function
in the electric field remains the Fermi type, with the
electron temperature Te > TL.

3. RESULTS OF THEORETICAL 
CALCULATIONS AND DISCUSSION 

OF THE EXPERIMENTAL DATA

The energy relaxation rate in 2D electron gas at low
temperatures has been calculated in several studies
(see, e.g., [12, 8]). The results of these studies do not
differ strongly. Here, we use the results in [12], which
are the simplest for numerical calculation.

The dependence of the energy relaxation rate on the
electron and lattice temperatures, Te and TL, can be rep-
resented as the difference between two similar func-
tions, one of which depends on Te and the other on TL:

(1)

The main mechanism of electron energy relaxation
in InGaAs and GaAs is related to scattering at the
deformation and piezoelectric potentials of acoustic
phonons. In this case, the function F(T) has the form

(2)

where N is the phonon distribution function

(3)

the form factor is

(4)

ρ(z) is the squared wave function ϕ(z), z is the normal
to the QW plane, and q is the z component of the
phonon wave vector. Estimates show that, for our struc-
tures, a good approximation in the calculation of the
wave function is the model of a rectangular well with
infinitely high walls. In this case, ϕ(z) is given by

(5)

S(Q) is the screening function

(6)

(7)

where p = 2/aB is the screening constant, aB is the Bohr
radius, and Q is the longitudinal component of the
phonon wave vector.

P Te T L,( ) F Te( ) F T L( ).–=

F T( ) n
"EF

---------- q I q( ) 2aS Q( )2
"ω( )3N "ω/kBT( ),d∫=

N
"ω
kBT
--------- 

  1
"ω
kBT
---------exp 1–

----------------------------,=

I q( ) ρ z( ) iqz( )exp z,d∫=

ϕ z( ) 2/d( )1/2 πz/d .sin=

S Q( ) Q
Q pH Q( )+
----------------------------,=

H Q( ) ρ z1( )ρ z2( ) Q z1 z2––( )exp z1 z2,dd∫∫=
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The matrix element a depends on the type of interac-
tion. In the case of scattering at the deformation poten-
tial, only the longitudinal component of a, which is

(8)

is of importance. Here, Ξ is the deformation potential
constant and kl is the elastic constant, which equals the
density multiplied by the longitudinal velocity of sound sl.
For scattering at the piezoelectric potential, both com-
ponents of the matrix element a,

(9)

(10)

are of importance. Here, α = eh14/Ξ, and h14 is the
piezoelectric constant. The frequency ω in (2) equals

(11)

where s is the corresponding velocity of sound.
For our case, when the velocity of sound (approxi-

mately 4000 m/s) is much less than the Fermi velocity
of an electron (approximately 3 × 105 m/s), the magni-
tude Q is related to kF and the scattering angle θ by the
simple equation

(12)

In Eq. (2), the averaging is performed over the
angles of scattering θ, which means

(13)

The total energy relaxation rate is determined as the
sum of all the contributions:

(14)

where , , and  are, respectively, the contri-
butions of the deformation potential of the longitudinal
acoustic phonons and the piezoelectric potential of the
transverse and longitudinal acoustic phonons calcu-
lated in accordance with (2).

In several studies, the experiment was analyzed not
with the use of Eq. (2) but using analytical relations
obtained for two limiting cases: low temperatures,
when qT < kF, and high temperatures, when qT @ kF
(where qT is the average quasi-momentum of acoustic
phonons, qT = kBT/hs, and s is the corresponding veloc-
ity of sound). Then, in the limit of low temperatures, the
function FPZ, for scattering at the piezoelectric poten-
tial, is given by

(15)
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and, for scattering at the deformation potential,

(16)

For a general case, F is given by

(17)

As is shown in [12], at high temperatures, when
qT > kF, the deformation potential scattering is domi-
nant, and F is given by

(18)

FDP 1/n1/2T7.∼

F FPZ FDP.+=

F n2T .∝
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Fig. 3. Derivatives of the energy relaxation rate in respect to
Te at different lattice temperatures. For sample no. 3510,
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shows the derivative of the theoretical dependence (14).
Dashed lines show derivatives of the dependences (a) (18)
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In the comparison of the theoretical dependence of
the energy relaxation rate with the experimental data,
we use the following values for constants [8]:

p = 0.2 nm–1, Ξ = 11 eV, eh14 = 1.2 eV nm [13],

sl = 5000 m/s, st = 3000 m/s.

The solid lines in Fig. 2 show the theoretical depen-
dences of the energy relaxation rate calculated from (14)
for the limiting (in the studied range) temperatures. The
contributions to the energy relaxation rate made by
scattering at the deformation and piezoelectric poten-
tials for TL = 0.47 K are also shown. It can be seen that,
at Te < 1.5 K, the main mechanism of energy relaxation
is scattering at the piezoelectric potential of acoustic
phonons, and also that the interaction with the deforma-
tion potential becomes significant at Te > 1.5 K. The
total energy relaxation rate satisfactorily describes the
experimental data in the entire range of electron tem-
peratures Te.

The structure of Eq. (1), for the energy relaxation
rate in the diffusion mode, makes a more detailed com-
parison of the experimental and theoretical data possi-
ble. Indeed, as follows from (1), the derivative dP/dTe
must be independent of the lattice temperature, i.e., the
dP/dTe = f(Te) dependences measured at different TL
must fall on a single curve dF(TL)/dTL.

Figure 3 shows the experimental dependences
dP/dTe = f(Te) for sample no. 3510 at the density n =
4.2 × 1015 m–2. Indeed, it can be seen, that the curves
dP/dTe = f(Te) fall on almost the same dependence. At
first glance, this seems astonishing because, evidently,
the inaccuracy in the derivative of an experimental
curve must be considerable. However, this is mainly the
inaccuracy in the absolute magnitude, not in the
dP/dTe = f(Te) dependences obtained at different TL.
To illustrate this fact, we have shown, in the same figure,
dP/dTe = f(Te) dependences at different TL, obtained with
the use of another approximation of σ(TL) (see Fig. 1).

In Fig. 3, to compare the experimental and theoreti-
cal dependences of dP/dTe = f(Te), we present the deriv-
atives dP/dTe, calculated from (14), (17), and (18) with
the above mentioned parameters. It can be seen that the
general relation (14) satisfactorily describes the exper-
imental data in the whole temperature range. It is note-
worthy that the use of analytical expressions (17) and
(18), obtained in low-temperature and high-tempera-
ture approximations, demands a relatively strict fulfill-
ment of the inequalities qt < kF and q1 > kF. The low-
temperature approximation becomes applicable at TL <
0.9 K, which corresponds to qt/kF ≈ 0.2, and the high-
temperature approximation at TL > 15–20 K, which cor-
responds to qt/kF ≈ 2.5–3. Similar matching is observed
in the entire range of densities studied, 1.5 × 1015 < n <
6.2 × 1015 m–2, and the conductances, 2G0 < σ < 140G0.

As can be seen from (17) and (18), the theory pre-
dicts that, in addition to the constants of electron–
SEMICONDUCTORS      Vol. 39      No. 2      2005
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phonon interaction and values of TL and Te, the only
other parameter affecting the energy relaxation rate is
the carrier density. Let us analyze this dependence at
TL = 1.4 K and Te = 1.9 K. As can be seen in Fig. 4, in
which the four samples under study are shown, all the
points fall on a smooth curve, within the experimental
error. Figure 4 also shows the theoretical dependences
calculated using general expression (14) and those cor-
responding to low- and high-temperature limits, calcu-
lated using (17) and (18). Expression (14) satisfactorily
describes the experimental data in the entire range of
densities n. The energy relaxation rate increases
slightly as n decreases to 1.5 × 1015 < n < 7 × 1015 m–2

and then decreases as n decreases further. Moreover, as
can be seen in Fig. 4, frequently used analytic expres-
sions for the limiting cases (qt ! kF, qt @ kF), which pre-
dict rather strong dependences on concentration, P(n):
P ∝  1/n1/2 at qt/kF @ 1 and P ∝  n2 at qt/kF ! 1, give only
asymptotic approximations of the result obtained in the
calculation from expression (14) at high and low densi-
ties, respectively.

4. CONCLUSION

This study of the effects of heating electron gas in
the diffusion region of the conduction has shown that
the experimental dependences of the energy relaxation
rate P(Te, TL) are satisfactorily described by the theory
of energy relaxation for the scattering at the deforma-
tion and piezoelectric potentials of acoustic phonons.
At TL < 1.5 K, the main mechanism of energy relaxation
is scattering at the piezoelectric potential of acoustic
phonons, while the interaction with the deformation
potential becomes significant at Te > 1.5 K. It is shown
that the energy relaxation rate increases as the electron
density decreases to n = 2.5 × 1015 m–2, and then
decreases as n decreases further, which is related to
variation in the ratio between qt and kF.
SEMICONDUCTORS      Vol. 39      No. 2      2005
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Abstract—A temperature shift of the poles in the Dingle plots was observed at temperatures ranging from
1.65 to 10.9 K. This shift indicates that the mechanisms of intrasubband and intersubband relaxation are
transformed, which is directly confirmed by the temperature dependences of corresponding relaxation times.
© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The Dingle plots [1], i.e., the dependences of the
amplitudes of the Shubnikov–de Haas oscillations δ on
the reciprocal magnetic field 1/B, have a long history [2].
However, they still represent [3] an example of an infor-
mative method for studying the properties and measur-
ing the parameters of a degenerate three-dimensional
(3D) and two-dimensional (2D) electron gas in semi-
conductor compounds and systems [4].

The Dingle temperature TD is a factor introduced to
eliminate divergences in the density-of-state function
under resonance conditions in which the Nth Landau
level intersects the Fermi level given by

(1)

where ω = eB/m* is the cyclotron frequency. The quan-
tity TD is formally related to the time taken for an ather-
mal collision-related broadening τq of the Landau lev-
els to occur:

(2)

Measurements of the temperature dependences of the
amplitudes of the Shubnikov–de Haas oscillations (for
example, δ(1/B)T = const) make it possible to use the
dependence τq(T) to conclude what the dominant mech-
anism is for the collision-related broadening of the Lan-
dau levels. This method was also found to be productive
for gaining insight into the origin of the amplitude–fre-
quency modulation of the oscillations in the magnetore-
sistance when several subbands of dimensional quanti-
zation are filled with 2D electron gas [3, 5–8].

It has previously been shown [9, 10] that the Dingle
plots (i.e., the dependences δ(1/B)T = const) intersect at a
single point on the amplitude scale δ(1/B = 0) (the pole)
if a single collisional mechanism is prevalent. This sit-

ξF "ω N
1
2
---+ 

  ,=

TD "/2πkτq.=
1063-7826/05/3902- $26.00 0226
uation served as a basis for modifying the method [9]
for processing experimental data involving oscillations
of magnetoresistance [4].

Analysis of the published experimental data shows
that the situation is ambiguous. For example, Coleridge
[11] found that the position of the pole δ(1/B = 0) was
temperature-independent from 1.04 to 3.40 K; how-
ever, it was also found [11] that the poles’ positions for
the oscillation amplitudes of the main (m) and the sec-
ond excited (p) subbands of dimensional quantization
differed radically (with respect to amplitudes). The lat-
ter finding is confirmed by an analysis of the experi-
mental data concerned with semiconductor nanostruc-
tures that differed in vertical architecture, chemical
composition of the layers, and concentration of 2D
electrons [12, 13].

Shifts of the poles δ(1/B = 0) as a result of variations
in the sample temperature were also revealed by ana-
lyzing the data obtained from experiments with a bulk
n-InSb semiconductor [14, 15].

It is worth noting that, while discussing the broaden-
ing time τq determined from the Dingle plots (i.e., from
the dependence δ(1/B)T = const), the authors of [5–8] sep-
arate, in τq, the components related to the intrasubband
and intersubband transitions in a 2D electron gas and
assume that the origin of the effect is the electron–elec-
tron (e–e) collisions. Recently [16, 17], a scheme and
channels for the propagation of the external (with
respect to the 2D electron gas) perturbation potential in
an electronic subsystem, together with the reflection of
this perturbation in the form of an experimentally mea-
sured relaxation time for collisional broadening, have
been considered. It was specifically stated [16, 17] that
the destruction of cyclotron orbits (attenuation of the
oscillations’ amplitudes) is caused by the ionized

donors  and acceptors  of residual impurities,ND
+ NA

–

© 2005 Pleiades Publishing, Inc.
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growth islands with a height ∆ and extent Λ, variations
in the mole fraction x of one of the components of the
compounds, and so on. Electrons moving laterally in an
external electric field “scan” the external potential V(r, t)
and sense it as the spectrum Vtot(q, ω). Temporal char-
acteristics of the quantization destruction are governed
by the totality of the channels for the extension of an
external perturbation to the entire 2D electron system
from the component that senses this perturbation most
effectively. Thus, the external perturbation causing the
quantization destruction manifests itself as e–e, intra-
subband, and intersubband relaxation. However, it is
difficult to unambiguously state that τq ≡ τee, where τee
is the relaxation time of the e–e interaction, since there
undoubtedly exists a reasonably effective electron–
phonon (e–ph) interaction [6].

In this paper, we discuss experiments with a degen-
erate 2D electron gas in a separate heterojunction in
which two subbands (m and p) of dimensional quanti-
zation with the Fermi energies Em and Ep measured
from the bottom of corresponding subband are filled.
Direct proofs of the competition between, as well as a
change of, the mechanisms of electron–electron interac-
tions as a result of the effects of the temperature and
magnetic field on the 2D electron system are obtained. It
is ascertained that the effect of increasing temperature is
opposite to the effect of increasing the magnetic field.

2. EXPERIMENT AND RESULTS

1. Oscillations of the transverse magnetoresistance
and the Hall effect were measured for a number of
Al0.28Ga0.72As:Si/GaAs heterostructures grown by
molecular-beam epitaxy. The structures, which differed
only in relation to the doping level, were grown in a sin-
gle technological run and contained 2D electrons in
concentrations ranging from 6 × 1011 to 2 × 1012 cm–2 in
a quantum well of a separate heterojunction. The sam-
ples fabricated using photolithography had the shape of
a double Hall bridge with a length and width of 6 and
0.3 mm, respectively. Contacts (In or the GeAu eutec-
tic) to the 2D channel were alloyed in a hydrogen atmo-
sphere or in free space. The measurements were per-
formed at temperatures ranging from 1.65 to 20 K and
in magnetic fields as high as 7.4 T. The magnetic-field
uniformity over the sample length amounted to 10–4 T;
furthermore, the broadening of the Landau levels intro-
duced by the field nonuniformity was much smaller
than that caused by collisions, temperature, and non-
uniform distribution of the doping impurity over the
bulk of the ternary compound [14]. The sample temper-
ature was measured using an FeCu–Cu thermocouple
and was constantly maintained to within 0.1 K in the
temperature range 1 to 20 K. The currents through the
samples were chosen in order to eliminate any heating
of the 2D electron gas. The results of the oscillation-
curve measurements were reproducible on the time
scale, as was established in experiments with thermal
cycling.
SEMICONDUCTORS      Vol. 39      No. 2      2005
The parameters of the 2D electrons were determined
from measurements of the magnetoresistance oscilla-
tions, the Hall effect, and the electrical conductivity.
The oscillations were analyzed graphically by the
Sladek method [2] and using the Fourier spectra. The
magnetic-field and temperature dependences of the
oscillation components over the m and p subbands of
dimensional quantization for the difference frequency
of the oscillations were determined; i.e.,

2. The magnetic-field dependences of the oscillation
amplitudes (the Dingle plots) δ(1/B) for several temper-
atures and the extrapolation of these dependences to
1/B = 0 for characteristic portions of the dependences
(a and b) for sample 15 are shown in Fig. 1 (the results
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Fig. 1. Magnetic-field dependences of the amplitude of the
Shubnikov–de Haas oscillations ρxx. These dependences
illustrate the shift of the poles in the Dingle plots if the
extrapolation to 1/B = 0 is used. A sample of an
Al0.28Ga0.72As:Si/GaAs heterostructure with the concen-

trations nm = 1.08 × 1012 cm–2 and np = 1.5 × 1011 cm–2 was
studied. T = (1) 1.65, (2) 3.03, (3) 4.2, (4) 5.5, (5) 6.8,
(6) 7.7, (7) 8.6, (8) 9.0, (9) 10.0, and (10) 10.9 K.



228 KADUSHKIN
of the Hall measurements at T = 4.2 K were  =
12.0 × 1011 cm–2 and µH = 39.5 × 104 cm2/(V s)). The
main feature of the experiment consists in the establish-
ment of the family of poles Φa and Φb for the depen-
dences δ(1/B)T = const. These poles shift to larger ampli-
tudes independently of each other as the temperature
increases. It can be seen by the example of Φa (curve 5)
and Φb (curve 1) that the shift of the poles Φa(T) is over-
balanced by the system of poles Φb(T). According to
Coleridge [5], the poles Φa, b of the dependences
δ(1/B)T = const are related to the probability of electron–
electron intrasubband and/or intersubband interactions
of the 2D electrons in subbands m and p.

The filling of the m and p subbands also manifests
itself in the results of an analysis of the magnetoresis-
tance oscillations. For samples 8 and 15, these results
are shown in Fig. 2 (for sample 8, the Hall measure-

ments at T = 4.2 K yield  = 12.2 × 1011 cm–2 and
µH = 5.68 × 104 cm2/(V s) (the corresponding data for
sample 15 were mentioned above)). Dependences of
the positions of extrema on a scale of reciprocal mag-
netic fields (1/Bextr) on the quantum number N make it
possible to determine the electron concentration in sub-
band m (dependences 1 and 2) and subband p (depen-
dences 1* and 2*). Oscillations at the difference fre-
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Fig. 2. Positions of the extrema in the magnetoresistance
oscillations on the scale 1/B for the subbands of dimen-
sional quantization m and p in relation to the Landau level
number N at T = 4.2 K. For sample 8 (curves 1, 1*, 1**),
nm = 9.7 × 1011 cm–2 and np = 0.61 × 1011 cm–2. For sam-

ple 15 (curves 2, 2*), nm = 10.8 × 1011 cm–2 and np = 1.5 ×
1011 cm–2. The upper scale on the N axis corresponds to
curve 1** and the lower scale corresponds to all other curves.
quency of the dependence 1/Bextr on N are represented
by experimental points that deviate from approxima-
tions 2 and 1** in the region of large quantum numbers
(N > 5 and N > 15 for curves 2 and 1**, respectively).

The Dingle plots δ(1/B)T = const of types 1–10 in
Fig. 1 were used to determine the dependence TD(T).
Formula (2) was then used to estimate the values of τq
in relation to temperature for regions a and b of the
magnetic field (Fig. 1). The results of these estimations
are shown in Fig. 3. In general, the dependences τq(T)
were found to be nonmonotonic. The physical signifi-
cance of the nonmonotonic behavior of τq(T) has previ-
ously been discussed [16, 17] in relation to the hypoth-
esis that there is competition between the intrasubband
and intersubband e–e relaxation in a two-subband
energy model of the conduction band.

3. DISCUSSION

In region b of the magnetic fields (Fig. 1), a certain
number of magnetic Landau subbands are found below
the Fermi level in both the m and p subbands of dimen-
sional quantization. If the energy gap "ω between the Lan-
dau levels is small and the magnetic fields are moderate,
electrons in the m and p subbands interact with each other

according to the interband-relaxation time . However,
the 2D electrons of both subbands are scattered inde-
pendently, for example, by remote impurities [5, 13]

with the characteristic relaxation times  and ,
respectively. Consequently, the electrons have three
independent channels for small-angle scattering with

an integrated characteristic time  = f( , , ) in
a magnetic field that belongs to region b. As the mag-
netic field increases (in region a), the Landau magnetic
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Fig. 3. An example of transformation of the intrasubband
(region a) and intersubband (region b) times for the elec-

tron–electron interaction  and  as the temperature

increases into the dependence (T) in region c.
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levels shift to beyond the Fermi level. The electrons of
subband p are localized at states with Np = 0, 1, and 2,
whereas there are Landau sublevels with Nm ≈ 10 (for
nm ≈ 9 × 1011 cm–2) below the Fermi level for the elec-
trons of subband m. In this situation, the efficiency of
the intersubband interaction is reduced. One of the
plausible causes of this circumstance may be the spatial
localization of the electrons in each subband due to the
wave functions of the 2D electrons being contracted in
the heterojunction plane by a magnetic field. At the
same time, one should take into account the spatial sep-
aration of the electrons in each subband in a direction
perpendicular to the heterojunction. Using both the
results of the oscillation analysis and the parameters,
such as the doping level NSi ≈ 4.7 × 1017 cm–2, the con-
centration of background impurities NA & 5 × 1015 cm–3,
and the energy-band offset ∆EC/∆Eg = 0.6, the energy-
band diagram EC(z) of the heterojunction at T = 4.2 K
for the heterostructure under study was calculated. It
was found out that the coordinates for the centroids of
the wave functions in the subbands |ψm|2 and |ψp|2
〈z〉m and 〈z〉p are separated by ~150 Å [16].

Taking into account the magnetic-field-induced sup-
pression of the channel of intersubband scattering with

the characteristic time  in region a (  > , )
and the independence of the m and p recombination

channels from each other (the characteristic times 

and ), so that  = f( , ), and using the Matthies-
sen rule

(3)

one can obtain the following formula relating  to :

(4)

The superscripts in  and  denote the regions a and

b in Fig. 3. Taking into account that  > , we can

use (4) to find that  > . This situation corresponds
to the experimental data shown in Fig. 3. If the data
shown in Fig. 3 are compared with previously reported

data [11–13], it is clear that the quantity  is governed
by the electron–electron interaction in the main (m)
subband of dimensional quantization, whereas the

quantity  is controlled by the electron–electron interac-
tion in subband p. Thus, the relation between the quantities

 and  is consistent with the fact that  depends on
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the quantities  and , whereas  depends parametri-

cally on three quantities: , , and .

In the samples under study, the position of the Fermi
level is in the upper subband Ep ≈ 1–2 meV; as a result,
the degeneracy in this subband is partially removed and
the efficiency of the intersubband electron–electron
interaction is restored at measurement temperatures
(Fig. 3) in the region T > 4 K. Thus, an increase in tem-
perature exerts an effect on the electron–electron relax-
ation that is the opposite of the effect of an increase in
the magnetic field, which is confirmed by the data
shown in Figs. 1 and 3.

It follows from Fig. 1 that as temperature increases,
region b in the dependences δ(1/B)T = const extends at the
expense of region a. This behavior was previously
observed [16] as a shift of the boundary (conditional)
between the regions a and b to larger values of B as the
temperature increased. Consequently, as temperature
increases, the curves a and b in Fig. 3 transform into

curve c. The characteristic time  is the same as 
with respect to the relaxation mechanism. However, it

is difficult to separate the components , , and 

in  and .

4. CONCLUSION

Qualitative analysis the Shubnikov–de Haas oscilla-
tions in a two-band system of 2D electrons shows that
there is competition in the channels of the intrasubband
and intersubband electron–electron relaxation. The
physical significance of the poles Φa, b for the depen-
dences δ(1/B  0)T = const is difficult to perceive and,
apparently, does not provide important information.
Nevertheless, the tendency of the poles to shift provides
an unambiguous insight into the dynamics of electron–
electron (and, it would appear, electron–phonon) inter-
actions in a system of 2D electrons in a situation where
both the energy-spectrum structure and the spatial dis-
tribution of the electron density vary under the effect of
a strong magnetic field.

The attempts to make the results of the theoretical
calculations of τq(T) consistent with the experimental
data (Fig. 3) (similarly to [17]) failed. Although the

required expressions for , , and  were already
derived [17], satisfactory agreement between experi-

mental and theoretical values of τq (  and ) is
attained only if one uses adjustable parameters that do
not correspond to the actual energy-band diagram EC(z)
of the heterojunction. It would seem that the character-
istic times of inelastic and elastic electron–phonon

relaxation via the piezoelectric  and deformation

 potentials of acoustic phonons should be included
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in  in a theoretical calculation in addition to the char-
acteristic times of the intraband and interband electron–
electron interactions. This mechanism was qualitatively
justified by Kadushkin [18]. At the same time, one can-
not exclude a combined effect (suppression and/or
stimulation) of the temperature and magnetic field on
the activity of the primary (with respect to the electron–
electron and electron–phonon interactions) sources of

the electron-system perturbations: donors  and

acceptors  that are far removed from the heter-
oboundary (including those introduced by an uncon-
trolled residual impurity), growth islands, and fluctua-
tions of the mole fraction x of Al in the AlxGa1 – xAs
compound doped with Si.
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Abstract—Expressions for the relaxation time, electron mobility, and static electrical conductivity along a
semiconductor quantum wire are derived in relation to a random field of Gaussian fluctuations in the wire’s
thickness. In the case of nondegenerate statistics for charge carriers at relatively low temperatures (T), elec-
tron mobility is given by un ∝  T1/2. In the limiting case of a strong magnetic field H directed along the wire,
the factor H–1/2 appears in the mobility expression. It is shown that the considered mechanism of charge-car-
rier relaxation is important for the electrical conductivity of a fairly thin and pure quantum wire at low tem-
peratures. © 2005 Pleiades Publishing, Inc.
1. Quantization of the electron energy spectrum
appreciably restricts the transverse motion of electrons
and holes in thin semiconductor wires. These quantum-
dimensional restrictions also manifest themselves in
the electrical conductivity controlled by a type of
mechanism for charge-carrier scattering in quasi-one-
dimensional systems, which are of interest for nano-
electronics. Contemporary technologies [1] do not
exclude that a random field caused by fluctuations in
the thickness of a semiconductor quantum wire can
exist. The purpose of this study is to determine the mag-
nitude of the effect of these fluctuations on electrical
conductivity and compare this effect to those of other
scattering mechanisms reported in previous publica-
tions [2–7]. Furthermore, we consider the effect of a
quantizing magnetic field that results in additional
restrictions being imposed on the transverse motion of
the charge carriers.

2. Let us consider a model of a semiconductor quan-
tum wire with transverse sizes that are restricted in
thickness d (in the direction of coordinate axis z) by a
potential well V(z) with infinitely high walls, and sizes
are restricted in width (in the y direction) by a parabolic
potential βy2 (β > 0). A constant magnetic field H is
directed along the wire (along the x axis); the compo-
nents of the magnetic-field vector potential are Ax =
Ay = 0 and Az = Hy.

In a single-electron approximation [6], the Hamilto-
nian operator of the system is given by

(1)
Ĥ

"
2

2m⊥
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2mz
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e
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+ V z( ) βy2 U r⊥( ),+ +
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where ∆⊥  = ∂2/∂x2 + ∂2/∂y2, m⊥  = mx = my = m and mz are
the effective masses of the conduction electrons in cor-
responding directions; e is the elementary charge;

(2)

(3)

is the potential energy of an electron in a random field,
caused by fluctuations of the wire thickness; α =
∂Ec/∂d; Ec is the bottom of the conduction band; and
ξ1, 2(r⊥ ) are random functions that specify the ampli-
tudes of the oscillations at different wire surfaces per-
pendicular to the z axis. We consider interaction (3) of
a charge carrier with a random field as a perturbation
that gives rise to quantum transitions in the translational
motion along the wire (in the direction of the z axis).
We restrict the discussion to the contribution of the
lower quantum-dimensional energy level of the trans-
verse electron motion to the electrical conductivity.
Taking into account the electron states that have certain
parity along the z axis, we can write the wave function
of the unperturbed problem as

(4)

where L is the quantum-wire length (L @ d) and
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The electron energy in state (4) is given by

(6)

The reciprocal relaxation time of an electron along
the quantum wire in the case of scattering by fluctuation
field (3) can be written as

(7)

where the double brackets 〈〈 …〉〉  signify the averaging
over the random field. We assume that fluctuations on
different wire surfaces are statistically independent,
whereas the fluctuations on a single surface are
assumed to be Gaussian; i.e.,

(8)

After calculations using formula (7), and taking into
account expressions (3) and (8), we obtain the final
result for the relaxation time:

(9)

3. We use the kinetic Boltzmann equation in the
relaxation-time approximation to obtain the following
expression for electron conductivity:

(10)

Here,  f0 = {exp[(  – µ)/kBT] + 1}–1 is the Fermi–Dirac

distribution function,  = ("kx)2/2m is the kinetic
energy of the electron motion with effective mass m
along the quantum wire, µ is the chemical potential
measured from the quantum-dimensional level of the
electron motion transverse to the wire, and 2 f0(kx) = N
is the total number of electrons in the quantum wire.

If the state of the semiconductor quantum wire is
nondegenerate, we substitute (9) into (10) and obtain
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where

(12)

(13)

(14)

Here, a > 0, x ≤ 1 [8], and n = N/L are the number of
electrons per unit length of the quantum wire.

For Λ1 = Λ2 = Λ and arbitrary values of x, we have

(15)

Formulas (11)–(15) are valid if γ(T) > 2  and [γ(T) –

2 ](π/l)2 @ 1, where l is the lattice constant along the
wire axis. The first condition is related to the fact that
the relaxation time given by (9) increases exponentially
as the electron energy increases, whereas the Maxwell
distribution decreases exponentially. Therefore, it is
important for the scattering by Gaussian fluctuations to
be efficient so that the thermal de Broglie wavelength of
the charge carrier exceeds the correlation radius Λi. The
second condition is related to the choice of an infinite
upper limit in the integral in (10) and is typically satis-
fied in the situation under consideration.

At low temperatures, in which case

(16)

the electron mobility along the quantum wire is given by

(17)

and the mechanism of scattering by the thickness fluctu-
ations becomes important for a nondegenerate semicon-
ductor quantum wire at low temperatures (un ∝  T1/2).
This temperature dependence of the mobility resembles
that in the case of so-called dipole scattering [7] in
three-dimensional semiconductors.

At relatively high temperatures, such that

(18)

or at large radii of fluctuations Λ, the charge-carrier
mobility increases drastically; as a result, the mecha-
nism under consideration becomes inefficient com-
pared to scattering by longitudinal acoustic (LA)
phonons [3].

The dependences of σn and un on the longitudinal
magnetic field H are related to a contraction of the elec-

x
A2

A1
------, Ai

α2m 2π
"

3
---------------------

∆iΛ i( )2

y0
2 Λ i

2+
--------------------- i 1 2,=( );= =

a T( )
γ T( ) 2Λ1

2–

2 Λ2
2 Λ1

2–( )
---------------------------, γ T( ) "

2

2mkBT
-----------------;= =

Φ x– 2 a, ,( ) 1–( )sxs

s a+( )2
------------------.

s 0=

∞

∑=

σn
πe2

"
3n

m2kBT 2πmkBT( )1/2
------------------------------------------------

A1 A2+( ) 1–

γ T( ) 2Λ2–[ ] 2
----------------------------------.=

Λ i
2

Λ i
2

γ T( ) @ 2Λ2, or kBT  ! "
2/4mΛ2( ),

un
2 2πe

" A1 A2+( ) m
----------------------------------- kBT( )1/2=

kBT "
2/4mΛ2,≥
SEMICONDUCTORS      Vol. 39      No. 2      2005



THE EFFECT OF THICKNESS FLUCTUATIONS 233
tron wave function transverse to the quantum wire
(along the y axis) and are specified by the factor

(19)

(see formulas (12) and (5)). At (H) @  and
extremely high magnetic field, e2H2/2mzc2 @ β, which
gives rise to the factor H–1/2 in the expressions for σn

and un.

Poklonskiœ et al. [3] studied the temperature depen-
dence of the static electrical conductivity of a semicon-
ductor quantum wire in an insulator. They found that
this conductivity was caused by an interaction of non-
degenerate electrons with LA phonons in the matrix
material (if the spreading of the electron wave function
in the transverse direction in the absence of a magnetic
field is disregarded). In contrast to the relaxation mech-
anism considered by us, Poklonskiœ et al. [3] obtained
the temperature dependence of the electron mobility as
un ∝  T–5/2.

The nondegenerate statistics occur at temperatures
T > π("n)2/2kBm. These temperatures correspond to T >
5.3 K for GaAs with the one-dimensional electron con-
centration n = 1.6 × 105 cm–1 and the charge-carrier
effective mass m = 0.067m0 [9].

In Fig. 1, we show estimates of the electron mobility
un = σn/en (at H = 0) in a nondegenerate and relatively
pure semiconductor quantum wire when electron scat-
tering by LA phonons [3] (curve 1) and fluctuations of
the quantum-wire thickness according to (15) occurs
(curves 2, 3) for the following GaAs parameters [9]: the
mass density ρ = 5.3 × 103 kg/m3, the longitudinal
velocity of sound v  = 5.2 × 103 m/s, the deformation-
potential constant C = 2.2 × 10–18 J [10], the wire thick-
ness d = 5 × 10–9 or 7 × 10–9 m, α = –π2"2/md3 [11], ∆1 =
∆2 = 3 × 10–10 m, and y0 = Λ = 1 × 10–8 m.

It follows from Fig. 1 that the mechanism of charge-
carrier relaxation at the roughness of the boundaries
can be indeed more important than scattering by acous-
tic phonons at the wire thickness d & 7 × 10–9 m in the
low-temperature region such that kBT < "2/4mΛ2.

For a nondegenerate system, as well as in the limit-
ing case of low temperatures (kBT/µ ! 1), the electrical
conductivity along the quantum-wire axis is given by

(20)

where  = (2m/"2)µ. The temperature dependence of
σn is governed by the chemical potential µ of a one-
dimensional electron gas; therefore,

(21)
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In Fig. 2, we show the calculated temperature
dependences of electrical conductivity along a degener-
ate quantum wire based on GaAs in the limiting case of
low temperatures for mechanisms of acoustopiezoelec-
tric scattering [4] (σn, ph, curve 1), scattering by impu-
rity atoms [4] (σimp, curves 2 and 3 for the values of the
low-temperature mobility in the absence of a magnetic
field and the confinement potential µimp = 7.5 and

µ0
"

2

8m
------- πn( )2.=

103

102

101

100

10–1

10–2

10–3

5 10 20 30
T, K

un, m2/(V s)

1

3

2

Fig. 1. The electron mobility along a nondegenerate quan-
tum GaAs wire (H = 0): (1) scattering by LA phonons and
(2, 3) scattering by fluctuations in the quantum-wire thick-
ness d with d = (2) 5 × 10–9 and (3) 7 × 10–9 m.

10–7
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Fig. 2. Electrical conductivity along a degenerate GaAs
quantum wire (H = 0): (1) acoustopiezoelectric scatter-
ing; (2, 3) scattering by impurities at µimp = (2) 7.5 and

(3) 50 m2/(V s); and (4–7) scattering by fluctuations in the
quantum-wire thickness d at d = (4) 5 × 10–9, (5) 7 × 10–9,
(6) 9 × 10–9, and (7) 2 × 10–8 m.
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50 m2/(V s), respectively), and the considered relax-
ation mechanism according to formulas (20)–(22) for
the wire thickness’ d = 5 × 10–9, 7 × 10–9, 9 × 10–9, and
2 × 10–8 m (curves 4–7). This is at the aforementioned
values of the parameters for GaAs where the piezoelec-
tric-interaction constant P = 5.4 × 10–20 J2/m2 [9] and

kF0 = /" = 1 × 108 m–1. In this case, σn, ph ∝

[kF/(4 C2 + P)]exp(2"kFv /kBT) and σimp ∝  µimp  [4].
Optical phonons make a contribution comparable to
that of acoustic phonons at T * 50 K [4]. We do not
consider here the localization-type effects [2] that arise
in quasi-one-dimensional systems under conditions of a
high-degree disorder (or at a high impurity concentra-
tion) and that cannot be accounted for in the slight-scat-
tering theory. The temperature dependences of electrical
conductivity that are reported in this paper differ signifi-
cantly from those based on localization theory [2]
(in particular, a transition at some temperature T0 from
a power-law dependence at T > T0 to an exponential
dependence at T < T0 is characteristic of this theory).

The results obtained (Figs. 1, 2) indicate that the
mechanism of charge-carrier scattering by Gaussian
fluctuations in the thickness of a semiconductor quan-
tum wire makes an important contribution to its electri-
cal conductivity.

2mµ0

kF
2 kF

2
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Abstract—A theoretical study of the effect of a resonance electromagnetic pulse on the coherent electron
dynamics in a system of tunneling-coupled quantum dots (QDs) arranged in a closed-ring configuration is car-
ried out. It is shown that selective electron transfer between two arbitrary QDs is possible. The transfer proba-
bility is calculated as a function of the parameters that characterize the QDs and the electromagnetic pulse. It
is shown that this probability can be close to unity. Factors leading to a reduction of the transfer probability in
a realistic system are considered. The results obtained can be used for the development of new types of nano-
electronic devices for performing operations with quantum bits. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The rapid development of nanotechnologies and the
inevitable trend towards the miniaturization of the basic
elements of modern microelectronics has resulted in
the appearance of a new area of research, physics of
low-dimensional structures, with nanoelectronics as
one of its branches. In recent years, significant progress
has been achieved in fabricating various types of nano-
structures and studying their properties [1, 2]. Consid-
erable attention has been attracted to quantum dots
(QDs), sometimes referred to as “artificial atoms” [3],
which combine properties of real atoms with properties
controlled via the fabrication process. In particular, the
possibility of using QDs for performing operations
with quantum bits (qubits) is being actively discussed
(see, e.g., [4–7]). Quantum information can be encoded
either in the ground and/or excited states of electrons
occupying discrete quantum-confinement levels in the
QDs or in the electron-spin degrees of freedom. In
future, fabrication of a quantum computer based on
solid-state nanostructures seems possible. One of the
problems being faced at the current stage of research is
the development of methods for manipulating the state
of electrons in nanostructures via controlled external
actions.

Quantum effects, particularly quantum interference,
have a major influence on the characteristics of many
kinds of low-dimensional systems. One of the most
striking examples is the coherent evolution of single-
electron states in a system of two tunneling-coupled
QDs under irradiation by a resonance laser pulse. As
was shown previously [8, 9], the pulse parameters (fre-
1063-7826/05/3902- $26.00 0235
quency, duration, and intensity) can be chosen in such
a way that an electron initially occupying the ground
state in one of the QDs transfers to an excited state (which
is delocalized, i.e., common to both QDs) and then trans-
fers again to the ground state of another QD, where it
remains after the end of the pulse. Thus, this excited state
acts as a “transit” state. If logic variables 0 and 1 are
assigned to the electron states localized in different QDs,
the process of electron relocation between the dots corre-
sponds to the quantum NOT logic operation [8–10].

Recently, an attempt has been made to generalize
the results obtained in [8] to the case of two QDs to a
system where there are a large number of QDs [11, 12].
It was shown that, in a linear chain of QDs it is, in gen-
eral, rather difficult to perform the selective (address-
able) transfer of an electron between two arbitrary QDs.
This difficulty is related to the special features of elec-
tron excited states in a one-dimensional system with
free boundary conditions; more specifically, the prob-
lem is caused by the fact that the probability amplitude
of finding an electron in a given QD depends heavily on
the position of the QD in the chain.

In this study, we show that resonance-pulse-induced
selective electron transfer between any two QDs can be
attained if the QDs are arranged in a ring-shaped con-
figuration and local electrostatic potentials are applied
to the QDs between which the electron is to be trans-
ferred. We derive an analytical expression for the trans-
fer probability that takes into account possible differ-
ences in the parameters of the QDs and/or electrostatic
potentials applied to them, as well as the effect of
detuning the laser pulse out of resonance.
© 2005 Pleiades Publishing, Inc.
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2. THE MODEL DESCRIPTION 
AND PROBLEM FORMULATION

Let us consider a system consisting of N identical
QDs arranged in a closed-ring configuration (see Fig. 1).
We assume that any QD has at least two quantum-con-
finement levels. One of these levels, with the energy ε1,
corresponds to the ground state |1〉n of the electron
localized in a given QD (here, n = 1, …, N labels the
number of the QD). If level ε1 is close to the minimum
of the electron potential energy in the region of the QD
and the potential barrier separating the QDs is suffi-
ciently high and wide, the ground-state wave functions
〈r|1〉n are highly localized within the corresponding
QDs and there is virtually no overlap between the wave
functions of the neighboring QDs. Thus, we may
assume, with good accuracy, that the lowest level of the
system as a whole is N-fold degenerate with respect to
the electron position. We can further assume that, in
each QD, the excited level |2〉n (which is not necessarily
the first excited level) with energy ε2 lies close to the
top of the potential barrier; consequently, there is a pro-
nounced overlap between the wave functions 〈r|2〉n of
the neighboring QDs. Thus, due to the tunneling cou-
pling between the QDs, this level splits into a subband
containing N states, with each of them being extended
over the entire system of QDs. Since, below, we make
use of the resonance approximation (with respect to the
external ac field), we disregard the possible existence of
other quantum-confinement levels in the QDs, whose
energies differ considerably from ε1 and ε2; we “omit”
these levels in our enumeration and retain only those
that are in resonance or close to resonance.

The Hamiltonian operator for an electron placed in
the empty conduction band (in excess to those occupy-

n1

n2

Fig. 1. A schematic layout of a quasi-one-dimensional sys-
tem of quantum dots arranged in a closed ring. Identical
local potentials are applied to the quantum dots n1 and n2,
between which the electron is selectively transferred.
ing the filled valence band) in such a QD system can be
written as

(1)

here,  and  are the creation (annihi-
lation) operators of an electron in the ground and
excited states of nth QD, respectively; and V is the
matrix element of the electron tunneling between the
excited states of neighboring QDs (the value of this ele-
ment can be calculated in each specific case). It should
be noted that, since the QDs are arranged in a closed
ring,  = ; in other words, the boundary con-
ditions are periodic, in contrast to the case of a one-
dimensional chain of QDs, where free boundary condi-
tions are appropriate [11, 12]. The spin index is not
explicitly included in Hamiltonian operator (1), as we
are considering a single-electron problem.

We assume that, at the initial moment (t = 0), the
electron is localized in the state , which is the
ground state of the n1th QD. As the overlap of the
ground-state wave functions of the neighboring QDs is
not large, the lifetime of an electron in this state, in the
absence of external perturbation, is very long (this life-
time increases exponentially with the height and width
of the potential barrier between the QDs). We assume
that this time is much longer than all other characteris-
tic times in the problem under study, i.e., it may be con-
sidered infinite. The goal now is to perform a selective
transfer of an electron into the state , which is the
ground state of the n2th QD, i.e., to change the electron
localization position in the system of QDs.

Let identical local electrostatic potentials be applied
to each of the two QDs chosen. Then, the energies of
the ground and excited electron states in these QDs are

modified (ε1  ε1 + , ε2  ε2 + U), and the
Hamiltonian operator appears as

(2)

Here, for the sake of simplicity, we disregard the
change in the matrix element V of the electron tunnel-
ing from the n1th and n2th QDs to the neighboring QDs.
This approximation is valid if the local potentials are
small, i.e., |U| ! V. In what follows, we assume, for

clarity, that  < 0 and U < 0 (in general,  ≠ U,
although these quantities are of the same order of magni-
tude). To diagonalize Hamiltonian operator (2), we intro-

Ĥ0 ε1 â1 n,
+ â1 n,

n 1=

N

∑ ε2 â2 n,
+ â2 n,

n 1=

N

∑+=

– V â2 n 1+,
+ â2 n, h.c.+( );

n 1=

N

∑

â1 n,
+ â1 n,( ) â2 n,

+ â2 n,( )

â2 N 1+, â2 1,

1| 〉n1

1| 〉n2

Ũ

Ĥ Ĥ0 Ũ â1 n1,
+ â1 n1, â1 n2,

+ â1 n2,+( )+=

+ U â2 n1,
+ â2 n1, â2 n2,

+ â2 n2,+( ).

Ũ Ũ
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duce the operators  =  (k = 1, …, N)
and obtain

(3)

Here, the energies Ek of the extended excited states and
the coefficients Ck, n are determined from the following
system of equations:

(4)

where Ck, N + 1 = Ck, 1. The coefficients Ck, n represent the
probability amplitude of finding the electron at the
kth extended stationary level in the excited state |2〉n,
which is centered in the nth QD, and satisfy the normal-

ization condition  = 1 for any k = 1, …, N.

Expanding Ck, n into the Fourier series

we obtain, from (4), the following relations between
 and :

(5)

Here,

(6)

It follows from (5) and (6) that | | = | | for any
level k in the subband of extended excited states. This
relation between  and  will be important for
the subsequent discussion. Note that, since the coeffi-
cients  and  can be chosen as real quantities,

 = ± .

Now, let us assume that an alternating electric field
E(t) = E0cos(Ωt) is applied to the QD system, and the
frequency Ω is close to the difference between the
energy Etr of one of the levels |tr〉  (which will be
referred to below as the transit level) from the subband

of extended excited states and the energy ε1 +  of the

âk
+ Ck n, â2 n,

+

n 1=
N∑

Ĥ ε1 â1 n,
+ â1 n,

n 1=

N

∑ Ũ â1 n1,
+ â1 n1, â1 n2,

+ â1 n2,+( )+=

+ Ekâk
+âk.

k 1=

N

∑

EkCk n, ε1Ck n, V Ck n 1–, Ck n 1+,+( )–=

+ UCk n, δnn1
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Ck n,
2

n 1=
N∑

Ck n,
1
N
---- Ck m, i

2πmn
N

-------------- 
  ,exp

m 1=

N
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Ck n1, Ck n2,

Ck n1, AkCk n1, BkCk n2, ,+=
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U
N
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Ek ε2– 2V 2πm/N( )cos+
--------------------------------------------------------------,
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U
N
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i2π n1 n2–( )m/N[ ]exp
Ek ε2– 2V 2πm/N( )cos+
--------------------------------------------------------------.
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ground state of electrons in QDs n1 and n2 (hereafter,
we set Dirac’s constant " = 1). In the resonance approx-
imation [8, 9], the Hamiltonian operator can be written as

(7)

here, pn = 〈tr| |1〉n are the matrix elements of the
momentum operator, A(t) is the vector potential (we
use the Lorentz gauge with zero scalar potential and
ignore the term quadratic in the vector potential), and
m* is the electron effective mass. Taking into account
the known relation between the vector potential and the
strength of an electric field of frequency Ω and ampli-
tude E0, we introduced the designation λn =
−(ie/m*Ω)E0pn into (7).

It is worth noting the relation between the values of
λn and the coefficients Ctr, n in the expansion of the

extended transit state |tr〉  =  in states |2〉n.
From the definitions of λn and pn, we have

(8)

Since the wave functions 〈r|2〉n of the QD excited states
are centered around the corresponding QDs and the
wave functions 〈r|1〉n of the QD ground states are
highly localized in the QDs, we may put n'〈2| |1〉n =

n〈2| |1〉nδnn'; thus, from (8), we obtain λn = λCtr, n,
where λ = –(ie/m*Ω)E0p and p = n〈2| |1〉n.

It should be noted that p ≠ 0 (i.e., λ ≠ 0) only if a cer-
tain relation between the symmetries of the wave func-
tions 〈r|1〉n and 〈r|2〉n is satisfied. For example, p = 0 if
both of these functions have an s-type symmetry, while
p ≠ 0 if one of them has the s-type and the other has a
p-type symmetry. Furthermore, the condition that λ be
independent of n (necessary to ensure that | | = | |,
which follows from the previously derived equality
| | = | | and, as we see below, is necessary for
increasing the probability of the selective electron
transfer between the QDs) requires that vector p (rather
than just its magnitude) be independent of n. This can
be the case if, for example, the functions 〈r|1〉n have the

Ĥ t( ) ε1 Ũ δnn1
δnn2

+( )+[ ] â1 n,
+ â1 n,

n 1=

N

∑ Etrâtr
+ âtr+=

– e/m*c( )A t( ) pnâtr
+ â1 n, h.c.+( )

n 1=

N

∑

=  ε1 Ũ δnn1
δnn2

+( )+[ ] â1 n,
+ â1 n,

n 1=

N

∑ Etrâtr
+ âtr+

–
1
2
--- iΩt–( ) λnâtr

+ â1 n,

n 1=

N

∑exp h.c.+
 
 
 

;

p̂

Ctr n, 2| 〉nn 1=
N∑

λn ie/m*Ω( )E0 Ctr nn'',* 2〈 |p̂ 1| 〉n.
n'

N

∑–=

p̂
p̂

p̂

λn1
λn2

Ctr n1, Ctr n2,
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s-type symmetry and the functions 〈r|2〉n have a pz-type
symmetry (where the z axis is oriented perpendicularly
to the plane of the QD ring, see Fig. 1); obviously, such
a symmetry of the functions 〈r|2〉n means that λ ≠ 0 only
if the vector E0 has a nonvanishing component along
the z axis.

In the resonance approximation, the evolution of the
electron state vector

(9)
Ψ t( )| 〉 Bn t( ) i ε1 Ũ δnn1

δnn2
+( )+[ ] t–{ } 1| 〉nexp

n 1=

N

∑=

+ Btr t( ) iEtrt–( ) tr| 〉exp
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Fig. 2. Typical dependences of the energies Ek of the levels
in the extended-state subband in a system of N quantum
dots on the value of the shift U of the excited-state energy
ε2 in the dots n1 and n2: (a) N = 9, n1 = 1, and n2 = 4;
(b) N = 10, n1 = 1, and n2 = 5. All the energies are measured
in units of the matrix element V of the electron tunneling
between the excited states of the neighboring quantum dots.
The solid and dashed curves correspond to the levels that
are nondegenerate and degenerate at U = 0, respectively.
over time t is determined by the time-dependent
Schrödinger equation

(10)

with Hamiltonian operator (7). According to the formu-
lation of the problem stated above, the initial conditions
have the form Bn(0) =  and Btr(0) = 0. Our goal is to
calculate Bn(t) and Btr(t) as functions of t, thus obtaining
|Ψ(t)〉 . The quantities pn(t) = |Bn(t)|2 are the probabilities
of finding the electron in the ground state of the nth QD
at the instant t.

The lowest level in the excited-state subband was
chosen as the transit level. This choice was motivated
by the following considerations. First, the QD excited-
state energy ε2 is close to the top of the potential barrier
and, thus, some of the upper levels of the subband may
become pushed into the continuum of the energy spec-
trum. At the same time, the energy of the lowest sub-
band level always becomes smaller than ε2 and, thus,
the corresponding wave function remains localized
within the system of QDs (although it is delocalized
between different QDs, in contrast to the QD ground-
state wave functions). Second, the lowest level of the
subband is not degenerate for U = 0 and remains non-
degenerate for U ≠ 0. At the same time, the higher levels
in the subband are arranged in pairs of degenerate levels
(excluding the highest one, but only for even N). For
U ≠ 0, the degeneracy is lifted (Fig. 2), but the spacing
between the components of the appearing doublets is
small. This means that tuning the laser pulse into reso-
nance with the transit level is difficult if any other level
than the lowest one is chosen.

3. RESULTS AND DISCUSSION

Let us define the resonance frequency as Ωr = Etr –

(ε1 – ) and the detuning from the resonance as δ =
Ω – Ωr. From (7), (9), and (10), we obtain the following
set of differential equations for the coefficients Bn(t)
and Btr(t):

(11)

where dots above Bn(t) and Btr(t) designate partial
derivatives with respect to time. Here, we take into
account that the states |1〉n and |tr〉  are eigenstates of the
time-independent Schrödinger equation with eigenval-

ues of ε1 + (  + ) and Etr, respectively.

i
∂ Ψ t( )| 〉

∂t
------------------ Ĥ t( ) Ψ t( )| 〉=

δnn1

Ũ

Ḃn t( ) i
1
2
---λn*Btr t( ) i δ Ũ 1 δnn1

– δnn2
–( )–[ ] t{ } ,exp=

n 1 … N ,, ,=

Ḃtr t( ) i
1
2
--- λnBn t( )

n 1=

N

∑=

× i– δ Ũ 1 δnn1
– δnn2

–( )–[ ] t{ } ,exp

Ũ δnn1
δnn2
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As the shift  of the energy levels in the QDs
caused by the application of local potentials has a finite
value, while the detuning δ is small (in an ideal case,

δ = 0), it may be assumed that |δ| ! | |. In addition, we

assume that |δ| ! |λ| and |λ| ! | |, so that |δ| ! |λ| ! | |.
Then, it follows from (11) that the characteristic time
~1/|λ| of the variation in the coefficients (t), (t),
and Btr(t) is much longer than the characteristic time

~1/| | of the variation in the coefficients Bn(t) with n ≠
n1, n2. This implies that | | ~ (|λ|/| |)| | !
| |. Consequently, when performing summation
in (11), we may disregard all the terms except those
with n = n1 and n = n2 (more rigorous conditions for the
validity of this approximation will be obtained below):

(12)

(13)

Thus, the problem of the dynamics of an (N + 1)-level
quantum system is reduced to a problem of the dynam-
ics of a three-level system, because only states ,

, and |tr〉  are relevant under resonance or near-res-
onance conditions. We solved the latter problem for the
case δ ≠ 0, | | = | | [8] and for δ ≠ 0, | | ≠ | |
[9]. Formulas for the probabilities pn(t) of finding the
electron at each of the three levels were given in [8, 9]
and can be immediately applied to the problem under
study. It is found that, for δ = 0, the probability of elec-
tron transfer between the QDs is [9]

(14)

where ωR = /4; thus, selective electron
transfer between the QDs takes place in a time period
T = π/2ωR if | | = | |. Deviation of δ from zero and

| | from | | leads to a decrease in (t) by [(| | –
| |)2 + (π2/8)δ2]/| |2.

In this study, we also take into account the possibil-
ity that, due to the imperfection of the technology, the
local potentials applied to the two selected QDs may
differ from each other (or, which has the same effect,

Ũ

Ũ

Ũ Ũ
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2
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2
------Bn1

t( ) i– δt( )exp i
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the shape and size of the QDs can be slightly different,
which results in a difference between their energy lev-
els and wave functions [9]). We assume that  ≠ 

and  ≠ ; then, Eqs. (12) and (13) take the form

(15)

(16)

here, Ωr = Etr – (ε1 + ). Furthermore, we designated
the difference between the ground-state energies of the

n1th and n2th QDs as ∆ε =  – .

Let us introduce the new variables (t), (t), and

Btr(t), which are related to (t), (t), and (t) as

(17)

Substituting these quantities into (15), we obtain

(18)

Using the third equation from (18), we express (t)

in terms of (t), (t), and (t); using the second

equation, we express (t) in terms of (t) and
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(t). Substituting these expressions into the first

equation, we obtain for (t)

(19)

Taking into account that (0) = 1 and (0) =
Btr(0) = 0, we use (17) and (18) to obtain the following

initial conditions for Eq. (19): (0) = (0) = 0 and

(0) = .

Equation (19) can be solved exactly. However, the
solution is very cumbersome, since it includes the roots
of a third-order algebraic equation. Thus, we present
the solution for the most interesting case of |δ|/|λ|,
|∆ε|/|λ|, and |∆λ|/|λ| ! 1 (here, ∆λ = | | – | |), which
is accurate to terms of the second order (inclusive) in
these small parameters:

(20)

where

For the probability of electron transfer between the
QDs, we obtain

(21)
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For ∆ε = 0, this expression coincides with that previ-
ously derived by us for a nanostructure composed of
two QDs [9]. An analysis shows that, for |δ|/|λ|, |∆ε|/|λ|,
and |∆λ|/|λ| ! 1, the largest value

(22)

is attained, similarly to the case ∆ε = 0 [9], in a time
period T = π/2ωR. 

If the probabilities of finding the electron in the n1th
and n2th QDs at the initial point in time have the arbi-
trary values (0) = α and (0) = β (with the only

limitation being that |α|2 + |β|2 = 1, i.e., (0) =
Btr(0) = 0), then, for an “ideal” structure (∆ε = ∆λ = 0)
under exact resonance conditions (δ = 0), we obtain

(T) = –β and (T) = –α. Thus, if the states of the

electron localized in the two different QDs  and

 are considered as the Boolean states |0〉  and |1〉 ,
respectively, so that their linear combination represents
a quantum bit (qubit), the effect of a resonance pulse of
duration T is equivalent to the implementation of the
unitary quantum NOT operation accompanied by a
change of the net qubit phase by π:

(23)

For nonvanishing values of δ, ∆ε, and ∆λ, the devia-
tion of the fidelity in this operation F =

|〈 (T)Ψ(0) (T)Ψ(0)〉|2 = |–β* (T) – α* (T)|2

from unity is measured by small terms on the order of
|δ|/|λ|, |∆ε|/|λ|, and |∆λ|/|λ|.

Let us now discuss the validity of the approximation
made above, when we disregarded the terms Btr(t) in
Eq. (11) for (t), in more detail. Substituting

expression Btr(t) = i( /4ωR)sin(2ωRt), which follows

from (18) for δ = ∆ε = ∆λ = 0, into (16) and setting  =

 = , we find, for | | @ |λ|, that

(24)

where the initial conditions (0) = 0 were taken

into account. Recalling that  (where 
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are the coefficients in the expansion of the extended
transit state |tr〉  in the electron excited states |2〉n in dif-
ferent QDs) and taking into account that | | ≈
| | for  ≈ , we obtain

(25)

If the number of QDs in the system is relatively large

(N @ 1) and | | ! V, we have | | ≈ N–1/2 and

 ≈ 1. Thus, condition (25) takes the

form

(26)

This imposes a strict limitation on the possible differ-

ence between  and , which may result from the
difference in the QD sizes [9] and/or in the values of the
potentials applied to them. Indeed, to ensure that the prob-
ability of the selective electron transfer is close to unity, it

is necessary that |∆ε| = |  – | ! |λ| (see (22)). How-
ever, it then follows from (26) that, even for N ~ 10, the

values of  and  must coincide with an accuracy
of ~1%. This restriction, along with the necessity of the
condition |∆λ|/|λ| ! 1 (see (22)), means that the QDs
must be nearly identical.

With the current technological level, fabricating a
structure consisting of a large number of virtually iden-
tical QDs arranged in a regular configuration with
respect to each other would appear rather problematic.
In this context, it is worth mentioning another physical
system where implementation of the effect studied in
this paper is possible: a system of phosphorus donor
atoms in silicon [13, 14]. The technique for a controlled
implantation of P atoms into silicon [14] enables the
formation of quite complicated configurations, in
which, similarly to the QDs, P donors play the role of
electron localization centers. All the “natural” atoms, in
contrast to the “artificial” ones (QDs), are identical, and
differences caused by the matrix distortion during the
implantation can be minimized, for example, by an
appropriate annealing. If, in a system of N donor atoms,
N – 1 of them are ionized, the state of the remaining
electron is described in terms of the single-particle
model considered in this paper.

As the evolution of the electron states under the
application of an external pulse takes place within a
solid rather than in a free space, the inevitable interac-
tion of the electron with its surroundings may result in
the disruption of the unitary evolution. In particular,
relaxation and dephasing processes originating from
the interaction of electrons with acoustic phonons [15]
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are important. This imposes significant limitations on
the parameters of the structure and the materials used
for its fabrication. A detailed discussion of the decoher-
ence effects in the structure under consideration is
beyond the scope of this study.

4. CONCLUSION

In this paper, we considered a single-electron model
of a nanostructure consisting of tunneling-coupled QDs
and investigated the effect of a selective resonance
transfer of the electron between two arbitrary QDs
under the effect of a laser pulse. The probability ampli-
tudes of finding the electron in the ground states of
these two QDs at any instant of time are determined as
functions of the parameters characterizing the structure
and the laser pulse. It is shown that the probability of
finding the electron in the ground state of the second
QD can be close to unity. If logic values of 0 and 1 are
assigned to the states of the electron localized in differ-
ent QDs, the effect of the resonance pulse on an arbi-
trary linear combination of these states (a qubit) is
equivalent to performing the quantum NOT operation
accompanied by a change of the net phase by π.

We believe that a scheme of selective electron trans-
fer utilizing an extended “transit” state, as proposed in
this paper, is more advantageous than the scheme of
sequential electron transfer between neighboring QDs
discussed recently [16], as the operation is performed
in a single step in the former case. All of the results
obtained in this study can be equally applied to a
description of the electron behavior in a system of P
donor atoms in silicon, as well as in other systems of
this kind, consisting of a large number of regularly
arranged electron localization centers (e.g., atoms on
the surface).
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Abstract—The optical properties of porous GaAs layers obtained by electrochemical etching of single-crystal
n- and p-GaAs(100) wafers are studied. It is shown that the shape of the nanocrystals, their mean diameter, and
their surface states depend on the conductivity type of the initial crystal. A shift of the peaks corresponding to
the main optical phonons to lower frequencies in the Raman spectra is observed. Surface-phonon frequencies
determined from the Raman spectra coincide with those determined from the reflection spectra in the infrared
spectral region. The forms of the spectral dependences of the reflection coefficient in the phonon-resonance
region in bulk GaAs differ from those in porous GaAs. This is caused by the appearance of additional oscillators
related to spatially confined lattice vibrations in GaAs nanocrystals. Atomic-force microscopy is used to study
the surface morphology of porous GaAs samples formed on the n-GaAs substrates, and a nanosized surface pro-
file is observed. Estimations made for the mean diameter of GaAs nanocrystals based on data from the Raman
scattering, infrared spectroscopy, photoluminescence, and atomic-force microscopy yield results that are in
good agreement with each other. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

GaAs structures with reduced dimensionality (such
as, for example, quantum wires and quantum dots) are
attracting increasing attention both as objects of basic
research [1, 2] and as promising materials for the fabri-
cation of devices with new operational capabilities that
cannot be attained using traditional semiconducting
materials [3]. For example, the use of porous GaAs
(por-GaAs) as a substrate material for the growth of
epitaxial GaN layers by molecular-beam epitaxy has
made it possible to obtain continuous GaN layers that
have a cubic modification [4]. Vapor-phase epitaxy
from metal-organic compounds has also been used to
obtain single-crystal GaAs, AlGaAs, and InGaAs lay-
ers on por-GaAs substrates [5].

An apparently promising approach is to obtain vari-
ous porous semiconducting materials using electro-
chemical etching. This method has a number of advan-
tages: it is fairly simple and inexpensive, and, in the
case of a positive result, it would become possible to
extend the spectral range of luminescence electronics
and fabricate new types of light-emitting diodes. In
addition, the use of porous materials as intermediate
layers would allow the fabrication of new types of het-
erojunctions. Attempts undertaken in this line of
research showed that the problem under investigation
could be solved successfully [4, 6, 7]. However, until
now, only few publications have been concerned with
the production of nanosized porous GaAs [2, 5, 8].
Unfortunately, the data reported in these publications
are sometimes contradictory, and data on the dynamics
1063-7826/05/3902- $26.00 ©0243
of the nanocrystal lattice that forms the porous GaAs
layers are generally lacking.

2. EXPERIMENTAL

Porous GaAs structures were formed on single-crys-
tal GaAs (100) substrates doped either with zinc
(p-type conductivity, NZn ≈ (1–5) × 1018 cm–3) or with
silicon (n-type conductivity, NSi ≈ 1016–1017 cm–3)
using electrochemical etching. The electrolyte compo-
sition was HF : H2O : HNO3 = 39 : 59 : 2. In some cases,
diluted hydrochloric acid was added to the electrolyte.
Electrochemical etching was performed in darkness for
5–15 min; the density of the constant current flowing
through the electrolyte was 20–25 mA/cm2.

The Raman spectra were obtained in the backscat-
tering geometry, with the pump radiation produced by
an Ar+ laser at wavelengths of 488 and 514.5 nm. The
experimental setup included a Jobin-Yvon T64000
double monochromator and a GaAs photomultiplier
cooled to 77.3 K. An Olympus electron-diffraction
microscope was used to study the microstructure of the
samples. The laser beam was focused on the sample
surface in the form of a spot with a diameter of 3 µm.
As a result, the power density of laser radiation incident
on the sample under study also increased. In order to
avoid any irreversible thermal effects on the sample, or
its degradation, we varied the pump power of the
Ar+ laser from 1 to 100 mW. A CCD camera combined
with the microscope made it possible to visually
observe (using a display) the state of the sample surface
 2005 Pleiades Publishing, Inc.
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in the course of recording the Raman spectra. This
method of measurement is known as micro-Raman.

Optical spectra in the infrared spectral region
(FTIR) were measured at room temperature using an
IFS-113v Fourier spectrometer (Bruker, Germany) in
the frequency range ω = 10–700 cm–1 with a spectral
resolution of no worse than 0.2 cm–1. The obtained
spectral dependences of the reflection coefficient R(ω)
were processed using a combined approach based on
the Kramers–Kronig relations, a dispersion analysis [9],
and a genetic algorithm.

The surface microstructure and morphology were
studied using a JEOL 840A scanning electron micro-
scope (SEM) equipped with a LINK system for ele-
mental analysis. The surface topography was studied
using a Solver P47 atomic-force microscope (NT-MDT
Corp.).

3. RAMAN SCATTERING

When interpreting the Raman spectra of por-GaAs
samples, it is very important to have data on the chem-
ical composition of the nanocrystals’ surface. On the
basis of the data obtained using X-ray photoelectron
spectroscopy (XPS), we concluded that the [Ga] : [As]
ratio in the samples under study was approximately
equal to unity; i.e., the stoichiometry of the material
was preserved. In addition, chlorine was detected on the
surface; however, it was found in amounts of no larger
than 3 at %. Ga2O3-, GaCl3-, AsCl3-, and As2O3-type
chemical compounds can be formed on the surface of
GaAs nanocrystals as a result of an electrochemical-
treatment reaction. A comprehensive consideration of
XPS data, laser mass analysis, and data on the surface
morphology (according to the results obtained using
scanning electron microscopy) suggested that, from the
list of aforementioned compounds, only the As2O3
crystallites of diamond-like shape can be present on the
surface of some of the studied por-GaAs samples.
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Fig. 1. The Raman spectra of the porous n-GaAs samples.
The sample numbers are (a) 2, (b) 4-2, and (c) 4.
High-intensity narrow peaks arranged almost equi-
distantly were observed in the Raman spectra of a num-
ber of porous structures formed on the n-type sub-
strates. As an example, Fig. 1 shows the Raman spectra
of three samples of porous n-GaAs. Peaks 3 and 4 cor-
respond to the frequencies of the transverse (ωTO) and
longitudinal (ωLO) optical GaAs phonons that are active
in the Raman spectra of both crystalline and porous
GaAs modifications. In the case of crystalline GaAs,
these vibration modes should be located at frequencies
of 268.5 cm–1 (TO) and 292.3 cm–1 (LO). In the case of
por-GaAs, the phonon Raman lines are broadened and
shifted to lower frequencies than those in crystalline
GaAs. Lockwood et al. [1] studied the Raman spectra
of the As2O3 and Ga2O3 chemical compounds in order
to identify the remaining peaks: 1, 2, and 5–7. It was
noticed [1] that As2O3 and Ga2O3 did not exhibit photo-
luminescent properties; at the same time, high-intensity
peaks at 85, 183, 268, 369, 414, 471, and 560 cm–1 were
observed in the Raman spectra of As2O3. In the case of
Ga2O3, Raman peaks at 201, 418, and 769 cm–1 were
observed. As can be seen from Fig. 1, resonance vibra-
tions corresponding to As2O3 were observed in the
Raman spectra of a number of porous n-GaAs samples
we studied. We failed to detect traces of Ga2O3. It can
also be seen from Fig. 1 that an increase in the intensity
of background radiation at frequencies higher than
200 cm–1 was observed in the Raman spectrum of sam-
ple 4-2. This effect is related to the photoluminescence
(PL) signal that appeared in this sample. No additional
Raman peaks were observed in this case, which indi-
cates that the physicochemical state of the nanocrystals’
surface remained unchanged; thus, we may conclude
that the effects of dimensional quantization play a deci-
sive role in the appearance of the PL signal in the visi-
ble spectral region for the sample under consideration.
In the fabrication of sample 4-2, the current density was
20% higher than that in the fabrication of sample 4. If
we further increase the current that flows through the
sample in the course of electrochemical etching, the
electropolishing mode sets in rapidly, which, in turn,
leads to a drastic decrease in the thickness of the porous
film and, ultimately, to its complete disappearance.

The XPS data, and also the data from spectrometric
and SEM analyses, show that As2O3 crystallites are not
formed at the surface of pores in the p-GaAs samples,
in contrast to what was observed for some samples of
porous n-GaAs. At the same time, the total number of
oxygen atoms involved in the formation of oxide bonds
at the nanocrystals’ surface was found to be almost the
same in the porous n- and p-GaAs samples. It is worth
noting that the PL intensity in the samples of porous
p-GaAs is much lower than that in the samples of
porous n-GaAs and the position of the PL peak is
shifted to the red region of the spectrum. The structure
of the porous p-GaAs layer is less homogeneous, and
the nanocrystals’ sizes range from 10 nm to several hun-
dreds of nanometers. In the case of n-GaAs, the nanoc-
SEMICONDUCTORS      Vol. 39      No. 2      2005
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rystals’ sizes are smaller and the variance of their mean
diameter is determined from the PL peak position Emax
using the approach described previously in [2]. The PL
peak for the porous n-GaAs samples was located at
photon energies of 1.85–2.52 eV, which corresponded
to nanocrystal sizes ranging from 5 to 8 nm. In addition,
similar estimates were obtained using the shift in fre-
quency of the main optical phonons in the Raman spec-
tra of por-GaAs and using AFM. For example, it can be
seen from Fig. 2, where the Raman spectrum of porous
n-GaAs free of As2O3 is shown, that the peak corre-
sponding to the scattering of photons by longitudinal
optical phonons in por-GaAs is shifted by ∆ω ≈ 1.6 cm–1

to lower frequencies compared to the case of bulk
GaAs. If the value of ∆ω is known, we can estimate the
mean diameter of the nanocrystals that form the porous
n-GaAs layer in the sample under consideration. As a
result, we obtained the value d ≈ 5.9 mm for nanocrys-
tals’ diameter, which is consistent with the estimate
obtained for the same sample using the PL data (d ≈
6.3 nm, Emax = 2.12 eV).

In addition to the optical phonons confined in the
nanocrystals’ bulk, surface optical (SO) phonon modes
were observed in the Raman spectra of the por-GaAs
samples. In order to estimate the frequencies of the SO
phonon modes, we performed calculations in the con-
text of the approach outlined by Enderlein [10]. In par-
ticular, we used the following relations for determining
the sought-for frequencies:

(1)

(2)

Here, r is the nanocrystal radius, Im(r) is the cylindrical
function, ωp is the plasma frequency, and ε∞ is the rel-
ative high-frequency dielectric constant. For the
por-GaAs sample whose Raman spectrum is shown in
Fig. 2, the frequency of the SO phonon mode was found
to be equal to ωSO = 284 cm–1 (the SO mode is indicated
by the arrow in the inset in Fig. 2). This value was
obtained using a procedure in which the LO peak was
decomposed into the constituent Gaussian functions.
The following values of the GaAs parameters were
used in the calculations: ε∞ = 11.2, ωTO = 268.5 cm–1

[11], and d ≈ 6 nm. The theoretical estimate of ωSO vir-
tually coincides with the obtained value.

4. INFRARED SPECTROSCOPY

Information about the topology of the por-GaAs
samples can be obtained by analyzing the structure of the
FTIR spectra. To this end, one can use the expression for
the dielectric constant of a composite material [12]. In
this situation, it is necessary to consider two plausible
variants. In the first case, we are dealing with GaAs
nanocrystals that are extended in the same direction,

ωSO
2 ωTO

2 ωp
2 ε∞

ε∞ ηm r( )+
--------------------------,+=

ηm r( )
Im' r( )Km r( )
Im r( )Km' r( )
---------------------------.–=
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have a radius r, and are surrounded by free space. We
then have the following expression for the dielectric-
constant tensor:

(3)

Here, ε is the relative low-frequency dielectric constant.
In the second case, where the porous layer consists of
pores that have a radius r and thread through the crys-
talline GaAs matrix, the expression, which is similar
to (3), is written as

(4)

In both cases,

(5)

The constant C = πR2N specifies the fraction of crystal-
line GaAs in the porous-layer volume (the so-called
filling factor). The frequency dependence of the tensor
of dielectric function ε can be expressed as

(6)

The results of calculations performed using formu-
las (3)–(6), as well as the experimental reflection spec-
trum R(ω) for a sample of porous GaAs, are shown in
Fig. 3. Comparing the theoretical and experimental data,
we may conclude that the porous layer consists mainly of
GaAs nanocrystals. For the sample under consideration,
the filling factor, which is proportional to the sample’s
porosity, was found to be equal to C = 0.75. It is worth
noting that a cylindrical configuration of the nanocrys-
tals was assumed in the calculations; however, it is dif-
ficult to justify this assumption in the case under con-
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Fig. 2. The Raman spectra of a por-GaAs:Si sample. The
spectral region where the TO and LO phonons manifest
themselves is shown in the inset. The arrow indicates the
location of the surface optical (SO) phonon mode.
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sideration. Usually, crystallites of pyramidal shape are
formed on the GaAs surface as a result of etching. Nev-
ertheless, as can be seen from Fig. 3, satisfactory agree-
ment between the experimental data and the results of
the calculations is observed.

It can also be seen from Fig. 3 the dependence R(ω)
is complex; the form of this dependence can be repro-
duced adequately if the effects from the localization of
optical phonons in the bulk of GaAs nanocrystals are
taken into account. In addition, using the approach
described previously in [13], we can try to estimate the
sizes of the nanocrystals that form the por-GaAs layer.
According to our calculations, the mean nanocrystal
diameter is equal to 6.2 nm, which is in good agreement
with the estimates obtained from the Raman spectra
(d ≈ 5.9 nm) and from the PL data (d ≈ 6.3 nm) for the
sample under consideration. Moreover, the SO-phonon
frequency determined from the IR reflection spectrum
ωSO = 283.7 cm–1 is consistent with the frequency esti-
mated from the experiments with the Raman scattering
(ωSO = 284.0 cm–1). In addition, we can use the results
of a group-theory calculation [14] for GaAs nanocrys-
tals to determine their mean radius from known fre-
quencies of spatially confined optical-phonon modes.
Nevertheless, we encounter a certain difficulty related
to the fact that the highest vibrational-mode frequency

240

10

260 280 300 320

20

0

ω, cm–1

R, %

1

2
TO

LO

T = 78 K

Fig. 3. The reflection spectrum of por-GaAs in the region of
lattice vibrations (the solid line) at T = 78 K. Spectral
dependences 1 and 2 represent the results of calculations for
the case of (1) quantum wires and (2) extended pores.

Experimental and theoretical [14] frequencies of the vibra-
tional modes in the por-GaAs sample whose reflection spec-
trum is shown in Fig. 3. The frequencies are expressed in cm–1

A1 A2 E T1 T2

The data from [14],
r = 31 Å

289.3 275.3 285.1 282.3 287.0

Experimental results 288.8 275.1 280.8 278.1 283.5
obtained in [14] in the context of the empirical valence-
force field model was found to be equal to 305 cm–1,
which exceeds the LO-phonon frequency in gallium
arsenide (at the point Γ of the Brillouin zone). It was
assumed in [14] that vibrational modes |n, k〉 (k ≠ 0) of
bulk GaAs control the vibrational properties of GaAs
nanocrystals and have an energy lower than those of
phonon modes at the center of the Brillouin zone (the
point Γ). In particular, a linear combination of LO
states |∆1, k〉  yields a single state A1, a single doubly
degenerate state E, and a single triply degenerate state T2
for six directions 〈100〉  [14]. Thus, we have

(7)

Similarly, the following expression was obtained for
TO modes along the 〈100〉  directions [14]:

(8)

For the 〈111〉  directions, we have

(9)

(10)

It follows from above expressions that the vibration of
the A1 type is only affected by the bulk LO-phonon
modes. Similarly, the T1 vibration is controlled by the
bulk transverse optical phonons. Therefore, the dimen-
sional quantization profoundly affects the frequency of
the A1 vibration but hardly affects the T1 vibration (an
intermediate situation occurs for the T2 vibration). The
drawbacks of the model under consideration manifest
themselves in an analysis of the vibrational properties
of surface atoms. It is assumed that the atoms forming
the surface of GaAs nanocrystals have the same charge
as the atoms in the bulk of the nanocrystals. As a result,
it seems that the nanocrystals can be considered as elec-
trically neutral. It is worth noting that this issue is con-
troversial since the total number of anions in a nanoc-
rystal does not necessarily coincide with the total num-
ber of cations; consequently, the total charge at the
surfaces of the nanocrystals can differ from zero. It is
quite probable that the above assumption was the cause
of the value of the theoretically calculated frequency of
the A1 mode being too large when compared with the
frequency of a bulk LO phonon in GaAs. Nevertheless,
we can extrapolate the values of the vibration frequen-
cies reported in [14] and try to estimate the mean size
of the nanocrystals that form the porous GaAs layer,
whose reflection spectrum is shown in Fig. 3, on the
basis of the model under consideration. The experimen-
tal and theoretical data agree most satisfactorily at the
nanocrystal diameter d ≈ 62 Å, which follows from the
comparison of the results listed in the table. If we take
into account that we had to extrapolate the results
reported in [14], this agreement can be considered as
quite adequate. Nevertheless, it should be emphasized
that the number of vibrations present in the actual exper-
imental optical spectrum exceeds that predicted in [14].
Here, we should recall that some of the E, T1, and T2

6 ∆1 k,| 〉 A1 E T2.+ +⇒

6 ∆3 ∆4+ k∆,| 〉 2T1 2T2.+⇒

4 Λ1 kΛ,| 〉 A1 T2 LO( ),+⇒

4 Λ3 kΛ,| 〉 E T1 T2 TO( ).+ +⇒
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modes are doubly or triply degenerate. The degeneracy
can be removed owing to several factors, including
those of a geometric nature; for example, the degener-
acy disappears if the spherical geometry is replaced by
a cylindrical geometry. Furthermore, the degeneracy of
two transverse vibrations, which is characteristic of
bulk isotropic semiconductors [11], is removed in a
quantum wire. A nanocrystal 8 nm in size consists of
11855 atoms [14], and the particular geometric shape
of a nanocrystal itself can be formed from these atoms.
Therefore, we may expect that the vibrational proper-
ties of por-GaAs can be described in the case under
consideration using the concept of GaAs nanocrystals
that are extended in the same direction. This approach
is partially confirmed both by the results reported by
Ren et al. [14] and the data shown in Fig. 3 and calcu-
lated using formulas (3)–(6). In addition, por-GaAs with
a columnar structure was observed previously in [6]. It is
worth noting that, for the samples of porous GaAs, an
attempt to describe the actual structure of the reflection
spectrum using an approach based on the triangular
geometry in the cross section of a quantum wire [15]
failed to yield the desired results.

As the mean radius of the nanocrystals forming the
porous GaAs layer decreases, the reflection spectrum is
further transformed. This transformation manifests
itself in the fact that the frequencies of vibrations corre-
sponding to spatially confined phonon modes shift
closer to the frequency of a transverse optical phonon.
In this case, the reflectivity of the material in the region
of wave numbers under consideration decreases. The
above is illustrated in Fig. 4.

5. THE RESULTS OF AN AFM ANALYSIS
In Fig. 5, as an example, we show the results of an

AFM analysis of the surface of a por-GaAs layer
obtained under the same technological conditions as
the sample whose Raman and FTIR spectra were
shown in Figs. 2 and 3. Figure 5 shows a pattern of
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Fig. 4. The reflection spectrum R(ω) for a por-GaAs sample
(r ≈ 25–27 Å).
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ordered arrangement for the GaAs nanocrystals whose
mean diameter is 6.7 nm. Pyramidal nanocrystals are
not observed, although the appearance of these nanoc-
rystals should be expected if the surface of crystalline
gallium arsenide is subjected to chemical etching [16].
Consequently, the assumption (made above when dis-
cussing the results of FTIR spectroscopy) that the GaAs
nanocrystals have a nonpyramidal shape is confirmed
experimentally. This observation can result from the
fact that the process of electrochemical etching devel-
ops according to a different scenario. The obtained
value d ≈ 6.7 nm is in satisfactory agreement both with
the results of the Raman and FTIR spectroscopy, and
the PL data.

6. CONCLUSION

In this paper, we describe the process of obtaining
porous GaAs layers using electrochemical etching and
report the results from studying the optical and struc-
tural properties of these layers. We show that the mor-
phology of the porous GaAs layer, the surface states,
and the size of the nanocrystals that form the porous
layer depend heavily on the conductivity type of the ini-
tial single-crystal GaAs. A shift of the main optical-
phonon peaks and the appearance of both the vibra-
tional modes localized in the bulk of nanocrystals and
the surface phonons are observed in the optical and
Raman spectra. We interpreted the complex structure of
FTIR spectra for porous GaAs (por-GaAs). It is shown
that the appearance of a photoluminescence (PL) signal
in the visible region of the spectrum in the por-GaAs
samples with n-type conductivity is caused by quan-
tum-dimensional effects. We used AFM and XPS meth-
ods to study the por-GaAs morphology and chemical
composition of nanocrystals. It is established that the
stoichiometry of the nanocrystals’ composition is pre-
served. We also found that the surface nanoprofile of
por-GaAs samples obtained on n-GaAs substrates is
homogeneous; this finding may be important with
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Fig. 5. An image of the surface profile for a porous n-GaAs
sample. The image was obtained using AFM scanning.
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respect to using these por-GaAs samples as substrates
for obtaining epitaxial GaAs layers with improved
structural properties. The Raman spectroscopy can be
used to detect the As2O3 and Ga2O3 oxides on the sur-
face of nanocrystals. The mean-diameter values of
GaAs nanocrystals that form the por-GaAs layer, deter-
mined from the results of the Raman spectroscopy,
FTIR spectroscopy, PL, and AFM, are in good agree-
ment with each other.

ACKNOWLEDGMENTS

This study was supported by the Russian Founda-
tion for Basic Research (project nos. 03-02-16938 and
02-03-32223) and the program “Integration” (project
no. I-0964).

REFERENCES

1. D. J. Lockwood, P. Schmuki, H. J. Labbe, and J. W. Fraser,
Physica E (Amsterdam) 4, 102 (1999).

2. N. S. Averkiev, L. P. Kazakova, É. A. Lebedev, et al., Fiz.
Tekh. Poluprovodn. (St. Petersburg) 34, 757 (2000)
[Semiconductors 34, 732 (2000)].

3. D. N. Goryachev and O. M. Sreseli, Fiz. Tekh. Polupro-
vodn. (St. Petersburg) 31, 1383 (1997) [Semiconductors
31, 1192 (1997)].

4. V. V. Mamutin, V. P. Ulin, V. V. Tret’yakov, et al., Pis’ma
Zh. Tekh. Fiz. 25 (1), 3 (1999) [Tech. Phys. Lett. 25, 1
(1999)].
5. Yu. N. Buzynin, S. A. Gusev, V. M. Danil’tsev, et al.,
Pis’ma Zh. Tekh. Fiz. 26 (7), 64 (2000) [Tech. Phys.
Lett. 26, 298 (2000)].

6. A. I. Belogorokhov, V. A. Karavanskiœ, A. N. Obraztsov,
and V. Yu. Timoshenko, Pis’ma Zh. Éksp. Teor. Fiz. 60,
262 (1994) [JETP Lett. 60, 274 (1994)].

7. A. I. Belogorokhov, Yu. A. Pusep, and L. I. Belogo-
rokhova, J. Phys.: Condens. Matter 12, 3897 (2000).

8. Yu. N. Buzynin, S. A. Gusev, Yu. N. Drozdov, and
A. V. Murel’, Zh. Tekh. Fiz. 70 (5), 128 (2000) [Tech.
Phys. 45, 650 (2000)].

9. E. A. Vinogradov and I. I. Khammadov, Spectroscopy of
Volume and Surface Phonons of Crystals (Fan, Tashkent,
1989) [in Russian].

10. R. Enderlein, Phys. Rev. B 47, 2162 (1993).
11. J. I. Pankove, Optical Processes in Semiconductors

(Prentice Hall, Englewood Cliffs, N.J., 1971; Mir, Mos-
cow, 1973).

12. A. V. Ghainer and G. I. Surdutovich, Phys. Rev. A 50,
714 (1994).

13. A. I. Belogorokhov and L. I. Belogorokhova, Fiz. Tverd.
Tela (St. Petersburg) 43, 1693 (2001) [Phys. Solid State
43, 1765 (2001)].

14. S.-F. Ren, Z.-Q. Gu, and D. Lu, Solid State Commun.
113, 273 (2000).

15. M. A. Stroscio, K. W. Kim, M. A. Littlejohn, and
H. Chuang, Phys. Rev. B 42, 1488 (1990).

16. Etching of Semiconductors, Ed. by S. N. Gorin (Mir,
Moscow, 1965) [in Russian].

Translated by A. Spitsyn
SEMICONDUCTORS      Vol. 39      No. 2      2005



  

Semiconductors, Vol. 39, No. 2, 2005, pp. 249–253. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 39, No. 2, 2005, pp. 264–268.
Original Russian Text Copyright © 2005 by D. Sizov, V. Sizov, Zavarin, Lundin, Fomin, Tsatsul’nikov, Ledentsov.

                   

LOW-DIMENSIONAL
SYSTEMS
Kinetics and Inhomogeneous Carrier Injection 
in InGaN Nanolayers

D. S. Sizov^, V. S. Sizov, E. E. Zavarin, V. V. Lundin, A. V. Fomin, 
A. F. Tsatsul’nikov, and N. N. Ledentsov

Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg, 194021 Russia
^e-mail: Dsizov@pop.ioffe.rssi.ru

Submitted June 21, 2004; accepted for publication June 30, 2004

Abstract—The electrical and optical properties of light-emitting devices with an active region containing sev-
eral layers of InGaN/GaN quantum dots (QDs) separated by GaN spacers are studied. It is shown that the over-
growth of the QD layer with an InGaN layer that has a reduced In content at higher temperatures raises the con-
finement energy of carriers in QDs. Furthermore, inhomogeneous carrier injection, predominantly into regions
with higher confinement energy, is observed. The electrical and optical properties of p–n junctions and the
effect of the inhomogeneities on these properties are studied in detail. It is shown that the shifts of photolumi-
nescence and electroluminescence lines, which are observed when changing the experimental conditions, are
related to these properties of the inhomogeneities in the p–n junction. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

In spite of progress in the design of GaN-based
lasers and LEDs for the visible range, no clear compre-
hension of the electronic and optical properties of
ultrathin InGaN layers in the active region of GaN
light-emitting devices has been achieved. In many
cases, the large body of experimental data and their dif-
ferent interpretations seem contradictory. The wide
diversity of experimental data can be accounted for by
the strong influence of specific features of the epitaxial
growth procedure on the properties of the structures [1],
which results in the strong dependence of the emission
and electrical parameters of structures on the techno-
logical modes. Several parameters of the material, such
as its composition and inhomogeneity [2], the spatial
scale of this inhomogeneity [3], and morphological fea-
tures and defects in the epitaxial layers, are sensitive to
the conditions of InGaN epitaxial growth. The inhomo-
geneous broadening of the emission peaks of a
InGaN/GaN system [4–6] is attributed both to phase
decomposition of the solid solution and to fluctuations
in the thickness of InGaN layers. If the scale of the
inhomogeneities is comparable with the de Broglie
wavelength of electrons and holes, and the confinement
energy of carriers is high enough, one can suggest the
presence of quantum dots (QDs) in InGaN/GaN struc-
tures [7]. The formation of QDs of less than 10 nm in
size during the deposition of ultrathin InGaN layers in
a GaN matrix has been demonstrated experimentally
[8, 9]. According to the data obtained in optical studies,
the energy spectrum of an array of these QDs is
strongly broadened owing to inhomogeneities in the
QD size and composition [5, 8, 10]. However, emission
is observed from the tail of states related to QDs with
1063-7826/05/3902- $26.00 0249
the highest confinement energy. As shown in our earlier
study [11], at room temperature, the distribution of car-
riers over the QD array is nearly statistical due to ther-
mal activation; therefore, carriers occupy QDs that have
higher confinement energy.

In addition to QDs, larger scale inhomogeneities,
with a typical size on the order of 1 µm, have been
observed in a InGaN/GaN system [1, 5, 12]. Both types
of inhomogeneities induce the broadening of the emis-
sion spectrum, but under more detailed study they dem-
onstrate different properties. The presence of strong
built-in piezo- and pyroelectric fields in heterostruc-
tures based on Group-III nitrides causes a strong distor-
tion in the band diagram. In this case, inhomogeneities
in the In content in the active region exert an effect on
the elastic stress in a structure and give rise to local dis-
tortion in the height of the barrier for the injection of
nonequilibrium carriers, which, in turn, results in the
inhomogeneity of the current flow.

To obtain lasing under injection pumping, it is nec-
essary to optimize the technological parameters and to
obtain a high-density QD array possessing the utmost
possible homogeneity. The statistical redistribution of
carriers enables them to occupy the deepest levels of
those related to this array. However, an inhomogeneous
injection, as well as kinetic lags in the redistribution of
carriers between QD levels, can affect the homogeneity
of the population in the emitting levels, thus raising the
threshold parameters of lasers. In this study, we inves-
tigate processes of carrier injection in structures with an
InGaN active region; the effect of injection inhomoge-
neities on the emission spectra of the structures is dis-
cussed.
© 2005 Pleiades Publishing, Inc.
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2. EXPERIMENTAL

The structures for the study were MOCVD-grown
on (0001) sapphire substrates in an AIX 2000-HT sys-
tem. After the deposition of an n-type GaN:Si buffer
layer, an active region consisting of several InGaN lay-
ers was grown. In structure A, the QD layer was grown
by deposition of an InGaN layer with an average thick-
ness of 3 nm. However, in structure B, this layer was
overgrown at a higher temperature with a InGaN layer
that had a low In content, which leads to the formation
of QDs with higher confinement energy. GaN barriers,
of 10 nm in thickness, were doped with Si. The active
region of the structures was overgrown with 20-nm-thick
Al0.15Ga0.85N and 250-nm-thick p-GaN:Mg layers.

A semitransparent Ni/Au contact was deposited
onto the structure’s surface in order to study photolumi-
nescence (PL) under external bias. PL was excited by
an He–Cd laser with a pumping density of 100 W cm–2

and measured using a lock-in amplifier, which allowed
us to exclude the effect of steady-state electrolumines-
cence (EL) emission at a positive bias. The photocur-
rent was excited with a xenon lamp.
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Fig. 1. (1) Photocurrent, (2) PL, and (3) EL spectra at T =
300 K for the structure with (a) high homogeneity of the
active region and weak confinement of carriers, and
(b) increased inhomogeneity of the active region (this struc-
ture contains QDs with strong confinement of carriers).
3. RESULTS AND DISCUSSION

Figure 1 shows EL, PL, and photocurrent spectra for
the two structures under study. A comparison of EL and
photocurrent spectra shows that the emission of the
structures is excited from the density-of-states tail, i.e.,
from the regions in which the carrier localization is
stronger than that on average in the layer. This behavior
is typical of QD structures, and the energy spacing
between the emission peak and the peak in the density
of states, which can be estimated from the photocurrent
spectrum (the Stokes shift [10]), increases as the carrier
localization in the QD levels becomes more effective.
In contrast to structure A, the growth mode used for
structure B was favorable for the formation of InGaN
regions locally enriched with indium. This leads to the
formation of QDs that have higher energy carrier con-
finement and a stronger spread of the QD size and com-
position, which is confirmed by the larger Stokes shift
in structure B. Furthermore, in contrast to the situation
in structure A, where this shift is very small, it can be
seen that the PL peak in structure B is blue-shifted in
respect to the EL peak.

To disclose the cause of the difference between the
positions of the PL and EL peaks in structure B, we
consider the process of carrier injection into the active
region in detail. Figure 2 shows the band diagrams of
the structures under study. Since the barriers in the
active region were doped with a donor impurity, it can
be assumed that, at zero bias, the Fermi level lies near
the local levels of the active region. The applied bias
slightly shifts the band diagram of the active region in
respect to the Fermi level for the electrons, whereas the
quasi-Fermi level for the holes shifts downwards. When
it crosses the top of the AlGaN valence band, which
plays the role of the injection barrier, holes are injected
into the active region. There is published evidence that
a considerable contribution is made by the tunneling
injection in the p–n junction [13, 14], which is due to
the very low density of extrinsic carriers in wide-band-
gap semiconductors. The experimental data related to
this effect will be discussed in detail below. Here it is

CB

VB

n-GaN

p-GaN

AlGaN

InGaN/GaN

Fig. 2. The band diagram of the studied light-emitting struc-
tures at a positive bias. Arrows indicate the directions of
motion for the nonequilibruim carriers.
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necessary to note that small fluctuations in the compo-
sition and elastic stress fields in the active region can
induce significant local distortions in the band diagram
of a structure. Moreover, this factor will induce fluctu-
ations in the height of the injection barrier. If these fluc-
tuations exceed the characteristic energy kBT (where
kB is the Boltzmann constant), and the Fermi level posi-
tion away from the p–n junction is uniform, the number
of carriers capable of crossing the barrier in regions
with a lower barrier height will be many times larger;
this will result in the injection of carriers only in some
of the local regions of a structure.

Figure 3 shows the PL and EL intensity for the
structures under study as functions of the applied bias.
The curve describing the dependence for PL can be
divided into three portions. The first corresponds to a
steady increase in intensity as the external bias
increases. We suggest the following interpretation for
this dependence: a positive bias reduces the field of the
p–n junction and depresses the separation of nonequi-
librium carriers, resulting in an enhanced emission
intensity.

The second portion, at biases exceeding 1.5 V, is
characterized by a slower rise of the PL intensity as the
bias increases, while the intensity rise in structure B
ceases completely. We believe that, at this bias, the sep-
arating field varies only slightly. As the applied bias fur-
ther increases (the third portion), the PL intensity
increases again. If we compare these dependences with
the EL intensity dependences on bias, we can see that
the third portion corresponds to the onset of the emis-
sion induced by electrical injection. Without going into
too much detail about the mechanism of this injection,
we can say that, at these biases, there occurs an injec-
tion of holes (excited in the p-type layer by the pump-
ing laser) into the active region. Therefore, the third
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Fig. 3. The intensity of (1, 2) PL and (3, 4) EL as a function
of the applied external bias. Curves 1 and 3 show the struc-
ture with high homogeneity of the active region, and 2 and
4 show the structure with increased inhomogeneity of the
active region. The PL intensity is normalized to unity at a
zero bias.
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portion corresponds to the emission with a predominant
recombination of carriers that did not originate the
active region, but found their way into the active region
by overcoming the injection barrier. It is noteworthy
that in structure A, which is characterized by a more
homogeneous active region and weaker localization of
carriers, the third portion begins at a higher bias (2.3 V)
than structure B (2 V). This fact can be attributed to the
lower injection barrier in the structure with more
strongly localized levels in InGaN. Furthermore, this
difference in the bias, which is necessary for the emis-
sion onset, can be accounted for by the occurrence of
tunneling injection. The probability of tunneling injec-
tion to deeper levels is higher because a larger amount
of resonant holes in the p-type region correspond to
these levels. To reveal the effect of the injection and
recombination inhomogeneities on the spectral charac-
teristics of emission, we turn to Fig. 4, which shows the
effect of positive bias on the PL spectra of structure B.
At a positive bias, a red shift is observed in the first por-
tion of the curve; in the second portion, it levels off.
However, in the third portion, the red shift appears
again and then gives way to a blue shift. It is noteworthy
that structure A demonstrates a fundamentally different
behavior (Fig. 5): a weaker, but steady, red shift at posi-
tive biases. The change of the peak’s position under
external bias is usually attributed to the Stark effect [15].
We believe that the possibility of an inhomogeneous
injection of carriers must be taken into account in the
estimations of this effect. As can be seen in Fig. 2, the
PL intensity increases at a positive bias, which is
related to the reduction in the separating field of the
p−n junction. However, owing to the inhomogeneous
distribution of indium during the deposition of the
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Fig. 4. Positions of (1) PL and (2) EL peaks as functions of
the external bias for the structure with increased inhomoge-
neity of the active region. The inset shows the modification
of the PL spectrum plotted in the logarithmic scale. The
numbers in the frames indicate characteristic portions of
curve 1 and the corresponding spectra.
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InGaN layer, a QD array with a strong spread of the size
and confinement potential is formed. In addition,
regions with a typical micrometer scale are formed, in
which not only the average confinement energies of the
carriers in QDs are different but also the effect of the
positive bias on the electronic and optical properties of
the p–n junction. As a result, the rise in positive bias
leads to the increase of PL intensity in some selected
areas, rather than homogeneously over the structure. At
the same time, the intensity peak corresponds to the
emission averaged over all the regions, which generally
emit at different wavelengths. If the emission intensity
increases in some of these regions with a particular
wavelength, the averaged emission peak is shifted to the
wavelength of the emission from these selected areas.

At a small bias, the EL spectral peak lies at the
energy of 2.4 eV (Fig. 4) and is strongly blue-shifted as
the bias (and the driving current) increases. This behav-
ior can be accounted for by carriers filling the localized
states. However, according to our estimates, the studied
range for the injection current is much less than is nec-
essary for the filling of the given density of these states,
even at a quantum efficiency of about 100%. The den-
sity of the states can be determined from the photocur-
rent spectrum if it is assumed that the integral density
of the states is close to the density of the states in a
quantum well, 1014 cm–2. The density of the states deter-
mined from the photocurrent spectrum at the point corre-
sponding to the emission energy is only 1.5–2 orders of
magnitude smaller than the maximum density of states.
If QD levels with the transition energies near the emis-
sion peak are completely filled, the number of occupied
levels (taking into account the width of the spectrum)
will be about 1011–1012 cm–2. For a driving current of
about 10–1 A and a lifetime at the QD levels on the order
of 10–9 s [8], only a small fraction of the QDs will be
occupied. Emission from different regions of a struc-
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Fig. 5. Positions of (1) PL and (2) EL peaks as functions of
the applied external bias for the structure with high homo-
geneity of the active region.
ture at different wavelengths was observed in [1, 12]. In
this case, emission was observed at a low bias only
from regions with the longest-wavelength position of
the emission peak. We have observed a similar effect in
the structures under study. Therefore, we believe that
the blue shift of the EL peak when the applied bias is
raised can be explained as follows: as the bias
increases, carriers are injected not only into local
regions with an increased average content of In and an
emission wavelength exceeding the average of the
structure, but also into regions with a lower average In
content, which corresponds to shorter emission wave-
length. The concentration of QDs with smaller confine-
ment energy and higher optical-transition energy is sig-
nificantly larger than that of QDs with larger confine-
ment energy, as can be seen from the photocurrent
spectra; however, higher bias voltage is necessary for
the injection of carriers into these levels. In the case of
a quasi-statistical distribution of carriers over the QD
levels, thermal emission can stimulate a redistribution
of the carriers to these levels that have a less pro-
nounced confinement but significantly higher concen-
tration. Nevertheless, the suppressed lateral transport of
carriers between different QDs hinders this process by
producing kinetic lags for this statistical redistribution.
Therefore, at a small bias, only the emission from
regions with local carrier injection is observed. These
regions are characterized by the lower energy of their
optical transitions.

The fact that small bias first affects those local
regions of p–n junction in which the emission wave-
length is longer than the average of the structure sug-
gests that the rise of PL intensity at a small bias is due
to the accumulation of carriers in the regions with a
high average content of In and, consequently, with a
lower energy of the electron-hole transition in a QD.
This red-shifts the PL peak, making an additional con-
tribution to the red shift along with the distortion of the
band diagram (see the inset in Fig. 4). At the second
part of the dependence of the emission peak position on
the positive bias, both the shift of the PL peak and the
rise of the emission intensity cease. As the bias further
increases, in the third part of the dependence, the red
shift appears again, which is also accompanied by a rise
of the PL intensity. However, in the range of highest
bias voltages, a sharp reverse shift of the PL peak, the
so-called “blue jump,” is observed. In this range of bias,
the EL peak is blue-shifted, which corresponds to the
injection of carriers into the regions that have a lower
average energy of electron-hole transition. We believe
that the PL peak is also shifted to the energy corre-
sponding to the QD levels with the highest carrier pop-
ulation at temperatures higher than 100 K [16].

In structure A, no blue shift of the EL line is
observed as the bias increases, but a slight red shift of
the EL line occurs simultaneously with the shift of the
PL line. We believe that the injection of carriers in this
structure is homogeneous, in other words, the effi-
ciency of the filling occurring at a given bias is the same
SEMICONDUCTORS      Vol. 39      No. 2      2005
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in regions with different carrier confinement energies.
The spectral distribution of the emission from this
structure is defined by the inhomogeneity of QD array
in relation to its size and composition, and by the statis-
tical distribution of carriers over the levels. The red
shift of EL and PL is related to the distortion of the
band structure (the Stark effect).

4. CONCLUSIONS

Depending on the growth mode, different types of
InGaN QD arrays, characterized by different types of
carrier injection, can be obtained in the active region of
light-emitting structures. It is possible to fabricate an
array of QDs in which the injection into the levels is
homogeneous and the distribution of carriers over the
QD levels is statistical. However, at other growth
modes, QD arrays are formed in which the injection of
carriers into the levels is inhomogeneous. This phe-
nomenon occurs because of the predominant influence
of the external bias of the p–n junction on those local
parts of the active region that have a larger confinement
energy. This may be due to tunneling (tunneling injec-
tion into the states with a confinement energy signifi-
cantly larger than the average value for the case of a
quasi-equilibrium population under optical pumping),
or it may be due to the inhomogeneity of the p–n junc-
tion itself. In both cases, the spatial scale of the injec-
tion inhomogeneity must be significantly larger than
the QD size. If it were not, the effect of the injection
inhomogeneities would be insignificant owing to the
statistical redistribution of carriers observed in this type
of structure. In the case under study, we observe a
kinetic lag in the redistribution. Therefore, in a general
case, the position of the Fermi level is not the same in
the plane of the active region parallel to the p–n junc-
tion plane.
SEMICONDUCTORS      Vol. 39      No. 2      2005
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Abstract—The volume resistivity and permittivity of a number of macroscopically disordered insulator–con-
ductor and insulator–semiconductor systems are investigated as functions of the conducting-phase content.
A qualitative model is proposed that explains the concentration dependences on the basis of the percolation the-
ory in combination with a fractal concept. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

At present, investigation of the electrical properties
of composites is becoming more and more important
for materials science [1–3]. Macroscopically disor-
dered insulator–conductor systems [3] are generally
referred to as granular alloys. Granular metal–insulator
alloys are systems composed of metal granules dis-
persed in a dielectric matrix. A metal–insulator transi-
tion occurs, at volume contents x of the metal, close to
some critical value xc, which is referred to as the perco-
lation threshold. Granular alloys with a conducting-
phase content close to xc have a number of unique prop-
erties [3]. The search for materials with such properties
and their application is one of the most interesting prob-
lems of technical physics. Significant changes in the
conductivity, the temperature coefficient of the resis-
tance, and other parameters in the vicinity of the perco-
lation transition make it possible to obtain materials
with different properties, within one process, that have
small variations in the content of one component [1–3].
For example, the anomalous behavior of the real part of
the permittivity ε' [4–7] may be of significant technical
importance for the design of new types of capacitors in
microelectronics. There are few experimental studies of
the dependence of ε' on the conducting-phase content x
(ε' = f(x)). In addition, real systems significantly differ
from theoretical models in relation to a number of fea-
tures, which must be carefully studied in an experimen-
tal context [1–7].

In this paper, we report the results of studying
changes in the volume resistivity and permittivity of
macroscopically disordered insulator–conductor and
insulator–semiconductor systems as functions of the
volume content of the conducting phase.

2. EXPERIMENTAL

As was shown in [8], the low-melting insulators par-
affin and ceresin are most convenient for an investiga-
1063-7826/05/3902- $26.00 0254
tion of the conductivity of macroscopically disordered
systems (macrosystems). These insulators have quite a
high resistivity, can be easily formed, and are passive to
most metals and semiconductors [8–10]. Solid oil par-
affin (P.1) with a resistivity of ρ = 3 × 1010 Ω m was
used as a dielectric matrix.

A conducting phase (filler) was chosen according to
the following considerations.

(i) Fillers must form a series of materials that have
different resistances. This circumstance is decisive for
the possibility of forming conducting chains and deriv-
ing information on the alignment and interaction of
fractals.

(ii) One part of the filler particles must be uniform
in their properties and have no oxide or other shells.
The other part, in contrast, must have a complex struc-
ture and oxides with different resistances on the surface
of particles. Such conditions cause the contact resis-
tance between particles to change. The difference in the
contact resistance significantly increases the spread of
the potential barriers' heights. The conductivity of such
a system is determined by the potential barriers with a
height close to the percolation threshold [11], i.e., by
the highest barriers. In this case, the nonlinearity of the
current–voltage characteristics should increase, which
provides additional possibilities for analysis.

Graphite, iron, and aluminum particles were used as
conducting fillers. We intended to form a series of par-
affin–conductor systems, in which the conductors
would have different contact resistances due to the
presence of oxides on the surfaces of metal particles.
For this purpose, we chose the following composites:
thermal graphite (dry colloidal graphite C-1) with an
average particle size of 4 µm; pure-grade iron with a
particle size of 6 µm; and pure-grade aluminum with a
particle size, after sifting, of 10 µm.

The resistance of oxide films on the surface of Al
and Fe granules was estimated from the following con-
siderations. As is well known, an oxide film on the sur-
© 2005 Pleiades Publishing, Inc.
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face of Fe has the chemical composition Fe2O3 · nH2O
[12] and may have different resistivity values. The
resistivity ρ of the iron oxide was determined experi-
mentally for a pure-grade Fe2O3 powder, kept in the
same conditions as an Fe powder, which had resistivity
ρ ≈ 105 Ω m. This value was assumed to be the resistiv-
ity of the films on the surfaces of the iron particles.
A thin, but fairly dense, high-resistivity film is formed
on the surface of Al in air, which is widely used in prac-
tice [10]. The resistivity of the reagent-grade powder
aluminum oxide was determined experimentally as ρ =
3 × 109 Ω m. This value was assumed to be the oxide
shell resistivity. The use of graphite as a conducting
component [8] has a number of advantages over metal
from the point of view of minimizing the contact resis-
tance. Carbon oxides are gases, and, independent of the
graphite origin, the formation of oxide films on graph-
ite particles can be disregarded. The use of semicon-
ductors as fillers can be regarded as a variant of using
homogeneous conductors without oxide shells. The fol-
lowing semiconducting oxides were used: Fe2O3 in the
form of approximately spherical particles 25 µm in
diameter and CuO particles of approximately the same
shape and size.

Before preparing a melt, Fe and Fe2O3 samples were
demagnetized in an electromagnetic field using a con-
ventional technique. The agitator, as well as the other
equipment in contact with the composites, was made of
nonmagnetic materials. The sample-preparation tech-
nique followed is described in detail in [8]. A capacitor
with electrolytic copper plates was used as the experi-
mental sample. A mixture of paraffin and filler (a con-
ductor or semiconductor) with a certain conducting-
phase content was poured between the plates in
advance. The set of samples with the same conducting-
phase content had a spread of 3–5% in the electrical
parameters: resistivity, capacitance, and Q factor.
A shrinkage force significantly affects the value of the
contact resistance between conducting particles [2, 10,
13]. Shrinkage of paraffin can be estimated as follows.
Assuming that the linear coefficient of the thermal
expansion of paraffin α = 130 × 10–6 K–1 [14] and the
volume expansion coefficient β ≈ 3α, one can estimate
the paraffin shrinkage under experimental conditions at
a change in temperature ∆T ≈ Tmelt – Tmeas ≈ 65 K as

(1)

This value of the paraffin shrinkage is smaller than the
typical values for Contactol and other polymers, in
which shrinkage forces can destroy the oxide shells of
conducting granules [2, 12, 13]. Taking into account the
high plasticity of paraffin [8, 14], we can suggest that
shrinkage forces are weak in macrosystems with paraf-
fin and that the contact resistances form a series similar
to the series of resistivities for shells of conducting
granules.

∆V
V0
------- ∆Tβ 2.5%.≈=
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No less than five samples were prepared for each
value of the conducting-phase content x in a composite
and no less than 50 samples with x close to xc. The tech-
nique used to measure the volume resistivity met the
standard requirements. The measurements were per-
formed using a two-electrode scheme and without illu-
mination of the samples. The capacitance of the sam-
ples and the Q factor of the capacitor were determined
conventionally, taking into account the capacitance of
terminating wires, the edge capacitance, and other fac-
tors [15, 16]. Samples in the form of planar and cylin-
drical capacitors were used.

It must be taken into account that the permittivity ε
is a complex quantity:

(2)

The real part of the permittivity, ε', was determined as
the ratio of the capacitances [10, 15, 16]:

(3)

where C0 is the capacitance of an empty capacitor
(filled with air) [15] and Cx is the capacitance of a sam-
ple with a conducting-phase content x. The imaginary
part of the permittivity was determined as follows
[10, 15, 16]:

(4)

where Q is the Q factor of the capacitor. The value of Q
was measured by a conventional method for the parallel
connection of the capacitor and resistance. The mea-
surements of the capacitance and the Q factor were per-
formed at a frequency of 1 kHz. The technique for
determining the fractal dimension of the conducting-
phase surface was described in detail in [17–19].
Images of the paraffin–graphite films were obtained on
a Latimed microscope with magnifications of 50, 100,
and 200 during transmission and reflection, with the
necessary resolution for subsequent treatment using the
method proposed in [17, 18].

3. EXPERIMENTAL RESULTS

3.1. Paraffin–Conductor Systems

Figure 1 shows the dependences ρ = f(x) for the par-
affin–graphite, paraffin–iron, and paraffin–aluminum
systems. The behavior of the dependences in Fig. 1
confirms the suggestion about the existence of different
contact resistances in paraffin–conductor systems. The
dependence ρ(x) for the paraffin–graphite system
(curve 1) was used to determine the percolation thresh-
old xc as the intersection point of the straight lines
approximating the low-resistivity branch (BC) and the
descending portion of the characteristic (AB). As can be
seen from Fig. 1, curve 1 does not contain an initial por-
tion at which the composite properties used were deter-
mined by the matrix properties. According to these

ε ε' jε''.–=

ε'
Cx

C0
------,=

ε'' δε'tan
ε'
Q
----,= =
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plots, xc = 0.16, which is consistent with the data in [8]
and is in good agreement with the theory in [20, 21].

The plot of the dependence ρ = f(x) for the paraffin–
iron system (Fig. 1, curve 2) consists of three portions:
the high-resistivity portion DE (0 ≤ x < 0.175), where
the resistivity weakly depends on the conducting-phase
content and is determined by the matrix resistivity; EF,
the portion of maximum change in ρ at 0.175 ≤ x < 0.38;
and the minimum-resistivity portion FG, where the
dependence ρ = f(x) is only weakly pronounced, since
ρ is determined by the conductor resistivity in this
range of x (0.38 ≤ x < 1). If we assume the scaling rep-
resentation to be valid for the paraffin–iron system [4],
we can write the following relations:

(5)

where σ(x) is the conductivity of the composite at a
conducting-phase content x; σM and σD are the conduc-
tivities of the conducting phase and the dielectric
matrix, respectively; and t and q are indices. Then, q =

t  – , s =  [4], and t = 1.4 [8]; hence, q = 1.4 and,

considering both branches to be symmetric with respect to
xc, we can assume that the percolation threshold xc ≈ 0.38.

The dependences ε' = f(x) are shown in Fig. 2. As
can be seen, all the experimental dependences are rising
curves with different changes in ε'. For example, for the
paraffin–graphite system (curve 3), the change in ε' in
the range under study is approximately 4 × 107; for the
paraffin–iron system (curve 2), the change in ε' is

σ x( ) σM x xc–( )t and σ x( ) σD xc x–( ) q– ,==

1
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Fig. 1. Dependences of the volume resistivity ρ on the con-
ducting-phase content x for the (1) paraffin–graphite,
(2) paraffin–iron, and (3) paraffin–aluminum macrosystems.
smaller; and for the paraffin–aluminum system, the
change in ε' is extremely small (curve 7). It should be
noted that the interval for maximum changes in ε' for the
paraffin–iron composite is in the range 0.28 ≤ x < 0.45,
which radically differs from the range for the depen-
dence ρ = f(x). All the dependences ε' = f(x) are similar
to the dependences σ = f(x).

The dependences of the imaginary part of the per-
mittivity on the conducting-phase content x are shown
in Fig. 3. All the plots are rising curves. The curves for
the paraffin–iron (2) and paraffin–aluminum (3) systems
tend to constant values. The curve for the paraffin–graph-
ite composite (1) has a sharply increasing portion RQ.

3.2. Paraffin–Semiconductor Systems

Figure 4 shows the dependences ρ = f(x) for two of
the paraffin–semiconductor systems under consider-
ation: paraffin–CuO (curve 2) and paraffin–Fe2O3
(curve 3). The dependence ρ = f(x) for the paraffin–
graphite macrosystem [8] is also shown in Fig. 4. The
percolation threshold for curve 3 is xc ≈ 0.29.

The dependences ε' = f(x) and ε'' = f(x) for the paraf-
fin–semiconductor systems are shown in Fig. 5.

4. DISCUSSION

4.1. Dependences ρ = f(x)

One of the most complete plots with respect to the
presence of the portions considered in scaling represen-
tations [4] is the dependence for the paraffin–iron sys-
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0.16 0.28 0.45
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Fig. 2. Dependences of the real part of the permittivity ε' on
the conducting-phase content x for the (1) paraffin–alumi-
num, (2) paraffin–iron, and (3) paraffin–graphite macrosys-
tems. Theoretical curve 4 is plotted on the basis of the mod-
els proposed in [4–7] using the constants from [8].
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tem (Fig. 1, curve 2). Therefore, we will discuss the
experimental results obtained for this system using the
fractal concept, taking into consideration the results for
other systems when necessary. The presence of three
portions in the curve for the paraffin–iron system is
consistent with percolation theory. The formation of a
primary chain that closes the electrodes occurs at the
DE portion (Fig. 1, curve 2) since, according to perco-
lation theory, the formation of a continuous cluster is
possible even at x ≥ 0.15 [20, 21]. Similar consider-
ations are valid for the portion OK in the corresponding
curve for the paraffin–Fe2O3 system (Fig. 4, curve 3).
However, no sharp transition of the resistivity of either
a conductor or a semiconductor occurs when x
increases. This is due both to contact phenomena and to
the high resistance of the chain itself. In other words, a
quasi-internal electrode is formed, which begins to
serve as the continuous chain of an ideal conductor at
x  ≥ 0.15 [20, 21] at the point E (Fig. 1, curve 2). The
only exception is the paraffin–graphite system (Figs. 1,
4; curves 1). However, this exception only confirms the
above considerations since the contact resistance in this
system is minimal. As the filler content in the compos-
ite increases, formation of conglomerates begins,
which, merging, form branched chains. Note that the
development of such conducting chains depends on the
resistance of the oxide shells on the conductor surface.
As was noted above, the random spread of the barrier
heights in a disordered system may significantly
change the situation [11]. In the paraffin–semiconduc-
tor systems (Fig. 4, curves 2, 3) there is also a random
spread of the barrier heights, which is due to the differ-
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Fig. 3. Dependences of the imaginary part of the permittiv-
ity ε'' on the conducting-phase content x. Curves 1–3 are the
same as in Fig. 1.
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ent areas and shapes of the contact between semicon-
ducting particles; however, the barrier heights for the
paraffin–iron system, as well as their spread, are larger.
Indeed, the transition from matrix to filler properties
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Fig. 4. Dependences of the volume resistivity ρ on the con-
ducting-phase content x for the (1) paraffin–graphite,
(2) paraffin–CuO, and (3) paraffin–Fe2O3 macrosystems.
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Fig. 5. Dependences of the real part of the permittivity ε' on
the conducting-phase content x for the (1) paraffin–CuO
and (2) paraffin–Fe2O3 systems, and the dependences of the
imaginary part of the permittivity ε''(x) for the (3) paraffin–
Fe2O3 and (4) paraffin–CuO systems.
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occurs in the range 0.175 ≤ x < 0.38 (Fig. 1, curve 2,
portion EF), whereas the transition in the paraffin–semi-
conductor system occurs in the range 0.15 ≤ x ≤ 0.29
(Fig. 4, curve 3, portion KL). The high finite filler con-
tent in the case of the paraffin–iron system is necessary
for the development of a more branched structure,
which can finally form a conducting chain parallel to a
high potential barrier. If we assume that the ability of
the Fe2O3 and CuO components to form branched
chains is the same as for conductors [1, 2], the pro-
cesses for both conductors and semiconductors occur
similarly. The resistivity hardly changes at portion FG
(Fig. 1, curve 2).

By moving to interfractal interaction and using the
terminology proposed by Feder [22], we can state that
near point E (Fig. 1, curve 2) fractals have few blue
ends but many red ones (contacts with low and high
resistances between different fractals, respectively).
Gradually, at portion EF, the number of red ends
decreases and the number of blue ends increases
(Fig. 1, curve 2); i.e., the fractals belonging to the left
and right electrodes begin to merge. Equilibrium
between the numbers of red and blue ends is attained at
portion FG, which does not change with a further
increase in the Fe content. For the paraffin–Fe2O3 sys-
tem (Fig. 4, curve 3, portion LM), the resistance gradu-
ally decreases for two reasons: the further development
of the internal electrode and the stochastic change in the
contact resistance owing to the increase in the contact
area; however, this change is small. Despite the differ-
ence in the volume resistivities by approximately two
orders of magnitude, the transition from the matrix to the
semiconductor properties occurred at the same contents
of the Fe2O3 and CuO semiconductors: 0.15 ≤ x ≤ 0.29.
This fact also indicates the dominance of topological
processes in the conductivity of the system.

4.2. Dependences ε' = f(x)

The dependences ε' = f(x) are rising curves (Figs. 2
and 5) for all the systems under consideration. During
the experiments, no anomalies were found in the depen-
dences of the real part of the permittivity on the content x
in the vicinity of the percolation threshold [4–6] for the
paraffin–conductor and paraffin–semiconductor macro-
systems.

Let us consider some theoretical concepts of this
problem. Curve 4 in Fig. 2 is the theoretical dependence
for the paraffin–graphite system plotted on the basis of
the models proposed in [4–7]. Some constants from [8]
were used, as the systems under study were identical.
Theoretically, the dependence ε' = f(x) at a frequency
ω = 0 is given by the relation [4]

(6)ε' 0 x,( )
ε0'

x xc– q
------------------,=
where

 = 2.1 [14]; q = t at xc = 0.16 [8];

s =  [4] and t = 1.4 [8].

Thus, q = 1.4. In Fig. 2, curve 4 is represented by two
branches: a left branch at x < xc and a right branch at
x > xc. At x = xc, the function has a discontinuity. The
maximum value of  for a case in which

can be calculated as [4]

or

where the resistivities of paraffin and graphite are ρD =
3 × 1010 Ω m and ρM = 4.1 × 10–2 Ω m, respectively [8].
In this case,  ≈ 5.8 × 106. Theoretical curve 4 in
Fig. 2 has a small interval between the right and left
branches. For example, an estimation at the level 
yields the spacing between the left and right branches
∆x ≈ 5 × 10–5, and, in the region where the experimental
and theoretical curves intersect (ε' ≈ 3 × 104), it yields
∆x ≈ 1.2 × 10–4. The initial components for the samples
were weighted with an accuracy ensuring that they
were in the range ∆x ≈ 1.2 × 10–4 at xc = 0.16. We sug-
gest that, in view of the stochastic processes occurring
during the sample preparation (stirring, pouring, and
cooling), none of the samples could enter the interval
between the left and right branches at the level ε' ≈ 3 ×
104 with respect to the conducting-phase content. This
fact may account for the absence of a maximum in
experimental curve 3 and a difference of two orders of
magnitude for the experimental and theoretical values
of ε' (Fig. 2, curves 3, 4) at x = xc. 

The experimental curve differs even more signifi-
cantly from the theoretical one at x > xc. It is of interest
to find out the nature of the increase in ε' (and, there-
fore, the capacitance of the samples) at x > xc. In [1], the
increase in ε' was attributed to the increase in the con-
tact surface between the metal and dielectric phases,
and the decreasing thickness of the dielectric interlay-
ers. Within the fractal model proposed, the increase in
ε' is also attributed to the increase in the contact surface
between the conducting phases belonging to different
fractals and the decreasing thickness of the dielectric
interlayers. In principle, the increase in ε' may be due to
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an increase in both interfractal and intrafractal capaci-
tances (which is, apparently, meant in [1]). These two
types of capacitances can be distinguished by considering
the kinetics of conducting-chain formation in fractals.

If the contact resistance of a filler is low, most of the
branches in a fractal are conducting and the increase in
ε' can mainly be attributed to the interfractal capaci-
tance. In this case, the increase in ε' must be continuous.
If the contact resistance is high, no significant differ-
ence should be observed in the rates of changes in the
interfractal or intrafractal capacitances as x increases.
In this case, fractal branches do not form conducting
chains before the percolation threshold and, therefore,
one might expect a slower increase in ε' before the per-
colation threshold. Indeed, in the paraffin–graphite
(Fig. 2, curve 3) and paraffin–semiconductor (Fig. 5,
curves 1, 2) systems, ε' increases continuously and
gradually as x increases. At the same time, for the par-
affin–iron system, the portion of rapid increase in ε'
(Fig. 2, curve 2) arises only when the conducting-phase
content becomes as high as ≈0.28, which is equal to the
percolation threshold for this system. The best and
worst conditions for the formation of conducting fractal
chains are in the paraffin–graphite and paraffin–alumi-
num systems, respectively. Accordingly, the largest
increase in ε' in the range of x under consideration is
observed in the paraffin–graphite system, whereas the
paraffin–aluminum system is characterized by the
smallest change in ε'. On the whole, conducting chains
are not formed in the paraffin–aluminum system
(Fig. 1, curve 3) and ε' increases little as x increases
(Fig. 2, curve 1). The plateau in the dependence ε' = f(x)
for the paraffin–iron system (Fig. 2, curve 2) is in good
agreement with the above model (Fig. 1, curve 2, por-
tion FG) using the terms proposed by Feder [22].

Analysis of the experimental results shows that it is
the interfractal rather than intrafractal capacitance that
makes the largest contribution to the increase in the
capacitance as x increases. We suggest that fractals are
formed simultaneously with an increase in x. When the
fractals make contact with the electrodes, they make the
electrode surface more developed, which is equivalent
to the increase in the electrode area and the capacitance
of the system. A fractal and an electrode can form both
direct (electric contact) and capacitance bonds. In this
model, the affiliation of a fractal to a particular elec-
trode is determined from the fractal–electrode capaci-
tance; i.e., the higher the capacitance, the stronger the
capacitance bond.

In order to confirm this hypothesis as a whole, we
experimentally estimated the fractal dimension of the
conducting-phase surface as a function of the conduct-
ing-phase content. The experimental results for the
two-dimensional space, after being recalculated for the
three-dimensional (3D) space, are shown in Fig. 6. The
method used in this study allowed us to perform the
investigation only in the range 0.025 ≤ x ≤ 0.16. At
higher conducting-phase contents, the reliability of the
SEMICONDUCTORS      Vol. 39      No. 2      2005
results deteriorated; however, we can unambiguously
state that the fractal dimension increases as the con-
ducting-phase content increases and that it tends to 2.5
at x ≈ 0.16. The data obtained indicate that the conduct-
ing-phase surface becomes more and more developed
(increases in area), which confirms the above-stated
hypothesis for the initial stage of fractal formation.
Approximating these results to the entire range of vari-
ation in x, we can suggest that the dependence ε' = f(x)
is a steadily increasing function. As was mentioned
above, the increase in ε' was attributed in [1] to the
increase in the area of surface contact between the
metal and dielectric phases and the decreasing thick-
ness of dielectric interlayers at x < xc, which corre-
sponds to the model proposed. However, it is unclear
why such an increase should cease at x ≈ xc and be
absent at x > xc. Without casting doubt on the theoretical
models [4–7], we can state that in real macrosystems
the first chain is formed from a filler at x ≥ xc but the
conductivity of this chain differs from that of the filler.
The reason for this is in the contact resistance, which
can be rather high (when compared to the matrix resis-
tance). This high contact resistance has many causes,
some of which were mentioned above (for a detailed
review of the data on contact resistances see [2, 13]).

Thus, in our opinion, the increase in ε' in real mac-
rosystems should also be continued at x ≥ xc. The exper-
imental data of [5, 6], which are consistent with the the-
oretical model proposed in [4], were obtained for the
metal–insulator transition in n-type Si [5] and for island
films [6], which may have quite a different physical
nature.
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Fig. 6. The dependence of the fractal dimension of the sur-
face of aggregates of filler particles Dk3 on the volume frac-
tion x of the filler for the paraffin–graphite system.
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4.3. Dependences ε'' = f(x)

Losses in insulators include conduction and relax-
ation losses [8, 10]. In the case under consideration, the
relaxation losses are insignificant and make a notice-
able contribution only at low conducting-phase con-
tents [10]. The majority of the losses are due to the con-
duction. As a result, the dependence ε'' = f(x) is deter-
mined, in many respects, by the function ρ = f(x). The
dependences ε'' = f(x) were found to be rising for all the
samples studied, with a limitation or sharp increase for
conductors at x ≥ 0.48 (Fig. 3, curves 1, 2). For the par-
affin–graphite system (curve 1), after the rising portion
PR, a portion of rapid increase RQ begins at x = 0.48.
We can suggest that, in this case, the resistivity of the
composite is determined by the carbon framework (ρ ≈
4 × 10–3 Ω m), which corresponds to the values in the
range 0.48 & x & 1 for curve 1 in Fig. 1. For the paraf-
fin–iron system (Fig. 3, curve 2, portion TU), loss sta-
bilization occurs at approximately the same values of
x * 0.48 but at higher resistivities (ρ ≈ 10 Ω m) (por-
tion FG in curve 2 of Fig. 1).

The experimental results indicate that the capacitance
of the capacitor can be increased by introducing the con-
ducting phase into it but at the cost of greater losses.

5. CONCLUSIONS

Based on the analysis of the data reported, we can
draw the following conclusions.

(1) The concentration dependences were investi-
gated for the following electrical parameters of the par-
affin–conductor and paraffin–semiconductor systems:
volume resistivity, electrical capacitance, Q factor, and
permittivity. The percolation thresholds are determined
for the paraffin–iron, paraffin–Fe2O3, and paraffin–CuO
systems.

(2) It is found experimentally that the real part of the
permittivity of the composites increases as the volume
content of the conducting phase increases in the entire
range of variations in x. The dielectric catastrophe in
the vicinity of the percolation threshold was not found
for the 3D macrosystems. Depending on the contact
resistance of the particles of a used conductor, the
capacitance and the real part of the permittivity may
take relatively large values.

(3) It is shown experimentally that either a sharp
increase in energy losses (for graphite) or their stabili-
zation (for Fe) may occur at the conducting-phase con-
tent x ≈ 0.48 in the composites. The character of the
dependence ε' = f(x) is mainly determined by the con-
tact resistance of the conducting-phase particles. For
semiconductors, the dependence ε'' = f(x) is a steadily
increasing function in the entire range of x.

(4) To explain the results obtained, a qualitative
model is proposed, in which the change in electrical
parameters as the conducting-phase content increases is
regarded as growth of fractals. The increase in the
capacitance and, respectively, the real part of the per-
mittivity occurs due to the formation and growth of
fractals and the increase in the surface area. The growth
of fractals is interpreted as an increase in the equivalent
area of the capacitor electrodes. The formation of con-
ducting chains near fractals and, respectively, the kinet-
ics of the entire process significantly depend on the
contact resistance of the particles. The increase in the
capacitance and the real part of the permittivity with an
increase conducting-phase content is due to the
increase in the interfractal capacitance.
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Abstract—Current–voltage (I–V) characteristics of thin-film p–i–n and pDiDn structures in which the i layer
is based on a-Si1 – xCx:H hydrogenated amorphous alloys and the p and n layers are composed of doped a-Si:H
were studied. To account for the specific features of these I–V characteristics, i.e., the small values of the con-
stant A in the exponential dependence of the current on the voltage, I ∝  exp(AV), a mechanism of tunneling
injection from the n layer directly into the tail of localized states is suggested. The tunneling process has a mul-
tistep nature and is, in general terms, similar to the recombination current in heterojunctions. The high density
of localized states in the energy gap of a-Si1 – xCx:H near the band edge (~1020–1021 cm–3), as well as the den-
sity’s dependence on the composition of this compound, make it possible to obtain a constant A close to the
experimental value and to explain the decrease in A, which is observed as the content of carbon in the alloy
increases. At high biases, there occurs a transition from monopolar to double injection and from the nonradia-
tive to radiative recombination of nearly free electrons and holes. Structures with x = 0.4–0.6 exhibited a weak
electroluminescence in the visible spectral range, with the emission peak being Stokes-shifted by ~0.25Eg of
the i layer. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The system of a-Si1 – xCx:H hydrogenated amor-
phous alloys has been the object of extensive studies
because it possesses a number of unique properties. In
this system, the energy gap Eg may vary from 1.7 eV
(x = 0) to 3.5 eV (x = 1); moreover, alloys with x < 0.6
show a high photoconductivity, and those with x ≥ 0.4
exhibit a photoluminescence in the visible spectral
range at room temperature. At x < 0.15 the alloys can be
doped and, consequently, p–i–n and other active multi-
layer structures, e.g., superlattices with specific proper-
ties, can be formed on the basis of a a-Si1 – xCx layer
[1, 2]. To optimize p–i–n and other structures, e.g.,
pDiDn structures with a tunnel dielectric layer (D),
which exhibit electroluminescence (EL) in the visible
spectral range, it is necessary to elucidate the mecha-
nism of current transport in these structures. The known
studies of injection currents in light-emitting diodes
based on amorphous semiconductors have been con-
cerned with structures that have tunnel dielectric layers,
i.e., pDiDn structures [3, 4]. The very fact that an insu-
lator is present predetermines the choice of the Fowler–
Nordheim tunneling emission as the main process gov-
erning the current–voltage (I–V) characteristic. Indeed,
it is possible to satisfactorily describe experimental
data in terms of this mechanism, but only in a narrow
range of relatively high currents, from 10–4 to
10−1 A/cm2, which corresponds to biases of *(6–10) V.
1063-7826/05/3902- $26.00 0261
Our analysis of both published data and our own exper-
imental I–V characteristics demonstrated that it is
impossible to apply the Fowler–Nordheim relations at
lower biases or to explain, in terms of this mechanism,
the fact that the rate at which the current increases with
voltage depends on the composition of the i layer, i.e.,
on x. The main difficulty is that, at the barrier parame-
ters chosen for the range of biases in which agreement
with the Fowler–Nordheim formula can be achieved,
the tunneling currents fall dramatically and become
negligible at biases of less than 5 V. This calculated
result completely disagrees with the run of the experi-
mental I–V characteristics. This means that the mecha-
nism of current transport in light-emitting diodes based
on silicon–carbon amorphous alloys remains unclear
and, therefore, it is this mechanism that is the subject of
this study. For a broader approach to the problem, it
seemed justified to choose both types of structures,
p−i–n and pDiDn, as objects of study in order to assess
the role played by the complicating factor of the tunnel
insulator.

2. EXPERIMENTAL PROCEDURE: FABRICATION 
OF p–i–n AND pDiDn STRUCTURES

The structures were fabricated by successive depo-
sition of the constituent layers in a vacuum chamber for
the decomposition of silane (SiH4) and silane–methane
mixtures (SiH4 + CH4) in a radio-frequency glow-dis-
© 2005 Pleiades Publishing, Inc.
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charge plasma. As the material of the doped layers of
both p- and n-types, we chose amorphous silicon
a-Si:H obtained under conditions in which silane was
strongly diluted with hydrogen (20% SiH4 in H2) at an
increased power of the RF discharge and growth rates
of <2.0 Å/s. The doping to obtain p- and n-type conduc-
tion was effected by the addition of up to 2% diborane
(B2H6) or phosphine (PH3), respectively. The layers
deposited using this technique provided the highest
value of the built-in potential Vbi. To obtain an i layer
with a prescribed energy gap Eg, the composition of the
silane–methane mixture was chosen empirically. As a
criterion for evaluating Eg, we took the optical gap
determined from the absorption spectra in terms of the

Tauc law  = β(hν – Eg) (α is the absorption coef-
ficient; hν, the photon energy; and β, the coefficient).
A transparent electrically conducting electrode was
formed on the basis of the oxide InxSnyOz (ITO). The
influence exerted by the microstructure of the oxide on
the properties of the p layer was diminished by depos-
iting a 50-Å-thick spacer heavily doped with phospho-
rus. The resulting abrupt n–p junction, which is of a

αhν
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Forward current–voltage characteristics of (1–5) p–i–n
structures and (6) a pDiDn structure with a-Si1 – xCx:H lay-
ers. x: (1) 0, (2) 0.3, (3) 0.4, (4) 0.5, and (5, 6) 0.6. Eg:
(1)  1.7, (2) 2.1, (3) 2.45, (4) 2.5, and (5, 6) 2.6 eV.
(2', 4') Reverse characteristics corresponding to forward
characteristics 2 and 4. Bold solid lines show the calculation
in terms of the model of the tunneling recombination cur-
rent, and the dotted line shows the calculation by Fowler–
Nordheim at a barrier height of 0.3 eV, which gives the best
agreement with the experiment. Inset: simplified (without
the space charge region) schematic of the p–i–n structure at
biases of (a) V = 0, (b) V > 0, and (c) V > EL threshold.
tunneling type, created an ohmic contact between the
structure and ITO. The second electrode was deposited
by magnetron sputtering of an AlMg alloy. In the fabri-
cation of a pDiDn structure, layers grown with a
10% SiH4 + 90% CH4 mixture served as dielectric lay-
ers. It would appear that the quality of such tunnel dielec-
tric layers is not very high, but they still raise the inten-
sity of EL to a certain extent. The layer thicknesses in the
structure were 100 (p layer), 600 (i layer), 250 (n-layer),
and 50 Å (D). The growth of the constituent layers and
the structure as a whole was monitored with a laser
interferometer. The quality of the p–i–n structures was
determined by measuring the photovoltaic characteris-
tics: built-in potential Vbi and collection efficiency. If
Vbi is known, it is possible to roughly evaluate the den-
sity of defect states at the p/i and n/i interfaces of the
structure. The collection efficiency furnishes informa-
tion about the transport properties of nonequilibrium
carriers, specifically, about the correspondence of the
diffusion length to the thickness of the i layer. Measure-
ments were made at a photon flux of ~2 × 1016 cm–2 s–1

and photon energy of hν ≈ 2.0 eV. As is shown by the
measurements, Vbi may be as high as 1.0–1.1 eV for
structures with x ≤ 0.6, and the collection efficiency
falls dramatically as x increases: from ~0.8 for x = 0.3
to 0.2 for x = 0.6. This result suggests that the ambipo-
lar diffusion length is comparable with the thickness of
the structure. Consequently, the through (without
charge accumulation) transport of carriers across the
structure governs the current transport mechanism up to
at least x = 0.6; moreover, the i layer is not the limiting
element in the series circuit of p–i and -i–n junctions.
The best confirmation of this conclusion is the diode
effect observed in the fabricated structures, which is as
high as 106 at biases exceeding 3 V.

3. RESULTS AND DISCUSSION

The dark I–V characteristics of p–i–n structures with
different compositions for the i layer of a-Si1 – xCx:H
(x  = 0.3 (Eg = 2.1 eV) and x = 0.6 (Eg = 2.6 eV)) and
pDiDn structures with x = 0.6 are shown in the figure.
For comparison, the figure also shows an I–V character-
istic of a p–i–n structure based on a-Si:H. It can be seen
that the experimental curves plotted in the coordinates

 = f(V) are, for the most part, satisfactorily fitted by
straight lines. Consequently, the I–V characteristics are
described by the exponential law I = I0exp(AV), where
A is a constant. Deviations from the exponential behav-
ior are observed at low and high biases, which may be
due to shunting ohmic currents and to current limitation
in the case of a double injection, respectively. The sec-
ond result of fundamental importance, obtained by
analysis of the curves, is that the slope of the I–V char-
acteristics plotted in the semilog coordinates is consid-
erably smaller than the maximum possible value pre-
dicted by the theory of overbarrier diffusion currents in
p–n junctions. This is clearly seen when the slopes of

Ilog
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the I–V characteristics of p–i–n structures based on
a-Si:H and a-Si1 – xCx:H are compared. In the structure
based on a-Si:H, A ≈ 20 V–1. If A is understood in terms
of the diffusion theory as 1/nkT, this value corresponds
to n = 1.5 at T = 300 K. For the structure based on
a-Si1 – xCx:H, the constant A varies with x from 5 to 1.5,
which corresponds to n = 6–20. So large values of n
cannot be understood in terms of the diffusion theory.
However, other experimental observations have been
made, according to which the constant A is consider-
ably smaller than the theoretical lower limit. In the
known cases, A decreases if the i region of the p–i–n
junction receives additional light doping or the temper-
ature is lowered [5]. In all the anomalous cases of a high
value of A, there is good reason to attribute the rise in
the constant A to the influence exerted by localized
states near band edges on the carrier transport in the
p−n junction.

As the density of localized states in the band tails
(N*) in an amorphous material is as high as 1020–
1021 cm–3 at the band edges, it is reasonable to assume
that the role of these states will also be important in the
p–i–n structure based on a-Si1 – xCx:H. An additional
factor making this role even more critical is the exist-
ence of band discontinuities at the n/i and p/i interfaces,
i.e., between a-Si1 – xCx:H and a-Si:H. According to
[6, 7], these discontinuities are as large as 0.3 eV in the
conduction band and 0.5 eV in the valence band. The
height of the barriers formed by these discontinuities
makes the thermally activated overbarrier transport of
carriers from doped regions into the intrinsic i layer vir-
tually impossible. Thus, the only remaining way to
inject carriers is underbarrier tunneling. Owing to the
high density of the states at the tunneling level, this pro-
cess will, in all probability, involve localized states,
because the presence of intermediate steps in a tunnel-
ing transition facilitates the tunneling. The multistep
nature of the process also allows changes in the electron
energy. Since the loss of energy is more probable, the
motion of an electron qualitatively resembles a “down-
stairs motion.” At a high density of the states in the
energy gap and, accordingly, at their weak localization,
a carrier tunnel-injected into the p–i–n structure will
continue to drift in the field created by the positive bias.
The final stage of this motion is recombination via
acceptor states of the p layer. This process is illustrated
in the inset in the figure (inset b). This scheme of tun-
neling, as well as the terminology “multistep tunneling
recombination” and “tunneling recombination cur-
rent,” was first suggested by Riben and Fuecht [8] to
describe forward currents in heterojunctions under con-
ditions in which a diffusion current is suppressed by a
barrier at the interface in the heterojunction. The pro-
cess of multistep tunneling was analyzed theoretically
in [8] in terms of a model of an excess current in tunnel
diodes [9]. The theory takes into account the depen-
dence of the width of the space charge region on the
applied voltage and introduces, via this dependence, the
density of the localized states in the energy gap into the
SEMICONDUCTORS      Vol. 39      No. 2      2005
final result. The current–voltage characteristic for the
case of multistep tunneling injection, It/r(V), is deter-
mined by the increasing exponential dependence on
voltage, with the constant At/r in the exponent contain-
ing the parameter of the material (the density of local-
ized states N*):

(1)

where At/r = 4(m*ε)1/2/(1 + γ)3πhn* and γ ≥ 1.
The value of N* is equal to a certain average density

of the states in the tunneling range, and the parameter γ
describes the excess of the density of the states in the
tail of the valence band over that in the tail of the con-
duction band. The density of states N in amorphous
semiconductors is not constant, but is distributed over
energy E in accordance with the Urbach rule: N =
Nbeexp(–E/E0), where Nbe is the density at the band
edge and E0 is a constant equal to ~60 meV for a-Si:H
and 150 meV for a-Si1 – xCx:H at x = 0.4–0.6. A higher
value of E0 corresponds to a slower decay of the density
of states N from the band edge into the energy gap.
Thus, a certain average value N*, which can be used to
calculate the I–V characteristic, depends on the compo-
sition of the i layer and grows as x increases. As N*
determines the slope of the I–V characteristic, the
observed decrease in the slope ratio of the dependence

 = f(V) can be explained in the most straightfor-
ward way. The increase in NEf (density of the states at
the Fermi level pinned at the midgap of a-Si1 – xCx

alloys) from 1017 cm–3 for x = 0 to 1019 cm–3 at x = 0.6
is also confirmed by ESR measurements [10]. At NEf =
1019 cm–3 and E0 = 150 meV, the density of the states at
the band edge is as high as 1021 cm–3 (Eg ≈ 2.6 eV).

On the assumption that the injecting n–i junction is
current-limiting and, consequently, governs the I(U)
characteristic, the substitution of N* = 8 × 1020 cm–3

into (1) led to agreement between the calculated and
experimental I(U) characteristics for an i layer with x = 0.5
at γ = 3. For x = 0.3, agreement between the slopes is
observed at N* = 2 × 1020 cm–3, which also corresponds
to the change in the density of the states with x. Addi-
tional confirmation of the mechanism of multistep tun-
neling injection is provided by temperature measure-
ments. As temperature does not appear in the exponent
in (1), the slope of the I–V characteristic should be tem-
perature-independent. I–V characteristics were mea-
sured at temperatures ranging from 200 to 400 K.
Below 300 K, an approximately parallel shift of the
I−V characteristic to higher biases was observed as the
temperature was increased, whereas, at T > 300 K, the
slope increased as the temperature increased. Presum-
ably, thermally activated tunneling from levels lying
above the conduction band edge in the contact layer
becomes important in this case, because the overbarrier
transport still remains improbable at 400 K.

An additional decrease in the slope ratio of the
 = f(V) dependence, observed for pDiDn struc-

It /r I0t /r βT( ) At /rV( ),expexp=

Ilog

Ilog
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tures, is probably due to the introduction of D layers
and the redistribution of voltage across the elements of
the structure, rather than to a change of the injection
mechanism for the Fowler–Nordheim tunneling,
because the I–V characteristic remains exponential.
This conclusion seems to be justified for one more rea-
son: the wider-bandgap Si–C alloy used as the insulator
does not differ significantly in the distribution of local-
ized states the in band tails from the composition with
x = 0.6.

As regards the analysis of reverse I–V characteris-
tics, the following should be noted. A current transport
mechanism similar to that considered above is also pos-
sible in this case. However, tunneling can occur under a
reverse bias only from states, which are occupied by
electrons, at the bottom of the conduction band of the
p layer. Accordingly, the injection currents will be
determined by the thermally equilibrium density of
electrons in the conduction band of the p layer. How-
ever, this density is 8–10 orders of magnitude lower
than that of the n-type layer of the injecting contact in
the case of forward currents. For this reason, the tunnel-
ing currents should be negligible under a reverse bias.
The experimentally observed reverse currents are, in all
probability, due to strong-field effects, of the Frenkel–
Pool type, in the i layer.

The above mechanism of injection under a forward
bias is monopolar and cannot account for the observed
EL because of the absence of nonequilibrium holes in
the i layer. The assumption that electron–hole pairs are
generated by impact-ionization mechanisms contra-
dicts the EL characteristics, such as the uniform distri-
bution of the emission intensity over the entire area of
the structure; the absence of current instabilities or EL
fatigue; the reproducibility of the EL threshold; and,
finally, the bimolecular dependence of the emission
intensity on current, IEL ∝  I1.8, and its very weak tem-
perature dependence. According to the results of the
present study, the rise in the total emission intensity
observed as the temperature is lowered is insignificant,
with an activation energy ∆E = 0.028 eV, which can be
expected only for nearly free electrons and holes. In
this context, it only remains to assume that the p–i junc-
tion also injects carriers, but of the opposite sign. The
band discontinuity at the p/i interface creates a barrier
that is a factor of 1.5–2 higher than that at the n/i inter-
face. As a result, holes are injected from the p layer at
higher biases, and it is this that predetermines the
threshold nature of the EL. As the hole density
increases, nonradiative recombination, via the acceptor
centers of the p layer, of the electrons injected at the n/i
interface (figure, inset b) changes for radiative elec-
tron–hole recombination (figure, inset c). Partial ther-
malization of the electrons during their transit across
the base region of the p–i–n structure accounts for the
Stokes shift of the EL. In the scheme suggested here,
the current flowing through the structure is limited only
by electrons, under all conditions; consequently, the
injection of holes should have no effect on the shape of
the I–V characteristics, which is actually the case. The
emission peak in the experimental EL spectra is
strongly broadened (FWHM 0.5 eV) and has extended
wings. The position of the peak depends on the techno-
logical conditions of the process. The maximum energy
of the EL peak was ~2.0 eV.

4. CONCLUSIONS

The p–i–n and pDiDn structures based on amor-
phous semiconductors, with doped a-Si:H forming the
p and n layers and a-Si1 – xCx:H forming the intrinsic
i layer, were fabricated. Because of the band disconti-
nuities at the p/i and i/n interfaces, the structures had
the form of two in-series connected heterojunctions.

In p–i–n structures with x in the range 0.3–0.6, a
photovoltaic effect is observed, with a built-in potential
of ~1.0–1.1 eV and a collection efficiency of 0.8–0.2,
depending on the composition. This result indicates
that the quality of the active p–i–n structures is rather
high for such complex materials.

The forward dark I–V characteristics are described
by an exponential dependence. However, the constant
in the exponent is considerably smaller than the value
predicted by the diffusion theory and depends on the
composition of the i layer. To explain such an I–V char-
acteristic, a mechanism of tunneling recombination
currents is suggested. This mechanism is typical of het-
erojunctions with a suppressed overbarrier current and
high density of states at the interface.

At injection currents exceeding >100 mA/cm2, a
weak electroluminescence in the visible spectral range
is observed. This electroluminescence has a broadened
spectrum with a Stokes shift of ~0.25Eg. It is assumed
that this electroluminescence results from the double
injection and radiative recombination of nearly free
electrons and holes.
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Abstract—A heterostructure consisting of a graded-gap p-AlxGa1 – xAs layer on an n-GaAs substrate is studied
in relation to its role as a photoelectric-response detector of X-ray photons and α particles. It is found that the
current–power sensitivity of the detector is as high as 0.13 A/W and the voltage–power sensitivity exceeds
106 V/W. The effect of preliminary irradiation with 5.48-MeV α particles (241Am) on the detector’s sensitivity
is studied. It is established that the detector’s sensitivity is reduced by a factor of 1.5–2 after irradiation with
α particles at a dose of 5 × 109 cm–2. A further increase in the radiation dose to 4 × 1010 cm–2 does not affect
the detector’s sensitivity. © 2005 Pleiades Publishing, Inc.
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1. INTRODUCTION

Studies of the behavior of graded-gap ionizing-radi-
ation detectors under irradiation with α particles show
that the radiation resistance of detectors with an optical
response is much higher than that of detectors with a
current response [1]. It has been shown that the rate of
recombination for nonequilibrium charge carriers in a
graded-gap crystal increases by a factor on the order of
30 when irradiated with 5.48-MeV α particles (241Am)
at a dose nd = 109 cm–2. Correspondingly, the number of
charge carriers collected by the graded-gap field of the
crystal (i.e., the current response of the graded-gap
detector) decreases.

Optical response (luminescence) through the wide-
gap window of the detector at the same dose of α radi-
ation decreases by a factor of only 1.5 owing to an
increase in the radiative-recombination rate when irra-
diated with α particles [1].

However, the external quantum yield of the optical
radiation is found to be very low (lower than 2%) due
to the small angle of total internal reflection at the inter-
face between AlxGa1 – xAs and air. Therefore, in order to
prevent radiation losses at the interface between
AlxGa1 – xAs and air, it is reasonable to collect the gen-
erated optical radiation within the crystal by placing the
photodetector (the GaAs p–n junction) at the wide-gap
side of the graded-gap structure. Such structures, with
a photoelectric response at the p–n junction, have been
used as ionizing-radiation detectors in a number of
studies [2, 3].

In this paper, we report the results of studying ioniz-
ing-radiation (X-ray photons and α particles) detectors
with a photoelectric response and consider the effect of
irradiation with α particles on the characteristics of
these detectors.
1063-7826/05/3902- $26.00 0265
2. A GRADED-GAP IONIZING-RADIATION 
DETECTOR WITH A PHOTOELECTRIC 

RESPONSE

In Fig. 1, we show the structure of the detector sche-
matically. It consists of a p-type graded-gap AlxGa1 – xAs
layer grown by liquid-phase epitaxy on an n-GaAs sub-
strate. The Al content amounted to x = 0.4 at the sub-
strate and to x = 0 on the surface of the graded-gap
layer. We grew three types of detector structures that dif-
fered in the thickness L of their graded-gap layer: L =
18 µm (structure D18), 25 µm (D25), and 50 µm (D50).

The radiation to be detected was incident on the nar-
row-gap side of the graded-gap layer. X-ray photons
with a characteristic line at 8 keV (the Cu anode) were
used as the source of ionizing radiation. A 241Am iso-
tope served as the source of 5.48-MeV α particles.

The photoelectric response of the detector is repre-
sented by the photovoltage (or photocurrent) that
appears at the AlxGa1 – xAs/GaAs p–n junction as a
result of the absorption of the recombination radiation

photons
α particles

p-AlxGa1 – xAs

n-GaAs substrate

L

EF

V, A

Fig. 1. The structure of the photoelectric detector and a
schematic representation of the measurement method.

X-ray
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from the nonequilibrium electron–hole pairs generated
in the graded-gap layer by external ionizing radiation.
The magnitude of the photoelectric response depends
on the rate at which the electron–hole pairs are gener-
ated by external ionizing radiation and on the internal
quantum yield of the recombination radiation.

The rate at which the electron–hole pairs are gener-
ated depends on the absorbed-radiation power Pabs and
also the minimal energy required for the generation of
an electron–hole pair Eth. For GaAs, Eth = 4 eV.

The internal quantum yield is given by

(1)

where τr and τnr are the characteristic times taken for the
radiative and nonradiative recombination of electron–
hole pairs, respectively.

One half of the recombination radiation reaches the
wide-gap side of the p–n junction, while the other half,
due to re-emission, is incident on the p–n junction. The
effective quantum yield of the recombination radiation
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Fig. 2. The (a) current Ic and (b) voltage U response of pho-
toelectric detectors D18, D25, and D50 in relation to the
absorbed power Pabs of X-ray radiation. The characteristics
of Si p–i–n detectors of X-ray radiation are also shown for
comparison.
into the wide-gap portion of the graded-gap crystal can
be estimated as

(2)

The short-circuit current of the GaAs p–n junction is
equal to

(3)

The photovoltage across the p–n junction is given by

(4)

where Is is the saturation current of the p–n junction,
q is the elementary charge, and kT is the temperature
expressed in energy units.

It should be noted that the shorter the radiative-
recombination time, the larger the photocurrent Iph. The
response speed of the detector also depends on the
above time. In the structures under consideration, τr ≈
10–9 s is attained by heavily doping the graded-gap
crystals with Zn acceptors (p ≈ 1018 cm–3), which are
the radiative-recombination centers.

In Fig. 2, we show the experimental results of mea-
suring the photoelectric response in relation to the
absorbed power of X-ray radiation with the photon
energy of 8 keV for three different detectors. As was
mentioned above, these detectors have different values
of the thickness L for the graded-gap layer: L = 18 µm
(detector D18), 25 µm (D25), and 50 µm (D50).

The current sensitivity is βI = 0.13 A/W for D18 and
D25, and βI = 0.07 A/W for D50. Correspondingly, the
effective quantum yield is equal to ηeff = 0.52 for sam-
ples D18 and D25, and ηeff = 0.27 for sample D50.

The low effective quantum yield for the sample with
a thick graded-gap layer (D50) can be attributed to the
absorption of recombination radiation in the layer itself.

The largest current that can be attained at ηeff = 1 is
Imax = 0.25Pabs. The voltage–power sensitivity of the
detector exceeds 106 V/W at Pabs ≈ 50 nW/mm2. For
comparison, Fig. 2 shows the experimental characteris-
tics of a silicon p–i–n detector for X-ray radiation.

It is noteworthy that the current response of a silicon
detector of X-ray radiation is larger, by a factor of 3,
than that of a graded-gap AlxGa1 – xAs detector as a
result of a lower threshold energy Eth(Si) for the gener-
ation of an electron–hole pair.

The photovoltage appearing at the AlxGa1 – xAs/GaAs
p–n junction is two times higher than that at a silicon
p−n junction as a result of a lower saturation current js
in AlxGa1 – xAs, which has a wider band gap compared
to silicon (Fig. 2b).
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3. THE BEHAVIOR OF THE GRADED-GAP 
DETECTOR WITH A PHOTOELECTRIC 

RESPONSE UNDER IRRADIATION 
WITH ALPHA PARTICLES

The α-particle source (241Am) was positioned
directly on the surface of the narrow-gap side of the
graded-gap layer. The 5.48-MeV α particles penetrated
through the AlxGa1 – xAs layer to a depth of about
21 µm. The α particles penetrated beyond the GaAs
p−n junction in sample D18, whereas they stopped in
the graded-gap AlxGa1 – xAs layer before reaching the
p–n junction.

In Fig. 3, we show the dependence of the photoelec-
tric response of the X-ray detector on the duration of
the irradiation with α particles. The irradiation dose
amounted to 108 cm–2 per hour.

A decrease in the photocurrent Iph and photovoltage U
is observed as the dose of irradiation is increased. In the
sample D18, the decrease in Iph and U is especially pro-
nounced at the initial stage of irradiation: after irradia-
tion for 20 h, the current response decreases by a factor
of 8 and the voltage response decreases by a factor of 2.
Such a drastic decrease in the structure sensitivity at
low radiation doses is probably related to the structural
damage generated in the vicinity of the GaAs p–n junc-
tion. In samples D25 and D50, where the α particles do
not reach the GaAs p–n junction, the decrease in the
sensitivity as the dose increases is less pronounced. In
sample D25, the sensitivity decreases by a factor of 1.5
after irradiation with α particles for 100 h. If the dura-
tion of the irradiation exceeds 100 h, the sensitivity of
detectors D18 and D25 depends only slightly on the
radiation dose. Thus, the effective quantum yield and,
consequently, the ratio between the rates of the radia-
tive and nonradiative recombination becomes indepen-
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Fig. 3. The current Ic and voltage U response of photoelec-
tric detectors D18, D25, and D50 at the power density of the
incident X-ray radiation P = 3.7 × 10–5 W/cm2 in relation
to the duration of preliminary irradiation with α particles.
One hour of irradiation corresponds to a dose of 108 cm–2

of α particles.
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dent of the radiation dose if the latter exceeds 1010 cm–2.
The defects produced by the α particles in the
AlxGa1 – xAs layer increase the radiative-recombination
rate, so that an increase in the nonradiative-recombina-
tion rate is completely balanced by an increase in the
radiative-recombination rate.

Thus, the detectors preliminarily irradiated with α
particles are found to be highly radiation-resistant
devices.

4. THE SPECTRUM OF ALPHA PARTICLES

In Fig. 4, we show the amplitude spectrum of the
charge collected in graded-gap photoelectric-response
detector D50 irradiated with 5.48-MeV α particles
(241Am) and also preliminarily irradiated with various
doses of α particles.

The amplitude of collected charge is given by

(5)

where L is the thickness of the graded-gap layer, lα is
the track length for an α particle, ϕ is the angle of inci-
dence for the α particles on the graded-gap layer, γ is
the coefficient for the absorption of the recombination
radiation in the wide-gap part of the graded-gap layer,
and n0ηeff is the number of electron–hole pairs that are
generated by an α particle and that recombine radia-
tively.

Because the sizes of the α-particle source and the
detector are finite, the angle ϕ varies within a wide
range, which broadens the peak in the spectrum that
corresponds to the energy of an α particle.

The quantity ηeff depends on both the ratio τr/τnr and
the dose of preliminary irradiation. During the experi-

Q ϕ( ) n0ηeff
γL–( )exp
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Fig. 4. The amplitude spectrum in the current response of a
graded-gap photoelectric detector to irradiation with α par-
ticles for various doses of preliminary irradiation with
α particles. The dose of irradiation is expressed in hours
(see Fig. 3). The background signal, in the absence of a
source of α particles, is denoted by P.
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ment, we observed a shift of the collected-charge
amplitudes to smaller values as the dose of preliminary
irradiation with α particles increased (see Fig. 4). This
observation means that the rate of nonradiative recom-
bination begins to exceed the rate of radiative recombi-
nation as the dose of preliminary irradiation with α par-
ticles increases. Similar behavior was also observed in
the case of detecting X-ray photons (Fig. 3).

It is worth noting that, in the case of the graded-gap
detector with the current response, the number of
pulses at the peak of the spectrum does not decrease
along with the amplitudes Q as the radiation dose
increases.

However, after irradiation with α particles for more
than 20 h (which corresponds to a radiation dose of 2 ×
109 cm–2), the graded-gap detector ceases to be a parti-
cle-energy spectrometer, since the peak corresponding
to the energy of the α particles shifts to a region of pro-
nounced background radiation (Fig. 4).

5. CONCLUSION

The graded-gap p-AlxGa1 – xAs layer with n-GaAs con-
tacting the wide-gap part of the layer forms a structure that
acts as an ionizing-radiation detector with a photoelectric
response. The recombination radiation of the electron–
hole pairs generated by ionizing radiation in the graded-
gap layer is detected by the p-AlxGa1 – xAs/n-GaAs photo-
diode.

The current sensitivity of the photoelectric detector
that detects 8-keV X-ray photons amounts to 0.13 A/W
of the absorbed power. The voltage sensitivity is higher
than 106 V/W.

The current sensitivity is lower, by a factor of 3, and
the voltage sensitivity is higher, by a factor of 2, than
those of a silicon detector of X-ray radiation.
The current and voltage sensitivity of detectors that
had a thickness of the graded-gap layer in excess of
25 µm and were irradiated with 5.48-MeV α particles
is reduced by a factor of 1.5 as a result of irradiation
with a dose of 5 × 109 cm–2 of α particles. A further
increase in the radiation dose to 4 × 1010 cm–2 does not
affect the sensitivity.

A decrease in the sensitivity is caused by an increase
in the rate of nonradiative recombination in the graded-
gap layer when irradiated with α particles. At radiation
doses higher than 5 × 109 cm–2, the ratio between the
rates of radiative and nonradiative recombination
remains unchanged. The effective quantum yield of the
recombination radiation and the detector sensitivity are
not affected by irradiation with α particles of doses
higher than 5 × 109 cm–2.

An increase in the radiative-recombination rate to
values larger than 109 s–1 ensures the high operation
speed of the photodetector.
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Abstract—The influence of ammonia on the electrical characteristics of Pd–n-Si diode structures is studied.
The kinetics of diode characteristics under exposure to ammonia is considered. It is shown that the response
speed of ammonia sensors based on Pd–n-Si diodes can be controlled by applying additional potential pulses
to the barrier electrode. © 2005 Pleiades Publishing, Inc.
Previous studies of the influence of ammonia on the
electrical characteristics of semiconductor structures
were carried out with silicon MOS (metal oxide–semi-
conductor) capacitors and field-effect transistors. Their
gate was grown by sputtering the films of metals char-
acterized by catalytic properties (Pd, Pt, Ir, etc.) [1] or
various combinations of thin layers of these metals [2].
In an ammonia atmosphere, a parallel shift along the
voltage axis was observed in the capacitance–voltage
(C–V) characteristics of MOS capacitors and in the
dependence of the drain current on the gate voltage of
the field-effect transistors. The response of structures to
gas exposure was determined as a shift of the flat-band
voltage in capacitors [2] and a threshold-voltage shift in
transistors [1].

The experimental data were explained on the basis
of the Lundström model, which was suggested in order
to analyze the influence of hydrogen on MOS structures
that had a palladium barrier electrode [3]. It was
assumed that NH3 molecules adsorbed on the surface of
a catalytically active electrode dissociate and give rise
to atomic hydrogen (Ha) [1]. The latter diffuses through
a Pd film and is fixed at the Pd–SiO2 interface in the
form of dipoles. The dipole layer changes the electron
work function of palladium, which causes band bend-
ing at the semiconductor surface, and, hence, a change
in the electrical characteristics of semiconductor struc-
tures [1, 2].

However, estimations showed quantitative disagree-
ment between the experimental data and the suggested
model [4]. In fact, the response of MOS capacitors and
field-effect transistors to NH3/air, NH3/Ar, NH3/He,
and other gas mixtures is stronger than would be
expected from the effect of generated atomic hydrogen.

Due to the absence of an adequate model, further
studies into the influence of ammonia on semiconduc-
tor structures are of particular interest.

In this paper, we consider the results of studying the
influence of NH3 on the electrical characteristics of Pd–
n-Si structures. It is known that capacitors and diodes
based on MIS (metal insulator–semiconductor) struc-
1063-7826/05/3902- $26.00 0269
tures that have a Pd electrode are sensitive to many
reductive gases, including ammonia, arsine, hydrogen,
hydrogen sulfide, carbon oxide [5–12]. At identical
concentrations and under other equal conditions, the
largest change in the electrical characteristics of MIS
diodes with a Pd electrode was observed under expo-
sure to hydrogen [6, 11, 12].

The structures under study were grown on a basis of
epitaxial Si layers with a layer resistivity of 5–7 Ω cm.
Initially, in order to grow an SiO2 protective layer, the
epitaxial structures were subjected to oxidation in a wet
oxygen flow at a temperature of 1100°C. A rear ohmic
contact to the semiconductor was formed by aluminum
deposition followed by 5-min annealing in free space at
a temperature of 530°C. First, a platinum film was
deposited onto the SiO2 layer’s surface using cathodic
sputtering, and then a Π-shaped heating element was
formed using photolithography. After that, windows
were opened in the SiO2 film and a palladium film was
deposited by thermal evaporation in free space. Finally,
a palladium electrode 2.4 × 10–3 cm2 in area was formed
using explosive photolithography. In the used technol-
ogy, the palladium electrode became separated from the
silicon by a tunneling-transparent layer of natural SiOx
oxide. After fabrication, diodes were annealed in an air
medium for 10 min at a temperature of 300°C (which
significantly exceeds the range of operating tempera-
tures used in subsequent measurements). After anneal-
ing, the silicon structure was cut into individual crystals
1 × 1 mm2 in size, and the obtained samples were sol-
dered to a chip carrier.

Current–voltage (I–V) characteristics at dc voltage,
as well as capacitance–voltage (C–V) and conduc-
tance–voltage (G–V) characteristics, were measured at
a frequency of 1 MHz either in an air medium or in an
ammonia–air mixture.

In contrast to previously studied diodes, the grown
structures were not sensitive to hydrogen even at a con-
tent of 100%. Under exposure to ammonia, an increase
in the forward and reverse currents, capacitance, and
conductance was observed. The dependence of the
© 2005 Pleiades Publishing, Inc.
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diode response to ammonia on the voltage is described
by peaked curves. The strongest effect the changes in
the electrical characteristics had was obtained for
reverse and forward currents in the voltage range U =
(−0.5)–(+0.15) V (see Fig. 1) in the capacitance and
conductance at the ac signal for a diode bias U = 0.3–
0.4 V (Fig. 2). At a fixed NH3 content, the response of
the capacitance (taken as the ratio Cg/C0 of the capaci-
tances in a gas and room-air medium) initially increases
and then decreases as the temperature rises (Fig. 2).

The dependences of the capacitance and conduc-
tance on the ammonia content N for one of the diodes
at T = 50°C and an operating voltage of 0.4 V are shown
in Fig. 3.

One of the most important parameters of gas sensors
is the response speed, which is characterized by the
response time (τr) and the recovery time (τf). The
response time is considered to be a time interval within
which a measured value changes to the 0.9 level from
the largest value. The recovery time is defined as a time
interval within which a measured parameter is recov-
ered to the 0.1 level from the largest value.

As a gas pulse is fed to a measurement chamber,
steady-state values of the capacitance and conductance
are established more rapidly at a fixed operating voltage
(Uop) if a negative potential significantly exceeding Uop
is applied to a barrier electrode for 5–10 s (Fig. 4).

As a rule, τf > τr; therefore, to determine the
response speed of the sensors, it is of interest to study
the kinetics of diode parameter recovery after exposure
to a gas pulse. For most diodes, τr decreases as the oper-
ating temperature increases.

The recovery time depends heavily on the process
conditions. For this reason, we studied the influence of
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Fig. 1. Voltage dependence of the ratio of the current in a
gas mixture (700 ppm NH3)/air (Ig) to the current in an air
medium (I0). 
the potential at the palladium barrier electrode on
changes in the diode conductance over time. Figure 5
shows the conductance falloff at the operating voltage
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Uop = 0.3 V (curve 1). After 170 s from falloff onset, the
additional negative potential Uad = –2.3 V was applied
to the palladium electrode for 10 s, which slowed down
the conductance falloff. After a further 170 s, the nega-
tive potential Uad = –2.3 V was, as before, applied to the
diode for 10 s, which slowed down the conductance
decrease again. Dashed straight lines 2 and 3 in Fig. 5,
plotted by extrapolating the experimental curve
regions, show the expected G changes over longer time
periods. However, if a positive potential is applied to
the palladium electrode at any stage of the diode param-
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Fig. 4. Temporal variation in the (1) capacitance C and
(2) conductance G after filling the measuring chamber with
700 ppm NH3. The diode operating voltage is 0.2 V.
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Fig. 5. Temporal variation in the conductance G after remov-
ing 700 ppm NH3. The diode operating voltage is 0.3 V.
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eter recovery, the recovery process becomes faster. In
Fig. 5, this effect is observed at Uad = +2.3 V.

The influence of the positive potential at the barrier
electrode on the time dependences of the conductance
is most pronounced for Uad in the range 2–6 V. As Uad
further increases, the G relaxation rate becomes less
noticeable.

In Fig. 6, we compare the conductance recovery
curves without an additional potential at the Pd elec-
trode (curve 1) and with the multiple application of pos-
itive (curve 2) and negative (curve 3) potentials Uad.
These curves show that a positive potential at the Pd
electrode (Uad @ Uop) makes the recovery process faster
and increases the sensor response speed. A negative
potential (|Uad| @ Uop) slows down the sensor parameter
recovery to initial values, i.e., those before exposure to
ammonia. Thus, by varying the potential sign and
amplitude, one can control the response speed of sen-
sors based on MIS diodes.

The absence of the effect of hydrogen on the Pd–n-Si
structures under study is caused by the palladium sili-
cides (Pd2Si, PdSi) formed as a result of thermal
annealing [13, 14]. It is known that palladium silicides
have metallic conductivity but do not exhibit catalytic
properties.

The mechanism of the diode response formation in
an ammonia atmosphere can be conceived as follows:
The mismatch between the lattice parameters of silicon
and palladium silicide films causes stresses [13], whose
relaxation in the barrier electrode result in the formation
of microvoids and microcracks. Ammonia molecules
adsorbed on the outer surface of the barrier electrode dif-
fuse through the metal film and reach the interface
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between Pd2Si and the tunneling-thin SiOx layer. The
dipole moment of ammonia molecules is µ = 1.46 D
[15]; hence, by analogy with the hydrogen model, it is
reasonable to consider that the generated dipole layer
reduces the electron work function of the barrier elec-
trode. As a result, the negative band bending at the n-Si
surface decreases, which, in turn, increases the forward
and reverse currents, capacitance, and conductance of
the diodes.

The influence of the electric field on the recovery
kinetics of the diode capacitance and conductance after
a gas pulse is apparently caused by a change in the
shape of the potential well, in which the ammonia mol-
ecule is trapped during adsorption at the interface
between Pd2Si and the tunneling-thin SiOx layer [16].
At small electrode potentials corresponding to the oper-
ating voltages Uop, the potential barrier shape is almost
unchanged. When there are large positive biases at the
field electrode, the potential barrier is lowered, and the
probability of the adsorbed molecule leaving the poten-
tial well sharply increases.

Thus, the studied Pd–n-Si structures can be used
when developing ammonia sensors that are selective
with respect to hydrogen.
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