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Abstract—To determine the influence that the degree of crystallographic ordering of the magnetoactive ions
in Sr2FeMoO6 oxide has on the properties of this compound, samples produced by various methods are studied.
A sample synthesized in an argon flow using conventional ceramic technology exhibits a high degree of cationic
ordering involving iron and molybdenum ions. A sample grown under high pressure and quenched to room tem-
perature exhibits a rather lower degree of ordering in relation to magnetoactive ions. It is ascertained that the crys-
tallographic disorder of iron and molybdenum ions affects the compound’s magnetic and magnetoresistive prop-
erties. In particular, this disorder results in a decrease in the specific magnetization due to the antiferromagnetic
interactions between similar ions and a reduction of the magnetoresistance-effect magnitude due to a decrease in
the degree to which the charge carriers experience spin polarization. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The detection of an anomalously high magnetore-
sistance (magnetoresistance effect) under moderate
magnetic fields in ferromagnetic substituted lanthanum
manganites La1 – x(Ca,Sr,Ba)xMnO3 stimulated a search
for new magnetic systems exhibiting a similar effect, as
there are a considerable number of potential applica-
tions for the ambiguous phenomenon of this mecha-
nism [1, 2]. Studies of the magnetoresistance of various
manganese-containing solid solutions showed that the
magnetoresistance effect manifests itself in polycrys-
talline magnetic systems that possess carriers with a
high degree of spin polarization at temperatures much
lower than the magnetic ordering temperature [3]. The
magnetoresistance arises due to a decrease in the carrier
scattering at the interfaces of adjacent grains that have
various orientations of the magnetization vector under
an external magnetic field. This effect is referred to as
giant magnetoresistance (GMR) [2].

Recently, it was found that A2FeMoO6 compounds
(A = Ca, Sr, and Ba) with a doubled perovskite struc-
ture, as they are ferrimagnets, exhibit a pronounced
magnetoresistance effect of an intergrain nature [4, 5].
Further publications showed that the conductivity of a
Sr2FeReO6 compound is semimetallic [6]. Thus, it was
verified that the conductivity in Sr2FeMoO6-type com-
pounds is caused by charge carriers that have the same
spin orientation at the Fermi level. When compared to
other magnetic systems exhibiting GMR, the
Sr2FeMoO6 magnetoresistance is closest to the behav-
ior expected within existing theoretical models [7].
Therefore, Sr2FeMoO6-type compounds can be used as
model objects when studying the correlation of the
1063-7826/05/3903- $26.00 0273
magnetic and transport properties in perovskite-like
oxides.

At an earlier date, we studied the effect of oxygen
nonstoichiometry on the magnetic and electrical prop-
erties of Sr2FeMoO6, Ba2FeMoO6, and Ca2FeMoO6
oxides [8, 9]. It was ascertained that a change in the
oxygen nonstoichiometry of these compounds results,
first of all, in a change of the intergrain layer state as
well as the valence states consisting of iron and molyb-
denum ions. A metal–semiconductor transition was
detected and many important features of the magne-
toresistance dynamics were determined in relation to
the oxygen content. Therefore, it is also of no small
importance to study the effect of cationic disorder on
the magnetoresistive properties of these compounds. It
is expected that these magnetoresistive properties can
be more pronounced in compounds with a crystallo-
graphically disordered arrangement of Fe and Mo ions,
since disordering inside the grains causes magnetic
inhomogeneities with various types of exchange inter-
actions. In this case, an external magnetic field can have
a significant effect on the magnetic order and, hence, on
the conductance of these compounds. From a practical
standpoint, it is of interest to study the correlation
between the magnetic and magnetoresistive properties
in binary oxides that have this Sr2FeMoO6-type perovs-
kite structure, as the high magnetic-ordering tempera-
ture in these compounds and their possible room-tem-
perature application means they lend themselves to
being used as magnetic-field sensors or other devices
for magnetic-to-electric signal conversion. Thus, the
purpose of this study is to gain insight into the effect of
the cationic disorder of the magnetoactive ions in an
Sr2FeMoO6 oxide with a perovskite structure on the
properties of this compound.
© 2005 Pleiades Publishing, Inc.
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2. EXPERIMENTAL

In order to clarify the influence of the cationic order
of iron and molybdenum ions on the Sr2(FeMo)O6
properties, we synthesized samples in which these ions
exhibited various degrees of crystallographic ordering.
The Sr2FeMoO6 samples were prepared from oxides of
the corresponding elements taken in stoichiometric
proportions. The first sample (designated as 1) with a
crystallographically ordered arrangement of iron and
molybdenum ions was grown, using solid-phase reac-
tions, by synthesis in an argon flow at a temperature of
1423 K and followed by annealing in an evacuated
quartz cell. The second sample with a disordered
arrangement of Fe and Mo ions (designated as 2) was
synthesized by using solid-phase reactions under high
pressure. The disorder was attained by abrupt cooling of
the sample from the synthesis temperature of 1423 K.

A chemical analysis showed that the chemical com-
position of these samples is close (within an allowable
error) to the nominal chemical formula. An X-ray dif-
fraction analysis, as well as refinement of the unit-cell
parameters, was carried out using a DRON-3M X-ray
diffractometer in conjunction with the software pack-
age FULLPROF, which performs full-profile analyses
of X-ray patterns [10]. The magnetic properties were
evaluated using a Foner magnetometer. The electrical

(b)

20 30 40 50 60 70 80 90
2Θ, deg

2000

1500

1000

500

0

(a)
2000

1500

1000

500

0

Intensity, arb. units

** * * *

Fig. 1. X-ray patterns processed using the FULLPROF code
[10] for (a) sample 1 and (b) sample 2. Symbol * indicates
superstructural reflections.
properties and magnetoresistance were measured using
the conventional four-probe method. The magnetore-
sistance was determined as MR = (ρ0 – ρH)/ρ0, where ρ0
and ρH are the resistivities in the fields H = 0 and
0.71 MA/m, respectively.

3. RESULTS AND DISCUSSION

The X-ray diffraction analysis showed that the sam-
ples under study crystallize into a perovskite structure
with cubic symmetry of its unit cells (Figs. 1a, 1b). The
different intensities of the superstructural reflections of
samples 1 and 2 indicate the ordering of iron and
molybdenum ions at different degrees. The unit cell
parameter of sample 1 (a = 7.86761 ± 0.00054 Å) is
smaller than that of sample 2 (a = 7.88473 ± 0.00011 Å).
This difference is somewhat unexpected considering
the similar cationic radii of Fe3+ and Mo5+ and the sim-
ilar synthesis techniques used. As a rule, compositions
obtained under high pressure exhibit a denser packing
of unit cells [11]. However, the result obtained can be
interpreted by taking into account the valence and crys-
tallographic state of the iron and molybdenum ions. As
these ions are ordered, the Coulomb interaction energy
over the entire lattice reaches its lowest point. The unit
cell volume also tends to a minimum. Due to the disor-
dering, the Coulomb repulsion energy increases and
tends to increase the unit-cell parameter. This assump-
tion is justified by the measured X-ray patterns pro-
cessed using the Rietveld method [10]. For example, it
was established that the degree to which iron and
molybdenum ions are ordered in sample 1 is 97%, but
this value is much lower in sample 2 (76%). The visu-
ally different order of iron and molybdenum ions can be
estimated from the intensity of the superstructural
reflections in the samples under study (Figs. 1a and 1b).

The magnetization measurements showed (Fig. 2)
that the total magnetic moment of the sample produced
under high pressure is M = 2.0 Bohr magnetons per
molecule (µB/mol). This value is somewhat lower than
the total magnetic moment of the sample synthesized in
an argon flow (M = 2.9 µB/mol). The different magneti-
zations in the samples under consideration can also be
interpreted from the assumption that Fe3+ and Mo5+

magnetoactive ions are disordered. Taking into account
the specific magnetization of sample 1, we may con-
clude that the magnetic moments of iron and molybde-
num ions are ferrimagnetically ordered. Such ordering
was previously observed in other A2FeMoO6-type com-
pounds (A = Ca and Ba) with the doubled perovskite
structure [8, 9]. The disordering of Fe3+ and Mo5+ ions
results in the formation of additional Fe3+–O2––Fe3+

and Mo5+–O2––Mo5+ bonds. In this case, it is assumed
that the indirect exchange interactions are negative, and
it is this which gives rise to the antiferromagnetic order-
ing of the magnetic moments of these ions [3]. As a
result, the specific magnetization decreases.

The Neel temperatures of the ordered and disor-
dered samples differ and are 418 and 412 K, respec-
SEMICONDUCTORS      Vol. 39      No. 3      2005
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tively. This difference can also be attributed to the ion
disorder in quenched sample 2, since the formation of
additional antiferromagnetic bonds results in a mag-
netic dilution of the ground ferrimagnetic state, which
decreases the magnetic ordering temperature.

The resistivities of the samples under study is differ-
ent both in magnitude and temperature dependence
(Fig. 3). Sample 1 has a lower resistivity and metallic
conductivity in the temperature dependence. A similar
behavior was observed in [12] for single-crystal sam-
ples of double Sr2FeMoO6 perovskite, which were
grown by the float-zone method. This fact indicates the
high quality of the produced ceramics and the weak
influence of the grain boundaries on the electrical prop-
erties in sample 1. Quenched sample 2, produced under
high pressure, had a higher resistivity and exhibited a
semiconductor-type resistivity in relation to tempera-
ture in the entire temperature range (Fig. 3).

It is difficult to interpret the electrical properties of
the samples only within the cationic-disorder model,
since the electrical properties of polycrystals depend
heavily on the grain boundaries, whose structure, in
turn, depends heavily on the synthesis conditions [13].
Two other models, describing the electrical properties
of these compounds with a greater degree of accuracy,
can be suggested. The electrical properties of polycrys-
tals are controlled by the conductivity of the grains and
intergrain layers. One of the models, which can be used
to interpret the electrical properties of intergrain layers,
was developed by Seto in relation to doped polycrystal-
line silicon samples [14]. Later, this theory was modi-
fied and applied to other polycrystalline semiconductor
materials [15, 16]. According to this theory, the electri-
cal properties of polycrystals are mainly controlled by
the carrier trapping attributed to dangling bonds of
atoms localized on the grain boundaries: first, this car-
rier trapping results in a decrease in the number of free
carriers involved in conduction and, second, in a signif-
icant decrease in their mobility due to the scattering by
potential barriers arising at the interfaces.
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Fig. 2. The field dependence of the magnetization of sam-
ples 1 and 2 (curves 1 and 2, respectively), measured at a
temperature of 5 K.
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The second model, describing the behavior of the
intergrain layer (i.e., individual crystallites), is often
used to interpret the electrical properties of substituted
lanthanum manganites [17]. This model implies that
these electrical properties are controlled by a charge
transfer between manganese ions of different valence.
At a high content of manganese ions with identical
valence, an antiferromagnetic state is formed and the
conductivity type changes from a metallic to semicon-
ductor type [17].

We believe that the properties of the samples under
study can be interpreted by taking into account both
models. For example, the sample produced under high
pressure and quenched to room temperature immedi-
ately after annealing exhibits a higher defect density in
both the intergrain and intragrain structures. This
behavior can be qualitatively estimated by an insignifi-
cant broadening of the spectral lines shown in the X-ray
patterns of the samples. In turn, the electrical transport
in the defect structure features a lower mobility.
According to the first model, such a state causes addi-
tional electron trapping by dangling bonds, depletion of
the sample of conduction electrons, and a decrease in
their mobility. According to the second model, the for-
mation of additional antiferromagnetic bonds inside the
grainsin sample 2 also causes a decrease in the sample’s
conductivity. In our opinion, the effect of all the above-
listed factors resulted not only in an increase in the
resistivity but also in a change in the conductivity type
of the quenched sample. To study the effect of the
cationic disorder on the electrical properties of
Sr2FeMoO6 oxide in more detail, it is expedient to carry
out measurements with single-crystal samples.

The magnetoresistance effect was detected in all the
samples under study (Fig. 4). The magnetoresistance in
sample 1 amounted to 18% at a temperature of 78 K. In
sample 2, a decrease in the magnetoresistance was
observed. The significant slope of the field dependence
of the magnetoresistance for quenched sample 2 in the
region of strong magnetic fields indicates that there is a
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Fig. 3. The temperature dependence of the resistivity of
Sr2FeMoO6 for samples 1 and 2 (curves 1 and 2, respec-
tively).
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correlation between the magnetic properties and the
magnetoresistance (cf Fig. 2 and the inset in Fig. 4). It
is noteworthy that the fields, at which the magnetoresis-
tance is saturated, are ~0.2 T in both samples. This fact
suggests that the magnetoresistance effect’s nature does
not change due to the cation disordering; therefore, it is
associated with the carrier scattering by the interfaces
of adjacent grains.

Zhang et al. [13] showed, using experimental meth-
ods, that a higher defect density in the intergrain layer
promotes a magnetoresistance effect of an intergrain
nature. However, in the case under consideration, the
reverse effect was observed. The magnetoresistive
properties of sample 2, produced under high pressure,
became less pronounced, which indicated an alternate
cause of the magnetoresistance change. It is difficult to
describe a more than twofold decrease in the magne-
toresistance by taking into account only a change in the
specific magnetization, i.e., according to the theory
in [7]. Therefore, we believe that the decrease in the
magnetoresistance in quenched sample 2 is caused by,
in addition to a change in the magnetization, a change
in the degree of the spin polarization of the charge car-
riers, which is associated with the cationic disorder of
iron and molybdenum ions. As was noted above, the
cationic disorder results in the competition of the ferri-
magnetic and antiferromagnetic interactions in the
sample. Under these conditions, the crystal field
becomes highly inhomogeneous, which weakens the
splitting of two subbands with different spin orienta-
tions [3]. Moreover, the degree of carrier polarization
decreases.

4. CONCLUSIONS

It was found that the crystallographic disorder of the
iron and molybdenum ions in the Sr2FeMoO6 binary
oxide with a perovskite structure results in a decrease in
its specific magnetization and magnetoresistance due to
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Fig. 4. The temperature dependence of the magnetoresis-
tance of samples 1 and 2 (curves 1 and 2, respectively). The
inset shows the field dependence of the magnetoresistance of
the samples under study, measured at a temperature of 78 K.
the formation of additional antiferromagnetic bonds.
The cationic disorder of the ions also causes a decrease
in the degree to which spin polarization of the carriers
occurs. These decreases in the specific magnetization
and the degree of the carrier spin polarization results in
a weakening of the magnetoresistance effect in the
Sr2FeMoO6 compound.
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Abstract—A model for the transformation of SiC polytypes occurring during the growth of an epitaxial
layer is suggested that is based on the variation over time of the concentration of carbon vacancies in a tran-
sition layer. Experimental data are analyzed in terms of this model. It is shown that the parameter η = Gτ/LT
(LT is the thickness of the transition layer, G is the film growth rate, and τ is the lifetime of a vacancy in
the transition layer) is invariant with respect to the method and temperature of the growth of the epitaxial
layer. This parameter is determined only by the concentration of carbon vacancies in the substrate and in
the film. © 2005 Pleiades Publishing, Inc.
1. It is known that, despite having the same chemical
composition, SiC polytypes may differ significantly in
their electrical properties, which makes silicon carbide
an exceedingly promising material for the fabrication
of various types of heterostructures. At the same time,
there still exists no commonly accepted theory that can
explain the known experiments on the heteropolytype
epitaxy of silicon carbide. One of the most important
tasks to be carried out is to find the conditions under
which the polytype of a growing layer changes. The
aim of this study was to construct a simple model that
could describe the process of the heteropolytype epit-
axy of SiC in terms of a concentration of vacancies
changing in the course of time.

It is known that only in two SiC polytypes are the posi-
tions of all the atoms equivalent; moreover, they belong
either to cubic (3C-SiC) or to hexagonal (2H-SiC) lattice
sites (see, e.g., [1]). In all other polytypes, atoms may
occupy the sites of both types and the polytypes them-
selves differ in the number of atoms in the hexagonal
(NH) and cubic (NK) positions. Therefore, it is conve-
nient to characterize the polytypes of silicon carbide
with the parameter “degree of hexagonality” γ [2],
which is defined as the ratio of the number of atoms in
hexagonal positions to the total number of atoms in a
unit cell:

(1)

The degree of hexagonality for a polytype may vary
from unity (2H-SiC) to zero (3C-SiC) (Table 1). It is
noteworthy that the ability to crystallize in different
types of crystal lattice is characteristic not only of SiC
but also of quite a number of other compounds: GaN,
ZnSe, ZnO, diamond, etc. Presently, there is no com-
monly accepted theory that can explain both the exist-
ence of different polytypes of silicon carbide and their
mutual transformations in the course of growth. There-
fore, one has to use a set of empirical technological

γ NH/ NH NK+( ).=
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conditions under which the formation of some SiC
modification is highly probable. For example, it is
known that the introduction of N, P, and H impurities,
as well as making the [Si]/[C] ratio in the growth zone
larger, results in epitaxial films of 3C-SiC or films of
other polytypes with a degree of hexagonality smaller
than that of 6H-SiC being formed on a 6H-SiC sub-
strate. In contrast, the introduction of Sc, Tb, Al, and B
impurities, in conjunction with making the [Si]/[C]
ratio in the growth zone smaller, favors the formation of
epitaxial films of 4H-SiC or of other polytypes with a
degree of hexagonality exceeding that of 6H-SiC on a
6H-SiC substrate. According to [3], the technological
conditions listed above affect the concentration of car-

bon vacancies, , in a growing layer, and these vacan-
cies favor the fixing of atoms at cubic lattice sites. In [3],
it was believed that an introduction of carbon vacan-
cies VC, caused by an excess of silicon, leads to com-
pression of a crystal lattice. In this case, a cubic struc-
ture of the layer is more favorable from the standpoint
of energy than a hexagonal one. The averaged, between

different reports, values of  for different polytypes
(see [4]) and [Si]/[C] ratios [5] are listed in Table 1.

NV
C

NV
C

Table 1.  The degree of hexagonality γ of silicon carbide
polytypes, the [Si]/[C] ratio [5], and the averaged concentra-

tion  of carbon vacancies [4]

Polytypes 3C 6H 15R 4H 2H

γ 0 0.33 0.40 0.50 1

[Si]/[C] 1.046 1.022 1.012 1.001 –

, 1020 cm–2 33.6 16.3 15.1 7.3 –

Note: The 2H polytype is unstable, and no sizable wafers or epi-
taxial layers were obtained for it.

NV
C

NV
C
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Table 2.  Experimental characteristics of the growth process of a 3C-SiC film and the calculated parameter η, time constant τ,
and motion velocity g of a vacancy, and its diffusion length lV

Reference Polytype of
a substrate

Deposition
method T, K G, µm/h LT, µm η τ , h g, µm/h lV, µm

[6] 6H-SiC SEV 2200 20 3.75 1.38 0.26 2.7 0.70

[7] 6H-SiC SEV 2200 20 1.50 1.38 0.10 4.3 0.43

[8] 6H-SiC CVD 1800 1.5 0.17 1.38 0.16 8.3 × 10–2 1.3 × 10–2

[8] 15R-SiC CVD 1800 1.5 0.50 1.25 0.42 5.1 × 10–2 2.1 × 10–2

[9, 10] 6H-SiC MBE 1500 7.5 × 10–3 1.51 × 10–3 1.38 0.28 1.1 × 10–3 0.29 × 10–3

Note: SEV denotes sublimation epitaxy in vacuum; CVD, vapor-phase epitaxy (chemical-vapor deposition); and MBE, molecular-beam epitaxy.
In the course of heteropolytype epitaxy, the techno-
logical conditions for the growth of an epitaxial layer
with a polytype differing from that of the substrate are
created (mainly because of a change in the [Si]/[C]

ratio, or, which has the same effect, in ). Let us con-
sider, for clarity, an epitaxial process in which the
degree of hexagonality of the grown layer is larger than
that of the substrate, which, according to the conditions
discussed above, should be accompanied by a decrease

in .

2. Apparently, the hexagonality will change over a
certain period of time, rather than instantaneously. Let
us assume, for simplicity, that a transition layer of the
same polytype as that of the substrate used for the
growth will be formed during this time. Under such cir-
cumstances, the concentration of carbon vacancies in
this transition layer will be lower than the concentration

in the polytype of the substrate . As soon as 

decreases to a certain level of concentration , the
polytype of the growing layer will change.

Let us assume that  varies with time t in accor-
dance with the equation

(2)

which gives

(3)

NV
C

NV
C

NV
C( )S NV

C

NV
C( )L

NV
C

dNV
C/dt NV

C/τ ,–=

NV
C NV

C( )S t/τ–( ),exp=

Table 3.  Experimental characteristics of the growth process
of a 4H-SiC film on a 6H-SiC substrate [11] and the calcu-
lated parameter η, time constant τ, and motion velocity g of
a vacancy, and its diffusion length lV

T, K Carbon
content, %*

G,
µm/h

LT ,
µm/h η τ , h g,

µm/h
lV ,
µm

1900 5 50 10 1.24 0.25 0.2 0.05

2100 20 400 6 1.24 0.02 4.4 0.09

2500 30 700 5 1.24 0.01 102 1.00

* Mass fraction of carbon.
where τ is the lifetime of the carbon vacancies in the
transition layer. The time tT, in which the transforma-
tion of the growing layer from the initial polytype to
that being grown is completed, is given by

(4)

Let us assume that tT = LT/G, where LT is the thick-
ness of the transition layer (i.e., the thickness of the
buffer epitaxial layer, which, presumably, retains the
polytype of the substrate), and G is the layer growth
rate. Then we obtain

(5)

If the degree of hexagonality of the layer increases in
the course of growth (with respect to that of the sub-
strate), then a plus sign should be written in the right-
hand part of Eq. (2) and the sign of τ in expressions (4)
and (5) should be changed.

The parameters of the problem (τ, LT, and G) are
characteristics of a particular technological process.
However, the parameter

(6)

should be the same for all the technological processes
leading, e.g., to a structural transformation from poly-
type 1 to polytype 2. For example, η ≈ 13.08 for the
transition 6H  15R and η ≈ 0.66 for the transition
3C  4H, which corresponds to the smallest and larg-
est values of the parameter η for the polytypes listed in
Table 1. Here, it is assumed that the carbon vacancies
are not thermodynamically equilibrium vacancies but,
instead, are due to a deviation from stoichiometry, i.e.,
to the ratio [Si]/[C] ≠ 1, which is predetermined by the
conditions of the film deposition. It is also noteworthy
that, in accordance with expression (6), the value of the
parameter η is independent of whether a film of poly-
type 1 is grown on a substrate of polytype 2 or, the
opposite, a film of polytype 2 is obtained on a substrate
of polytype 1.

If the values of LT and G are known for various cases
of heteropolytype epitaxy, we can determine, using the
data of Table 1, the time constant τ (see Tables 2 and 3).
It was noted in [3, 6–10] that the polytype transforma-

tT τ NV
C( )S/ NV

C( )L[ ] .ln=

τ LT /G( ) NV
C( )S/ NV

C( )L[ ]ln{ } 1–
.=

η Gτ /LT NV
C( )S/ NV

C( )L[ ]ln
1–

= =
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tion 6H  3C occurs when there is an excess of Si;
however, no precise data on the [Si]/[C] ratio in the
growth zone were reported, nor was the value of LT
specified in [9, 10]. In our calculation, we assume that
LT is of the same order of magnitude as the lattice constant
of 6H-SiC along the c axis, i.e., equal to 15.1 Å [12].

3. Let us consider the motion velocity of a vacancy.
During its lifetime τ in the transition layer, a vacancy
travels a distance equal to the diffusion length lV =

, where D = D0exp(–Ed/kT) is the diffusion coef-
ficient of the carbon vacancies in SiC, Ed is the activa-
tion energy of the diffusion, D0 is a preexponential fac-
tor, k is the Boltzmann constant, and T is the tempera-
ture. Consequently, the motion velocity of a vacancy is
given by

(7)

Now, we can write the expression of the parameter η in
the form

(8)

If, for simplicity, it is assumed that the diffusion flow is
directed perpendicularly to the surface of the transition
layer (or into the layer), then, according to the defini-
tion of the time constant τ, lV should not exceed LT. As
η > 1 for the cases considered in Tables 2 and 3, the
G/g ratio should also exceed unity.

Unfortunately, we have no data on the diffusion of
the carbon vacancies in silicon carbide at our disposal,
and, therefore, we can only make indirect estimates.
The following data for the diffusion of nitrogen in
6H-SiC were reported in [13]: D0 = (4.6–8.7) ×
104 cm2/s and Ed = 7.6–9.3 eV in the temperature range
2000–2550°C, which gives the maximum value D ≈
1.7 × 10–5 µm2/h for T = 1800 K. For the case of boron
diffusion in 6H-SiC at 1600–2250°C, we have [14]:
D0 = 3.2 cm2/s and Ed = 5.1 eV, which gives D ≈ 6.1 ×
10–3 µm2/h at T = 1800 K. It only remains to assume
that D ~ 10–4 µm2/h for the diffusion coefficient of car-
bon in 6H-SiC at T = 1800 K. For calculations involv-
ing temperatures other than 1800 K, it is necessary to
find D0 and Ed. If Ed is taken to be the arithmetic mean
of the values of 5.1 and 7.6 eV, we have Ed = 6.35 eV.
Taking D = 10–4 µm2/h, we find D0 = 1.89 cm2/s. Both
the vacancy velocities g calculated using formula (7)
and the corresponding diffusion lengths lV are listed in
Tables 2 and 3. Indeed, (G/g) > 1 and (lV/LT) < 1.
(It should be noted that, because of the lack of relevant
experimental data, we used the same values of D0 and
Ed as in the case of the 6H polytype.)

Proceeding from definition (6), and assuming that

the concentrations  and  of the nonequilib-
rium vacancies are strictly governed by the [Si]/[C]
ratio, we come to the conclusion that the parameter η

Dτ

g D/τ .=

η G
g
----

lV

LT

------.=

NV
C( )S NV

C( )L
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should not depend on temperature to any significant
extent. Let us analyze this circumstance by assuming that

(9)

where  is a preexponential factor. Proceeding from sim-
plified models for the growth of epitaxial films [15–19],
we assume that

(10)

Here, Qg is the energy governing the growth process. It
is equal either to the heat Q during the sublimation of
silicon carbide or, if the sticking coefficient is tempera-
ture dependent [16, 19], Qg = Q + Ea, where Ea is the
height of the potential barrier to be overcome by a par-
ticle in order to settle on the substrate surface and  is

a preexponential factor. It is noteworthy that  ∝  T–1/2

in terms of the Hertz–Knudsen theory [16–19]. How-
ever, because the other parameters of the problem
(G and τ) can only be determined with an exponential
accuracy, we assume, in what follows, that the factor 
is temperature-independent.

Let us refine the parameter Ed. Since we are consid-
ering the emergence of a vacancy from the transition
layer, we should take into account that, generally
speaking, the value of Ed depends on the position of a
vacancy with respect to the layer surface. As regards the
process in question, the position of a vacancy within the
layer is of no importance. We are only interested in
whether or not a vacancy is present in the layer. There-
fore, by Ed, we should understand the height of the dif-
fusion barrier on the surface of the transition layer,
which is negotiated when the vacancy leaves the crys-
tal. Then, we can assume that Qg ≈ Ed. Taking the above
into account, this relation looks quite natural. Indeed,
both the sublimation and filling of a surface vacancy by
a carbon atom occur as a result of the transition of an
atom from the vapor phase to the surface of the layer.

The heat required for the sublimation of silicon car-
bide is Q = 5.88 eV according to [20] and 6.34 eV as
reported in [21, 22], which is in good agreement with
the average value obtained above: Ed = 6.35 eV. As was
shown in [19], the height Ea of the activation barrier can
vary from zero to several electronvolts, which presum-
ably depends on the particular experimental installation
employed and on the state of the substrate. If we take
Q = 5.88 and 6.34 eV, we obtain Ea = Ed – Q = 0.47 and
0.01 eV, respectively. This means that the assumption
of the approximate equality Qg ≈ Ed can be considered
as sufficiently justified. Thus, we obtain

(11)

The thickness of the transition layer primarily depends
on the film growth technology and on the chemical
composition of the growth zone ([Si]/[C] ratio) rather
than on the process temperature, as is indicated, e.g., by
the data in Table 2. Indeed, when comparing the results

τ τ Ed/kT( ),exp=

τ

G G Qg/kT–( ).exp=

G

G

G

η Gτ /LT .≈
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obtained from samples grown by sublimation epitaxy
[6, 7] and by molecular-beam epitaxy [9, 10], we can
see that lowering the growth temperature T by a factor
of 1.5 leads to a decrease in the thickness LT of the tran-
sition layer by three orders of magnitude. Comparison
of the data for 3C-SiC films grown on 6H-SiC sub-
strates by the sublimation technique [6, 7] and by
vapor-phase epitaxy [8] also shows that lowering T by
20% leads to a decrease in LT by an order of magnitude.
At the same time, a more than twofold scatter of the val-
ues of LT was observed at a constant growth tempera-
ture (sublimation technique [6, 7]). Thus, the value of
LT can be, at its first approximation, considered temper-
ature-independent. Consequently, the parameter η
weakly depends on temperature.

In conclusion, it should be noted that heteropolytype
epitaxy is a complex phenomenon associated with a
change in the crystal lattice of a substance in the course
of its growth. As was mentioned in Section 1, no com-
monly accepted theory that can explain all the known
details of the given mechanism has been developed as
yet. The scheme for the heteropolytype epitaxy of SiC
presented in this communication is strongly simplified
and disregards numerous factors influencing the film
growth. At the same time, the approach suggested may
serve, in our opinion, as a basis for analyzing the
already available published data and for finding ways to
carry out further experimental research.

The study was supported by the Russian Founda-
tion for Basic Research, project nos. 03-02-16054 and
04-02-16632.
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Abstract—A method for the efficient monitoring of the existence and composition of encapsulated nanophases in
nanostructured thin films grown using sol–gel technology is suggested. The method is used to study the semiconduc-
tor film structures intended for gas-sensitive adsorption sensors. The potential for, and prospects of, studying materi-
als and diagnosing sol–gel processes using this method are considered. © 2005 Pleiades Publishing, Inc.
Methods based on internal friction (IF) measure-
ments have various applications in science and engi-
neering [1]. In this paper, we report the main results
(obtained with the participation of the authors over
twenty years) regarding the development of methods,
based on IF techniques, for determining and monitoring
the parameters of semiconductor materials. The new
results are as follows:

(i) The development of methods for determining the
foreign volumes of the foreign inclusions in III–V, II–VI,
IV–VI, and II–V semiconductors and structures based
on these semiconductors. The possibility of determin-
ing the excess metal components in GaP, GaAs, and
other substrates was considered in [2]. This problem is
especially urgent for the development of microelectron-
ics, due to the need to pass to fast-response integrated
microcircuits and GaAs-based circuits. The methods’
sensitivity to an excess component when analyzing the
temperature dependence of IF is ~0.01 vol %.

(ii) The study of singularities within the homogene-
ity regions of variable-composition phases. To date, the
IF method has significantly complemented the classical
physicochemical analysis. The theory shows that any
compound is homogeneous in a certain domain of the
chemical composition variability. For semiconductors,
these domains are often rather narrow (~10–3 at. %);
however, a variation in the composition of these
demands can cause a variation of several orders of mag-
nitude in charge-carrier concentration [3]. Under such
circumstances, homogeneity regions can contain spe-
cific compositions that are unchanged when their
aggregate state changes (congruent melting, sublima-
tion, and evaporation). Previously, it was thought that
the experimental determination of such compositions
was impossible. However, special methods developed
for the concentration of microinclusions allowed an
electron-probe determination of the compositions Vsmax
corresponding to the condition of congruent melting
1063-7826/05/3903- $26.00 0281
methods. For example, Vsmax = 0.500135 [Te] (in
atomic fractions) in Pb1 – yTey [4]. In this case, the ana-
lytical sensitivity of an X-ray spectral microanalysis
carried out for microprecipitates is higher than that of
an immediate analysis of the surrounding host compo-
sition by a factor of 103–104. This fact made it possible
to measure, for the first time, the dependences Vsmax =
f(x) for the semiconductor alloys (Pb1 – xSnx)1 – yTey [5].
The IF method appeared to be more sensitive when
applied to an analysis of microprecipitates formed
under specific conditions, e.g., for (Pb1 – xSnx)1 – yTey
[6]. The IF method’s advantage is an opportunity to
obtain information about an entire sample without fac-
ing conductivity limitations. Since data on congruent-
melting compositions are currently unavailable for
almost all the compounds that have narrow homogene-
ity regions, the IF method seems a promising way to fill
this gap.

(iii) Studies on the production of semiconductor
materials using low-temperature halogen methods are
actively being carried out in many countries (USA,
Israel, Bulgaria, and others) [7]. The reaction takes
place in a solvent medium, and a necessary condition
for producing a high-quality material is the reaction’s
completeness at the synthesis stage. In [8], it was sug-
gested that the IF method be applied to the technologi-
cal control of this initial operation, which predeter-
mines the entire process.

(iv) In [9], the IF method was successfully used
when analyzing the submicroprecipitates in the doped
polycrystalline layers of tin dioxide used in gas-sensi-
tive semiconductor sensors. A technique that monitored
the impurity segregation in adsorbed sensors by
employing a temperature shift of the IF peak was sug-
gested in [10].

Recently, in materials science, a special emphasis
has been placed on the production and study of nano-
structured materials. In semiconductor nanostructured
© 2005 Pleiades Publishing, Inc.
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materials, a variety of new effects, caused by the critical
sizes of physical phenomena, begin to manifest them-
selves as crystallite sizes decrease. For gas-sensitive
adsorption sensors, the critical size is the comparability
of grain sizes with the Debye screening length. More-
over, the role of the natural microstructure, i.e., the
agglomerate shape, degree of aggregation, and so on,
increases in nanostructured materials.

One promising method for the production of materi-
als is sol–gel technology [11]. This method allows
nanocomposite material synthesis to be attained with
relative ease [12] as well as modification of the surface
of sensitive layers [13]. Put in perspective, the potential
of sol–gel technology is that it enables the development
of a multisensor system, i.e., a system of sensors that
have an unmatched response and are formed on a single
substrate using a unified technological process. The
requirement that there be an unmatched response to an
exposure to a single gas sample and the requirement of
unified implementation are mutually contradictory.
This contradiction can be removed using the nonuni-
form spatiotemporal distribution of the gas sensitivity
of thin-film structures. This nonuniformity is due to the
nonuniformity in the film parameters caused by the film
growth conditions (thickness, doping, and material) or
in the parameters related to the film modification.

The development of this line of technology is
restrained by the absence of reliable techniques for ana-
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Fig. 1. The setup for internal friction measurements:
(1) sample, (2, 3) collets, (4) base, (5) pendulum, (6) ferro-
magnetic ring, (7, 8) coils, (9) switch, (10) oscillator,
(11) amplitude discriminator, (12) electronic counter,
(13) heater, (14) vacuum-tight container, and (15) beaker.
lyzing the compositions of the nanophases that arise in
formed open pores and isolated voids during the struc-
ture growth. 

The aim of this study is to develop a new approach
to the diagnostics of the nanophases that represent a by-
product of sol–gel processes and are located in the inte-
rior microvolumes and nanovolumes of grown samples.

The entire process of film growth using the sol–gel
method can be separated into three main stages: sol
synthesis, film deposition, and film annealing. 

To deposit nanometer films onto a semiconductor
surface, specially prepared sols are used [14, 15]. We
generally used sols based on tetraethoxysilane (TEOS).
Film formation from TEOS-based sols is based on the
hydrolysis reaction and polycondensation of TEOS
hydrolysis products,

(RO)3≡Si–OR + HOH = (RO)3≡Si–OH + ROH,

(RO)3≡Si–OH + RO–Si≡(RO)3

= (RO)3≡Si–O–Si≡(RO)3 + ROH,

(RO)3≡Si–OH + HO–Si≡(RO)3

= (RO)3≡Si–O–Si≡(RO)3 + HOH,

where R is the hydrocarbonic radical –C2H5.
The hydrolysis and polycondensation take place

simultaneously, and their degree of completion depends
on many chemical and technology factors: the TEOS
and water concentrations, solvent type and concentra-
tion, medium acidity (concentration of acid or other
catalyst), synthesis temperature and duration, and
homogenization method.

The basic objects that need to be studied are the
films and modified coatings in an SnO2–SiO2 system,
which are promising for the development of gas-sensi-
tive adsorption sensors, including those that have an
integrated design [16]. The results from an analysis of
the topological features of the grown porous structures
of these layers using optical, electron, and atomic-force
microscopy are given in [17, 18].

However, none of the above-listed methods are effi-
cient enough to analyze the nanophase precipitates
encapsulated inside a material layer. To obtain such
information, we developed techniques based on the IF
method.

The method is based on a measurement of the tem-
perature dependence of the IF using an inverted pendu-
lum technique. A schematic diagram of the setup is
shown in Fig. 1.

Sample 1 (a substrate with a formed layer), the first
sample under study, is attached by one end to base 4
using collet 2. Collet 3, which is attached pendulum 5,
is connected to the other sample end. Ferromagnetic
ring 6 is mounted on top of the pendulum. Electromag-
netic coils 7 and 8 are symmetrically positioned near
ring 6 and can be connected via switch 9 to low-fre-
quency oscillator 10 or amplitude discriminator 11,
whose output is connected to electronic counter 12. In
SEMICONDUCTORS      Vol. 39      No. 3      2005
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the former case, coils 7 and 8 are used as an activator
for the mechanical vibrations of pendulum 5, which are
caused by the interaction of the magnetic field of the
coils with the ferromagnetic ring. In the latter case, they
are used as a sensor of ring 6 displacements. Heater 13
is arranged around sample 1. The basic elements of the
circuit are placed into vacuum-tight container 14,
which is made of fused-quartz glass. Air is evacuated
from quartz container 14 in order to decrease the damp-
ing of the oscillations of pendulum 5.

The internal friction is determined as the inverse
Q  factor of the oscillatory system Q–1 =
(1/πN)ln(A1/AN), where N is the number of oscillations
according to the counter, and A1 and AN are the ampli-
tudes of the first and Nth oscillations.

To carry out the planned experiments, the setup was
modernized so that it could measure the temperature
dependences of the internal friction not only during the
heating but also during the cooling of the sample. To
this end, beaker 15, which was welded to the quartz
container, was filled with liquid nitrogen. In this case,
cooling is due to the difference between the heat radia-
tion fluxes from the liquid nitrogen to the sample and
from the sample to the container with the liquid nitrogen.

In this study, semiconductor films consisting of nano-
composition systems based on tin dioxide were grown by
a chemical method from sol solutions using sol–gel tech-
nology. The sols were ethanol solutions of TEOS, with
additives of bivalent tin chloride (SnCl2 · H2O) acting as
a source of tin dioxide. The SiO2 source was TEOS. In
some experiments, several drops of concentrated
hydrochloric acid were added to make the dispersion
more complete. The film structures were grown by
pouring the solution onto various substrates (silicon,
glass, and glass ceramics) followed by centrifuging.
The transition to gel or xerogel (dry gel) was attained
by a natural evaporation of the solvent followed by an
additional isothermal treatment at 600°C. Annealing of
the film structures at temperatures above 500°C yields
a material containing only the oxide semiconductor
phases of silicon and tin. The technology of sol–gel
systems and the films based on them was considered in
more detail in [17].

The samples in which the solvent removal and crys-
tallization were completed (according to the data of the
differential thermal analysis and X-ray phase analysis),
were analyzed using the IF method. At the same time,
judging from the dynamics of the physicochemical pro-
cesses in sol–gel systems, the gel network may contain
nanophase inclusions consisting of water and organic
solvent during its formation. However, we do not know
of any techniques allowing an analysis of these struc-
tural defects, which can have a significant effect on the
electrical and mechanical properties of the grown coat-
ings. Thus, the suggested technique based on the IF
method is promising for the development of operating
SEMICONDUCTORS      Vol. 39      No. 3      2005
conditions for the growth and analysis of the properties
of the objects under study.

The rectangular-shaped samples with a characteris-
tic area of 12 × 4 mm2 were cut and then placed into the
vacuum chamber (Fig. 1). The samples in the setup
were cooled to a temperatures of about –100°C fol-
lowed by step-by-step heating and IF measurement.
The results for the SiO2–SnO2 composite samples are
shown in Figs. 2 and 3. These two figures show the tem-
perature dependences of the IF for the samples formed
on glass and glass-ceramic substrates, respectively, for
two sequential measurements.

Figures 2 and 3 exhibit a low-temperature IF peak,
which is also observed in the general case. The phase
transition temperature of the inclusions in the film
material is significantly lower than that of water; hence,
the nanophase is a hydroalcoholic solution. The experi-
mental data show that the peak’s position is unchanged
in sequential measurements of the dependences of the IF.
This means that the measurement technique allows
analysis of the encapsulated nanophases. A comparison
of the dependences for the film structures grown on the
various substrates used shows that mechanical energy
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Fig. 2. Temperature dependences of the internal friction in
SnO2–SiO2 nanocomposite films grown on glass substrates
for the first (a) and second (b) sequential measurements.
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losses are observed in a temperature range of 40–100°C
(broadened IF peak) in the samples grown on glass sub-
strates but not in the ones grown on glass-ceramic sub-
strates. We attribute this effect to a relaxation of the
substrate–sample bonds. The absence of such losses
during the glass-ceramics–film interaction can be indic-
ative of both localized bonds (the absence of bond
migration under exposure to temperature) and a short
chain of atoms bonding the substrate to the film.

Thus, we have developed a method that allows effi-
cient monitoring of the existence and composition of
the encapsulated nanophases in nanostructured thin
films grown using sol–gel technology. This method can
serve as the basis for a new approach to the diagnostics
of sol–gel processes that controls the trapping of matrix
hydroalcoholic solutions, and the formation of clathrate
(inclusion) compounds and phase transitions in nano-
precipitates.

This study was supported by the Russian Founda-
tion for Basic Research, project no. 04-03-32509-a.

–50 0

–31°C

Temperature, °C

40

30

20

(b)

f = 17.20–16.34 Hz

50 100 150 200
10

–30°C

40

30

20

(a)

f = 17.19–16.37 Hz

10

Q–1 × 104

Fig. 3. The same as in Fig. 2; however, in this case, glass-
ceramic substrates were used.
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Abstract—The optical properties of cadmium arsenide are studied. Reliable new data on the reflection spectra
are obtained owing to the use of perfect crystals and high-precision spectral equipment. The reflection spectra

of the polymorphic modifications α''-Cd3As2 (space group ) and α'-Cd3As2 (space group ) are
recorded at room and liquid-nitrogen temperatures in polarized light (E ⊥  c, E || c) at incident-light photon ener-
gies of 1–5 eV. For the α' modification, anisotropy is observed in the reflection spectra for the first time. The
obtained results are compared with the known experimental and theoretical data. © 2005 Pleiades Publishing, Inc.
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Compounds of II3–V2 are formed, in conformity
with formal valence rules, as tetrahedral phases. The
specific physical properties of these compounds are
related to the presence of structural vacancies for metal
atoms and the displacement of the atoms toward neigh-
boring vacancies. Cd3As2 is a very interesting com-
pound that has a very narrow band gap Eg and high
mobility [1, 2].

Cadmium arsenide has five polymorphic modifica-
tions with a large number of atoms in their unit cells [3].
The lattice constants are listed in [4–6]. A simple mech-
anism for the structural transformations relating to this
polymorphism is presented in [7]. It is noteworthy that,
quite often, no precise indications of the crystal struc-
ture are given in publications devoted to Cd3As2 optical
properties. This may be one of the reasons for the dis-
crepancies found in the data presented by different
authors.

Group-theory calculations of the band structure of
Cd3As2 crystals (α modification) were made in [8]. In
[9], the Cd3As2 band structure was calculated using the
pseudopotential method, using the lattice of a hypothet-
ical crystal with a fluorite structure instead of a real lat-
tice. In [10], the calculations were performed for the
real symmetry. The potentials for Cd and As were taken
from the data for CdTe and GaAs. The matrix elements
were constructed in the same way as in [8]. In [11], the
band structure in the vicinity of the point Γ was calcu-
lated by the k–p method. It was assumed that Eg =
−0.095 eV. The results of magnetooptical studies of a
Cd–As–Zn system [12] were also interpreted under the
1063-7826/05/3903- $26.00 ©0285
assumption that cadmium arsenide has an inverted band
structure, similar to that of HgTe. An empirical model
of the Cd3As2 band structure with Eg = –0.19 eV was
offered in [13]; however, the arguments in favor of this
model were considered to be unconvincing in [3].

To date, the IR reflection spectra have only been
measured for solid solutions of the Cd–As–Zn system
[14]. In [15], the reflection spectra of polycrystalline
Cd3As2 were recorded at room temperature, and two or
three broad peaks were observed. In [16], the reflection
spectra of single-crystal Cd3As2 were studied at 77 and
293 K, and five to seven spectral structures were
observed in the range 1–5 eV. In [17], the reflection
spectra of Cd3As2 crystals possessing a higher perfec-
tion were recorded in polarized light at 293 K, and the
optical functions n, k, ε1, and ε2 were calculated.
A characteristic feature of the results of [15–17] is a
strong decrease in the reflectivity R in the energy range
hν > 3 eV. Thermoreflection spectra were studied at
293 K in [18, 19]. Several of the peaks out of those
obtained agree well with the reflection data, but the
three longest-wavelength structures are not observed in
the reflection. In [20], reflection spectra in the extreme
UV range were studied, and the optical functions in the
range 0–20 eV at room temperature were calculated.
The reflection spectra and some optical functions of
Cd2.1Zn0.9As2 are presented in [21].

We have previously studied the reflection spectra of
Cd3As2 in the range 1–5 eV in polarized light (E ⊥  c,
E || c) in a setup using a DFS-12 monochromator [22].
An electrical-compensation method was used in the
 2005 Pleiades Publishing, Inc.
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setup. This method consists in the electrical and optical
separation of the signals corresponding to two light
beams, i.e., incident light and that reflected from the
sample; their processing; and finally, a comparison to
obtain the absolute value of the mirror reflectivity.
A light filter was placed before the entrance slit of the
monochromator, and a Glan–Thomson prism was used
to polarize the light. The light beam was divided by a
beam-splitter into two beams of equal intensity and
then directed into two channels. The sample under
study, contained in a cryostat, was placed in the mea-
suring channel. The intensity of the light incident on the
sample was measured in the reference channel.
A quartz plate was used to compensate for the absorp-
tion by the optical medium (cryostat window). The
angle of incidence of the light beam was 6° from the
normal. To prevent the penetration of light fractions of

0.42

1.5

1

Energy hν, eV
2.0 2.5 3.0 3.5 4.0 4.5
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Fig. 1. Reflectivity spectra of α''-Cd3As2 at (1) 293 and
(2) 80 K.
oil into the cryostat, three liquid-nitrogen traps were
used. In addition, the cryostat was cut off from the vac-
uum system before charging the liquid nitrogen in order
to prevent the formation of an oil film. The sample was
fixed on the face of a copper vessel with a special alloy
(Tm = 30–40°C). The surface temperature of the sample
under study was 80 K. All the samples were obtained
from a vapor phase in the form of long plates with the
c-axis lying in the sample plane [23].

Two high-intensity reflection bands and several
weak features are observed in the spectrum of the
α'' cadmium arsenide (Fig. 1). The first band is doublet-
split, with the splitting particularly clearly pronounced
at low temperatures. This doublet is similar to the struc-
ture E1, E1 + ∆1 in InAs, which is attributed to transi-
tions at the L point or in the Λ direction. The doubling
is related to a spin–orbit splitting of the upper valence
band constituted by p levels of As atoms, with the value
of ∆s-o in the Λ direction being equal to two thirds of
∆s-o at the point Γ. The peak positions for the compo-
nents of the doublet are listed in the table for the case
shown in Fig. 1. In the other samples, the peak positions
can be shifted by 0.01 eV to higher or lower energy. In
several of the samples, different relative intensities of
the doublet components are observed (approximately
equal). The second high-intensity band, similar to the
E2 structure in III–V crystals, lies near 4 eV. The reflec-
tivity at the peaks of both bands reaches 40–43%.
Between the high-intensity bands, two weak shoulders
are observed at 80 K (Fig. 1). In the other samples they
are more clearly pronounced, and their positions can be
shifted by 0.1–0.2 eV. In several of the samples, very
weak structures (inflections) are observed at energies of
about 1.6 and 4.3 eV, and a broad band is observed at
1.3–1.4 eV. A temperature rise from 80 to 293 K only
slightly modifies the spectra: weak structures are not
seen and the doublet splitting is less pronounced. The
average temperature coefficient of the peak shift is
The energy positions (in electronvolts) of the spectral peaks of reflectivity and thermoreflectance for Cd3As2 crystals taken
from the data of various authors

Our data (reflectivity) Other publications (reflectivity) Thermoreflectance
Theoretical
calculations

[8]
α'' crystals α' crystals, 80 K [16] [17] [20] [18] [19]

293 K 80 K E || c E ⊥  c 293 K 77 K Single Poly 293 K 293 K 293 K

– 1.4 – – – – 1.43 1.41 – 1.43 1.41 1.2

– 1.6 – 1.60 – – – – – – – –

1.76 1.79 1.75 1.76 1.7 1.74 1.71 1.71 1.70 1.74 – 1.8

1.91 1.98 1.90 1.90 1.88 1.90 1.91 1.89 – 1.95 – –

– 2.5 – – 2.86 2.86 – – – – 2.30 2.8

– 3.1 3.08 3.20 3.33 3.26 – – – 3.24 – –

3.93 3.98 4.01 3.93 3.7 3.7 3.80 3.63 3.60 – 3.70 3.8

– 4.3 – – – – 4.50 – – – 4.60 4.7

– – – – 5.15 – 5.15 – – – 5.16 5.2
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−(1.5–3.0) × 10–4 eV/K. It is necessary to note that no
anisotropy is observed in the reflection spectra of
α''-Cd3As2, even at 80 K.

The principal features in the α'-Cd3As2 reflection
spectra (Fig. 2) are the same as those for the α'' poly-
morphic modification. However, the doublet structure
of E1 is less clearly pronounced, which may be due to
the poorer structural perfection of samples under study.
The splitting of the doublet peaks is the same as for the
α'' modification, but the red shift is observed in both
polarizations (see table). The anisotropy in the reflec-
tion spectra is clearly pronounced. The doublet compo-
nents have different intensities (the short-wavelength
component is more clearly pronounced in the E ⊥  c
polarization), and the position of the E2 peak depends
on the polarization. No structure was found in the range
2.5–2.7 eV, but polarized peaks of a noticeably high
intensity are observed at 3.08 eV (E || c) and 3.20 eV
(E ⊥  c). A well-defined additional peak is observed at
1.60 eV (only at (E ⊥  c).

When comparing the obtained results with earlier
data, it is necessary to note, first of all, a strong decrease
in the reflectivity in the short-wavelength range, which
was reported earlier. In this case, the peak E2 may be
red-shifted by 0.1 eV. In the energy range hν > 3 eV, a
false peak may appear due to the superposition of a
steep decrease of reflectivity onto the actually observed
increase. It is quite possible that the peak at 3.33 eV
[16] is related to the presence of a thin film on the sur-
face, which is formed when there is a deviation from
the optimal technology. We have shown that the lapping
of such samples results in a 10–20% increase of R in the
near-UV range. A film can also appear during the etch-
ing of the sample surface (in several studies, lapped
samples with subsequent etching were used). It seems
unlikely that the observed reduction of R can be
accounted for only by the surface roughness [24],
though it may make some contribution. It is significant
that, as the temperature is lowered from 293 to 77 K
[16], the peak at 3.33 eV is red-shifted while the peak
at 3.7 eV remains at the same place, presumably,
because of the formation of an additional oil film enter-
ing from the vacuum system. Thus, the difference in the
spectral distributions of the Cd3As2 reflectivity
observed by different authors can be attributed to the
degree of perfection of sample surface. The same factor
may be responsible for a large scatter at the position of
the shortest-wavelength band E2 (see table). In general,
the worse the quality of the sample surface, the stronger
the red shift of this structure. This pattern is well illus-
trated by the data from [17], where the E2 peak lies at
3.80 eV for single crystals, and at 3.63 eV for polycrys-
tals. As can be seen from the table, the positions of the
E1 and E1 + ∆1 peaks reported by five of the represented
authors satisfactorily coincide (after taking into
account the natural scatter between the samples and the
possible investigation of different modifications of
Cd3As2). At the same time, the peaks lying between E1
and E2 strongly differ in their position, intensity, and
SEMICONDUCTORS      Vol. 39      No. 3      2005
anisotropy. It is not inconceivable that, in this case, cer-
tain “floating” specific features, which are related to the
degree of long-range ordering in the positions of the
vacancies in cationic sublattices, are being observed [25].

According to our data, the spin splitting is 0.15–
0.19 eV, which is in good agreement with the theoreti-
cal calculations [26]. Based on our high-precision
reflectivity spectra and using the Kramers–Kronig rela-
tions, a complete set of Cd3As2 optical functions can be
obtained [27, 28], including the imaginary part of the
dielectric constant ε2. A comparison of this constant’s
value with the theoretical data can be used to verify cal-
culations of the Cd3As2 band structure in a real structure.
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Abstract—The dependence of the concentration of two-electron tin centers in the intermediate charge state
Sn3+ in PbS on the correlation energy is obtained using the Gibbs distribution. It is shown that this state cannot
be observed by Mössbauer spectroscopy on an 119Sn isotope (due to insufficient sensitivity), but it can manifest
itself in the temperature dependence of the hole density in Pb1 – x – ySnxNayS solid solutions. © 2005 Pleiades
Publishing, Inc.
1. INTRODUCTION

The tin in lead sulfide PbS is an isoelectronic substi-
tution impurity; nevertheless, according to the available
data on transport phenomena [1] and Mössbauer spec-
troscopy on an 119Sn isotope, it behaves similarly to a
donor at low concentrations [2]. Indeed, only bivalent
tin (Sn2+) was observed in the Mössbauer spectra of
n-type Pb1 – xSnxS samples containing superstoichio-
metric Pb and only tetravalent tin (Sn4+) was observed
for p-type Pb1 – x – ySnxAyS samples (here, A is a single-
electron acceptor, e.g., Na or Tl, y ≥ 2x). The Möss-
bauer spectra were interpreted under the assumption
that Sn atoms replace bivalent Pb in a PbS cubic lattice
to form donor states in the band gap. The line of the
bivalent Sn2+ state corresponds to the states [Sn]0,
which are neutral in respect to a cationic sublattice, and
the line of the tetravalent Sn4+ state corresponds to the
doubly ionized [Sn]2+ states of the tin donor center in
PbS. If the relative concentrations of Sn and the accep-
tor impurity in PbS are varied, any controlled ratio
between the intensities of the Sn2+ and Sn4+ lines can be
obtained [1]. The absence of a Sn3+ line (singly ionized
Sn donor center) in the Mössbauer spectra recorded at
the temperature T = 80 K on partially compensated
Pb1 – x – ySnxAyS samples indicates that Sn forms in PbS
double-electron donor centers that have a negative cor-
relation energy; i.e., the energy of the single ionization
of these centers is higher than half the energy of their
double ionization. Finally, the p-type conduction and
the absence of degeneration in the partially compen-
sated Pb1 – x – ySnxAyS samples indicates that the chemi-
cal potential level lies in the lower half of the band gap
of the semiconductor (and, therefore, Sn donor states in
PbS also lie in the lower half of the band gap).

Thus, two bands of localized Sn states are formed in
the band gap of the semiconductor, and the energy
spacing between them equals the correlation energy

(1)U E1 E2,–=
1063-7826/05/3903- $26.00 0289
where E1 is the energy of a level in which an electron is
captured and the Sn3+ center changes to a Sn2+ center,
and E2 is the energy of a level in which an electron is
captured and the Sn4+ center changes to a Sn3+ center. It
was suggested that the density of states were a function of
the energy in the band gap of Pb1 – x – ySnxAyS in [2]. The
goal of this study is to determine the temperature depen-
dences of the chemical potential and carrier density.

2. TEMPERATURE DEPENDENCES 
OF THE CHEMICAL POTENTIAL 

AND CARRIER DENSITY

According to the Gibbs distribution, the concentra-
tion of impurity centers with different numbers of elec-
trons is determined by the relation

(2)

Here, Ns and Ns – 1 are the concentrations of centers that
have s and s – 1 electrons, gs and gs – 1 are the spin
degeneracy factors for the corresponding levels, F is the
chemical potential level, Es is the energy of the level
that captures the sth electron, and k is the Boltzmann
constant.

Thus, for the Pb1 – x – ySnxAyS solid solutions we
obtain

(3)

and

(4)

where , , and  are the concentrations of

the Sn2+, Sn3+, and Sn4+ centers, respectively; and ,
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, and , the degeneracy factors for these cen-

ters. Assuming that 5s electrons are responsible for the
donor properties of Sn, we obtain  = 1,  = 2,

and  = 1.

Since

(5)

where NSn is the total concentration of Sn, we obtain

(6)

Figure 1 shows the dependences of , ,

and  on F for U < 0. In the calculation, the values
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Fig. 1. The relative concentrations of (a) Sn2+, (b) Sn3+, and
(c) Sn4+ vs. the chemical potential in Pb1 – x – ySnxAyS solid
solutions, for U < 0. Inset: the range of low concentrations
for Sn3+.
|U| = 0.06 eV, E1 = 0.04 eV, and E2 = 0.10 eV [3] were
used and the energy was calculated from the top of the
valence band. The maximum concentration of Sn3+

(accurate to kT ) is reached at F = (E1 +

E2)/2 and is given by

(7)

Figure 2 shows the dependence of  on the

correlation energy for the temperature 80 K. It can be
seen that, if the condition |U| > 0.06 eV is satisfied (the
experimental data from [3]),  ! NSn when

there is negative correlation energy. This is the reason
why it is difficult to observe Sn3+ centers in the Möss-
bauer spectra of 119Sn.

The density of the positive charge on Sn centers (in
units of elementary charge) is

(8)

hence, it follows that, for the case of U < 0, the charge
on the Sn3+ centers must be taken into account only for
F ≥ E2. At F = E2

and at F = (E1 + E2)/2 we obtain ρ = NSn.
In the general case, the electroneutrality equation

for Pb1 – x – ySnxAyS solid solutions has the form

(9)

where p is the density of holes, and NA is the density of
the single-electron acceptors. In the range of extrinsic
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conduction, we have p ! NSn and p ! NA; therefore, the
electroneutrality equation can be written in an
expanded form as

(10)

If the designations

are introduced, Eq. (10) is reduced to an equation that
is quadratic in z:

(11)

The solution to this equation is then used to deter-
mine the temperature dependence of the chemical
potential F. We restrict the analysis to a consideration
of the case U < 0 for two ranges in the F(T) dependence
that differ fundamentally in their relative values of

 and .

Range I:  @ , or p ≈  = NA.

This is the case at F – E2 @ kT (i.e., exp(F –
E2)/kT @ 1) when the compensation of Sn by the
acceptor impurity is low (i.e., NSn @ NA), so that the
condition F – (E1 + E2)/2 @ kT (i.e., exp[(2F – E1 –
E2)/kT] @ exp[(F – E2)/kT] @ 1) is further satisfied.

Then, Eq. (11) is reduced to

, (12)

and the temperature dependence of the chemical poten-
tial is given by

(13)

If ρ ! NSn and F > (E1 + E2)/2, we obtain
[dF/dT]ρ = const > 0. Therefore, if F > E2, the chemical-
potential level rises as temperature increases at ρ =
const.

When condition (13) is satisfied, the temperature
dependence of the hole density is given by

(14)
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where NV is the effective density of the states near the
top of the valence band (when calculating this value,
the Kane correction for the nonparabolicity of a PbS
valence band must be taken into account), and EV is the
energy of the valence band top.

Range II:  ! , or ρ = 2  = NA.

This is the case at F < E2 when the compensation of
Sn by the acceptor impurity is strong, with either the
condition 2NSn – NA ! NA (but 2NSn – NA > 0, i.e., 0 <
2NSn – NA ! NA) or the condition exp(U/kT) ! 1 (i.e.,
|U| @ kT) being satisfied, i.e, at low temperatures.

In this case, Eq. (11) is reduced to

(15)

therefore, the temperature dependence of the chemical
potential is given by

(16)

and, since 2NSn – NA ! NA,

which corresponds to [dF/dT]ρ = const < 0, when F <
(E1 + E2)/2.

When condition (16) is satisfied, the temperature
dependence of the hole density is given by

(17)

3. EXPERIMENTAL RESULTS

By comparing Eqs. (14) and (17), we can conclude
that the activation energy determined from the temper-
ature dependence of the hole density in Pb1 – x – ySnxAyS
samples must depend on the relative concentrations of
Sn and the acceptor impurity. As an example, Fig. 3
shows the temperature dependences of the hole density
in Pb0.94Sn0.05Na0.01S and Pb0.985Sn0.005Na0.01S solid
solutions. For Pb0.94Sn0.05Na0.01S, the obtained values of
the activation energy are E01 = (0.080 ± 0.002) eV for
extrinsic conduction (T < 450 K) and E02 = (0.217 ±
0.002) eV for intrinsic conduction (T > 450 K). For
Pb0.985Sn0.005Na0.01S, the activation energy for extrinsic
conduction (T < 500 K) is E01 = (0.099 ± 0.002) eV, and
for intrinsic conduction (T > 500 K) E02 = (0.211 ±
0.002) eV.
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Thus, the difference between the activation energy
for the extrinsic conduction in the Pb0.94Sn0.05Na0.01S
and Pb0.985Sn0.005Na0.01S samples is ~0.02 eV, which
corresponds to U = 0.04 eV. This result agrees with the
data obtained in determining U from the frequency of
the electron exchange between the neutral and ionized
Sn centers in Pb1 – x – ySnxAyS solid solutions, measured
by means of Mössbauer spectroscopy [3].

1018

2 4
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1000/T, K–1
6 8 10 12
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b

Fig. 3. Temperature dependences of the hole density in the
(a) Pb0.94Sn0.05Na0.01S and (b) Pb0.985Sn0.005Na0.01S sam-
ples.
4. CONCLUSION

The dependence of the concentration of the two-
electron tin centers in PbS in the intermediate charge
state Sn3+ on the correlation energy is obtained. It is
shown that this state cannot be observed by Mössbauer
spectroscopy on an 119Sn isotope, due to its insufficient
sensitivity. However, the Sn3+ state is presumably man-
ifested in the temperature dependence of the hole den-
sity in the Pb1 – x – ySnxAyS solid solutions.
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ELECTRONIC AND OPTICAL PROPERTIES
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Abstract—Measurements of electrical conductivity and Rutherford backscattering are used to study the accu-
mulation of defects in GaAs that has been subjected to pulsed (τp = 1.3 × 10–2 s and an off-duty factor of 100)
and continuous irradiation with 32S, 12C, and 4He ions at room temperature at the ion energies E = 100–150 keV,
doses Φ = 1 × 109–6 × 1016 cm–2, and current densities j = 1 × 10–9–3 × 10–6 A cm–2. It is shown that the defect-
accumulation rate during the pulsed implantation is much lower than it is during the continuous implantation.
© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

A continuous mode of irradiation has been used in
the majority of the studies concerned with radiation
damage in semiconductors and other materials sub-
jected to irradiation with heavy and light ions. At the
same time, it was noted, even in early studies [1–3], that
the behavior of the defects produced by pulsed irradia-
tion [3] differs greatly from the behaviour produced by
continuous irradiation. In particular, it was experimen-
tally ascertained that the buildup of a dose in small por-
tions makes it possible (with all other factors being the
same) to appreciably improve the electrical properties
of ion-implanted n-GaAs layers [1]. In addition, the
pulsed irradiation can affect the kinetics of the radia-
tion-defect production, growth, and interaction, and can
also lead to the annealing of these defects during the
interval between the pulses [3]. In this context, the pur-
pose of this study was to gain insight into the buildup of
radiation damage in GaAs that has been subjected to
continuous and pulsed ion implantation.

2. EXPERIMENTAL

We studied GaAs structures of an n–ni type. We used
chloride technology to grow an epitaxial film (n-type
layer) on a semi-insulating substrate with a (100) orien-
tation. The electron concentration in the n-type layer
was approximately 3 × 1017 cm–3, the layer thickness
was 0.13–0.14 µm, and the electrical conductivity was
160–200 Ω–1 cm–1. The wafers were first treated in an
H2SO4 : H2O2 : H2O = 1 : 1 : 100 etchant. Experimental
parallelepiped-shaped samples were then cut from
these wafers, and Au + Ge + Ni contacts were formed
on the end faces of the parallelepipeds with the n-type
layer. Finally, the samples were mounted on a massive
1063-7826/05/3903- $26.00 0293
brass sample holder, and the continuous or pulsed
implantation of the 32S, 12C, and 4He ions was per-
formed at room temperature in vacuum with a residual
pressure of 10–5 Pa. The duration of the pulses was
1.3 × 10–2 s, and the off-duty factor was equal to 100.
The ions were implanted at a right angle into the sur-
face of the samples. The implantation dose was varied
from 1 × 109–6 × 1016 cm–2, and the ion-current density
was varied from 1 × 10–9–3 × 10–6 A cm–2. The energy
of the implanted ions was chosen so that the radiation
defects were produced over the entire thickness of the
epitaxial layer: 100–150 keV for the film with the thick-
ness of 0.13–0.14 µm. In the course of the implantation,
we measured the resistance of the samples at an elec-
tric-field strength of no higher than 10 V cm–1. This
resistance was then recalculated to provide the electri-
cal conductivity, taking into account the sample config-
uration. The sample’s temperature was measured either
by a temperature sensor with a thermoelectric trans-
ducer formed on the implanted surface of the control
sample using photolithography or by a Chromel–
Alumel thermocouple. At the highest absorbed-power
density, 0.6 W cm–2, the samples’ temperature was no
higher than 310 K.

The implantation-induced damage after the irradia-
tion with 32S ions at a dose of 1 × 1015 cm–2 was studied
using a Rutherford backscattering of aligned-beam
1.8-MeV helium ions. The energy spectra were mea-
sured using a silicon surface-barrier detector mounted
at an angle of 165° with respect to the angle of inci-
dence of the helium beam. The energy resolution of the
spectrometric channel was 25 keV, which corresponded
to the depth resolution of 40 nm.
© 2005 Pleiades Publishing, Inc.
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3. RESULTS

In Fig. 1, we show the dependences of the electrical
conductivity σ of the epitaxial films on the implantation
dose Φ. It can be seen that, in the case of pulsed implan-
tation (curves 1–4), the values of σ decrease as Φ
increases in the region of low doses (Φ < 2 × 1011 cm–2).
It is worth noting that the lower the ion mass, the higher
the dose required for reducing the electrical conductiv-
ity of the film to a level of ~10–5 Ω–1 cm–1. This dose is
equal to 1.5 × 1010 cm–2 for 32S (curve 1), 3 × 1010 cm–2

for 12C (curve 2), and 9 × 1010 and 1.5 × 1011 cm–2 for
4He (curves 3, 4) at the ion-current densities of 1 × 10–9

and 5 × 10–9 A cm–2, respectively. Assuming that the
Fermi level is located in the vicinity of the midgap in
GaAs with the conductivity σ ≈ 10–5 Ω–1 cm–1, we can
attribute the decrease in the free-carrier concentration to
the compensation of shallow-level donors by radiation
defects formed along the ion tracks. Assuming, also, that
these local track-related defect-rich regions span the
entire volume of the n-type layer at σ ≈ 10–5 Ω–1 cm–1, we
can use the so-called effective-medium model [4] to
show that the average inner radius of these regions is
equal to 8.1 nm for 32S, 1.86 nm for 12C, and 0.96 and
0.58 nm for 4He (at 1 × 10–9 and 5 × 10–9 A cm–2, respec-
tively). The above-listed data are consistent with an
increase in the size of the damaged regions as the mass
of the implanted ions increases (see [5]). However, the
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Fig. 1. Dependences of the electrical conductivity of the
epitaxial n-GaAs layers on the implantation dose. The
pulsed mode: irradiation with (1) 32S, 150 keV, and 1 ×
10–9 A cm–2; (2) 12C, 125 keV, and 1 × 10–9 A cm–2;
(3) 4He, 100 keV, and 1 × 10–9 A cm–2; (4) 4He, 100 keV, and
5 × 10–9 A cm–2; and (6) 32S, 150 keV, and 3 × 10–6 A cm–2.
The continuous mode: irradiation with (5) 32S, 150 keV, and
3 × 10–6 A cm–2; (7) 12C, 125 keV, and 8 × 10–8 A cm–2; and
(8) 4He, 100 keV, and 8 × 10–8 A cm–2.
reason why an increase in the current density of a spec-
ified ion leads to a decrease in the radius of the defect-
production region (4He, curves 3, 4) is not quite clear at
present.

After the irradiation with a dose that resulted in the
decrease in σ to the level of 10–5 Ω–1 cm–1 and after the
shutoff of the ion gun, we observed a relaxation (an
increase) of the electrical conductivity. The relaxation
curve was exponential and included two portions: the
first portion exhibited a fast relaxation (with a charac-
teristic relaxation time of several seconds) and the sec-
ond portion exhibited a slow relaxation (with a charac-
teristic time of several hundreds of seconds).

In the case of the continuous implantation in the
region of high doses (Φ > 2 × 1013 cm–2 (see Fig. 1,
curves 5, 7, 8)), the electrical conductivity of GaAs
increases with the dose and attains a maximum of 0.04–
0.20 Ω–1 cm–1 at doses of 3 × 1014 cm–2 for 32S (curve 5),
6 × 1015 cm–2 for 12C (curve 7), and 5 × 1016 cm–2 for
4He (curve 8). A similar dependence was observed by
Cato et al. [6], where an increase in σ was related [6] to
the hopping mechanism of the electrical conductivity
via localized states of defects in the vicinity of the
Fermi level. It is noteworthy that the largest value of σ
[6] corresponded to the highest defect concentration
attained for the crystalline materials just before their
amorphization. Indeed, in the region of low doses, the
radiation-defect concentration increases as the implan-
tation dose increases. The smallest value of σ(Φ) corre-
sponds to the complete compensation of the shallow-
level donors by the radiation defects. As the dose is
increased further and the defect concentration becomes
higher than the concentration of localized electrons, the
latter can redistribute between the unoccupied and occu-
pied defects (the electrical conductivity via defects).

In Fig. 1 (curves 5, 6), we show the dependences
σ(Φ) for the continuous and pulsed modes of the implan-
tation of 32S at the ion-current density 3 × 10–6 A cm–2.
It can be seen that, in the case of the pulsed irradiation
(curve 6), the maximum of σ(Φ) corresponds to a dose
of 4 × 1015 cm–2, which exceeds the dose that corre-
sponds to the maximum in the dependence σ(Φ) for the
continuous irradiation (curve 5) by more than an order
of magnitude. Assuming that the increase in the electri-
cal conductivity is caused by an increase in the concen-
tration of the radiation defects, we may generally con-
clude that, when continuous irradiation at a certain dose
Φ* is applied, the concentration of radiation defects,
Ndef(Φ*), exceeds that of the case of pulsed implantation,

Ndef(  = Φ*), in which the same dose is attained

by small portions; i.e., Ndef(Φ*) > Ndef(  = Φ*). In
other words, the concentration of the generated radia-
tion defects ceases to be additive in the case of the
pulsed irradiation of gallium arsenide. At present, it is
difficult to interpret this effect correctly; however, we
believe that a certain fraction of the radiation defects

Φi*i∑
Φi*i∑
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can be annealed out during the interval between the
radiation pulses.

The Rutherford backscattering spectra for the GaAs
samples implanted with the 32S ions at a dose of 1 ×
1015 cm–2 (Fig. 2) clearly indicate that a lower concen-
tration of radiation defects is formed when the pulsed
irradiation is applied and that the amorphization occurs
at higher doses than it does for the continuous irradia-
tion. It can be seen that a peak related to the damaged
structure near the surface is observed in the spectra for
the sample implanted in the continuous mode with the
current density j = 3 × 10–6 A cm–2. This peak is caused
by helium ions scattered by the displaced Ga and As
atoms (curve 3). It is noteworthy that, in this case, the
yield of the backscattering nearly coincides with that
corresponding to an unoriented crystal (the random
spectrum, curve 2). This observation indicates that the
surface region is heavily damaged before the onset of
the amorphization. When the pulsed implantation is
chosen, the damage peak is lower than that in the case
of the backscattering from the nonaligned crystal
(curve 4). It is worth noting that, a “pitting” effect (in
the portion 3') is not observed in the backscattering
spectrum for the continuous irradiation. Using the pre-
vious data [7], we may assume that the structure of the

70

320 330

104

Channel no.

60

50

40

30

20

10

0

52 0
Depth, nm

340 350

C
ou

nt
s,

 3
 ×

 1
02

2

3

4

1

3'

Fig. 2. Energy spectra of backscattered helium particles
with E0 = 1.8 MeV for GaAs [100]: curves (1, 2) represent
the aligned (axial) and random spectra measured before irra-
diation, respectively; curves (3) and (4) represent the aligned
spectra after irradiation with 12S ions (Φ = 1 × 1015 cm–2) in
the (3) continuous and (4) pulsed modes of irradiation.
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irradiated layer does not attain the amorphous state
(although this layer is highly damaged) resulting from
the pulsed ion irradiation with a dose of 1 × 1015 cm–2

at a current density of 3 µA cm–2. In general, this con-
clusion is consistent with the results of measuring the
electrical conductivity σ(Φ) (Fig. 1) in the cases of the
continuous and pulsed implantation (curves 5, 6). The
value of σ at Φ = 1 × 1015 cm–2 (curve 5) is found at the
leveling-off portion of the electrical conductivity for
the pulsed irradiation (curve 6), whereas we have σ ≈
0.01 Ω–1 cm–1 at the ascending portion of the depen-
dence σ(Φ), which indicates that the amorphization
state is not attained.

4. CONCLUSIONS

(i) It is found that, when the pulsed irradiation of
epitaxial n-GaAs layers with 4He, 12C, and 32S ions
occurs, the dependence of the electrical conductivity σ
of the layers on the radiation dose Φ in the region of low
doses (Φ < 2 × 1011 cm–2) at the same ion-current den-
sity j shifts to lower doses as the ion mass increases and
shifts to higher doses as j increases (4He ions, 100 keV).

(ii) In the region of high doses (Φ > 2 × 1013 cm–2)
of continuous irradiation, the radiation-defect concen-
tration Ndef(Φ) is higher than when the same dose is
attained by portions in the case of pulsed implantation,
Ndef(  = Φ); i.e., Ndef(Φ) > Ndef(  = Φ).

(iii) The rate of buildup for radiation defects in
GaAs in the case of pulsed irradiation with ions is lower
than it is for continuous irradiation.
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Abstract—Zinc sulfide powders that have been doped thermally with gallium are studied. The mechanisms of
Ga diffusion in the ZnS powders are considered in relation to the packing density of the powders’ particles.
To this end, some of the ZnS powders under study have been pressed into pellets. It is established that the dop-
ing of ZnS powders with Ga proceeds more efficiently if the powders have been compressed. The electrolumi-
nescence of ZnS doped with Ga is observed. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The high emissivity and wide band gap of zinc sul-
fide (ZnS) make this material promising for the fabrica-
tion of optical devices that emit in a wide range of
wavelengths [1]. The introduction of various impurities
into ZnS makes it possible to obtain luminophors with
specified properties [2]. However, in spite of numerous
studies, the issues concerning effective methods of
introducing these impurities into the ZnS matrix remain
open [3]. The development of new technological meth-
ods of doping ZnS can, to a great extent, be conducive
to a realization of the promising properties of this mate-
rial. The introduction of impurities that act as coactiva-
tors (for example, gallium [4]) into ZnS is of special
interest. This circumstance is all the more important
since, at present, it is still not clear what the origin of
the emitting centers significantly affected by Ga is or
which structure involves Ga.

The purpose of this study was to gain insight into the
diffusion mechanisms that are active during the doping
of ZnS powders with Ga and to study the effect of Ga
on the luminescent properties of ZnS in relation to the
method used to introduce Ga into ZnS. The final objec-
tive of this study was a minimization of the concentra-
tion of extraneous impurities in powderlike ZnS after
the thermal introduction of Ga.

2. EXPERIMENTAL

We studied powderlike ZnS (ETO.035.295 TY) in
which the sizes of the particles were on the order of
15 µm (80% of the composition), and the sizes of the
largest particles of the powder did not exceed 20 µm.
The ZnS powder was pressed into pellets and annealed
in the presence of metallic Ga for 1 h at a temperature
of 800°C with a limited access to air. This limited
access to air was attained using a gas seal made of acti-
vated carbon. After the annealing, the pellets were
1063-7826/05/3903- $26.00 0296
crushed. The obtained powder was then separated into
two portions: the first portion contained the powder in
which the sizes of the particles were no larger than
40 µm, and the second portion contained the powder in
which the sizes of the particles exceeded 40 µm.

The photoluminescence (PL) and electrolumines-
cence (EL) spectra were measured using a KSVU-23
system. The PL was excited by radiation from an LGI-
23 nitrogen laser (λ = 337.1 nm). We used an alternat-
ing-voltage generator that operated at U = 250 V and f =
5 kHz. All the measurements were performed at room
temperature.

The samples used for studying the EL were, in fact,
electroluminescent indicators. They were fabricated
using the conventional technology for powder lumino-
phors: the structure included a transparent In2O3:Sn
electrode deposited onto glass, a second electrode
formed of metallic Al, and a light-emitting layer that
was formed between the electrodes and consisted of a
mixture of a powderlike ZnS:Ga luminophor and an
insulating binder (an epoxy varnish). The thickness of
the light-emitting layer was ~50 µm.

3. RESULTS

Studies of the fractional composition of the powder
with respect to the sizes of the particles showed that the
annealing of ZnS powder pressed into pellets at 800°C
led to an increase in the sizes d of separate particles to
values that exceeded 40 µm, irrespective of the pres-
ence of the Ga doping impurity. The volume fraction of
the powder with d ≥ 40 µm amounted to ~40% after
annealing.

Since the PL studies showed that pressing did not
affect the luminescent properties of the as-prepared
(unannealed) ZnS powder, Fig. 1 shows the PL spec-
trum of only the pressed ZnS powder (curve 1). As can
be seen from Fig. 1, the PL spectrum of this powder is
© 2005 Pleiades Publishing, Inc.
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represented by a complex broad band with an emission
peak at 500 nm and a half-width of 84 nm. The separa-
tion of the ZnS powder pressed and annealed at 800°C
into two fractions (in which the size of the particles was
larger and smaller than 40 µm) also showed that there
were no differences (exceeding the measurement error)
between the PL spectra of these two fractions. The
annealing of the ZnS powder at 800°C (Fig. 1, curve 2)
led to a decrease in the band half-width to 67 nm and to
a shift of the PL peak to a longer wavelength (λmax =
515 nm) than the PL spectrum of the initial (unan-
nealed) ZnS powder.

Interpretation of the luminescence band with its
peak in the vicinity of 515 nm is ambiguous. For exam-
ple, in [2, 5], this band was related to the O and Cu
impurities in ZnS, while it was related to the emission
of self-activated ZnS and also to the formation of
anionic vacancies in [6, 7]. It is worth noting that the
annealing-induced change in the spectral shape of the
PL band occurs owing to a redistribution of the PL lines
that form the band under consideration (Fig. 1). Bach-
erikov et al. [4] related this change in the spectral char-
acteristics of ZnS powders to an increase in the concen-
tration of sulfur vacancies (VS) at the surface and also
to the surface being relieved of radicals; as a result, the
intensity of the band with λmax = 520 µm increases and
the nonradiative losses at the surface are reduced.

The presence of metallic Ga in the course of anneal-
ing does not lead to any changes in the PL spectrum for
the powder in which the sizes d the particles are smaller
than 40 µm (Fig. 1, curve 3). The PL spectra of the
annealed samples are nearly identical. It has previously
been shown [4] that, if there are no extraneous atoms
that can affect the diffusion rate and the rate of replace-
ment of Zn by Ga in ZnS, the introduction of Ga atoms
into the ZnS bulk is almost absent.

The behavior of the ZnS-powder fraction in which
the sizes of the particles are larger than 40 µm is radi-
cally different. For the powder particles agglomerated
into clusters in which the sizes exceed 40 µm, the pres-
ence of metallic Ga in the course of annealing leads to
significant changes in the PL spectrum (Fig. 2, curve 3).
This spectrum consists of a complex band in the blue-
green spectral region whose peak is located at λmax =
505 nm. In addition, the shape of the short-wavelength
wing of the PL spectrum indicates that there is at least
one other single band in the region of ~470 nm. It was
previously shown in [1, 8–10] that the band with λmax =
470 nm could be attributed to the presence of Ga in ZnS.

In addition, efficient electroluminescence is a char-
acteristic of ZnS powder, annealed in the presence of
metallic Ga, in which the sizes of the particles are
≥40 µm. The EL spectrum of this powder (Fig. 2, curve 3)
consists of a band with a peak at λmax = 500 nm and a
half-width of 75 nm.
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4. DISCUSSION

Analysis of the obtained results showed that the
fractions of the ZnS powder doped thermally with Ga
in which d ≥ 40 µm and d < 40 µm exhibited consider-
ably different luminescent properties. For example, the
PL spectrum of the ZnS powder with d ≥ 40 µm
included a band peaked at λmax = 470 µm, caused by the
presence of Ga in ZnS; the peak of this spectrum shifted
by 10 nm to shorter wavelengths with respect to the PL
spectrum of the powder with d < 40 µm. In addition,
electroluminescence emission was not observed for the
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Fig. 1. Photoluminescence spectra of (1) the initial (unan-
nealed) ZnS powder, (2) the annealed ZnS powder, and
(3) the ZnS powder annealed in the presence of Ga (the
powder in which the sizes of the particles were no larger
than 40 µm). The curves are normalized to the maximum.
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Fig. 2. Luminescence spectra of the ZnS powder annealed
in the presence of Ga for the powders in which the sizes of
the particles were (1) no larger and (2, 3) larger than 40 µm.
Curves 1 and 2 represent the photoluminescence spectrum
and curve 3 represents the electroluminescence spectrum.
The curves are normalized to the maximum.
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ZnS powder that was doped thermally with Ga and had
d < 40 µm, whereas the fraction of this powder that had
d ≥ 40 µm exhibited electroluminescence with an inten-
sity sufficient for reliable detection (Fig. 2, curve 3). We
were unable to find any data in previous publications on
the EL of zinc sulfide where Ga acted as a coactivator.
In this case, Ga probably acts as a coactivator for the
uncontrolled impurities (Cu, Mn, Al) or intrinsic ZnS
defects that are responsible for self-activated emission.

Thus, the above reasoning makes it possible to con-
clude that the agglomeration of separate particles of the
ZnS powder in the course of the annealing of this pow-
der at 800°C in the presence of Ga gives rise to condi-
tions under which Ga atoms penetrate into the ZnS
bulk, where some of these atoms then occupy the Zn
sites (GaZn).

As was mentioned above, the pressing of the ZnS
powder into pellets and their subsequent annealing at a
temperature of 800°C leads to the agglomeration of
~40% of the ZnS volume into particles with d ≥ 40 µm.
The fact that some of the powder’s particles agglomer-
ate into larger clusters at a temperature that is several
times lower than the melting point is well known and
has been described in a number of publications [11, 12].
In the case under consideration, agglomeration occurs
at a temperature that is lower than the ZnS melting
point (Tm = 1850°C) [13] by a factor of 2.3.

The main driving force for the process of agglomer-
ation (agglomeration in the solid phase is also referred
to as densification) consists in a decrease in the free
energy of the system, mainly of the system’s surface
energy. The surface tension (capillary forces) gives rise
to stresses in a solid. These stresses depend on the sur-
face curvature according to the Laplace equation; i.e.,

(1)

where σ is the stress in the contact neck, γ is the surface
tension, ρ is the curvature radius in the vicinity of the
neck, and x is the neck radius. Equation (1) can be used

σ γ 1/ρ– 1/x+( ),=

ρ

d

x

Fig. 3. A model of two agglomerating spheres (the possible
diffusion directions are indicated).
to describe the process of agglomeration in a two-
sphere model (Fig. 3). The material shifts to the neck
region via the volume, grain-boundary, and surface dif-
fusion that corresponds to either the Herring–Nabarro
or Coble creep. This mechanism becomes the most
important in the agglomeration of the powder’s parti-
cles in the absence of an external pressure [12]. The ini-
tial stage of agglomeration, which is due to the volume
diffusion, can be described by the equation

(2)

where d is the radius of the sphere, Dv is the volume-
diffusion coefficient, Ω is the atomic volume, T is tem-
perature, and t is time. Equation (2) makes it possible to
draw an important conclusion: the agglomeration rate
increases as temperature increases and the particle size
decreases. In the first approximation, we may assume
that, in the case of zinc sulfide, the particles with a
diameter smaller than 20 µm are actively agglomerated
in the solid phase at T ≥ 850°C if the effect of pressing
is disregarded.

In addition, the annealing gives rise to a thermal
deformation of the surface of the powder’s particles,
which leads to surface destruction and is accompanied
by the generation of an excess concentration of vacan-
cies and interstitial atoms and to appearance of their
clusters; as a result, a thin surface layer becomes pref-
erentially thermally disordered [14].

All the aforementioned phenomena stimulate the
agglomeration of separate particles, although these
phenomena do not lead to the agglomeration of the
entire mass of the material into a combined “porous”
conglomerate. In our opinion, this behavior is caused
by the fact that the crystallographic axes of the contact-
ing faces of the crystallites in the powder are misori-
ented with respect to each other. Therefore, a good
match between the lattices of the crystallites is not
attained. Consequently, the agglomeration of crystal-
lites over the entire volume of the powder subjected to
annealing proceeds differently, and most of the pow-
der’s crystallites are not agglomerated. It is worth not-
ing that this circumstance leads to a defect-rich
agglomeration boundary.

Thus, taking into account both the data [4] that are
indicative of the physical adsorption of Ga at the sur-
face of powder’s particles, but without any subsequent
active penetration of Ga into the particle’s volume dur-
ing ZnS annealing in the presence of Ga, and the pro-
cesses accompanying the agglomeration of the parti-
cles, we can suggest the main factors that allow the Ga
atoms to penetrate easily into the ZnS bulk when the
powder is pressed into pellets.

The first factor is related to the fact that Ga atoms,
after being trapped at the surface, are found within
newly formed (larger) 40-µm particles in the course of
the agglomeration of the powder’s particles. This
behavior is caused by the surface diffusion of the main
material into the neck region; as a result, Ga is found to

x2/a2 40γΩDv /RT( )t, x5/d( ) Kt,= =
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be under the corresponding layer (see Fig. 3). The sec-
ond factor is related to the fact that the diffusion coeffi-
cient of the impurity increases as the size of the crystal-
lites increases, as was shown in [15]. The third factor is
related to the fact that the diffusion over the grain
boundaries occurs at a higher rate than that in the crys-
tals' bulk since the proper crystal structure is disrupted
in the regions that include structural defects in the
vicinity of the grain boundaries (dislocations and stack-
ing faults).

Thus, the results reported in this paper indicate that
annealing at temperatures corresponding to the
agglomeration of ZnS particles in the solid phase, after
ZnS has been pressed into pellets in the presence of Ga,
is conducive to the active penetration of Ga into the ZnS
bulk. We would like to emphasize that, in the case under
consideration, we used a minimal number of materials
in the course of introducing Ga into the ZnS matrix; as
a result, we minimized the amount of extraneous impu-
rities (such as S, Ga, and Zn; uncontrolled impurities;
and impurities coming from the residual atmosphere)
that accompanied the technological process of doping.
In other thermal methods for doping ZnS with Ga,
either Ga salts or Ga in combination with materials that
increase the diffusion rate of Ga from the surface into
the ZnS matrix were used; i.e., these materials acted as
catalysts [1, 4, 8–10].
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Abstract—The IR spectra of all three Si isotopes in the form of bulk single crystals (28Si with an enrichment
of more than 99.9%, and 29Si and 30Si with an enrichment of more than 90%) have been studied at T = 300, 17,
and 5 K in the spectral range 550–1200 cm–1. The IR active local vibrational modes (LVM) of Si–12C centered
at 605 cm–1 and Si–16O–Si quasi-molecules in the region of 1136 cm–1 for all the Si isotopes, in comparison
with Si possessing a natural isotopic composition, as well as their isotopic shift at 300 and 17 K, have been
determined. The dependence of the shape of the antisymmetric stretching vibration band for 28Si–16O–28Si in
the spectrum of 28Si on spectral resolution has been studied. The possibility of generalizing the IR spectroscopy
method for the determination of carbon and oxygen impurities in Si possessing a natural isotopic composition
to monoisotopic Si have been discussed. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Carbon and oxygen impurities are invariably present
in silicon single crystals manufactured both by the Czo-
chralski (Cz) (the manufacturing process itself is the
main source of the impurities) and float-zone (FZ)
methods as well as by deposition from a vapor phase.
Oxygen atoms are located at interstitial sites of the sil-
icon crystal lattice at a concentration lower than that
correspending to solubility (2 × 1018 cm–3 at the melting
temperature) and dissolved carbon atoms (solubility at
the melting temperature is 3.5 × 1017 cm–3) are located
at the lattice sites. Despite the fact that neither impurity
is electrically active, the structure of an impurity in a
lattice, as well as its concentration, are of importance
both to provide controllable growth of silicon crystals
and to apply Si in the manufacturing of semiconductor
structures. It is known, for example, that heat treatment
of Cz-Si leads to the formation of oxygen-containing
thermal donors, i.e., electrically active centers affecting
the main electrical parameters of the material [1] and
playing the role, in the initial stage of formation, of sec-
ond-phase inclusions (precipitates) [2]. The precipi-
tates themselves are the source of a large number of
structural defects (e.g., dislocations). These defects can
also be the “intrinsic getters” of undesirable impurities
in the process of manufacturing semiconductor devices.

*This article was submitted by the authors in English.
1063-7826/05/3903- $26.00 0300
It is also known [3] that carbon noticeably affects the
precipitation processes of oxygen and its gettering
functions. In addition, if impurities of oxygen and car-
bon are present at a level of 3 × 1015 cm–3, even in high-
purity silicon crystals, they lead to a certain distortion
in the crystal site that can be significant during preci-
sion measurements of its parameters [4].

Located at interstitial sites, the oxygen atoms form
a Si–O–Si quasi-molecule that provides the environ-
ment in which, at room temperature, an IR active local
vibrational mode (LVM) with the maximum of the most
intensive antisymmetric stretching band ν3 at 1106 cm–1

originates. The most intensive LVM absorption band of
Si–C at 605 cm–1, for the same temperature, is charac-
teristic of carbon that has been substitutionally incorpo-
rated into the silicon lattice. Both these bands overlap,
to different extents, with bands of the intrinsic phonon
absorption of Si. The special features of these and other
less intensive absorption bands of oxygen and carbon at
various temperatures and impurity concentrations have
been discussed in detail in the literature for many years
(e.g., the reviews [5, 6]). On the basis of these data,
standard measurement procedures have been developed
for an IR spectroscopic determination of oxygen and
carbon impurities [7, 8].

The above-mentioned statements refer to silicon
samples possessing a natural isotopic composition con-
© 2005 Pleiades Publishing, Inc.
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Table 1.  The concentration (cm–3) of oxygen and carbon impurities in reference silicon samples with a natural isotopic com-
position according to an IR interlaboratory determination

Number of samples
(thickness, mm)

Oxygen Carbon

IChHPS (17 K) PTB* (5.2 K) Passport data IChHPS (17 K) PTB* (5.2 K) Passport data

1 (2.21) ≤3 × 1014 ≤ 3 × 1014 (3.0 ± 0.1) × 1014 ≤3 × 1015 (1.8 ± 0.9) × 1015 ≤3 × 1015

2 (4.02) (4.4 ± 0.3) × 1015 (4.3 ± 0.2) × 1015 – ≤3 × 1015 (2.0 ± 0.3) × 1015 –

3 (2.96) (2 ± 01) × 1015 (1.9 ± 0.2) × 1015 (1.8 ± 0.1) × 1015 ≤3 × 1015 (3.0 ± 0.2) × 1015 3 × 1015

4 (1.95) (3.1 ± 0.1) × 1015 – 3.1 × 1015 (1.5 ± 0.2) × 1016 – (1.0 ± 0.1) × 1016

5 (0.37) (7.0 ± 0.1) × 1017 – (6.9 ± 0.1) × 1017 < 1 × 1016 (300 K) – –

* PTB denotes Physicalish-Technische Bundesanstalt.
taining 28Si (92.21%), 29Si (4.70%), and 30Si (3.09%). It
might be expected that, in employing samples of isoto-
pically pure Si, any noticeable changes in the spectral
parameters of the absorption bands of oxygen and car-
bon will be observed due to changes in the lattice
parameters and phonon spectrum. Indeed, in [9], such
an interpretation was evidently demonstrated for the
oxygen band at 862 cm–1 in isotopically enriched ger-
manium (98% enrichment). Similar studies for
monoisotopic samples of Si are evidently of scientific
and applied interest, primarily from the point of view of
quantitatively determining these important impurities.
However, to date, it has been impossible to carry out
such studies due to a lack of bulk samples of 28Si, 29Si,
and 30Si with a sufficient degree of purity, crystalline
perfection, and high enrichment. Experiments, includ-
ing the investigation of IR spectra, with different silicon
isotopes can now be realized due to the development of
a technique [10, 11] for the production of high-purity
monoisotopic 28Si as well as 29Si and 30Si [12].

The goal of the present study is to investigate the IR
absorption spectra of carbon and oxygen impurities in
single crystal samples of 28Si, 29Si, and 30Si that have a
record-high isotopic enrichment (see below) at room
temperature and at T = 17 and 5 K. One of the aims of
this study was to discover if it is possible to apply the
above-mentioned standard techniques [7, 8], developed
for materials with natural isotopic composition, to a
quantitative determination of the carbon and oxygen
impurities in monoisotopic Si. It should be noted that,
while this study was in progress, a paper by Kato et al.
[13] was published in which a high-resolution IR
absorption study, together with theoretical calculations
of the LVM’s of oxygen in isotopically enriched 28Si
(99.86%), 29Si (97.10%), and 30Si (98.74%), was
reported.

2. EXPERIMENTAL

Bulk single-crystal samples of monoisotopic 28Si,
29Si, and 30Si were investigated. The starting polycrys-
tals were obtained, by the technique described in [10],
at the Institute of Chemistry of High-Purity Substances
SEMICONDUCTORS      Vol. 39      No. 3      2005
(IChHPS) (Nizhni Novgorod) from silicon tetrafluoride
enriched at the Science-Technical Centre Elechtro-
chemical Plant (CENTROTEKH, St. Petersburg). The
single crystals were grown at the Institute of Crystal
Growth (Berlin) either by a combination of the Cz
method and crucibleless FZ method (28Si) or only by
the Cz method (29Si and 30Si). According to data from
laser-ionization mass spectrometry, the enrichment of
the studied 28Si samples was, on average, equal to
99.91%. The enrichment was 99.86% for 29Si and
99.74% for 30Si. The samples were of n-(29Si, 30Si) and
p-(28Si) type conductivity and contained (according to
the IR-spectroscopy data) electrically active impurities
(B, P) at a level of ~1014–1015 cm–3.

Commercial samples of Si possessing a natural iso-
topic composition and an impurity content and struc-
tural perfection close to the samples of monoisotopic Si
(Table 1) were used as reference samples.

The samples investigated were in the form of plane-
parallel discs with a diameter of 8–12 mm and thick-
ness of 0.37–2.2 mm. During the preparation of the
samples for the IR measurements, they were ground
and mechanically polished with diamond powder that
had a 1 µm dispersion.

The absorption spectra were recorded using IFS-113v
(IChHPS) and IFS-66 (PTB) IR spectrometers with
spectral resolutions of 1 cm–1 (T = 300 K); 0.5 cm–1

(5 K); and 0.5, 0.3, and 0.1 cm–1 (T = 17 K) in the spec-
tral range 500–1400 cm–1 and Happ Genzel apodization
function.

The samples were cooled down to a temperature of
16 K using an RGD 210 (IChHPS) refrigerator-cryostat
and down to 5 K using an Optistat CF helium flow-
through cryostat (PTB).

3. RESULTS AND DISCUSSION

3.1. IR Absorption Spectra of  C and O in Si Possessing 
a Natural Isotopic Composition (natSi)

Due to the fact that the measurement of the spectra
was carried out in two different groups and on various
equipment, with the goal being to determine the repro-
ducibility of the results, an interlaboratory experiment
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was carried out to investigate the impurity spectra of
carbon and oxygen in five samples of single crystal sili-
con with a natural isotopic composition. In four samples
containing oxygen and three samples containing carbon,
the content of the impurities was determined indepen-
dently (Table 1). The necessity of these measurements
was also due to the fact that the known calibration coef-
ficients, used in standard analytical techniques for the
determination of C and O impurities in silicon [7, 8],
refer to room-temperature conditions. At the same time
a sufficiently low level of the mentioned impurities in
the monoisotopic samples necessitated measurement at
low (below 20 K) temperatures. The published data on
the calibration coefficients in these conditions are
rather contradictory, at least with respect to the oxygen
impurity [5, 14].

Table 2.  The spectral positions (νmax, cm–1) of the phonon
modes in the IR spectrum of the silicon with a natural isoto-
pic composition (natSi) and monoisotopic Si at T = 300 K

Phonons
νmax

(natSi) 
[4]

νmax
(natSi)

νmax
(28Si)

νmax
(29Si)

νmax
(30Si)

LO + TA 566 566.4 569.1 559 548.1

TO + TA 610 610.8 612 601.6 591.5

LO + LA 739 739.1 741 728.3 715.6

TO + LA 819 819 817.8 804.3 791

TO + LO 886 ~888 ~890 873.5 859

TO + TO 960 ~959 ~962 944 930

2TO + TA 1118 1119 1122.4 (*) (*)

2TO + LO 1299 1299.5 ~1302 1278.3 1253.5

3TO 1448 1448.8 ~1450 1425.1 1398.6

Note: (*) Not determined because of the high concentration of
oxygen in the sample. The error in the determination of the
phonon peak does not exceed 0.3 cm–1.
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Fig. 1. The absorption spectra of natSi at 607 cm–1 (T = 17 K):
(1) sample 1, (2) sample 4, and (3) absorption band of the
Si–12C complex in sample 4. The numeration of the sam-
ples corresponds to Table 1.
3.1.1. The IR spectrum of carbon. The band of
optical absorption at 605 cm–1 (300 K) and 607 cm–1

(16 K) is due to the LVM of the natSi–Cs group in com-
bination with the participation of the atoms of the Si
possessing a natural isotopic composition, which have
the full width at half maximum (FWHM) ~6 cm–1 at
300 K and ~3 cm–1 below 80 K [6, 8]. Thus, in order to
measure this width, a spectral resolution of 0.5 cm–1 is
sufficient. However, real problems can occur due to the
fact that the Si–C band is situated against the back-
ground of the strongest intrinsic absorption of Si, which
is a combined absorption band of transverse optical
(TO) and acoustic (TA) phonons at 610 cm–1 (Table 2).

Figure 1 gives the absorption spectrum of the carbon
impurities in sample 4 (Table 1), which were obtained
after a subtraction of the spectrum of a sample with an
ultimately low content of carbon. The carbon content
NC (cm–3) is found from the known relation

(1)

where αC is the experimentally determinable absorp-
tion coefficient and KC is the calibration coefficient.
According to the calculations given in [8], the values
for the calibration coefficients in the case of carbon are
equal to 8.2 × 1016 and 3.7 × 1016 at/cm2 at T = 300 K
and at T < 80 K, respectively.

The results of the determination of the carbon impu-
rities in the investigated samples of polyisotopic Si are
given in Table 1. The correlation between the data,
including the passport data (“certified values”), of both
laboratories is also given in Table 1.

3.1.2. The IR spectra of oxygen. As has already
been pointed out, the most intensive band, correspond-
ing to the oxygen impurity in the Si with a natural iso-
topic composition, is close to 1107 cm–1 at room tem-
perature and has an FWHM of about 32 cm–1. These
values refer to an asymmetrical stretching vibration of
the natSi–16O–natSi quasi-molecule and overlaps with the
intrinsic absorption band of a silicon lattice consisting
of a combination of a transverse optical phonon and a
transverse acoustic phonon with a center at 1118 cm–1

and an FWHM of about 50 cm–1 at room temperature
(Table 2). The content of oxygen in natSi is determined
by a relation similar to (1) but including the calibration
coefficient KO for oxygen, which amounts 3.14 ×
1017 at/cm2 according to [7] (in [14], a similar value of
3.07 × 1017 at/cm2 is given). The oxygen band shows a
complex temperature behavior. At low temperatures,
near 5 K, a broad room-temperature band at 1107 cm–1

is removed by a relatively narrow band at 1136 cm–1

and two smaller band components at 1134 and
1132 cm–1 (Fig. 2). These three band components cor-
respond to the isotopic LVM of the Si–O groups
28Si−16O–28Si, 28Si–16O–29Si, and 28Si–16O–30Si.

For measurements at low temperatures, the influ-
ence of the lattice (phonon) absorption in this region is
not significant, since, as can be seen from Fig. 2, a nar-
row band of the asymmetric stretching vibrations of the

NC αCKC,=
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quasi-molecule Si–O–Si is located in the range of the
maximum of the much less intensive combination
2TO + TA band (the absorption coefficient is equal to
~0.345 cm–1 T = 7 K [15]).

In general, the calibration coefficient KO of the band
centered at 1136.4 cm–1 in a temperature range of 17 K <
T < 50 K depends on the temperature, spectral resolu-
tion, and selected apodization function. However, as
was shown in [16, 17], at T < 17 K, the value of KO
depends on only the resolution and apodization func-
tion, not the temperature [4]. Thus, at 8 K and at a res-
olution of 0.3 cm–1, it is equal to 1.05 × 1016 at/cm2 [4].
While determining the oxygen impurity in the natural
and monoisotopic (see below) Si we used the value of
KO = 1.23 × 1016 at/cm2, which was estimated for a
series of silicon samples with various oxygen contents
and registered with a spectral resolution of 0.5 cm–1 at
T = 17 K (IChHPS) and T = 5 K (PTB). The coefficient
KO = 1.23 × 1016 at/cm2 was derived by means of mea-
surements of the same material at low and room tem-
perature as well as the use of the generally accepted
value of KO = 3.14 × 1016 at/cm2 for the calculation of
the oxygen content from the room temperature spec-
trum. The used sample thickness was 3 cm for the
393 K and 0.3 cm for the 5 K measurement.

3.2. The IR Absorption Spectra of C and O in Samples 
of Monoisotopic Silicon

3.2.1. Phonon spectra of the samples 28Si, 29Si,
and 30Si. It follows from the previous section that, in
order to provide an adequate description of the absorp-
tion bands of the carbon and oxygen impurities in the
silicon possessing a natural composition, data on lattice
vibrations are required, i.e. on the spectral position and
intensity of the different phonon modes observed in the
absorption range of the stated impurities. The transition
to isotopically enriched samples, alongside the aver-
aged lattice mass, changes the phonon spectrum of the
matrix. The positions of the Si–16O–Si and Si–12C
quasi-molecule bands corresponding to the silicon
atoms of the given isotopes should also change.

Figure 3 gives the experimental phonon spectra for
monoisotopic 28Si, 29Si, and 30Si, and for natSi at room
temperature in the range from 600 to 1200 cm–1. It can
be seen that the absorption bands of the 28Si lattice are
shifted to higher frequencies with respect to the phonon
spectrum of natSi, and the corresponding bands of isoto-
pic 30Si and 29Si are shifted in the opposite frequency
direction according to the well-known relation between
the frequency of a phonon ω(k) and the atomic mass m
[18, 19]:

(2)

Table 2 gives the maxima of the phonon absorption
for Si with different isotopic contents in the stated spec-
tral range at room temperature. The dependence of the

ω k( ) m 1/2– .∝
SEMICONDUCTORS      Vol. 39      No. 3      2005
phonon frequency ω(k) (with an LO + LA phonon as an
example) on the average isotopic atomic mass of Si for
the samples with different isotopic compositions is
given in Fig. 4.

3.2.2. The IR spectra of carbon in monoisotopic
silicon. As was stated above, the absorption band of the
Si–C groups in the spectrum of natSi is situated against
the background of the strongest phonon absorption
of Si. As can be seen from Fig. 5, the same situation is
also observed in case of enriched Si. In this figure, the
composite band near 610 cm–1 shifts with respect to the
same band in natSi in accordance with (2). Due to the
fact that samples with a different isotopic composition
and a carbon content lower than the detection limit of
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the IR spectroscopic method were not available (~5 ×
1014 cm–3) [8], it was, strictly speaking, impossible to
isolate the absorption band of carbon from the compos-
ite bands shown in Fig. 5. Assuming that the band shape
of the TO + TA phonon band does not change signifi-
cantly due to the isotope exchange (though this
assumption needs additional experimental testing), the
phonon band of the sample possessing a natural isoto-
pic composition with a carbon content of less than 3 ×
1015 cm–3 in Fig. 1 can used for the baseline subtraction.
The obtained absorption bands of the quasi-molecules
28Si–C, 29Si–C, and 30Si–C are shown in Fig. 6 and their
spectral parameters at 17 K are listed in Table 3. For the
determination of the carbon in the investigated
monoisotopic samples, we used the above-given values
taken from [8] for the calibration coefficients at room
temperature and below 80 K for the band centered at
607 cm–1. The data obtained are listed in Table 4.

3.2.3. The IR spectrum of oxygen in monoiso-
topic silicon. Table 6 lists the spectral positions and
FWHMs of the absorption bands of the quasi-mole-
cules 28Si–16O–28Si, 29Si–16O–29Si, and 30Si–16O–30Si at
room temperature for the corresponding samples of
monoisotopic silicon. A small low-frequency shift at
the practically unchanged half-width is observed.

The oxygen spectra for the samples of monoisotopic
silicon at low temperatures, i.e., below 20 K, are of the
greatest interest since, as can be seen from Fig. 2, for
the natSi, an isotopic splitting of the band centered at
1136 cm–1 takes place.

Determination of the principal spectral parameters
(position and FWHM) of the Si–16O–Si band at low
temperatures in the spectra of the monoisotopic silicon
calls for their registration at the spectral resolution
&0.3 cm–1 [5]. Figure 7 demonstrates the 28Si–16O–28Si
band at 1136.4 cm–1 for the sample Si28-4-Pr10 taken
from Table 4 and recorded with four different values of
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Fig. 4. The LO + LA phonon frequencies as a function of
the average nuclear mass in samples of various isotopic Si
composition, including natSi (T = 300 K).
spectral resolution. The obtained values of the FWHM
of this band are given in Table 6. It can be seen that a
change in the resolution from 0.5 cm–1 to 0.1 cm–1

results in a slight decrease of the FWHM, while a fur-
ther increase of the resolution leads to the FWHM
becoming constant and equal to (0.59 ± 0.01) cm–1.
These results provide evidence for the registration of
the true shape of this band. Moreover, this value agrees
with the FWHM of the same band in the spectrum of
the natSi [5, 16, 17].
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Table 3.  The spectral position νmax (cm–1) and full width at half-maximum (FWHM) ∆ν1/2 (cm–1) of the absorption bands of
the Si–12C quasi-molecule in the IR spectra of the silicon with a natural isotopic composition (natSi) and monoisotopic Si

T, K
natSi–12C 28Si–12C 29Si–12C 30Si–12C

νmax ∆ν1/2 νmax ∆ν1/2 νmax ∆ν1/2 νmax ∆ν1/2

300 605* 5.3 ± 0.1 605 ** 603.1 ** 600.2 **

17 607.4* 2.57 ± 0.03 607.7 2.44 ± 0.04 605.6 2.67 ± 0.06 603.8 2.89 ± 0.11

* 605.0 cm–1, ∆ν1/2 = 6 cm–1 at T = 300 K [5] and 607.5 cm–1, ∆ν1/2 = 3 cm–1 at T < 80 K [5].
** Not determined because of the large error in the separation of the bands.

Table 4.  The concentration (cm–3) of oxygen and carbon impurities in monoisotopic silicon according to an IR interlabora-
tory determination

Designation of sample accord-
ing to SIC (thickness, mm)*

Oxygen Carbon

IChHPS, T = 300 K PTB, T = 5 K IChHPS, T = 300 K PTB, T = 5 K

Si28-4-Pr10 (1.66) (3.2 ± 0.5) × 1016 (4 ± 0.4) × 1016 (2.8 ± 1.4) × 1016 (1.4 ± 0.1) × 1016

Si28-3-Pr10 (2.18) ≤8 × 1015 (3.3 ± 0.1) × 1014 ≤5 × 1015 (1.6 ± 1.0) × 1015

Si28-6.1-Pr10-part4 (2.18) (2.3 ± 0.4) × 1017 (2.0 ± 0.2) × 1017 (3.7 ± 0.2) × 1016 (3.3 ± 0.4) × 1016

Si29-2-Pr8-part2 (2.33) (3.1 ± 0.8) × 1017 ** (5 ± 1) × 1016 **

Si30-2-Pr8-part2 (1.78) (5.6 ± 0.6) × 1017 ** (4 ± 1.5) × 1016 (4.6 ± 0.1) × 1016

* Sample Identification Code (SIC): isotope–number of charge–number of product (10 denotes an FZ single crystal and 8, a Cz single
crystal)–number of the studied part of the crystal according to the cutting scheme. For samples in the first and second rows of Table 4,
the number of the studied part of the crystal is not determined.

** Not determined because of the high concentration of oxygen and carbon in the sample (full absorption).
Unfortunately, the registration of the true band
shapes of the 29Si–16O–29Si and 30Si–16O–30Si quasi-
molecules in the spectra of 29Si and 30Si was impossible
due to the high concentration of oxygen in the sample.
Even at the sample’s minimal thickness (0.9 mm), a
total absorption of the corresponding bands was
observed. Therefore, Table 6 summarizes only the spec-
tral positions of the absorption bands of the quasi-mol-
ecules Si–16O–Si. It should be noted that, as was
expected, the position of the 28Si–16O–28Si band for 28Si
coincides with the position of the same band in the
spectrum of natural silicon; however, it does not have
the low-frequency components corresponding to the
vibrations of 28Si–16O–29Si and 28Si–16O–30Si. The early
theoretically obtained [20, 21] and later experimentally
determined [13] spectral position of the 29Si–16O–29Si
band agrees satisfactorily with the experimental value
for 29Si obtained in this study (Table 6). The spectral
position of the 30Si–16O–30Si band was previously
determined in [22] from the spectrum of natSi that con-
tained ~3 × 1017 cm–3 of oxygen, as well as in isotopi-
cally enriched 30Si [13]. It can be seen from Table 6 that
this value are very close to the experimental one
obtained here for 30Si and is 3.6 cm–1 higher than the
predicted value [20]. The isotopic shift of the oxygen
bands of 28Si and of 29Si amounts to 3.8 cm–1, which is
the same as the shift of the oxygen bands of 29Si and
30Si. The isotopic shift theoretically predicted in [20, 21]
was slightly greater than the experimentally found
SEMICONDUCTORS      Vol. 39      No. 3      2005
value and equal to 5.3 cm–1, which can probably be
explained by the fact that the theoretical model does not
consider the influence of the nearest and extended sili-
con atoms. It should be noted that the vibrational fre-
quencies of the Si–O–Si molecule (for all isotopic spe-
cies) recently predicted according to the improved mul-
tiatom model in [13] are very close to the experimental
values.

Figure 8 presents the spectra of the quasi-molecules
Si–16O–Si at 1130 cm–1 (T = 17 K) for the samples
Si30-2-Pr8-part2, Si28-6.1-Pr10-part4, Si29-2-Pr8-part2,
and natural silicon sample 5 from Table 1 (with the

Table 5.  The dependence of the position νmax, full width at
the half maximum (FWHM) ∆ν1/2, and the intensity of the
absorption band of the 28Si–16O–28Si quasi-molecule in the
IR spectrum of the monoisotopic silicon 28Si (sample Si28-
4-Pr10) on the spectral resolution at T = 17 K (Happ–Genzel
apodization function)

Resolution, cm–1 νmax, cm–1 ∆ν1/2, cm–1 Intensity, r.u.

0.5 1136.3 0.81 ± 0.02* 0.32

0.3 " 0.68 ± 0.01* 0.38

0.2 " 0.63 ± 0.01* 0.39

0.1 " 0.59 ± 0.01* 0.40

* The FWHM was determined by an approximation of the band
shape with the Lorenz function.
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Table 6.  The position (νmax, cm–1) and full width at half maximum (FWHM) ∆ν1/2 (cm–1) of the absorption bands of the Si–
16O–Si quasi-molecules in the IR spectra of the silicon with a natural isotopic composition (natSi) and monoisotopic silicon at
two temperatures

T, K
28Si–16O–28Si 29Si–16O–29Si 30Si–16O–30Si

νmax ∆ν1/2 νmax ∆ν1/2 νmax ∆ν1/2

300 1107 32 ± 1 1103.1 36 ± 1 1099.3 33 ± 0.5

17 1136.31) 0.60 ± 0.01 1132.52) (*) 1128.93) (*)

Notes: 1. νmax = 1136.4 cm–1 [5].
2. νmax = 1131.0 cm–1 according to theoretical data [20], and νmax = 1132.5 cm–1 according to experimental data [13].
3. νmax = 1125.3 cm–1 according to theoretical data [20], νmax = 1129.2 cm–1 [22] and νmax = 1129.1 cm–1 according to experi-

mental data [13].
* Not determined because of the high concentration of oxygen in the sample.
thickness taken into account). This figure clearly dem-
onstrates the isotopic shift of the antisymmetric stretch-
ing vibration band of the quasi-molecule Si–16O–Si as
a result of the change from the silicon with a natural
isotopic composition to the monoisotopic samples.

In fact, there is no difference between the quantita-
tive determination of the oxygen content in 28Si and in
natural silicon.

As regards the 29Si and 30Si isotopes, due to the
absence, for known reasons, of calibration coefficients
for the 29Si–16O–29Si and 30Si–16O–30Si bands, and
assuming that their band shape does not differ strongly
from the shape of the 28Si–16O–28Si band in natural sil-
icon, we also used the calibration coefficient of the
28Si–16O–28Si band in natural silicon equal to 1.23 ×
1016 cm–2 for the determination of the oxygen in 29Si
and 30Si (for the resolution 0.5 cm–1 at T = 17 K and
5.2 K). The results for the oxygen concentration in all
the studied samples are given in Table 4.
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Fig. 7. The dependences of the full width at half maximum
(FWHM) of the absorbtion band of the 28Si–16O–28Si
quasi-molecule in monoisotopic 28Si (sample Si28-4-Pr10
from Table 4) on the spectral resolution (T = 17 K):
(1) 0.1 cm–1, (2) 0.2 cm–1, (3) 0.3 cm–1, and (4) 0.5 cm–1.
As can be seen from the above-presented results,
generalization of IR spectroscopy methods for the
determination of the carbon and oxygen in monoiso-
topic silicon, and elaborated for natural silicon, can, at
the moment, only be done by taking into account cer-
tain limitations and assumptions. The possible errors
that can occur in this determination are apparently min-
imal for 28Si but may be considerable for 29Si and 30Si.
For the development of a completely satisfactory IR
method for the determination of the carbon and oxygen
impurities in monoisotopic silicon, a study of the IR
spectra of high-purity samples (in relation to carbon
and oxygen, a content of about 1014 cm–3) of monoiso-
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Fig. 8. The spectra of the Si–16O–Si quasi-molecule at
1130 cm–1 (T = 17 K), with the thickness taken into
account, in the monoisotopic samples Si30-2-Pr8-part2,
Si28-6.1-Pr10-part4, and Si29-2-Pr8-part2 (Table 4), and,
in natSi, sample 5 (Table 1): (1) 28Si–16O–28Si (1136.4 cm–1),
(2) 28Si–16O–29Si (1134.5 cm–1), (3) 28Si–16O–30Si
(1132.2 cm–1), (4) 29Si–16O–29Si (1132.5 cm–1), and
(5) 30Si–16O–30Si (1129.2 cm–1). The last spectrum is
reduced twice along the ordinate axis.
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topic silicon are first required. These samples could
then be used as reference samples. For each isotope, a
series of samples with a known content of C and O that
is estimated by an independent method for the determi-
nation of the calibration coefficient in relationship (1) is
also strongly needed.

4. CONCLUSIONS

(1) The IR spectra of all three silicon isotopes in the
form of bulk single crystals (28Si with an enrichment of
more than 99.9%, and 29Si and 30Si with an enrichment
of more than 90%) were studied at T = 300, 17, and 5 K
in the spectral range 550–1200 cm–1, which refers to the
absorption of the Si–16O–Si and Si–12C group. The
spectral position of the phonon maximum at 300 K was
determined.

(2) The spectral features of the Si–12C band centered
at 605 cm–1 for all the silicon isotopes in comparison to
those of the silicon possessing a natural isotopic com-
position were determined. Moreover, the band’s isoto-
pic shift at 300 and 17 K was identified.

(3) The spectral position of the Si–16O–Si band in
the vicinity of 1136 cm–1 for all the silicon isotopes in
comparison to that of the silicon possessing a natural
isotopic composition was determined in addition to its
isotopic shift at 300 and 17 K. The dependence of the
shape of the asymmetric stretching vibration band for
the quasi-molecule 28Si–16O–28Si in the spectrum of
28Si on the spectral resolution was studied. Its full width
at half-maximum height, 0.6 cm–1, agrees with the
value for the natural silicon.

(4) The possibility of generalizing the IR spectros-
copy method for the determination of the carbon and
oxygen impurities in silicon possessing a natural isoto-
pic composition to monoisotopic silicon was discussed.
The content of the C and O impurities in the 28Si, 29Si
and 30Si single crystals was estimated. It was shown
that the content of carbon and oxygen in the studied
samples of 28Si and the content of carbon in 29Si and
30Si is ~1016 cm–3 on average. The content of oxygen
in 30Si is an order of magnitude greater.
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Abstract—The effect of tellurium diffusion from an n-GaSb:Te substrate on the transport and photoelectric
properties of GaInAsSb solid solutions grown from lead-containing melt is investigated. The strongest influ-
ence observed for tellurium diffusion from the substrate is in 1- to 2-µm-thick epitaxial layers of solid solutions
with low hole density and hole mobility. Under the illumination of these samples, a large photovoltage is
observed in the spectral range of band-gap absorption. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

As was shown in [1, 2], the growth of undoped
Ga1 – xInxAsySb1 – y (0 < x < 0.22, 0 < y < 0.18) epitaxial
layers (of up to 5 µm in thickness) on n-GaSb:Te sub-
strates is accompanied by the diffusion of the tellurium
from this substrate. Two kinds of Te activity can occur:
One possibility is that shallow donor levels are formed.
The other is that, in addition to the intrinsic acceptor
levels in a GaInAsSb solid solution, which have the
activation energies EA1 = 0.035 eV and EA2 = 0.07 eV
and are related to natural defects, a new acceptor level,
with the activation energy EA3 = 0.1 eV, is formed. This
level is related to the formation of the structural defect
VGaTe. It was also found that the Te impurity, diffusing
from the substrate, strongly reduces the mobility of the
holes in the solid solution; raises the transverse (H ⊥  j,
where j is the vector of the current density in the sam-

ple) magnetoresistance  (in this case, the magne-

toresistance factor Br =  > 1); and gives

rise to the longitudinal (H || j) magnetoresistance

, negative photoconductivity, and long-term

relaxation of photoconductivity. These effects can be
attributed to the existence of nonuniformly distributed
charged centers in the material, which are associated
with Te diffusion and lead to the formation of clusters.
Therefore, this Te diffusion process changes the prop-
erties of GaInAsSb solid solutions.
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2. RESULTS

The study of the properties of Ga1 – xInxAsySb1 – y
solid solutions grown without the use of lead has shown
[1, 2] that the hole density passes a minimum at the In
content x = 0.15 (Fig. 1, curve 1). This minimum can be
attributed to an increase in the degree of compensation
related to the decreasing concentration of a VGaGaSb
defect complex with the activation energies EA1 and
EA2. The effect of the Te diffusion from the substrate is
most pronounced in solid solutions with x = 0.15.

Under illumination, such samples demonstrate, along
with photoconductivity, a strong photovoltage. In order
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p, cm–3

x, %
10 15 20 25 30
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Fig. 1. The density of holes vs. the In content x in
Ga1 − xInxAsySb1 – y solid solutions (1) without a neutral Pb
solvent and (2) in presence of Pb.
 2005 Pleiades Publishing, Inc.
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to raise the sensitivity, spectral studies were performed
with a modulated illumination of the samples. The result-
ing ac signal was detected and amplified in the lock-in
mode. The photovoltage in the p-Ga1 – xInxAsySb1 – y
(x = 0.15) solid solution was studied in two types of
samples grown on n-GaSb:Te substrates: one type had
an additional p-GaSb insulating sublayer and the other
was without it. Figure 2 shows photovoltage spectra
recorded at T = 80 and 300 K. The long-wavelength
threshold of the curves corresponds to the intrinsic
absorption edge. The band gap of the material is Eg =
0.606 eV at T = 80 K. The appearance of a low photo-
voltage at T = 80 K in the sample with the insulating
sublayer (p77 = 6 × 1015 cm–3 and µ77 = 1950 cm2/(V s)
(Fig. 2, curve 2)) is related to a nonuniform distribution
of compensating impurities and structural defects in the
solid solution with x = 0.15. The growth of the solid
solutions without the insulating sublayer leads to the
formation of the structural defect VGaTe, due to the dif-
fusion of Te from the substrate into the layer. These
defects are nonuniformly distributed charged centers
that form into clusters, which give rise to significant
potential barriers in the bulk of the semiconductor. In
the sample without the additional insulating sublayer
(p77 = 3.3 × 1016 cm–3 and µ77 = 377 cm2/(V s) (Fig. 2,
curve 1)), in which Te diffusion was possible, the pho-
tovoltage was higher by more than an order of magni-
tude. This effect can be related to the considerable
energy barriers in the material, which separate excess
carriers by their field. It is necessary to note that the
photovoltage decreases by an order of magnitude as the
temperature increases (Fig. 2, curves 1 and 3) due to the
decreasing volume and height of the potential barriers
and to an enhancement of the thermal ionization of the
centers.
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Furthermore, we discuss the results from studying
the effect of the Te diffusion from the n-GaSb:Te sub-
strate on the transport and photoelectric properties of
the epitaxial layers of GaInAsSb solid solutions grown
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Photovoltage, arb. units

hν, eV
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103

102

10
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Fig. 2. Photovoltage spectra for Ga1 – xInxAsySb1 – y solid
solutions (x = 0.15) grown without lead and (1, 3) with no
insulating sublayer and (2) with an insulating sublayer.
(1, 2) T = 80 K; (3) T = 300 K.
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Fig. 3. Temperature dependences of the carrier mobility in Ga1 – xInxAsySb1 – y solid solutions grown in the presence of lead:
(a) x = 0.18 and (b) x = 0.215. The curve numbers correspond to the sample numbers in the table.
from lead-containing melts, and compare the data with
the properties of the solid solutions grown on the
n-GaSb:Te substrate without the use of lead.

Lead plays an important role in obtaining
Ga1 − xInxAsySb1 – y solid solutions with x > 0.22,
because it makes it possible to produce solid solutions
with the high In content x = 0.22–0.27 in a solid phase
[3]. The band gap of these solid solutions is Eg = 0.49–
0.52 eV (T = 300 K); therefore, they can be used in the
fabrication of optoelectronic devices for the wave-
length range λ = 2.3–2.7 µm.

As we have already shown in [3], Ga1 – xInxAsySb1 – y

solid solutions grown from lead-containing melts on
n-GaSb:Te substrates with an additional p-GaSb insu-
lating sublayer (the sublayer was produced from a lead-
containing melt, and its parameters were p = 6 ×
1014 cm–3 at T = 77 k, ρ * 400 Ω cm) demonstrate a
minimum in their hole density at the In content x = 0.22
(Fig. 1, curve 2). Taking into account the similarity of
dependences 1 and 2 in Fig. 1, we can expect that the
properties of Ga1 – xInxAsySb1 – y solid solutions grown
from lead-containing melts will be more strongly
affected by the Te diffusing from the substrate in the
range of compositions x ≈ 0.22.

Now we discuss the effect of the Te diffusion from
the substrate on the properties of Ga1 – xInxAsySb1 – y

solid solutions with x = 0.18 and 0.215 grown with the
use of lead. Two series of samples were studied: epitax-
ial layers of solid solutions grown on the above-mentioned
additional insulating sublayer (sample nos. 1 and 4 (see
table)), and layers grown directly on the n-GaSb:Te
substrate (sample nos. 2, 3, and 5). Under study were
conductivity σ, the Hall factor R, mobility µ, transverse

magnetoresistance , and photovoltage at tem-

peratures in the range T = 77–300 K. The results are
listed in the table and shown in Figs. 3 and 4.

As can be seen from the table, a high hole mobility,
µ77 = 2400 cm2/(V s), governed by the scattering on
impurity ions and lattice vibrations, is observed in the
solid solution with x = 0.18 (sample 1). The temperature
dependence of the Hall factor is revealed in the material
levels with the activation energies EA1 = 0.023 eV and
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EA2 = 0.07 eV. The magnetoresistance  in sample

no. 1 is not large: Br =  = 1, longitudinal

magnetoresistance is absent, and photovoltage is virtu-
ally absent.

Quite different behavior is observed for the same
solid solution with x = 0.18 when it is grown without
the additional sublayer, leading to the Te diffusion from
the substrate into the solid solution. If the sample thick-
ness is 5 µm (sample no. 2), Te does not penetrate
across the entire layer thickness. In this case, p-type
conduction is retained, but the mobility is lower than in
sample no. 1, both at 77 and 300 K (Fig. 3a, cf. curves 2

and 1). The transverse magnetoresistance 

increases, with Br =  reaching a value

of 5 and photovoltage appearing. All these effects indi-
cate the presence of large inhomogeneities, which arise
due to the penetration of Te from the substrate into the
epitaxial layer. The strongest modification of the prop-
erties of the Ga1 – xInxAsySb1 – y solid solution (with x =
0.18 and no additional sublayer) is observed for a layer
that is ~2 µm in thickness (sample no. 3). In this case,
Te penetrates across the entire thickness, forming into
large clusters. Due to the strong compensation, there is
a change from p- to n-type conduction at T > 200 K.
A very high photovoltage, reaching 307 arb. units, is
observed at T = 77 K (see table). This value is much
higher than in similar samples grown with the addi-
tional sublayer.

Now we consider Ga1 – xInxAsySb1 – y solid solutions
with x = 0.215 (the layer thickness ~1.7 µm) grown
from lead-containing melts either on the additional
insulating sublayer (sample no. 4), or directly on the
n-GaSb:Te substrate (sample no. 5). Sample no. 4
(Fig. 3b, curve 4) demonstrates p-type conduction, but
the mobility is much lower than in sample no. 1, which
was grown on the additional sublayer (Fig. 3a, curve 1).
This is related to the fact that maximum compensation
occurs at x ≈ 0.22, which results in the strong inhomo-
geneity of the material (Fig. 1, curve 2). The activation
energies EA1 = 0.03 eV and EA2 = 0.07 eV can be deter-
mined from the temperature dependence of the Hall
factor. The photovoltage in sample no. 4 was 26 arb.
units at T = 77 K and 8 arb. units at T = 300 K.

In the GaInAsSb solid solutions with x = 0.215 grown
directly on the n-GaSb:Te substrate (sample no. 5),
n-type conduction is observed at 77 K < T < 300 K. The
mobility at T = 77 K is µ77 = 450 cm2/(V s), and, at tem-
peratures above 150 K, the Hall mobility sharply
increases due to a transition to intrinsic conduction
(Fig. 3b, curve 5). The photovoltage at T < 150 K is
360 arb. units (Fig. 4, curve 5). As the temperature
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increases, the photovoltage slowly decreases; it then
falls sharply until, at T = 300 K, it reaches 11 arb. units.
This temperature dependence is accounted for by the
presence of potential barriers in the sample, which
become lower as the temperature increases, and by an
enhanced thermal ionization of the centers.

It is important to note that such a high photovoltage
was observed only in the samples grown without the
additional sublayer (Fig. 4, curve 5). In the samples
grown with the additional sublayer, the photovoltage
was an order of magnitude lower (Fig. 4, curve 4).

3. CONCLUSION

The effect of tellurium diffusion from an n-GaSb:Te
substrate on the transport and photoelectric properties
of Ga1 – xInxAsySb1 – y solid solutions grown without
lead (x = 0.15), and from lead-containing melts (x =
0.18 and 0.215) was investigated.

The main results are as follows.
(1) The strongest effect of the Te diffusion from the

substrate is observed in Ga1 – xInxAsySb1 – y solid solu-
tions with the In content x = 0.15, produced without lead,
and those with x = 0.215 obtained in the presence of lead,
which have a low hole density and hole mobility.
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Fig. 4. Temperature dependences of the photovoltage for
Ga1 – xInxAsySb1 – y solid solutions (x = 0.215) (4) with the
insulating sublayer and (5) without it. The curve numbers
correspond to the sample numbers in the table.
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(2) Tellurium diffusion from the n-GaSb:Te sub-
strate into Ga1 – xInxAsySb1 – y solid solutions grown
without the additional sublayer results in the generation
of a high photovoltage under illumination in the spec-
tral range of the intrinsic absorption. The highest pho-
tovoltage was observed at T = 77 K in thin samples with
x = 0.15, grown without lead, and those with x = 0.215,
fabricated in the presence of lead.

The observed effect of the appearance of photovolt-
age is in need of further detailed investigation, due to its
possible relevance to the fabrication of high-sensitivity
photocells.
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Abstract—The depolarization in a metal–p-ferroelectric–n-semiconductor structure is calculated based on an
analysis of the experimental parameters of a ferroelectric hysteresis loop in a metal–ferroelectric–metal struc-
ture. For a semiconductor, the Poisson equation is solved using a standard method, while, for a ferroelectric, a
numerical integration is applied. Two variants of semiconductor parameters are considered: (i) a thick n-type
region (there is a region of electrical neutrality beyond a space-charge region), and (ii) a thin n-type region
(an electric field penetrates all the way through this region). It is shown that depolarization significantly reduces
ferroelectric polarization, and this reduction is stronger in the case of a semiconductor with lower doping. If the
electric field penetrates all the way through the n-type region, depolarization decreases as the n-type region
becomes thinner. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

At present, memory elements based on field-effect
transistors (FETs) with a ferroelectric gate insulator are
being intensively developed (see, e.g., [1–5]). One of
the major difficulties encountered when developing
FETs is depolarization, i.e., decreasing polarization P
in the ferroelectric due to the formation of an opposite
charge in a thin semiconductor layer and a voltage drop
across this layer. Therefore, analysis of the depolariza-
tion in a metal–ferroelectric–semiconductor (MFS)
structure and the search for ways to reduce it are cur-
rently topical areas of research. Several studies have
been devoted to this problem [6–9]. In our own earlier
study [10], the hysteresis in a metal–p-ferroelectic–
p-semiconductor was simulated.

In this study, a theoretical analysis of the depolariza-
tion and hysteresis in a metal–p-ferroelectic–n-semi-
conductor is performed. One example of this kind of
structure is the PbZrxTi1 – xO3/SnO2:Sb structure used in
FETs [11–13]. The advantages of these structures are
the presence of a p–n junction, which limits reverse cur-
rent, and a higher carrier mobility than in perovskite
semiconductors.

2. FORMULATION OF THE PROBLEM

A gold layer, forming the Schottky barrier, is depos-
ited onto the ferroelectric, and the contact of the semi-
conductor to the gold layer is ohmic. In a PbZrTiO3
(PZT) ferroelectric, a passive (blocking) layer, whose
thickness dp is much less than the thickness of PZT
[14, 15], can be formed under the gold layer.

Let the voltage drop in the passive layer be negligi-
ble; then, the relation

(1)V Vbi+ Ψs V f+=
1063-7826/05/3903- $26.00 ©0313
is valid. Here, V is the external bias, Vbi is the potential-
contact difference between the contact to the ferroelec-
tric and the contact to the semiconductor, Ψs is the
potential of the semiconductor surface, and Vf is the
voltage drop across the ferroelectric.

The inhomogeneity of the ferroelectric was taken
into account using the parameters of an experimental
hysteresis loop. The inhomogeneity of the semiconduc-
tor was considered using the average values of the
donor concentration Nd and dielectric constant εs. We
have assumed that only shallow acceptors are present in
the ferroelectric and only donors in the semiconductor,
and that defects are located at the interface between the
ferroelectric and semiconductor (surface states).

On the interface, the relation

(2)

is valid. Here, Qsc is the charge in the space-charge
region of the semiconductor, Qss is the charge of the
surface states, ε0 = 8.85 × 10–12 F/m is the permittivity
of free space, Ef is the electric field in the ferroelectric,
and P(Ef) is the polarization in the ferroelectric at Ef.

We now consider the general case for research using
an unsaturated hysteresis loop (Fig. 1). For this situa-
tion, we have approximated the P(Ef) dependence with
the following expressions [16]:

For an ascending branch,

(3)

For a descending branch,

(4)

Qsc Qss+( )– ε0Ef P Ef( )+=

P Ef( ) Ps

Ef Ec–
2d

----------------- 
 tanh Pr 1 a–( ).+=

P Ef( ) Ps–
Ef– Ec–
2d

--------------------- 
  Pr 1 a–( ),–tanh=
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where Ps is the saturated polarization, Pr is the rema-
nent polarization, Ec is the coercive field, and the coef-
ficient a ≤ 1. At a = 1, Eqs. (3) and (4) change into equa-
tions for a saturated hysteresis loop [17]. In the calcula-
tion of the ascending branch, we use, along with
Eq. (3), Eqs. (1)–(3) from [18].

The solution to the Poisson equation for a semicon-
ductor is well known (see, e.g., [19]). For a ferroelec-
tric, the Poisson equation is integrated numerically.

In the calculation, we used the following parameters
of the ferroelectric: Ps = 35 µC/cm2, Pr = 25 µC/cm2,
Ec = 2 × 105 V/cm, the acceptor concentration Na =
1018 cm–3, and the thickness of the ferroelectric wf =
1000 Å. For the semiconductor, we set εs = 10, and the
concentration of donors Nd is varied in the limits 1017–
1020 cm–3.

To estimate the effect of the surface states on the
shape of the hysteresis loop, we assume that the density
of the surface states is constant across the entire width
of the band gap. The characteristic time for a thermal
emission of electrons from the surface states strongly
(exponentially) depends on the ionization energy (see,
e.g., [19]). Therefore, we assume that the charge of the
surface states has enough time to follow the variation of
the external bias for states with the ionization energy E
below some critical value Ecr and fails to do so for states
with energy above Ecr . We set Ecr = 0.7–0.8 eV.

3. CALCULATION RESULTS

We will discuss two possible variants of the semi-
conductor parameters.

1. The thickness of the space-charge region h is less
than the n-type region thickness W. This situation is
typical of the PZT/SnO2 structure.

40
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P, µC/cm2

E, 106 V/cm

2

1.0

–20

0–0.5–1.0

–40
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Fig. 1. Hysteresis loops for an MFM structure: (1) satu-
rated, Ps = 35 µC/cm2, Pr = 25 µC/cm2, Ec = 2 × 105 V/cm;
and (2) unsaturated, a = 0.5.
2. The space charge region extends across the n-type
region as far as the base contact. In the general case, the
field on the contact is not equal to zero. This situation
can arise in the metal–p-PZT–metal structure when an
n-type region is formed on p-PZT during the deposition
of the contacts [20, 21].

We now take each case in succession and examine it.

3.1. h < W 

Figure 2 shows the calculated dependences P =
f(V + Vbi) for Nss = 0 and three values of Nd (curves 1–3).
For comparison, curve 4 shows a hysteresis loop for a
metal–ferroelectric–metal (MFM) structure with the same
parameters of the ferroelectric but without impurities
(curve 4).

When the semiconductor surface is enriched (Ψs > 0),
its properties are close to the properties of metal; there-
fore, at Ψs > 0, the portions of the descending branches
of the MFM and metal–p-ferroelectric–n-semiconduc-
tor–metal structures are close to each other.

When the semiconductor surface is depleted (Ψs < 0),
an increase in the bias leads to an increase in the mag-
nitude of the semiconductor surface potential. Under
such circumstances, the voltage across the ferroelectric
and its polarization are only slightly changed. There-
fore, the polarization of the metal–p-ferroelectric–n-
semiconductor–metal structure is significantly less than
the polarization of the MFM structure. This behavior is
more clearly pronounced for semiconductors with
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Fig. 2. Saturated hysteresis loops for the metal–p-ferroelec-
tric–n-semiconductor structure at different donor concen-
trations (Nss = 0). Nd: (1) 1019; (2) 5 × 1019; (3) 1020 cm–3;
(4) a ferroelectric with the same parameters but without
impurities; an MFM structure with wf = 1000 Å.
SEMICONDUCTORS      Vol. 39      No. 3      2005



DEPOLARIZATION IN A METAL–p-FERROELECTRIC–n-SEMICONDUCTOR STRUCTURE 315
lower donor concentrations (cf curves 1–3 at a negative
polarization). The dependences P = f(V + Vbi) for metal–
p-ferroelectric–n-semiconductor–metal and metal–p-fer-
roelectric–p-semiconductor–metal structures are sym-
metric; moreover, in both structures, the remanent
polarization (all the other factors being equal) has the
same order of magnitude (cf the data from [10]). The
hysteresis loops for the metal–p-ferroelectric–n-semi-
conductor–metal structure are qualitatively similar to
the experimental hysteresis loop for the metal–p-(trig-
lycine sulfate)–n-Si–metal structure [9], which con-
firms the validity of our method.

The hysteresis loops were calculated for two sur-
face-state densities: Nss = 0 and Nss = 1013 cm–2 eV–1 (at
Nd = 1019 cm–3) (see Fig. 3). At h = 100 Å, the density
of the surface states Nss = 1013 cm–2 eV–1 corresponds to
the concentration of traps in the space-charge region
Nt = NssEcr/h = 0.8 × 1019 cm–3. As can be seen from the
results of the calculation, at Nt < Nd, the surface states
exert only a slight effect on the parameters of the hys-
teresis loop.

3.2. h = W

The space-charge region extends across the n-type
region. In this case, wf is the thickness of the ferroelec-
tric without an n-layer. Figure 4 shows the calculated
dependences P = f(V + Vbi) for Nss = 0 and Nd = 1017 cm–3

at W = 30 and 100 Å. For comparison, the dependence
P = f(V + Vbi) for a case in which the space charge region
does not extend across the entire n-type region is also
shown (see Section 3.1, Fig. 4, curve 3).
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Fig. 3. Saturated hysteresis loops for the metal–p-ferroelec-
tric–n-semiconductor structure at different densities of the
surface states. Nss: (1) 0 and (2) 1013 cm–2 eV–1. Nd =

1019 cm–3, wf = 1000 Å.
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When the semiconductor surface is enriched, the
dependences P = f(V + Vbi) are close for three values of
W due to the electron density on the interface approach-
ing the electron density in the metal.

When the semiconductor surface is depleted, the
parameters of the structure approach the parameters of
the MFM structure without an n-layer as the thickness
of its n-layer decreases. Therefore, as the n-layer thick-
ness decreases, the depolarization also decreases
(cf Fig. 4, curves 1–3).

4. CONCLUSION

The depolarization of a metal–p-ferroelectric–
n-semiconductor structure, in which the semiconductor
parameters are varied, is analyzed based on the experi-
mental data on a hysteresis loop for an MFM structure.

The Poisson equation for the semiconductor is
solved using a standard method, while, for the ferro-
electric, a numerical integration is applied.

Two variants of semiconductor parameters were
considered:
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Fig. 4. Saturated hysteresis loops for Nss = 0, wf = 1000 Å,

and Nd = 1017 cm–3. W: (1) 30 and (2) 100 Å, (3) the space-
charge region does not extend all the way through the n-type
region (for curve 3, the negative polarization is multiplied
by 5), and (4) a ferroelectric with the same parameters but
without impurities and an n-layer.
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(i) The thick n-type region with a region of electrical
neutrality beyond a space-charge region. In this case,
the depolarizing effect of the semiconductor leads to a
significant decrease in the polarization of the ferroelec-
tric, with this reduction being stronger for a high-resis-
tivity semiconductor. The concentration of the donors
in the semiconductor can be estimated from the hyster-
esis loop in the case of depletion.

(ii) A thin n-type region with an electric field pene-
trating all the way through it as far as the contact. In this
case, the depolarization is reduced as the n-type region
thickness decreases. The n-type region thickness can be
estimated from the parameters of the hysteresis loop in
the case of depletion.

ACKNOWLEDGMENTS

The study was supported by the Russian Foundation
for Basic Research (project no. 00-15-96770).

The author is grateful to I.V. Grekhov for the formu-
lation of the problem and discussion of the results.

REFERENCES

1. J. F. Scott and D. A. Araujo, Science 246, 1400 (1989).

2. Y. Watanabe, Y. Matsumoto, and M. Tanamura, Jpn. J.
Appl. Phys., Part 1 34, 5254 (1995).

3. Y. Watanabe, Phys. Rev. B 59, 11257 (1999).

4. W. Wu, K. H. Wong, C. L. Mak, et al., J. Appl. Phys. 88,
2068 (2000).

5. Y. T. Kim and D. S. Shin, Appl. Phys. Lett. 71, 3507
(1997).
6. B. M. Vul, G. M. Guro, and I. I. Ivanchik, Fiz. Tekh.
Poluprovodn. (Leningrad) 4, 162 (1970) [Sov. Phys.
Semicond. 4, 128 (1970)].

7. R. R. Mehta, B. D. Silverman, and J. T. Jacobs, J. Appl.
Phys. 44, 3379 (1973).

8. I. P. Batra and P. Wurfel, Phys. Rev. B 8, 3257 (1973).
9. P. Wurfel and I. P. Batra, Phys. Rev. B 8, 5126 (1973).

10. L. S. Berman, Fiz. Tekh. Poluprovodn. (St. Petersburg)
35, 200 (2001) [Semiconductors 35, 193 (2001)].

11. M. W. Prins, K. O. Grosse-Holz, G. Muller, et al., Appl.
Phys. Lett. 68, 3650 (1996).

12. M. W. Prins, S. E. Zinnemers, J. F. M. Cillessen, et al.,
Appl. Phys. Lett. 70, 458 (1997).

13. M. W. Prins, K. O. Grosse-Holz, J. F. M. Cillessen, et al.,
J. Appl. Phys. 83, 888 (1998).

14. J. M. Benedetto, R. A. Moore, and F. B. McLean,
J. Appl. Phys. 75, 460 (1994).

15. P. K. Larsen, G. J. M. Dormans, D. J. Taylor, and P. J. van
Veldhoven, J. Appl. Phys. 76, 2405 (1994).

16. L. S. Berman and I. E. Titkov, Fiz. Tekh. Poluprovodn.
(St. Petersburg) 38, 710 (2004) [Semiconductors 38, 683
(2004)].

17. S. L. Miller, J. P. Schwank, R. D. Nasby, and M. S. Rodg-
ers, J. Appl. Phys. 68, 6463 (1990).

18. S. L. Miller, J. R. Schwank, R. D. Nasby, and M. S. Rod-
gers, J. Appl. Phys. 70, 2849 (1991).

19. S. M. Sze, Physics of Semiconductor Devices, 2nd ed.
(Wiley, New York, 1981; Mir, Moscow, 1984), Vol. 1.

20. J. F. M. Cillessen, M. W. J. Prins, and R. M. Wolf,
J. Appl. Phys. 81, 2777 (1997).

21. V. P. Afanasjev, A. A. Petrov, I. P. Pronin, and E. A. Tara-
kanov, J. Phys.: Condens. Matter 39 (13), 138 (2001).

Translated by D. Mashovets
SEMICONDUCTORS      Vol. 39      No. 3      2005



  

Semiconductors, Vol. 39, No. 3, 2005, pp. 317–324. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 39, No. 3, 2005, pp. 336–342.
Original Russian Text Copyright © 2005 by Karavaev, Chernyshov.

              

SEMICONDUCTOR STRUCTURES, INTERFACES,
AND SURFACES
A Model for Describing Hole Scattering at GaAs/AlAs(001) 
Heterointerfaces

G. F. Karavaev and V. N. Chernyshov^
Siberian Physicotechnical Institute, Tomsk State University, Tomsk, 634050 Russia

^e-mail: vnchern@elefot.tsu.ru
Submitted May 31, 2004; accepted for publication July 14, 2004

Abstract—The wave functions of the states in a valence band are analyzed based on an 18-band kp model. It
is found that the conventionally used approximation of energy-independent effective masses for bands of light
and heavy holes is valid only near the valence-band top. The matching conditions for the envelope functions of
holes at GaAs/AlAs(001) interfaces are considered both with and without an allowance being made for the
spin–orbit interaction of energies in the vicinity of the valence-band top. These conditions are obtained based
on a simplification of the description of electronic states provided by the pseudopotential method. It is shown
that light and heavy holes are mixed at a heterointerface. The obtained matching conditions are completely con-
sistent with the symmetry of the problem. In these conditions, envelope functions are mixed with their normal
derivatives and the derivatives are mixed with the functions. The parameters describing the mixing of light and
heavy holes at the heterointerface are rather small, which is consistent with recent calculations by other authors
but contradicts earlier assumptions and estimates. © 2005 Pleiades Publishing, Inc.
At present, there is considerable interest in studying
the hole states in nanostructures. This interest is sup-
ported both by the necessity of considering general
problems in the behavior of elementary excitations in
structures with heterointerfaces and by the great num-
ber of practical needs requiring a description of the
electrical, optical, and other properties of nanostruc-
tures, in which electrons and holes interact with hetero-
interfaces.

There are substantial distinctions to be made when
descripting electron and hole scattering in the most
widely used GaAs/AlAs heterostructures. Electrons
usually only occupy the conduction band. Therefore,
when considering electron scattering at heterointerfaces,
in a certain energy range below the conduction band bot-
tom for AlAs, we can, in principle, restrict ourselves to a
single-band method of the effective mass [1]; however,
the matching conditions for envelope functions need to
be determined more exactly. It is clear that, for higher
energies, it is necessary to take into account the mixing
of different states in the conduction bands of GaAs and
AlAs. To describe this mixing, various models for the
matching of envelope functions have been developed
[2–5]. The splitting of the conduction band caused by
spin–orbit interactions is insignificant; therefore, we
can disregard it.

When describing the hole states, in contrast with the
electrons, it is necessary to make an allowance for the
spin–orbit interaction and, also, the fundamentally
multiband character of the valence band. In terms of
spin, there are six valence bands in a narrow energy
range in the vicinity of the valence band top (Ev). These
are the bands of heavy holes, bands of light holes, and
spin–split-off bands. Therefore, a model describing the
1063-7826/05/3903- $26.00 0317
matching of the envelope functions of holes should ini-
tially be of a multiband type.

There have been a series of studies devoted to the
development of theoretical models and their subse-
quent application to a description of hole scattering at
heterointerfaces. These studies were carried out mainly
in the context of a method employing envelope func-
tions, since this method makes it possible to consider
the complex phenomena occurring in heterostructures
using relatively simple means [6–15]. Certain studies
were carried out in the context of a tight-binding
method [16] or using a pseudopotential method [17].
However, there are still no studies establishing the rela-
tion between these different approaches, although the
necessity of such studies is considered important [6, 14,
15]. In all these studies [6–15], the use of the envelope-
function method is accompanied by a postulation of
one or another form of the matching conditions at the
heterointerface. Most often, it is considered that the
envelope functions are continuous at the heterointer-
face, while the matching conditions of their derivatives
can be found by integrating the set of equations for the
envelope functions over a short interval, which includes
the heterointerface. Such an approach leads to the result
that no mixing of the states of light and heavy holes
with zero wave vectors parallel to the heterointerface
occurs at the (001) heterointerface [6]. However, simi-
lar mixing is not forbidden by the symmetry of the
structure, while the experimentally found giant anisot-
ropy of the exchange splitting of excitonic levels can be
attributed to the presence of such mixing. In order to
interpret these experiments, the authors of studies
[6, 18, 19] suggested introducing a term (into the
© 2005 Pleiades Publishing, Inc.
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matching conditions of the derivatives of envelope
functions) responsible for the mixing of light and heavy
holes at the heterointerface and estimated its magnitude
by comparison with the experiments and calculations of
other authors.

As far as we know, no direct analysis of the match-
ing conditions for the envelope functions of holes at the
GaAs/AlAs interface was carried out. In this study, we
tried to compensate for this lack by making an allow-
ance for the great interest in this problem and the
important conclusions obtainable based on the previ-
ously suggested models.

Let us briefly recall the main ideas of the method for
finding the boundary conditions of envelope functions.
We previously used this method for the states in the
conduction band [3, 5]. The method was developed
without an being allowance made for the spin–orbit
interaction. We now consider a heterostructure that
includes several layers. Let us number these layers with
the number l in the order in which they are arranged
from right to left. In a model with a discontinuous
potential at the interface, the general solution to the
Schrödinger equation Ψl in a medium with the number l
at fixed values of energy E and the component of the
wave vector k|| parallel to the heterointerface can be
written as

(1)

where kν = k|| + k⊥ν  are the wave vectors for the sub-
system with the number l; k⊥ν (E, k||) are the vectors
normal to the interface, which can be found from a con-
sideration of the so-called complex band structure; and

 are the partial solutions to the Schrödinger equa-
tion for the lth medium, which are numbered by the
vector kν. The number of various partial solutions in
expansion (1) depends on the basis used for the represen-
tation of the wave functions. This number equals 2νmax,
where νmax is the number of various independent pro-
jections of basis functions on the heterointerface plane.

The requirement for the equality of wave functions
and their normal derivatives is used to determine the
2νmax relations at each heterointerface. This requirement

is imposed on the coefficients, for example,  and :

(2)

where C is a column vector with the components Cν;
and I(z0) is the so-called matching matrix at the inter-
face z = z0, which separates media 1 and 2. In principle,
relations of type (2), along with the conditions at infin-
ity, are sufficient to solve a quantum problem for struc-
tures of any complexity. However, the large rank of the
matrix I(z0) and its strong energy dependence hamper
the use of this approach.

Let us turn to a description of our method for con-
structing simplified models. These models are based on

Ψl Cν
l Ψkν

l ,
ν
∑=

Ψkν

l

Cν
1 Cν

2

C1 I z0( )C2,=
the envelope-function method for the heterostructures.
This approximation is substantiated by the fact that the
difference in the potential energy of the electrons
located in various crystals is often significantly lower
than the variations in the potential energy of the elec-
trons within the unit cell of a bulk crystal.

Let us write general solution (1) as a sum by using
the bands m and reference points  of the Brillouin
zone for the heterointerfaces parallel to the (001) plane:

(3)

where qν = kν –  and  are the Bloch wave

functions at the points . These reference points

( ) can be arbitrary; however, it is more convenient to
select them so that they are equal to the magnitudes of
the wave vectors at the bottom of different valleys.
Thus, the totality of the points k⊥ν  can be divided into
several groups, each of which has an eigenvalue of .

It is clear that the functions (z) have the meaning
of envelope functions. From relations (1) and (3), it is

also clear that the functions (z), where the subscript
ν0 is hereinafter omitted, can take the form

(4)

where the coefficients of expansion, (kν), can be
found from the set of algebraic equations belonging to
the kp method. Assuming, in relation (3), that z = z0, the
relation of the envelope functions and their derivatives
to the coefficients Cl can be represented in a matrix
form as

(5)

where F is a column vector of the rank 2mmax with the
components Fm(z0) and (z0); and Φl is a matrix of the
rank 2mmax × 2νmax, whose matrix elements are easily
determinable using relations (3) and (4). Here, mmax is
the number of valleys taken into account in expansion (3).
When carrying out numerical calculations, for exam-
ple, by the pseudopotential method, νmax < mmax. There-
fore, the number of envelope functions and their deriv-
atives in relation (5) exceeds the number of different

arbitrary coefficients .

It is clear that unambiguous matching conditions for
the envelope functions can be obtained from matching
conditions (2) only for wave functions in square matri-
ces Φ, i.e., it is necessary to select different variables

 in the quantity νmax in general solution (3). In this
case, we use relation (2) to obtain

(6)

kν0

Ψl i qxx qyy+( )[ ] Fν0m
l z( ) Kν0m

l| 〉 ,
mν0

∑exp=

kν0
Kν0m

l| 〉
kν0

kν0

kν0

Fν0m
l

Fm
l

Fm
l z( ) Cν

l Dm
l kν( ) iqzνz( ),exp

ν
∑=

Dm
l

Fl z0( ) Φl z0( )Cl,=

Fm'

Cν
l

Fm
l

F1 z0( ) T z0( )F2 z0( ),=
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where the matching matrix T for envelope functions
takes the form

(7)

The adequacy of the matching conditions for enve-
lope functions (6) in the problem to be solved can be
determined from an analysis of relations (4)–(7) for
each particular case.

The problem of determining the matching condi-
tions for the envelope functions is significantly simpli-
fied by the fact that quantum states are only of interest
in a narrow energy range, where the number 2νm of dif-

ferent significant coefficients  is rather small com-
pared with 2νmax. This circumstance follows from the
fact that the matrix I(z0) is almost quasi-diagonal, and
the block of the rank (2νm × 2νm) (νm ! νmax), which

links these , can be separated in this matrix in a
highly accurate manner. Therefore, it is sufficient to
introduce the νm envelope functions and to consider the
quantity F in expression (6) to be a column vector with
the components Fm(z0) and (z0) (m = 1, …, νm). In
this case, the matching matrix of the envelope functions
T(z0) of the rank (2νm × 2νm) depends only slightly on
energy. As a result, the initial problem is substantially
simplified and a corresponding model appears.

Thus, there are two main problems to be solved to
obtain sufficiently accurate boundary conditions in a
model of envelope functions:

(i) The number νm of envelope functions that appear
in the boundary conditions should be determined. This
quantity can be determined from an analysis of match-
ing matrices (2), which are obtained using numerical
calculations within the pseudopotential method, and
depends on the orientation of the heterointerfaces, on the
energy range, and on the magnitudes of the components
of the wave vector k|| parallel to the heterointerfaces.

(ii) The kp model for the calculation of the band
structure should be rather simple. Nevertheless, this
model should still accurately reproduce the data of the
pseudopotential calculations for the above-mentioned
most important branches of a complex band structure.
However, it should be noted that, in this case, so-called
fictitious solutions emerge. These solutions do not sat-
isfy the conditions for the applicability of an approxi-
mate kp model, and they are absent in more exact mod-
els. Therefore, they should be rejected and disregarded
when constructing general solutions. Note that, when
constructing the kp model for the calculation of the
band structure, the number of the valleys mmax taken
into account in expansion (3) can be larger than νm.
However, only the νm envelope functions appear in
matching conditions (6).

The above-considered approach can be generalized
to the case of the spin–orbit interaction. Then, the par-

T z0( ) F1 z0( )I z0( ) F2 z0( )[ ] 1–
.=

Cν
n

Cν
n

Fm'
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tial solutions  and the basis functions 
become two-component spinors, while the ranks of the
matrices I(z0) and T(z0) are doubled.

In this study, we restricted ourselves to a simpler
algorithm to take into account the spin–orbit interac-
tion. At the first stage of the calculations, we deter-
mined the matching matrices of the envelope functions

T(z0) and the basis functions  and disregarded
the spin–orbit splitting. We then constructed a corre-
sponding kp model for the calculation of the band

structure in the basis of the functions α and

β, where α and β are the two-component spinors
that have projections of the spin σz on the axis z equal
to 1/2 and  –1/2, respectively:

In this approach, the kp Hamiltonian operator is a
matrix of the rank (2mmax × 2mmax):

(8)

(9)

Here,  is the kp Hamiltonian operator in which the
spin–orbit interaction is disregarded, and HSO is the
matrix of the operator of the spin–orbit interaction.

We carried out the pseudopotential calculations and
constructed models of the envelope functions for the
GaAs/AlAs(001) heterostructures at k|| = 0. We choose
k|| because the hole states for these materials are mainly
located in the vicinity of the point Γ; Γ15 is the state in
which the spin is disregarded. The other valleys (X and L)
are located either considerably lower (with respect to
the energy) in the valence band or considerably higher
in the conduction band. Therefore, the states of these
valleys are not considered in the kp model and the cor-
responding envelope functions are absent in the bound-
ary conditions. Consequently, the subscript ν0 in the

functions α and β corresponds only to
different Γ states. Therefore, the subscript ν0 will here-
after be omitted.

When constructing the kp model in which the spin
is disregarded, we took into account the states Γ15v, Γ1c,
Γ15c, and Γ12c. Here, indices v  and c indicate that the
states belong to the valence band and the conduction
band. Thus, if an allowance is made for these states, the

 matrices are of the rank (9 × 9), while the  and
Hkp matrices are of the rank (18 × 18). We took into

Ψkν

l Kν0m
l| 〉

Kν0m
l| 〉

Kν0m
l| 〉

Kν0m
l| 〉

α 1

0 
 
 

, β 0

1 
 
 

.= =

Hkp Hkp
0 HSO,+=

Hkp
0 Hkp

0
0

0 Hkp
0

 
 
 
 

.=

Hkp
0

Kν0m
l| 〉 Kν0m

l| 〉

Hkp
0

Hkp
0
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account the following matrix elements of the operator
of the spin–orbit interaction:

(10)

Here, |Xv〉 , |Yv〉 , |Xc〉 , and |Yc〉  are the states of the sym-
metry Γ15 belonging to types X and Y. Using the sym-
metry properties, we can easily obtain other matrix ele-
ments (HSO) from relations (10). Our studies show that
the role of the states Γ12c in the case of the heterointer-
face under consideration is insignificant, and the matrix
elements 〈Xv|HSO|Γ12c〉  and 〈Xc|HSO|Γ12c〉  can be disre-
garded.

The values of the parameters ∆0, ∆1, and  are well
known from various publications [20, 21]. We used the
following values in our calculations: ∆0 = 0.341 eV,

∆1 = 0.171 eV, and  = –0.061 eV for GaAs; ∆0 =

0.30 eV, ∆1 = 0.15 eV, and  = –0.05 eV for AlAs.

The matching conditions for the envelope functions
take form (6), in which F is a column vector with the
components Fm(z0)α, Fm(z0)β and (z0)α, (z0)β
(m = 1, …, νm). We do not assume that there is an addi-
tional mixing of the states by the heterointerfaces as a
result of the spin–orbit interaction. Consequently, the
matching matrix for the envelope functions in which an
allowance is made for the spin–orbit interaction T(z0)
takes the form

(11)

where  (i, j = 1, …, νm) are the blocks of the

matrix (z0), which are found when solving the prob-
lem in which the spin–orbit interaction is disregarded. The
block  corresponds to the matching of the envelope

functions for the states α and β at m = 1, …, νm;

the block  corresponds to the matching of their

derivatives; and the blocks  and  correspond to
the matching of the functions with the derivatives and
vice versa.

When solving various problems in which the spin–
orbit interaction is taken into account, eigenfunctions
of the angular-momentum operator |j, mj〉 , (j = 3/2, 1/2;
mj = ±1/2, …, ±j) are often used instead of functions
that have certain values for projections of the spin onto

Xv〈 |HSO Yv| 〉 i∆0/3; Xc〈 |HSO Yc| 〉– i∆1/3;–= =

Xv〈 |HSO Yc| 〉 i∆/3.–=

∆

∆
∆

Fm' Fm'

T

T11 0 T12 0

0 T11 0 T12

T21 0 T22 0

0 T21 0 T22 
 
 
 
 
 
 

,=

Tij

T

T11

Km
l| 〉 Km

l| 〉
T22

T12 T21
the axis z α and β. In particular, instead of the
functions of the states Γ15v:

(12)

we can use their linear combinations:

(13)

It is known that the first four functions from set (13)
form the basis of the representation Γ8 of the double

group , and the last two last are the basis functions
of the representation Γ7. Corresponding linear combi-
nations can also be constructed from the functions of
the state Γ15c. We will hereafter denote these functions
with the subscript c for the functions |j, mj〉c.

Let us now consider the obtained results. The elec-
tron scattering by heterointerfaces was studied within
an approximation of the discontinuous pseudopotential
at the heterointerfaces using the scattering matrix
method [3, 5, 22]. The complex band structure was
determined by the empirical pseudopotential method.
The calculation techniques were previously described
in detail in [3, 5]. For the calculations, we used the
pseudopotential values reported in [23]. The calcula-
tions were carried out in the energy range from 0 to
−0.5 eV. The energy was measured from the valence-
band top for GaAs. In the matching matrices for the
envelope functions discussed below, the matrix ele-
ments are given in atomic units. It was assumed that
GaAs is located on the left of AlAs, and, therefore, the
heterointerface was chosen to pass over the common
plane consisting of As atoms.

An analysis of the matching matrices I(z0) showed
that, with the spin–orbit interaction disregarded for
energies in the vicinity of the valence-band top, the
symmetry band ∆1 and the doubly degenerate band
∆3 + ∆4 make the main contribution to the matching
conditions for wave functions. It was shown that when
we use the above-mentioned nine-band kp model, these
branches, the most important branches of a complex
band structure, accurately reproduce the data of the
pseudopotential calculations. The matching conditions
for the envelope functions include three Γ15-type states:

(14)

Km
l| 〉 Km

l| 〉

Xv| 〉α , Yv| 〉α , Zv| 〉α , Xv| 〉β,

Yv| 〉β, Zv| 〉β,

3/2 3/2,| 〉 1/ 2( ) Xv iYv+( )α ,=

3/2 3/2–,| 〉 1/ 2( ) Xv iYv–( )β,=

3/2 1/2,| 〉 1/ 6( ) Xv iYv+( )β 2Zv α–[ ] ,=

3/2 1/2–,| 〉 1/ 6( ) Xv iYv–( )α 2Zv β+[ ] ,=

1/2 1/2,| 〉 1/ 3( ) Xv iYv+( )β Zv α+[ ] ,=

1/2 1/2–,| 〉 1/ 3( ) Xv iYv–( )– α Zv β+[ ] .=

Td
2

Zv| 〉 , Xv Yv+( )| 〉/ 2, Xv Yv–( )| 〉/ 2.
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Let F be a column vector with the components
Fm(z0) and (z0), m = 1, 2, 3, which are arranged in an
order corresponding to set (14). According to the prob-
lem symmetry (group C2v), the matching matrix for the

envelopes  of the rank (6 × 6) is divided into three
quasi-diagonal blocks of the rank (2 × 2), which corre-
spond to the states ∆1, ∆3, and ∆4. The numerical values
of the matrix elements tij (i, j = 1, …, 6) belonging to

the matrix  can be determined using relation (7) with
subsequent averaging over the energy. We found that
t11 = 1.045 and t22 = t33 = 1.048. The deviation of these
numbers from unity is caused by differences in the
wave functions of the states Γ15v for GaAs and AlAs
and indicates that the envelope functions at the hetero-
interface are discontinuous. The derivatives of the enve-
lope functions for different materials are mutually
related via the matrix elements t44 = 0.618 and t55 = t66 =
1.099. These numerical values reflect the difference in
effective masses for GaAs and AlAs. The relation
between the envelope functions with the symmetry
∆3(∆4) and their derivatives, and vice versa, is given via
the matrix elements t25 = –t36 = –0.297 and t52 = –t63 =
–0.0059, respectively. We will see that, in what follows
(making an allowance for the spin–orbit interaction), it
is precisely these matrix elements that determine the
mixing of the states of light and heavy holes. According
to the problem symmetry, the other elements of the
matrix  are equal to zero. Calculations of the hole
transmittances for various structures with quantum
wells and barriers showed the adequacy of the sug-
gested model.

Let us now consider the results in terms of the spin–
orbit interaction. There are three doubly degenerate
symmetry bands ∆5 of a double group in the energy
region in the vicinity of Ev. These are the band of heavy
holes (h); the band of light holes (l); and the band (s)
split off due to spin–orbit interaction and located at k = 0
lower in energy by a value close to ∆0. The matching
matrix for the envelopes T of the rank (12 × 12) in the
basis of the functions

(15)

can be obtained from  using matrix (11).

It is more convenient to carry out an analysis of the
wave functions, the corresponding envelope functions,
and their matching conditions in the basis of the func-

tions |j, mj〉  than in the basis α and β, since it
is precisely the former functions that form the basis of
the representation ∆5 of the double group C2v. This
selection yields two sets of wave functions for the dou-
bly degenerate states of the representation ∆5. The first

Fm'

T

T

T

Zv| 〉α , Zv| 〉β, 1/ 2( ) XV YV+| 〉α ,

1/ 2( ) Xv Yv+| 〉β, 1/ 2( ) Xv Yv–| 〉α ,

1/ 2( ) Xv Yv–| 〉β

T

Km
l| 〉 Km

l| 〉
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set is a linear combination of the functions |3/2, –3/2〉 ,
|3/2, 1/2〉 , and |1/2, 1/2〉  as well as the similar functions
obtained from Γ15c, Γ12c, and Γ1c. The second set involves
the functions |3/2, 3/2〉, |3/2, –1/2〉, and |1/2, –1/2〉 as well
as the corresponding functions obtained from Γ15c, Γ12c,
and Γ1c. These sets are transformed by different lines of
the two-dimensional representation ∆5; furthermore,
they mix neither in the bulk nor at the heterointerfaces.

Let us now analyze the valence band states. The
wave functions of the states of heavy holes can be writ-
ten as

(16)

where the functions |χ〉 represent the contribution of the
other basis functions. Numerical calculations showed
that the values of |Dh〉  varied from 1 to ~0.93 in the
aforementioned energy range for GaAs. Thus, as
should be expected, the functions |3/2, –3/2〉  and
|3/2, 3/2〉  make the main contribution to the wave func-
tions of heavy holes. The functions |χ〉 are mainly
related to |3/2, –3/2〉c and |3/2, 3/2〉c, respectively. The
contribution of all the other states is negligible. The
bands of heavy holes are nonparabolic, and the energy-
dependent effective mass (E) decreases as we
recede from the valence band top. The average values
of the spin (the spin Pauli matrices),  and , equal
zero for the states of heavy holes. For all the energies in
this range, the values of (h1) and (h2) for GaAs
are very close to 1 and –1, respectively.

For light holes, let us express the wave functions in
the form

(17)

where the functions |χ〉 have the same meaning as
above. It was found that the values of |Dl〉  in this energy
range for GaAs varied from 1 to ~0.67. The main con-
tribution to the functions |χ〉 is associated with the func-
tions |1/2, –1/2〉  and |1/2, 1/2〉 , respectively. For ener-
gies in the region of the spin–split-off band, the contri-
butions of the functions |3/2, –1/2〉  and |1/2, –1/2〉  to |l1〉
or the functions |3/2, 1/2〉  and |1/2, 1/2〉  to |l2〉  become
almost identical. Thus, the often used approximate
representation of the wave functions of light holes in
form (17), which is without the summand |χl1〉  (|χl2〉), is
valid only for energies close to Ev and becomes incor-
rect for energies in the region of the spin–split-off band.
The bands of light holes are also nonparabolic, and

(E) increases as we recede from the valence-band
top. This dependence becomes especially noticeable in the
region of the energies of the spin–split-off band. The aver-
age values for light holes,  and , are equal to zero.

h1| 〉 ikz( )Dh1 3/2 3/2,| 〉exp χh1| 〉;+=

h2| 〉 ikz( )Dh2 3/2 3/2–,| 〉exp χh2| 〉 ,+=

mh*

σx σy

σz σz

l1| 〉 ikz( )Dl1 3/2 1/2–,| 〉exp χ l1| 〉;+=

l2| 〉 ikz( )Dl2 3/2 1/2,| 〉exp χ l2| 〉 ,+=

ml*

σx σy
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For GaAs, (l1), in the specified energy range, varies

monotonically from –1/3 to ~0.89 ( (l2) = – (l1)).

Let us represent the functions of the states of the
band split off due to the spin–orbit interaction in the
form

(18)

For GaAs, it was found that the values of |Ds| vary
from 1 to ~0.92 in the energy range from the spin–split-
off band top (–∆0) to –0.5 eV. The functions |3/2, –1/2〉
and |3/2, 1/2〉  make the main contribution to the func-
tions |χ〉 for |s1〉  and |s2〉 , respectively. Similarly to the
other bands,  =  = 0. In the energy range of the

spin–split-off band, (s1) varies monotonically from

–1/3 to ~0.30 ( (s2) = – (s1)) for GaAs.

Thus, this analysis of the wave functions shows that,
in order to describe all valence bands correctly, the
kp interaction of the states Γ8 and Γ7 should be taken
into account. Moreover, the often used approximation
of energy-independent effective masses for the bands of
light and heavy holes becomes incorrect as we recede
insignificantly from Ev . Let us consider the matching
conditions for the envelope functions in the basis of the
functions |j, mj〉, which are determined by relations (13):

(19)

Here, (z0) is a column vector with the components

(z0) and (z0) (m = 1, …, 6), which are defined in
the same order as in relations (13). It is clear that the
matching matrix for the envelope functions in the basis T
can be obtained using the corresponding unitary transfor-
mation from the matrix T determined by formula (11).
As a result, we obtain the matrix elements  of the

matrix  in terms of the elements tij of the above-con-

sidered matrix .

The matching of the envelope functions  is
described by the matrix elements  for (i, j = 1, …, 6):

(20)

It should be noted that there is an insignificant mix-

ing of the envelope functions  of the states of light
holes (i, j = 3, 4) and the spin–split-off band (i, j = 5, 6)
due to the difference t11 – t22 being small.

σz

σz σz

s1| 〉 ikz( )Ds1 1/2 1/2–,| 〉exp χs1| 〉;+=

s2| 〉 ikz( )Ds2 1/2 1/2,| 〉exp χs2| 〉 .+=

σx σy

σz

σz σz

F̃
1

z0( ) T̃ z0( )F̃
2

z0( ).=

F̃

F̃m F̃m'

t̃ ij

T̃

T̃

F̃m

t̃ij

t̃11 t̃22 t22, t̃33 t̃44
2
3
---t11

1
3
---t22;+= = = =

t̃55 t̃66
1
3
---t11

2
3
---t22;+= =

t̃35 t̃46– t̃53 t̃64–
2

3
------- t11– t22+( ).= = = =

F̃m
The matching of the derivatives of the envelope

functions  corresponds to the matrix elements ,
where (i, j = 7, …, 12):

(21)

The functions  are mixed by the heterointerface
due to the fact that t44 ≠ t55. It is precisely these matrix
elements that mainly determine the mixing of the states
of light holes and the spin–split-off band by the hetero-
interfaces.

The matching of the envelope functions  with their

derivatives  is described by the matrix elements ,
where (i = 1, …, 6; j = 7, …, 12):

(22)

The matching of the derivatives  with the envelope

functions  is described by the matrix elements ,
where (i = 7, …, 12; j = 1, …, 6):

(23)

Matrix elements (22) and (23) are mainly responsi-
ble for the mixing of the states of heavy holes with the
states of light holes and spin–split-off band by the het-

erointerfaces. The other elements of the matrix  are
equal to zero.

Relations (20)–(23) show that, as was mentioned
above, no mixing of the envelopes corresponding to the
functions |3/2, –3/2〉 , |3/2, 1/2〉 , and |1/2, 1/2〉  with the
envelopes of the functions |3/2, 3/2〉 , |3/2, –1/2〉 , and
|1/2, –1/2〉  occurs at the heterointerfaces.

As an example, let us present the results of a
calculation of the transmittances for a
GaAs/AlAs(4)/GaAs(16)/AlAs(4)/GaAs(001) struc-
ture. The number of monolayers expressed in the lattice
constant units is parenthesized. In the course of tunnel-
ing, a mixing of the |h1〉 , |l1〉 , and |s1〉  states, as well as
the |h2〉 , |l2〉 , and |s2〉  states, is observed. We then have
the following transmittances: Phh, Pll, Phl, Plh, Pss, Psh,
Psl, Phs, and Pls. The first and second indices indicate the

F̃m' t̃ ij

t̃77 t̃88 t55, t̃99 t̃1010
2
3
---t44

1
3
---t55;+= = = =

t̃1111 t̃1212
1
3
---t44

1
3
---t55;+= =

t̃911 t̃1012– t̃119 t̃1210–
2

3
------- t44– t55+( ).= = = =

F̃m'

F̃m

F̃m' t̃ ij

t̃110 t̃29– t̃38 t̃47–
i

3
-------t25;–= = = =

t̃112 t̃211– t̃– 58 t̃67–
2i

6
-------t25.–= = = =

F̃m'

F̃m t̃ij

t̃101 t̃92– t̃83 t̃74–
i

3
-------t52;–= = = =

t̃121 t̃112– t̃– 85 t̃76–
2i

6
-------t52.–= = = =

T̃
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type of incident wave and passed wave, respectively.
The first four coefficients are determined for all the
energies in the aforementioned energy range, and the
last five coefficients are determined only for energies of
the spin–split-off band. According to the symmetry of
the problem, all the states in this structure are doubly
degenerate.

Figure 1 shows the transmittances Phh, Pll, and Plh

(Phl ≈ Plh). There is a series of resonance peaks for the
intraband coefficients Phh and Pll. The mixing of the
states (Plh) of heavy and light holes (hl mixing) is gen-
erally poorly pronounced and is only noticeable at res-
onance energies. This result of our study differs sub-
stantially from the results in [6, 18, 19], where pro-
nounced hl mixing was observed. The authors of
publications [6, 18, 19] estimated the magnitude of the
mixing via a comparison with the experiments and cal-
culations of other authors, who used the tight-binding
and pseudopotential methods [24], or indirectly, via the
nondiagonal reflectance. They also carried out their
own calculations using the tight-binding method. In our
calculation, the reflectance Rhl at the GaAs/AlAs inter-
face for energies in the vicinity of the spin–split-off
band top is approximately an order of magnitude
smaller than that obtained in [6]. It should be noted that
our conclusion on the small extent of hl mixing follows
from calculations performed using the pseudopotential
method in a model with a discontinuous potential at the
interface. The direct comparison of our results with
those reported in [6] is complicated, since we do not
imply the continuity of the envelopes at the heterointer-
face (see relation (20)). Furthermore, our model
includes the mixing of the envelopes that have the func-

tions  with their derivatives  (see relation (22)).

However, it should be noted that there are more
recent calculations completed by other authors [17] that
also lead to results differing from those reported in [6].
According to the pseudopotential calculation in [17],
the parameter for the mixing of light and heavy holes is
an order of magnitude smaller than that obtained in the
phenomenological models in [6]. The authors of [17]
identified the character of the mixing of light and heavy
holes based on an analysis of the anticrossing of the lev-
els of light and heavy holes in quantum-well structures
and superlattices possessing a variable width of wells
and barriers. Pronounced hl mixing was observed only
if the levels of the states of heavy and light holes in the
quantum well were close to each other in energy [17].

Figure 2 shows the transmittances Pss, Psl, and Psh
(Pls ≈ Psl and Phs ≈ Psh) in the energy region of the spin–
split-off band. There is a pronounced mixing of the
states from the band of light holes and the spin–split-off
band. This is associated with the fact that the states |s1〉
and |l1〉  in the energy region of the spin–split-off band
(see relations (17) and (18)) are similar.

In conclusion, let us formulate the main results and
conclusions of this study. The analysis of the states of

F̃m F̃m'
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the valence band showed that the conventionally used
approximation of energy-independent effective masses
for the bands of light and heavy holes is valid only near
the valence-band top. It was also shown that the
kp interactions of the states Γ8 and Γ7 should be taken
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Fig.  1. Transmittances Phh, Pll, and Plh for the
GaAs/AlAs(4)/GaAs(16)/AlAs(4)/GaAs(001) structure at
k|| = 0. The solid line represents the dependence Phh(E), the
dashed-and-dotted line represents the dependence Pll(E),
and the dashed line represents the dependence Plh(E).
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Fig.  2. Transmittances Pss, Psl, and Psh for the
GaAs/AlAs(4)/GaAs(16)/AlAs(4)/GaAs structure at k|| = 0
in the energy region of the spin–split-off band. The solid
line represents the dependence Pss(E), the dashed-and-dot-
ted line represents the dependence Psl(E), and the dashed
line represents the dependence Psh(E).
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into account in order to describe the valence bands cor-
rectly. We also determined the matching conditions for
the envelope functions of the holes at GaAs/AlAs(001)
heterointerfaces both with and without an allowance
being made for the spin–orbit interaction for energies in
the vicinity of the valence-band top. These conditions
were obtained by simplifying the description of elec-
tronic states provided by the pseudopotential method
and are completely consistent with the symmetry of the
problem. In the matching condition, the envelope func-
tions are mixed with their normal derivatives, and the
derivatives are mixed with the functions. To our knowl-
edge, this result has never been reported. The efficiency
of our model for the envelope functions is confirmed by
the good agreement obtained for the results of the
model and the pseudopotential calculations (in which
no allowance is made for the spin–orbit interaction) of
the transmittances for various structures. Using the
numerical values found for the elements of the match-
ing matrix for envelope functions, we can estimate the
parameters of the hole mixing at the heterointerface. It
is especially noteworthy that the mixing of light and
heavy holes turned out to be insignificant in our case.
Indeed, it was approximately an order of magnitude
weaker than that found in [6]. However, the order of
mixing agrees with the conclusion made in [17]. The
obtained results call for a further analysis aimed at an
explanation of the experimentally found anisotropy.
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Abstract—The oscillating part of the longitudinal conductivity of layered crystals is considered within the
quasi-classical approximation, where both the electric field and quantizing magnetic field are perpendicular to
the layers. Our approach differs from the conventional one by taking into account both the nonparabolicity of
a narrow conduction miniband and the dependence of the Fermi surface size in the direction of the magnetic
field on charge-carrier concentration. This approach makes it possible to consider not only the standard case,
with open Fermi surfaces, but also the case of closed Fermi surfaces. It is shown that, for closed Fermi surfaces,
the existence of frequencies that do not correspond to extreme cross sections of the Fermi surfaces cut by planes
normal to the magnetic field can serve as a criterion for the narrowness of the conduction miniband, which
determines the translational motion of charge carriers across the layers. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

If it is assumed that there are many Landau levels in
the allowed band of a crystal, the Lifshitz–Kosevich
theory of magnetic susceptibility [1] and the Kosevich–
Andreev theory of transport coefficients [2, 3] are valid
in the quasi-classical approximation. Furthermore,
interband transitions are not forbidden, and charge-car-
rier scattering probabilities are either the same as they
would be in the absence of a magnetic field or oscillate
with the variations in a magnetic field [4]. The
Kosevich–Andreev theory was developed for a case in
which electric and magnetic fields are mutually perpen-
dicular. However, experimental studies of the oscilla-
tions of transport coefficients, in particular, of ther-
mopower, are quite often performed for a situation in
which an electric field (or temperature gradient) and a
magnetic field are parallel. Moreover, neither the Lif-
shitz–Kosevich theory nor the Kosevich–Andreev the-
ory take into account the explicit form of the nonpara-
bolicity of a conduction band and the dependence of the
size of the Fermi surface along the direction of a mag-
netic field on charge-carrier concentration. However,
there exist numerous highly anisotropic crystals with
layered structures where the motion of the charge carri-
ers in the layer plane is described using the effective
mass approximation and the motion in the perpendicular
direction by the tight-binding approximation or by some
nonparabolic dispersion relation [5]. Examples of such
crystals include transition metal dichalcogenides [6],
intercalated graphite compounds (synthetic metals) [7],
multinary semiconductor compounds with superlat-
tices (in particular, II–VI–VII compounds) [8], quasi-
two-dimensional organic conductors [9], etc. The aim
of this study is to describe, within the quasi-classical
approximation, the oscillations of electrical conductivity
1063-7826/05/3903- $26.00 0325
and to establish the conditions for the applicability of this
description to crystals in which the electric and magnetic
fields are parallel to each other (longitudinal electrical
conductivity) and are perpendicular to the layers.

It should be noted that layered conductors are usu-
ally considered as being quasi-two-dimensional, i.e.,
conductors for which the Fermi energy is much greater
than the width of the narrow conduction miniband,
which determines charge-carrier motion in a direction
normal to the layers. The theory relating to the Shubni-
kov–de Haas effect (in a magnetic field perpendicular
to the current) for such crystals has already undergone
a sufficiently detailed development in the quasi-classi-
cal approximation [9]. However, there are also layered
crystals that, though they are described by a model of
the band-spectrum characteristic of quasi-two-dimen-
sional crystals, are not quasi-two-dimensional in the
above sense. The Fermi energy in these crystals is
smaller than the width of the narrow miniband that
determines the motion of electrons across the layers;
however, these quantities are comparable, which means
that the usual effective mass approximation is not valid
[7, 8]. Nevertheless, these crystals can be transformed
into a quasi-two-dimensional form by doping. In this
study, we derive expressions that describe the oscillat-
ing part of the longitudinal electrical conductivity in
crystals of both types.

2. RESULTS AND DISCUSSION

The most general expression for the energy levels of
charge carriers in a layered crystal in a quantizing mag-
netic field perpendicular to the layers is

(1)ε n kz,( ) µ*H 2n 1+( ) W x( ),+=
© 2005 Pleiades Publishing, Inc.
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where µ* = µB(m0/m*); µB is the Bohr magneton; n is
the number of the Landau level; m* is the effective
mass of an electron in the layer plane, which is, for sim-
plicity, assumed to be isotropic; kz is the component of
the quasi-momentum in the direction perpendicular to
the layers; H is the quantizing magnetic field; W(x) is
the charge-carrier dispersion relation, which is not par-
abolic and describes the carrier motion in the direction
normal to the layers; x = akz; and a is the distance
between the translationally equivalent layers.

When describing the Shubnikov–de Haas effect in
the quasi-crystal approximation for charge-carrier scat-
tering by acoustic phonons, we assume, for simplicity,
that the relaxation time of the longitudinal quasi-
momentum does not depend on the carrier energy and
that the temperature dependence of this time obeys the
Bloch–Grüneisen law [10]. Then, the relaxation time is
given by

(2)

where, for the crystal under consideration, τ0 is a con-
stant that has the dimensions of time and describes the
scattering intensity, and ΘD is the Debye temperature of
the crystal.

The conductivity is obtained from the Kubo for-
mula [11] by summation over the Landau levels, which
can be precisely performed for spectrum (1) using the
longitudinal quasi-momentum relaxation time given
by (2) for any form of the function W(x). In the approx-
imation ζ/kT @ 1 and ∆/kT @ 1, we obtain the following
expression for the magnetic-field-independent part of
the conductivity:

(3)

and the oscillating part of the conductivity assumes the
form

(4)

In (4),  denotes the temperature-related damping
factor of the oscillations,

(5)

In (3)–(5), ζ is the Fermi energy measured from the bot-
tom of the narrow conduction miniband and W '(x) is
the derivative. The integration in (3) and (4) is per-
formed only with respect to positive values of x.

Using formulas (3) and (4), we can now calculate
the conductivity for the dispersion relations W(x).

τ τ 0 ΘD/T5( ),=

σ0

32πτ0e2m*aΘD
5

h4T5
--------------------------------------- W' x( )( )2 x,d

W x( ) ζ≤
∫=

σosc

32πτ0e2m*aΘD
5

h4T5
---------------------------------------=

× 1–( )l 1– f l
σ W' x( )( )2 πl

ζ W x( )–( )
µ*H

--------------------------- .cos

W x( ) ζ≤
∫

l 1=

∞

∑

f l
σ

f l
σ π2lkT /µ*H

π2lkT /µ*H( )sinh
--------------------------------------------.=
The simplest tight-binding dispersion relation,
which is used to describe a warped Fermi surface of a
layered crystal, is written as [5]

(6)

where ∆ is the half-width of the narrow miniband in the
direction normal to the layers. For this dispersion law,
as well as for nonquasi-two-dimensional crystals, i.e.,
for ζ ≤ 2∆, the magnetic-field-independent part of the
conductivity assumes the form

(7)

and the oscillating part is

(8)

where Jm(y) are the Bessel functions of the real argu-
ment y, and Cm are the modulating coefficients defined
by the relations

(9)

(10)

When deriving formula (8), we expanded the oscil-
lating part of the integrand in (4) in the Bessel functions
of integer index using dispersion relation (6) [12]. In
expansion (8), there are many Bessel functions, since,
for ζ ≤ 2∆, the Fermi surface of a layered crystal is
closed and occupies the region [–κζ; κζ] within the one-
dimensional Brillouin zone. For ζ > 2∆, the Fermi sur-
face is open, and the integration in (4) should be per-

W x( ) ∆ 1 xcos–( ),=

σ0

16πτ0e2m*aΘD
5 ∆2

h4T5
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formed over the entire Brillouin zone; therefore expres-
sion (4) can be written in the more compact form

(11)

Let us analyze these results in more detail. First, we
should note that, initially, the magnetic-field-indepen-
dent part of the longitudinal electrical conductivity
increases monotonically with κζ, i.e., with the charge-
carrier concentration. It then attains a maximum, and
finally becomes independent of the carrier concentra-
tion as the Fermi level crosses the top of the narrow
miniband. This behavior occurs because any restriction
imposed on the free motion of the charge carriers
reduces the conductivity of the crystal.

We now consider the oscillating component of the
electrical conductivity. General formula (4) for the con-
ductivity differs from the conventional expression in
the explicit allowance it makes for the dependence of
the Fermi surface size along the direction of the mag-
netic field on the carrier concentration as a result of a
restriction of the region of integration with respect to x
[13, 14]. This restriction is quite justified, since the
“disappearance” of the Fermi surface implies that the
oscillating component of the conductivity vanishes.
Therefore, it follows from (8) that not only the frequen-
cies but also the amplitudes of the conductivity oscilla-
tions depend on the charge-carrier concentration via the
concentration dependence of the Fermi energy. For the
considered specific case of a layered crystal with a
superlattice, this dependence is determined by the mod-
ulating coefficients of the Bessel functions defined by
expressions (9) and (10). The series in r and l in expres-
sion (8) converge quite rapidly. However, for the spe-
cific case in which ζ = ∆, a more compact formula with-
out trigonometric factors can be obtained from (8):

(12)

This circumstance is a direct consequence of disper-
sion relation (6), which is representative of the small
width of the conduction miniband and is characteristic
of crystals with superlattices. However, when the mag-
netic field is so weak that there are a large number Lan-
dau levels in the narrow conduction miniband, we may
use the traditional quasi-classical approximation in (4),
which is not based on any model assumptions about the
form of the function W(x), i.e., about the character of
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the warping of a cylinder (which is actually the Fermi
surface of the layered crystal). To apply this approxi-
mation to (4), we must retain the first nonvanishing
terms in the expansions of W(x) and W '(x) in x near the
extreme cross sections of the Fermi surface cut by the
planes normal to the direction of the magnetic field.
Furthermore, we must evaluate the integrals obtained
using the method of steepest descent and the subse-
quent differentiation with respect to the parameter. The
result for the oscillating component of the longitudinal
conductivity is

(13)

In this formula, Wex and | | are values of the func-
tion W(x) and the modulus of its second derivative at the
extremum points (if there are several extrema, then the
sum in (13) must be taken over all the extrema belong-
ing to the Fermi surface). The plus sign at the initial
phase and the minus sign at the amplitude correspond
to the minimal cross section, and the opposite signs cor-
respond to the maximal cross section of the Fermi sur-
face. In contrast to the traditional formula [2, 3, 9], in
expression (13), the magnetic-field dependence of the
oscillation amplitude and the curvature of the Fermi
surface near the extreme cross sections is different, and
cosines are replaced by sines. These differences are
exclusively due to the fact that, in this study, we con-
sider the longitudinal electrical conductivity whereas,
in the traditional approach, the transverse conductivity
is considered.

If, in formulas (8) and (11), we use an asymptotic
limit in the form ∆/µ*H @ 1, then, retaining only the
leading terms in the asymptotic expansions of the
Bessel function [12], we see that the oscillating compo-
nent of the conductivity vanishes in an identical man-
ner. By including the subsequent terms in these expan-
sions, we obtain two quasi-classical formulas of type (13):
the first for a Fermi surface with one extreme cross sec-
tion (cut by the kz = 0 plane) when 0 < ζ < 2∆ and the
second for a Fermi surface with three extreme cross
sections (cut by the kz = 0 plane and the kz = ±π/a
planes) when ζ > 2∆. We then combine these formulas
into the single expression

(14)
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In this expression, θ(y) is the θ-pulse step function.
In this context, we should note that, in the traditional
approach, we always obtain a formula for the Fermi
surface with three extreme cross sections. At the same
time, from an analysis of the geometry of the Fermi sur-
face, it follows that, for 0 < ζ ≤ 2∆, this surface has only
one extremal cross section; however, this case was not
considered in [9]. It is also can be seen in (14) that, in
the traditional quasi-classical approach, in which the
dependence of the size of the Fermi surface along the
direction of the magnetic field on the charge-carrier con-
centration is disregarded, the oscillating component of
the conductivity changes abruptly with variations in ζ.
At the same time, formulas (8) and (11) predict that the
conductivity dependence on ζ is continuous. Such a
contradiction can be explained by the fact that, in the
model under consideration, the Fermi surfaces are
closed for 0 < ζ < 2∆ and open for ζ > 2∆. It can also be
explained in a purely mathematical form: the formulas
for the series summation over r, which appear after
passing to the asymptotic representations of the Bessel
function [11] in (8), are incorrect for κζ = 0 and κζ = π.
Furthermore, it is clear from the expression itself that
expression (14) is valid only if the Fermi level is not too
close to the bottom or top of the narrow conduction
miniband, whereas the general formulas (8) and (11)
are valid for any relation between ζ and ∆. In addition,
the quasi-classical condition, for which formula (2) is
valid, must be satisfied; i.e., a large number Landau lev-
els must lie below the Fermi level in the narrow conduc-
tion miniband.

This contradiction can be resolved if we note that,
even for ζ < 2∆, the oscillating component of the con-
ductivity of a layered crystal contains two, rather than
one, sets of oscillation frequencies. These frequencies
can be defined by the formulas

(15)

(16)

The first of these sets is always associated with the
maximal cross section of the Fermi surface cut by the
kz = 0 plane. The second set is not associated with any
cross section of the Fermi surface cut by the plane per-
pendicular to the direction of the magnetic field if 0 <
ζ < ∆. However, it is associated with two nonextreme
cross sections of the Fermi surface cut by the planes

if ∆ < ζ < 2∆ and with two minimal cross sections of the
Fermi surface cut by the kz = ±π/a planes if ζ > 2∆. The
contribution of the harmonics with frequencies (16)
increases if the ratio ζ/∆ increases and the ratio ∆/µ*H
decreases, i.e., if the Fermi level lies closer to the top of
the miniband and the miniband is narrower, leading to
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larger anisotropy of the layered crystal. This behavior is
caused by the fact that a decrease in the ratio ∆/µ*H
leads to a decrease in the dephasing of the oscillations
related to the nonextremal cross sections of the Fermi
surface. A similar decrease in dephasing can be also
caused by an increase in the ratio ζ/∆. Such behavior
may be accounted for by a slower change, as the Fermi
level approaches the top of the miniband, in the areas of
the cross sections of the Fermi surface regarded as
functions of the longitudinal quasi-momentum. In the
quasi-classical approximation, at ζ < 2∆, the contribu-
tion of frequencies (16) is only a small correction, on
the order of µ*H/∆, to formula (14); i.e., this contribu-
tion gives rise to a fine structure when ζ < ∆ or beats
when ζ < ∆. However, if ζ = ∆, frequencies (15) and
(16) are indistinguishable.

We can illustrate the appearance of non-quasi-clas-
sical frequencies of the conductivity oscillations by
expanding the integrand in (4) (taking into account (6))
in the Bessel functions of half-integer index [12], which
are elementary functions expressed in terms of the
products of sines and cosines by polynomials. A similar
procedure was used in [14] for magnetic susceptibility.
Then, the amplitudes of the oscillations with different
frequencies depend continuously on the charge-carrier
concentration, i.e., on ζ, thus ensuring the continuity of
the change in the oscillating component of the conduc-
tivity dependence on ζ. However, the statement about
the presence of non-quasi-classical oscillation frequen-
cies is not true for all dispersion relations. For example,
if we calculate the conductivity with formulas (3) and
(4) using a purely quadratic function W(x), we obtain
the following formulas for the monotonic and oscillat-
ing components:

(17)

(18)

Here,  is the longitudinal electron effective mass,
and Ci(y) and Si(y) are the cosine and sine Fresnel inte-
grals, respectively (the other notation is specified
above). Formula (18), as well as formulas (8) and (11)
for a crystal with superlattice, take into account the effect
of the charge-carrier concentration dependence of the
Fermi surface size along the direction of the magnetic
field on the oscillations of the longitudinal conductivity.
When passing to the asymptotic limit ζ/µ*H @ 1 in (18)
and retaining only the leading terms in the expansions
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of the Fresnel integrals, we obtain a formula of type
(14) for the Fermi surface with a unique stationary
cross section cut by the kz = 0 plane. Thus, we find that,
for ζ < 2∆ in the traditional quasi-classical approxima-
tion, dispersion relation (6) is virtually parabolic. In the
same way, without using the method of steepest
descent, we can also obtain formula (13) for a general
case. Using the expansions of the Fresnel integrals in
the Bessel functions of half-integer index [12], we can
show that, for a parabolic dispersion relation, having a
finite size of the Fermi surface along the direction of the
magnetic field does not result in the appearance of non-
quasi-classical oscillation frequencies. Moreover, this
conclusion is valid not only for a quadratic dispersion
relation but also for a linear relation of the form

(19)

which is used, for example, to describe the band struc-
ture of graphite and synthetic metals based on graphite
intercalation compounds (∆0 is a parameter of the
model and has the dimensions of energy) [6]. For this
dispersion relation, we obtain the following formulas
for the components of the longitudinal conductivity of
the crystal:

(20)

(21)

Formula (21) describes the oscillations of the longi-
tudinal conductivity related to the only stationary (maxi-
mal) cross section of the Fermi surface cut by the kz = 0
plane; this circumstance is quite understandable if we
take into account that, for model (19), the Fermi surface
of the crystal consists of two cones with contacting
bases. If we try to apply formula (13) to model (19), we

obtain an obviously incorrect result,  = 0, since, in
this model, W ''(x) ≡ 0. Thus, we arrive at the conclusion
that the presence of harmonics with non-quasi-classical
frequencies in the oscillating component of the longitu-
dinal conductivity and the deviation of the field depen-
dence of the oscillation amplitudes from the “H3/2 law”
under the conditions of applicability for the quasi-clas-
sical approximation can serve as a measure of the non-
parabolicity of the conduction band. Furthermore, it
can be seen from (13), (14), and (21) that, due to the
quasi-classical condition, in each of the cases consid-
ered, the oscillating component of the conductivity is
small compared to the magnetic-field-independent com-
ponent. Comparing these results with those of [1, 2], we
see that, under the quasi-classical conditions, the longi-
tudinal magnetooscillation effects are much less pro-
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nounced than the transverse effects. However, in lay-
ered crystals, the magnitude of the former effects may
be larger because of the pronounced anisotropy of the
electronic spectrum.

Using an elementary model of the band spectrum of
a layered crystal as an example, we now analyze the
limits of the applicability of the obtained results. For
this purpose, we should take into account that the
phonon energy is approximately kT at low temperatures
and the scattering-induced change in the energy of the
longitudinal motion of an electron cannot exceed the
width of the narrow miniband 2∆ if we disregard the
Umklapp processes. Therefore, the scattering-induced
change in the number of the Landau subband is esti-
mated to be

(22)

The second term on the right-hand side is approxi-
mately equal to 100 for m* = m0, ∆ = 0.01 eV, and mag-
netic fields of approximately 1 T; therefore, the quasi-
classical condition is satisfied, intersubband transitions
are not suppressed, representation (2) for the relaxation
time is valid, and the results obtained above are correct.
However, under conditions in which the Shubnikov–de
Haas effect is clearly pronounced, it is not always pos-
sible to disregard the suppression of intersubband tran-
sitions. Indeed, at low temperatures, where qza ! 1
(qz is the longitudinal component of the phonon wave
vector), the absolute value of the scattering-induced
change in the energy of the longitudinal motion of an
electron does not exceed qza∆. Therefore, taking into
account that qz = 2πkT/hs, where s is the velocity of
sound in the crystal, we use the condition δn ≤ 1 to esti-
mate the freeze-out temperature for intersubband tran-
sitions:

(23)

This temperature is, of course, lower than 2µ*H/k.
For m* = m0, ∆ = 0.01 eV, s = 5 × 103 m/s, and a =
10 nm, we obtain Tf = 0.074 K in magnetic fields of
approximately 1 T. At first sight, this condition for the
freeze-out of intersubband transitions seems to be quite
restrictive, especially if we take into account that, gen-
erally, magnetoinsulating experiments are performed at
much higher temperatures [13]. However, if, taking into
account the magnitude of the factor of the thermal
smearing of the oscillations determined by (5), we
write the condition necessary for the Shubnikov–
de Haas effect to be clearly pronounced in the form

(24)

then, for the same parameters values, we obtain T ≤
0.068 K; i.e., the temperature must be lower than Tf .

Expression (23) has a quite clear physical meaning.
If we set ∆ = 0 in this expression, we will transform the
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system of Landau subbands into a system of discrete
levels for which Tf = 2µ*H/k. This formula allows us to
understand why, in typical metals, e.g., alkali metals,
even in a situation where the Shubnikov–de Haas effect
is well pronounced, the intersubband transitions do not
freeze out and the quasi-classical approximation of the
above sense is valid. For the purpose of estimation, if
we set ∆ = 5 eV, a = 0.5 nm, and s = 5 × 103 m/s in (23),
we find that 2πa∆/hs ≈ 850; this value has the same
order of magnitude as the ratio 2µ*H/kTf. Thus we see
that, even if the thermal smearing of the oscillations is
negligible, intersubband transitions in typical metals
are important and, therefore, the quasi-classical
approximation is valid. A different situation is realized
in semimetals, e.g., in bismuth. If a magnetic field of
about 1.25 T is applied to a Bi crystal along the long
bisector ellipsoid axis of the constant-energy surface
for a conduction band with the effective mass m*/m0 =
8.2 × 10–3, the distance between the Landau levels is
2µ*H/k ≈ 204 K [13]. If we also take into account the
data [13] on the value of the Fermi energy for electrons
and, for the purposes of estimation, set 2∆ = 0.03 eV =
348 K, then the ratio ∆/µ*H = 1.71; moreover, accord-
ing to (22), we may assume that, in the observation of
the Shubnikov–de Haas effect, the intersubband transi-
tions are frozen out. The freeze-out temperature in this
case can be determined from inequality (24), which
gives a temperature value equal to 10.3 K, in satisfac-
tory agreement with experiment [15]. A similar situa-
tion is encountered in highly anisotropic layered crys-
tals. However, in this situation we must take into
account the effect of the magnetic field on charge-car-
rier scattering and, since the quasi-classical approxima-
tion is no longer valid, use the formulas from [16]
rather than the formulas of this study. In addition, we
should note that the authors of [4] consider oscillations
of the scattering probability of charge carriers as the
main cause of the Shubnikov–de Haas effect. This is
equivalent to the assumption that the relaxation time is
inversely proportional to the density of states in the
magnetic field, with an allowance made for the effect of
all the lower lying Landau subbands on the density of
states. However, the resulting correction to the oscillat-
ing component of the conductivity does not affect the
oscillation frequencies.

3. CONCLUSIONS

Thus, we have shown that, under the conditions of
the applicability of the quasi-classical approximation,
the presence of frequencies in the spectrum of the oscil-
lations of the longitudinal conductivity that are not asso-
ciated with the stationary cross sections of the Fermi sur-
face cut by planes normal to the field, as well as the devi-
ation of the field dependence of the corresponding
amplitudes from the linear law or “the 3/2 law,” can
serve as a measure of the deviation of the dispersion
relation, which describes the charge carrier motion,
from linear or parabolic, respectively. Furthermore, it is
shown that, in crystals with narrow conduction mini-
bands or with small values of the Fermi energy and
small transverse charge-carrier effective masses, the
intersubband transitions in the Shubnikov–de Haas
effect can freeze out. This freeze out is, at least, in qual-
itative agreement with the experiment and with the the-
oretical results obtained by previous authors without
using the assumption of the nonparabolicity of the con-
duction band. On the basis of the results obtained dur-
ing the preparation of this publication, it should be
noted that, in order to study fine details of the topology
of the Fermi surface of conducting materials (especially
unconventional ones), it is necessary to perform the
experiments in strong quantizing magnetic fields, i.e.,
in the region of large deviations from the traditional
quasi-classical approximation. However, for this pur-
pose, the topology the Fermi surface must be first
parametrized, e.g., on the basis of rough calculations of
the band structure, and the optimum set of orientations
of the magnetic field for which these deviations are pro-
nounced most clearly must be determined.
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Abstract—The first photosensitive n-ZnO:Al/CuPc/p-Cu(In,Ga)Se2 structures are produced by a vacuum sub-
limation of copper phthalocyanine onto the surface of thin p-Cu(In,Ga)Se2 films and a subsequent magnetron
deposition of n-ZnO:Al films. The steady-state current–voltage characteristics of the resulting structures are
studied. The charge-transport and photosensitivity mechanisms of the thin-film structures are discussed. The
structures appear promising for the fabrication of wide-range (1.2–3.3 eV) thin-film photoelectric converters.
© 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Studies of I–III–V ternary diamond-like compounds
have resulted in the fabrication of ZnO/CdS/Cu(In,Ga)Se2
structures with a record-high quantum photoconversion
efficiency of η = 19.2% and extraordinary radiation
hardness [1–3]. The presence of toxic Cd in these struc-
tures has stimulated a search for candidates to replace
the CdS barrier component [2]. Recently, we have
found that it is possible to use films of synthetic copper
phthalocyanine CuPc, whose semiconductor properties
have long been known [4–6], in the production of pho-
tosensitive structures. In this paper, we report the
results from the first study of the photoelectric charac-
teristics of thin-film n-ZnO:Al/CuPc/Cu(In,Ga)Se2
structures, in which the copper phthalocyanine films
are used as the barrier component.

1. In the production of the photosensitive structures,
we used thin (d ≈ 2 µm) p-CuInxGa1 – xSe2 polycrystal-
line films grown on glass substrates covered with a pure
molybdenum (d ≈ 1 µm) sublayer. Elemental analysis
of the CuInxGa1 – xSe2 films showed that, depending on
the fabrication conditions, x varies between different
films by 5–8%, whereas it remains constant, within the
experimental error, over the surface of each film, which
is indicative of the high homogeneity of the material.

The copper phthalocyanine CuPc films were depos-
ited onto the surface of a Cu(In,Ga)Se2 solid solution
by thermal sublimation in vacuum at a substrate tem-
perature of approximately 50°C. Phthalocyanine films
are uniformly blue and their surfaces are mirror-
smooth. Furthermore, they demonstrate a good adhe-
sion to the surface of as-grown Cu(In,Ga)Se2. The
thickness of the CuPc films reached ~0.5 µm. In addi-
tion, a ZnO:Al film was deposited onto the as-grown
CuPc film by the magnetron sputtering of a sintered
(ZnO + 2.5 wt % Al) target in an Ar atmosphere. The
1063-7826/05/3903- $26.00 0331
deposited ZnO:Al film demonstrated high conductivity
(50 Ω/cm2) and was transparent in the spectral range
0.365–1.0 µm. The density of the free electrons in these
films, which had a thickness of up to 1 µm, was
~1020 cm–3 at 300 K. The outer surface of the ZnO:Al
films deposited onto CuPc was mirror-smooth, and
their color was defined by the thickness.

2. Studies of the steady-state current–voltage [I(U)]
characteristics of the first obtained n-ZnO:Al/CuPc/p-
Cu(In,Ga)Se2 structures demonstrated a distinct rectifi-
cation (Fig. 1, curve 1). The forward bias in these struc-
tures corresponds to the negative potential at the top
n-ZnO:Al film, in much the same way as it does in the
already known ZnO:Al/CdS/Cu(In,Ga)Se2 solar cells [6].
Therefore, we may assume that the organic semicon-
ductor CuPc plays the role of the energy barrier in con-
tact with the Cu(In,Ga)Se2 surface, as, indeed, we
expected when we replaced CdS with CuPc in these
structures (see the inset in Fig. 1).

As well as the I(U) characteristics of the
n-ZnO:Al/CuPc/Cu(In,Ga)Se2 structures, we also studied
the characteristics of the constituent heterostructures
CuPc/Cu(In,Ga)Se2 (Fig. 1, curve 2) and n-ZnO:Al/CuPc
(Fig. 1, curve 3). The conducting direction in the
n-ZnO:Al/CuPc structure corresponds to the negative
potential at ZnO, and the conducting direction in the
CuPc/Cu(In,Ga)Se2 structure, to the negative potential
at CuPc. As a result, the active regions in both compo-
nents of the n-ZnO:Al/CuPc/Cu(In,Ga)Se2 structure,
i.e., n-ZnO:Al/CuPc and CuPc/Cu(In,Ga)Se2, are con-
nected in series in such a way that their rectification
directions coincide.

When considering the charge-transport mechanism,
we also took into account the properties of an
n-ZnO:Al/p-Cu(In,Ga)Se2 heterojunction. As can be
seen in Fig 1 (curve 4), the structures under consider-
© 2005 Pleiades Publishing, Inc.
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ation also demonstrate rectification, with the conduct-
ing direction corresponding to the negative potential at
the n-ZnO:Al film. As can be seen, the insertion of the
CuPc film into the ZnO:Al/CuPc/Cu(In,Ga)Se2 struc-
ture does not affect the characteristic rectification direc-
tion of the ZnO:Al/p-Cu(In,Ga)Se2 structure.

Figure 2 shows the steady-state I(U) characteristics
of the structures under study in a semilogarithmic scale.
These data show that the initial portion of the I(U) char-
acteristic is described by the exponential diode equa-
tion [6]

(1)

The saturation current Is and the diode factor n for the
structures being compared are listed in the table. As can
be seen from Fig. 2 (curve 1), the exponential depen-
dence of the forward current is most clearly pro-
nounced in the ZnO:Al/CuPc/Cu(In,Ga)Se2 structure

I Is
eU
nkT
--------- 

 exp 1– .=

543 2
1

5

0 5–5
–0.01 U, V

I, 10–2 A

1 5

0 5–5
–0.01 U, V

I, 10–3 A

2

5

0 5–5

–5

U, V

3

5

0 5–5
U, V

4

–0.03

"ω

I, 10–5 A I, 10–4 A

Fig. 1. Steady-state I(U) characteristics at T = 300 K for the
structures (1) n-ZnO:Al/CuPc/p-Cu(In,Ga)Se2, (2) CuPc/p-
Cu(In,Ga)Se2, (3) n-ZnO:Al/CuPc, and (4) n-ZnO:Al/p-
Cu(In,Ga)Se2. Forward bias: the positive potential at (1, 2,
4) p-Cu(In,Ga)Se2 and (3) CuPc. In the inset, the configura-
tion of the n-ZnO:Al/CuPc/p-Cu(In,Ga)Se2 structure—
(1) glass plate, (2) Mo film, (3) p-Cu(In,Ga)Se2, (4) CuPc,
and (5) n-ZnO:Al—and its illumination is shown.
and is observed within a current variation of approxi-
mately four orders of magnitude. Namely, in these
structures, the diode factor can be related to a recombi-
nation of the carriers in the active region [6]. In the con-
stituent heterojunctions CuPc/Cu(In,Ga)Se2 and
ZnO:Al/CuPc, and also in the ZnO:Al/Cu(In,Ga)Se2
heterojunction, the value of the factor n far exceeds n = 2
(see table), which allows us to assume that the forward
current in the compared structures is of a tunnel-recom-
bination nature. For the ZnO:Al/Cu(In,Ga)Se2 hetero-
junction, an increase in the saturation current Is with
respect to that in the ZnO:Al/CuPc/Cu(In,Ga)Se2 struc-
ture is observed (see table). The rectification factor K
for the structures under study, which is defined as the
ratio of forward to reverse current at the same mag-
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Fig. 2. Steady-state I(U) characteristics at T = 300 K (semi-log
scale) for the structures (1, 1') n-ZnO:Al/CuPc/p-Cu(In,Ga)Se2,
(2, 2') CuPc/p-Cu(In,Ga)Se2, (3, 3') n-ZnO:Al/CuPc, and
(4, 4') n-ZnO:Al/CuPc/p-Cu(In,Ga)Se2. Curves 1–4 show
the forward characteristics; curves 1'–4', the reverse charac-
teristics. For curves 1, 1', 2, 2', 4, and 4', refer to the left-
hand scale; for curves 3 and 3', the right-hand scale.
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Photoelectric properties of the structures at T = 300 K

Structure type K* Is, 10–8 A n R0, Ω U0, V "ωm, eV δ, eV , V W–1

n-ZnO : Al/CuPc/p-Cu(In, Ga)Se2 3200 1 1.6 70 1.75 1.5 0.76 50

(2.5) 2.45 0.67

CuPc/p-Cu(In, Ga)Se2 300 2 3.3 630 1.6 1.5 0.44 0.02

(2)

n-ZnO : Al/CuPc 2 0.1 5.1 105 0.6 1.5 0.44 5

(2) 2.45 0.4

n-ZnO : Al/p-Cu(In, Ga)Se2 40 4 15–20 6 × 103 ~1.7 1.65 1.28 200

(2.5)

Note: The bias voltage (in volts) is given in parentheses.

SU
m

nitude of bias (see the table and Fig. 2), is at its high-
est (K  ≈ 3200 at U = 2.5 V) for the thin-film
ZnO:Al/CuPc/Cu(In,Ga)Se2 structures. In combination
with the lowest n in these structures, this fact leads to
the conclusion that the introduction of organic semi-
conductors into thin-film structures does not impair the
charge-transport process as it does in heterostructures
based on inorganic materials, for which a precise
matching of crystal lattice parameters and thermal
expansion coefficients is necessary [7, 8]. In the case of
organic semiconductors (e.g., CuPc), this condition is
removed.

As can be seen from Fig. 1, when the forward bias
exceeds a certain value, the dark current starts to follow
the linear law

(2)

The cutoff voltage U0 and the residual resistance R0 for the
different structures under study are listed in the table. The
similar values of U0 in the ZnO:Al/CuPc/Cu(In,Ga)Se2
and CuPc/Cu(In,Ga)Se2 structures evidently indicate
that the charge-transport properties are mainly
defined by the height of the energy barrier on the
CuPc/Cu(In,Ga)Se2 interface. At the same time, the
significant decrease in U0 for the ZnO:Al/CuPc het-
erojunction may indicate a decrease in the barrier
height on the heterointerface in respect to
CuPc/Cu(In,Ga)Se2. It is also very important to note
that ZnO:Al/CuPc/Cu(In,Ga)Se2 demonstrates the low-
est resistance, R0 ≈ 70 Ω, among all the structures under
study. This fact is a strong argument in favor of the
application of organic semiconductors (for example,
CuPc) for the production of thin-film photovoltaic
structures.

Figure 3 shows the typical steady-state I(U) charac-
teristics of the structures under study on the log–log
scale. The principal feature of these structures is the
power-law dependence of the current on the voltage,
I ∝  Um, which is typical of inorganic semiconductors.
The values of m for the forward and reverse biases are

I
U U0–

R0
-----------------.=
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shown in Fig. 3 (adjacent to the curves for the forward
and reverse biases). In the ZnO:Al/CuPc/Cu(In,Ga)Se2
structures (Fig. 3, curves 1 and 1'), the reverse current
at U ≤ 0.4 V is described by the exponent m ≈ 1; accord-
ing to [9], this can be attributed to the tunneling of car-
riers or to a space-charge-limited current in the veloc-
ity-saturation mode. The exponent m ≈ 1 was also
observed for the reverse I(U) characteristics in the other
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Fig. 3. Steady-state I(U) characteristics at T = 300 K (log-log
scale) for the structures (1, 1') n-ZnO:Al/CuPc/p-Cu(In,Ga)Se2,
(2, 2') CuPc/p-Cu(In,Ga)Se2, (3, 3') n-ZnO:Al/CuPc, and
(4, 4') n-ZnO:Al/p-Cu(In,Ga)Se2. Curves 1–4 show the for-
ward characteristics; curves 1'–4', reverse characteristics.
For curves 1, 1', 2, and 2', refer to the left-hand scale; for
curves 3, 3', 4, and 4', the right-hand scale.
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structures (Fig. 3, curves 2'–4'), in different ranges of
bias; therefore, it can be interpreted in a similar way
as in the case of the ZnO:Al/CuPc/Cu(In,Ga)Se2
structure. As can be seen in Fig. 3, in the
ZnO:Al/CuPc/Cu(In,Ga)Se2 and CuPc/Cu(In,Ga)Se2
structures, the exponent m ≈ 2 at the reverse bias U ≥
0.4 V. This behavior is usually attributed to the space-
charge-limited current in the mobility mode [9]. At the
forward bias U ≥ 0.4 V, the rise in current becomes
steeper, with the exponent m = 3–3.7, which means that
a continuous (exponential) energy distribution of traps
must be taken into account [9]. For the ZnO:Al/CuPc
heterojunction, the dependence I ∝  Um is only weakly
dependent on the direction of the current, and the values
of m correspond to those discussed above (Fig. 3,
curves 3, 3'). Finally, the I(U) characteristics of the
ZnO:Al/Cu(In,Ga)Se2 heterojunction (Fig. 3, curves 4, 4')
are quite similar to those of the
ZnO:Al/CuPc/Cu(In,Ga)Se2 structure, which indicates
the similarity of the charge-transport mechanisms in
structures produced from semiconductors of differ-
ent types.
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Fig. 4. Spectra of the relative quantum photoconversion effi-
ciency of the structures (1) n-ZnO:Al/CuPc/p-Cu(In,Ga)Se2,
(2) n-ZnO:Al/CuPc, (3) CuPc/p-Cu(In,Ga)Se2,
(4) n-ZnO:Al/CuPc/p-Si, (5) n-ZnO:Al/n-CdS/p-Cu(In,Ga)Se2,
and (6) n-ZnO:Al/p-Cu(In,Ga)Se2. Unpolarized illumina-
tion at T = 300 K. Illumination: (1, 2, 4–6) from the side of
ZnO:Al and (3) from the side of CuPc.
3. Illumination of the ZnO:Al/CuPc/Cu(In,Ga)Se2
structures induces photovoltage with the ZnO:Al film
negative, which correlates with the direction of the
rectification and is not sensitive to illumination inten-
sity, photon energy, or the position of the light probe
(which is ~0.3 mm in diameter) on the structure sur-
face. The maximum open-circuit photovoltage of the
ZnO:Al/CuPc/Cu(In,Ga)Se2 structures is Uoc ≈ 100 mV,
the short-circuit current is Isc ≈ 1 mA at a power den-
sity of light from an incandescent lamp equal to
10 mW/cm2. The maximum voltage sensitivity Su of
the ZnO:Al/CuPc/Cu(In,Ga)Se2 structures is ~50 V/W
(see the table), and it is usually reached under illumina-
tion from the side of the ZnO:Al film. It is noteworthy
that the sign of the photovoltage in the
ZnO:Al/CuPc/Cu(In,Ga)Se2 structures coincides with
that typical of the widely studied and recognized
ZnO:Al/CdS/Cu(In,Ga)Se2 [1] and ZnO:Al/Cu(In,Ga)Se2
structures, i.e., in these structures, the ZnO film is neg-
atively charged. The fact that the Cu(In,Ga)Se2 film in
the CuPc/Cu(In,Ga)Se2 structure is positively charged
while the ZnO film in ZnO:Al/CuPc has a negative
charge, indicates that the barriers in these structures are
connected so that their photovoltages are summed up,
which excludes the possibility of the conversion of the
photovoltage sign.

Figure 4 (curve 1) shows a typical spectrum for the
relative photoconversion efficiency η("ω) of one of the
ZnO:Al/CuPc/Cu(In,Ga)Se2 structures at T = 300 K
under illumination with nonpolarized light from the
side of the n-ZnO:Al film. A wide-band spectrum of
η("ω) is observed, with the red edge defined by direct
band-to-band transitions in the solid solution. This
dependence obeys a relation typical of the direct band-
to-band transitions in the absorption spectrum of the
Cu(In,Ga)Se2 solid solution [7]:

(3)

where A is a constant and Eg is the band gap of
Cu(In,Ga)Se2. An extrapolation of the type (η"ω)2  0
yields the band gap Eg ≈ 1.2 eV for the solid solution,
which is in agreement with the optical-absorption data [6].
The onset of a short-wavelength cutoff at "ω > 3.35 eV
agrees with the band gap of ZnO [10]; therefore, it can
be related to the increase in the optical absorption of the

front n-ZnO:Al film in the range "ω > . In the
range between the band gaps of the wide- and narrow-
gap components of the ZnO:Al/CuPc/Cu(In,Ga)Se2
structure, a maximum photosensitivity, with two peaks
at "ω1 = 1.5 eV and "ω2 = 2.45 eV, and a distinct dip in
the range "ω ≅  2.5 eV is observed. As can be seen in
Fig. 4, the specific features discussed in relation to the
η("ω) spectrum of the ZnO:Al/CuPc/Cu(In,Ga)Se2
structure (curve 1) are also satisfactorily reproduced in
the photosensitivity spectra of the constituents of this
structure (curves 2 and 3), with similar values of the
FWHM (δ) of the photosensitivity peak (see the table).

η"ω A Eg "ω–( )1/2,=

Eg
ZnO
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It is necessary to note that, in the range of its peak, the
η("ω) spectrum of the ZnO:Al/CuPc/Cu(In,Ga)Se2
structure is similar to that observed earlier in the thin-
film ZnO:Al/CuPc/Si structures [11]. This similarity is
related to the discrete character of the optical absorption
spectrum of CuPc and results in the photosensitivity
spectrum also becoming discrete. In principle, this cir-
cumstance can ensure that a photoelectric converter will
exhibit photosensitivity only in certain spectral ranges.

Figure 4 shows also the typical η("ω) spectra of
thin-film photoelectric converters based on the
n-ZnO:Al/n-CdS/p-Cu(In,Ga)Se2 and n-ZnO:Al/p-
Cu(In,Ga)Se2 structures (curves 5 and 6, respectively).
These structures were fabricated on the same
Cu(In,Ga)Se2 films as in the case of the
ZnO:Al/CuPc/Cu(In,Ga)Se2 structure. It can be seen
that the red edge η("ω) for these structures is the same
as for the ZnO:Al/CuPc/Cu(In,Ga)Se2 structure. A cer-
tain amount of scatter in the energy position of the step
in the η("ω) spectrum at "ω0 = 1.20–1.24 eV (Fig. 4,
curves 1, 5, and 6) is related to fluctuations of the
atomic composition x in the Cu(In,Ga)Se2 films;
moreover, the decrease of η("ω) in these structures
begins at "ω > 1.7 eV, which can be related to absorp-
tion by the CdS and ZnO films [10]. The principal dis-
tinctive feature of the η("ω) spectra in the photosen-
sitivity range for the ZnO:Al/CdS/Cu(In,Ga)Se2 and
ZnO:Al/CuPc/Cu(In,Ga)Se2 structures is that these
spectra don’t demonstrate the dip (Fig. 4, curves 5 and 6)
typical of the structures containing the CuPc film
(Fig. 4, curve 1). Therefore, the photosensitivity spec-
tra of the structures without the CuPc film exhibit no
dips and a higher δ ≈ 1.3 eV is observed (see table).

4. Thus, the first thin-film photosensitive
ZnO:Al/CuPc/Cu(In,Ga)Se2 structures have been pro-
duced. The wide-band character of the photosensitivity
of structures containing copper phthalocyanine is dem-
SEMICONDUCTORS      Vol. 39      No. 3      2005
onstrated. The results obtained in the study of the charge-
transport and photosensitivity processes indicate that
these structures are promising for application in wide-
band ecologically safe photoelectric converters.

The study was supported by the program “New
Principles of Energy Conversion in Semiconductor
Structures” of the Russian Academy of Sciences.
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Abstract—The lattice constants of AlxGa1 – xAs epitaxial alloys with various AlAs (x) contents are determined
for AlxGa1 – xAs/GaAs(100) heterostructures grown by MOC-hydride epitaxy using X-ray diffractometry and
an X-ray back-reflection method. An ordered AlGaAs2 (superstructural) phase is found in epitaxial heterostruc-
tures with x ≈ 0.50. The lattice constant of this phase is smaller than the lattice constants of an Al0.50Ga0.50As
alloy and GaAs single-crystal substrate. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The main tendency in the development of modern
electronics is the use of submicron- and nanometer-
sized functional objects (components). The unique
properties of these objects (nanostructures) are deter-
mined by the atomic and electron processes both in the
bulk and at the boundaries of heterostructures [1]. In
this context, researchers are currently intensively devel-
oping both the theory of the phenomena in small
objects, the so-called low-dimensional systems, and
new precision methods for their study [2]. It is well
known that isomorphic compounds, including AlAs
and GaAs, form continuous solid solutions [3]. For epi-
taxial growth, the lattice matching of a film and a sub-
strate possessing different chemical compositions is of
great importance. The AlxGa1 – xAs/GaAs heterostruc-
ture possesses this property. This structure, whose lat-
tice mismatch is &0.15%, is widely used in various
structures and devices [4].

Gallium arsenide is the best-studied and most
widely used III–V material. In contrast, AlAs is one of
the least known compounds, which can be explained by
its very high melting point (1700°C) and its instability,
which is due to its decomposition in air. Gallium ars-
enide and AlAs both have sphalerite crystal lattices
with almost equal values for the lattice constants and
ionicity; as a result, the growth of AlxGa1 – xAs layers on
GaAs substrates is quite straightforward and the crystal
quality of the obtained alloys is relatively high. A spe-
cific feature of this system is an increase in the crystal-
lattice constants of the alloy in conjunction with an
increase in the content of the Al atoms, which replace
the Ga atoms in the metal sublattice, owing to the larger
size of an Al atom.
1063-7826/05/3903- $26.00 ©0336
When growing thin heteroepitaxial layers on a bulk
substrate, the lattice mismatch, in some cases, does not
cause the generation of misfit dislocations. However,
the epitaxial layer is uniformly elastically strained in
the plane parallel to the heterointerface [5]. Under these
circumstances, in order to find the lattice constant of the
alloy aν, taking into account the elastic strain in the het-
eroepitaxial layer, the normal and parallel components
of the lattice constant, a⊥  and a||, should be determined
from the results of an X-ray diffraction analysis.
According to the theory of elasticity, this constant can
be calculated as [6]

(1)

where ν are the Poisson ratios for the epitaxial layers.

The expressions for the lattice constants of the AlAs
and AlGaAs epitaxial layers are written as [6]

(2)

(3)

where

aν a⊥ 1 ν–
1 ν+
------------ a|| 2ν

1 ν+
------------,+=

aAlAs
ν aAlAs

⊥ 1 νAlAs–
1 νAlAs+
-------------------- aGaAs

ν 2νAlAs

1 νAlAs+
--------------------,+=

aAlxGa1 x– As
ν aAlxGa1 x– As

⊥ 1 νAlxGa1 x– As–

1 νAlxGa1 x– As+
--------------------------------=

+ aGaAs
ν 2νAlxGa1 x– As

1 νAlxGa1 x– As+
--------------------------------,

νAlxGa1 x– As xνAlAs 1 x–( )νGaAs,+=
 2005 Pleiades Publishing, Inc.
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and relation (3) can be rewritten as

(4)

To calculate the lattice constants of the alloys, we
used Poisson ratios taken from previously published
data, namely νAlAs = 0.255 [6, 7] and νGaAs = 0.312 [8].
However, we experimentally determined only the a⊥

components of the lattice constant for the heteroepitax-
ial structures, which correspond to measured values of
the interplanar spacings d⊥ .

It is generally assumed that the dependence of the
lattice constant on the Al content in the AlxGa1 – xAs
alloys follows Vegard’s law [9]. However, the published
data on the linearity or nonlinearity of the dependence
of the lattice constants of alloys in the AlAs–GaAs sys-
tem are contradictory [10, 11].

The purpose of this study is to determine the depen-
dence of these lattice constants on the composition of
AlxGa1 – xAs epitaxial layers grown on a single-crystal
GaAs (100) substrate by MOC-hydride epitaxy.

2. RESULTS AND DISCUSSION

2.1. Characteristics of the Epitaxial Structures 
under Study

The heterostructures under study were grown at the
Ioffe Physicotechnical Institute. The epitaxial AlxGa1 – xAs
single-crystal films were grown on single-crystal
GaAs (100) substrates by MOC-hydride epitaxy. The
data on the Al content in the AlxGa1 – xAs alloys and the
film thicknesses are listed in Table 1.

Since the thickness of the AlxGa1 – xAs films was
rather large, it was possible to use an X-ray structure
analysis to determine their lattice constants. The layer
of half-absorptance for CuKα1, 2 radiation, which pri-
marily diffracts the X-ray beam, was about 15 µm thick
for the AlxGa1 – xAs/GaAs(100) system under study.
Consequently, we could expect, at least for large
angles, two independent reflections of different intensi-
ties, one from the film and the other from the substrate,
which are caused by a lattice mismatch between the
epitaxial film of the AlxGa1 – xAs alloy and the GaAs
(100) substrate. We determined the interplanar spacings
and lattice constants of the AlxGa1 – xAs epitaxial films
and the GaAs (100) substrates for the samples under
study using two methods of X-ray structure analysis,
namely, X-ray diffractometry and, for the planar sam-
ple, the X-ray back-reflection method.

2.2. Results of Measurements of the Lattice Constants 
Using X-Ray Diffractometry

We carried out all the X-ray diffraction measure-
ments using DRON-4-07 and DRON-3 diffractometers

aAlxGa1 x– As
ν aAlxGa1 x– As

⊥ 1 xνAlAs 1 x–( )νGaAs–( )–
1 xνAlAs 1 x–( )νGaAs+( )+
----------------------------------------------------------------=

+ aGaAs
ν 2 xνAlAs 1 x–( )νGaAs+( )

1 xνAlAs 1 x–( )νGaAs+( )+
----------------------------------------------------------------.
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(CuKα1, 2 radiation). A specific feature of an X-ray dif-
fraction analysis of single-crystal samples of a certain
orientation is the fact that we can record very few X-ray
diffraction lines; indeed, only one or two, but rarely
three, are possible. The set of diffraction lines depends
on the orientation of the single crystal during its
growth. For example, for the AlxGa1 – xAs/GaAs(100)
samples under study, there are only two diffraction
lines, namely, the (200) line in the range from 31.10° to
31.80° and the (400) line in the range from 65.40° to
66.40°. Figure 1 shows the so-called full-range X-ray
diffraction pattern of sample EM135, which was
recorded over the entire angle range 2θ using the
DRON-4-07 diffractometer. To determine the lattice
constants of the epitaxial films, we selected the (400)
line. The interplanar spacings and lattice constants at
this stage of study were determined with an accuracy of
~0.001 Å.

When investigating the profiles of diffraction lines
for multicomponent samples, the X-ray diffraction
lines of various phases can overlap, which, in fact,
occurs for AlxGa1 – xAs films grown on a GaAs (100)

Table 1.  Characteristics of the studied samples

Sam-
ples Heterostructures Thicknesses of epi-

taxial layers, µm

EM28 Al0.12Ga0.88As/GaAs 1

EM29 Al0.16Ga0.84As/GaAs 1

EM135 Al0.50Ga0.50As/GaAs 1

EM49 Al0.54Ga0.49As/GaAs 1

EM77 Al>0.80Ga<0.20As/Al0.30Ga0.70As/
Al>0.80Ga<0.20As/GaAs

~0.5/0.2/0.1

EM72 AlAs/GaInP/AlAs/GaAs ~0.5/0.2/1

10

20 60

(200)

2θ, deg
80 100 12040

(400)

8

6

4

2

0

I, 103 s–1

Fig. 1. The survey X-ray diffraction pattern of the
Al0.50Ga0.50As/GaAs(100) epitaxial heterostructure.
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substrate. Since the atomic radii of Ga and Al do not
significantly differ from each other, this overlap also
occurs for the constants of the sphalerite lattices of
GaAs and AlxGa1 – xAs alloys.

Figure 2 shows the (400) diffraction line of the
AlxGa1 – xAs/GaAs heterostructure with a relatively low
Al content (x = 0.16). It can be seen from this figure that
the diffraction line of the AlxGa1 – xAs epitaxial layer
with low x practically merges with the diffraction line
of the GaAs (100) substrate and appears as a single
Kα1, 2 doublet with distorted lines. The shape of this
doublet differs from the dispersion lines of the Kα1, 2

doublet for the single-crystal substrate due to the fact
that the former doublet is the result of a superposition
of two Kα1, 2 doublets. This circumstance introduces
additional difficulties when attempting an exact deter-

20

66.0

3

2θ, deg66.2 66.465.8

15

10

5

0

I, 103 s–1

2

4

4

3

1

Fig. 2. Diffraction lines (400) from the
Al0.16Ga0.84As/GaAs(100) heterostructure. Curve 1 corre-
sponds to the experiment, and curves 2–4 correspond to the
approximation. The diffraction lines correspond to (1, 2) the het-
erostructure, (3) GaAs (substrate), and (4) the Al0.16Ga0.84As
alloy.

Table 2.  Lattice constants of the AxGa1 – xAs epitaxial films
in the AlxGa1 – xAs/GaAs(100) heterostructure

Sample no. Value
of x

Experiment [11]

a⊥ , Å aν, Å aν, Å

GaAs(100) 0 5.654 5.654 5.653

EM 28 0.12 5.655 5.655 5.654

EM 29 0.16 5.655 5.655 5.655

EM 135 0.50 5.661 5.658 5.657

EM 49 0.54 5.661 5.658 5.658

EM 77 >0.80 5.665 5.660 5.660

EM 72 1.00 5.667 5.661 5.661

Note: Values of a⊥  are determined to within an accuracy of ±0.001 Å.
mination of the lattice constants of epitaxial films. The
results of the splitting of the (400) line into two Kα1, 2

doublets show (Table 2) that the alloy and the substrate
are almost completely lattice-matched at low x. At the
highest values of x (samples EM72 and EM77), the
angular distance between the Kα1, 2 doublets of the film
and the substrate is at its largest. Since the thickness of
the film of the AlxGa1 – xAs alloy is considerably larger
than the thicknesses of the intermediate layers (GaInP
in sample EM72 and Al0.30Ga0.70As in sample EM77),
the diffraction lines of the intermediate layers do not
make much contribution to the (400) diffraction pat-
tern. This circumstance allows us to calculate the lattice
constants for these samples without resolving the lines
into components (Fig. 3).

The solid line in Fig. 4 represents the (400) diffraction
line of sample EM135, i.e., the Al0.50Ga0.50As/GaAs(100)
heterostructure. The profile of the (400) line for this
sample includes five features in the form of peaks or so-
called shoulders. It can be seen from the line profile that
the diffraction line of the epitaxial film is superimposed
onto the doublet from the substrate. To single out the
diffraction line of the film, it is necessary to subtract the
doublet of the (400) line of the GaAs (100) substrate
from the integrated profile of the experimental line of
the heterostructure. The reason for this subtraction is
that the epitaxial film insignificantly weakens the
Bragg reflection from the substrate by virtue of its small
thickness ~1 µm [12].

After the subtraction of the experimental line corre-
sponding to the Kα1, 2 doublet for the GaAs (100) sub-
strate, three lines, lines (1), (2), and (3) (Fig. 4, curve 4),
remained instead of the expected single doublet from

30

66.0 2θ, deg66.2 66.465.8

15

10

5

0

I, 103 s–1

Kα1 GaAs(100)

25

20
Kα2 GaAs(100)

Kα2 AlAs

Kα1 AlAs

Fig. 3. Diffraction lines (400) for the
AlAs/GaInP/AlAs/GaAs(100) heterostructure. The solid
line corresponds to the experiment, and the dash-and-dot
lines correspond to AlAs (approximation).
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the Al0.50Ga0.50As alloy. Judging from the ratio of the
intensities of the three remaining diffraction compo-
nents for the epitaxial film, these lines are, in turn, the
result of a superposition of two Kα1, 2 doublets. The
first is the doublet from the alloy with x = 0.50 (lines (1)
and (2)), which has a larger lattice constant than the

substrate (  > ). The second doublet is
assigned to an unknown phase (un. ph.) in the same
film, which has a smaller lattice constant than the sub-

strate (  < ) (lines (2) and (3)). Using the
Sigma Plot-8 software package to perform a regression
analysis, we find that line (2) is indeed a superposition
of two components: Kα2, from the AlxGa1 – xAs alloy
with a larger a⊥ , and Kα1, from the unknown phase in

which a⊥  is smaller than . The difference between
the experimental (curve 1) and simulated (curve 2) pro-
files is about 10%. Thus, the studied profile of the (400)
diffraction line of sample EM135 is the superposition
of three Kα1, 2 doublets from different phases with

almost equal lattice constants, namely,  = 5.654 Å

(substrate),  = 5.661 Å (film), and  = 5.646 Å
(film). Table 3 lists the results from the decomposition
of the (400) line of the Al0.50Ga0.50As/GaAs(100) het-
erostructure, specifically, the interplanar spacings d⊥ ,
lattice constant a⊥ , and lattice constant aν calculated using
formula (4). A similar result was obtained by resolving
the (400) line into components for sample EM49,
where x = 0.54.

From the results of the decomposition into compo-
nents, we determined the lattice constants of the
AlxGa1 – xAs alloys, which are given in Table 2 along
with the lattice constants expected according to the lin-
ear Vegard’s law given on the site of the Ioffe Physi-
cotechnical Institute, Russian Academy of Sciences
[11]. The lattice constants a⊥  for the single-crystal
GaAs (100) substrates, which are given in the first row
of Table 2, have the same value both for all the studied
heterostructures and for the GaAs (100) single-crystal
wafer of corresponding thickness. Therefore, we used

this value in formulas (2)–(4), assuming that  =

, in order to calculate aν for the AlAs and AlGaAs
epitaxial films.

2.3. Results of Measurements of the Lattice Constants 
by the X-ray Back-Reflection Method

It has been shown in previous experiments with a
KROS-1 camera that the X-ray photographic back-
reflection method can be used at large diffraction angles
to accurately measure the interplanar spacings and lat-
tice constants of plane single-crystal samples. This
measurement is achieved by rotating both the sample

ax 0.5=
⊥ aGaAs

⊥

aun.ph
⊥ aGaAs

⊥

aGaAs
⊥

aGaAs
⊥

ax 0.50=
⊥ aun.ph

⊥

aGaAs
ν

aGaAs
⊥
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and the cassette with the X-ray film relative to the axis
normal to the sample surface so that the planes with
smallest interplanar spacings can occupy the reflecting
position [12]. These planes cannot be recorded using a
diffractometer because of the limitations of the goni-
ometer.

In order to study samples EM28, EM29, EM49, and
EM135, the camera was tuned to record the line (711)
GaAs with the interplanar spacing d = 0.7916 Å [13].
The recording conditions were as follows: the anode
voltage of the X-ray tube was 30 kV; the current,
15 mA; the distance between the sample and the cassette
with film, 104 mm; the distance between the cassette and
a diaphragm, 26.3 mm; and the exposure time, 1 h.

An analysis of the X-ray diffraction patterns
obtained for samples EM28, EM29, and EM40 by the
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66.0
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2θ, deg66.2 66.465.8
0

I, 104 s–1

2
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4

3
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4

2

Kα1 (x = 0.5)

1

6

Kα2 GaAs

Kα1 GaAs

Kα2 (un. ph.)

(1)

(2)
Kα2 (x = 0.5) + Kα1 (un. ph.)

Fig. 4. Resolution of the (400) diffraction line of the
Al0.50Ga0.50As/GaAs(100) heterostructure. Curve 1 corre-
sponds to the experiment, and curves 2–6 correspond to the
approximation. The diffraction lines of (curves 1 and 2) the
heterostructure, (curve 3) GaAs, (curve 4) the heterostruc-
ture diffraction minus the diffraction from the substrate,
(curve 5) Al0.5Ga0.5As, and (curve 6) an unknown phase
(un. ph.) are shown; (1), (2), and (3) are the components of
curve 4.

Table 3.  Results of resolving the (400) diffraction line of the
Al0.50Ga0.50As/GaAs(100) heterostructure (sample EM135)

Components of the
heterostructure d⊥ , Å I(Kα2/Kα1)

,
Å

aν,
Å

GaAs(100) (substrate) 1.414 0.57 5.654 5.654

Al0.50Ga0.50As (film) 1.415 0.54 5.661 5.658

An unknown Al–Ga–As
phase (in the film)

1.412 0.54 5.646 5.650

Note: Values of d', a⊥ , and aν are determined to within an accu-

racy of ±0.001 Å;  are the experimental values.

aexpt
⊥

aexpt
⊥

(3)
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back-reflection method using the KROS-1 camera
without the rotation of the sample and the cassette with
the X-ray film showed a slight deviation of the sample
surface orientation from the (100) plane. Therefore,
only the Kα2 line of the GaAs (100) substrate in the
X-ray diffraction patterns of these samples satisfied the
conditions for the Bragg diffraction. As a result, it was
impossible to obtain data on the crystal structure of the

35
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GaAs Kα1 
GaAs
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(3)

152 156

30

1
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3
4
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(b)

(a)

Fig. 5. (a) The Bragg reflection from the (711) planes of
the Al0.50Ga0.50As/GaAs(100) heterostructure recorded
on X-ray film using the back-reflection method, and (b) the
result of the digitization of this diffraction pattern. Curve 1
corresponds to the experiment, and the diffraction lines of
(curve 2) the GaAs substrate, (curve 4) Al0.5Ga0.5As, and
(curve 5) an unknown phase (un. ph.) are shown. Curve 3
corresponds to the lines Kα2(x = 0.5) + Kα1(un. ph);
(1), (2), and (3) represent the heterostructure diffraction
minus the substrate diffraction.

Table 4.  Interplanar spacings and lattice constants deter-
mined from the (711) line for the Al0.5Ga0.5As/GaAs(100)
heterostructure

Sample 
no.

Components of the 
heterostructure

, 
Å

, 
Å

aν, Å aν, Å 
[7]

EM 135 GaAs (substrate) 0.7916 5.6532 5.6532 5.6533

Al0.50Ga0.50As 
(film)

0.7927 5.6612 5.6582 5.6572

An unknown 
phase (in the film)

0.7906 5.6465 5.6495

Note: Values of d⊥ , a⊥ , and aν are determined to within an accu-
racy of 0.0001 Å.

aexpt
⊥ aexpt

⊥

epitaxial films of these samples using the photographic
method. However, we managed to obtain complete dif-
fraction by the back-reflection method for sample
EM135. Two doublets are present in the X-ray diffrac-
tion pattern obtained for this sample, namely, a more
intense doublet from the GaAs (100) substrate and a
doublet related to the Al0.50Ga0.50As film (Fig. 5).

The results of the diffraction onto the X-ray film at
the (711) plane of this sample were processed using a
procedure involving a digital representation of the data
[12]. The result of this digitization is shown in Fig. 5.
After resolving the (711) diffraction line into compo-
nents, we obtained a result similar to the splitting of the
(400) X-ray diffraction line for the same sample. Fig-
ure 5b shows that the (711) diffraction line is a super-
position of three doublets. The first doublet is the most
intense Kα1, 2 doublet for the substrate, the second dou-
blet is the Kα1, 2 doublet for the Al0.5Ga0.5As alloy with

the interplanar spacing  > , and the third
doublet is the doublet from the unknown phase (un. ph.)

with the smaller interplanar spacing  < .
Table 4 lists the results from calculations of the interpla-
nar spacings for the (711) planes and lattice constants.

3. DISCUSSION

According to the data obtained by the diffractomet-
ric and photographic methods of X-ray structure analy-
sis, the lattice constant of the GaAs (100) substrate, for
all the samples, practically coincides with the value
given on the site of the Ioffe Physicotechnical Institute
[11] when the experimental error is taken into account.
The exact determination of the lattice constant for
GaAs is of great importance, since this parameter is a
reference point for further calculations, and the fact that
the measured parameter remains constant for all the
samples indicates that the reproducibility of the exper-
imental results is high. The most accurate measure-
ments of the lattice constant for GaAs (100) were
obtained using the X-ray back-reflection method for the
(711) line, and gave the value 5.6532 ± 0.0001 Å. This
value coincides with that given in [11].

For Vegard’s law in relation to the AlxGa1 – xAs epi-
taxial layers, the lattice constant aν calculated taking
into account the elastic stresses for alloys of various
compositions depends linearly on the alloy composi-
tion in the AlAs–GaAs system given in [11] (see Fig. 6)
for all the heterostructures (see Table 2). We also illus-
trated Vegard’s law with line 1 in Fig. 6, which shows

the quantities  determined from the experimentally

measured .

In addition, the diffraction lines of an unknown
phase with a lattice constant smaller than that of GaAs
are found by resolving the (400) diffraction line for

dx 0.5=
⊥ dGaAs

⊥

dun. ph
⊥ dGaAs

⊥

aexpt
⊥

dexpt
⊥
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samples EM49 and EM135. This is also the case for the
(711) diffraction line for sample EM135.

The possible formation of superlattices in AlxGa1 – xAs
films at x = 0.25–0.75 has already been discussed in a
number of publications [14–17]. Its formed ordered
structure can have a tetragonal symmetry similar to the
structure of an CuAu I alloy and consist of alternating
AlAs and GaAs layers [14, 15]. However, an analysis of
our results allows us to conclude that the unknown
phase found during this investigation is an AlGaAs2
chemical compound. This phase is a superstructure
related to the sphalerite lattice, which is characteristic
of GaAs, AlAs, and AlxGa1 – xAs alloys. The lattice of
the AlGaAs2 phase that we identified can be described
by a structure of the InGaAs2 type (layered tetragonal)
[18] with a [100] ordering direction. In this structure,
the unit cell corresponds to the sphalerite-type cell dou-
bled along the c axis. The ratio c/2a, observed in phases
with this structure, can be both larger and smaller than
unity [19].

The decrease in the lattice constant for the identified
AlGaAs2 superstructure is explained by the fact that the
distribution of the Al and Ga atoms in the metal sublat-
tice of an ideal AlxGa1 – xAs alloy is statistical, and the
lattice constant of the alloy is the average value of the
lattice constants for the multitude of cells. In contrast,
the AlGaAs2 chemical compound is formed for a super-
structure, and a so-called tetragonal compression of the
layers filled with various Ga or Al atoms takes place. As
a result, owing to the layered ordering of the sites of the
Al and Ga atoms in the III sublattice, the lattice con-

stant c⊥  = 2  = 11.292 Å < 2  = 11.322 Å.

In this case, the lattice constant c⊥  is oriented along the

aAlGaAs2

⊥ ax 0.5=
⊥

0.2 0.4 0.6 0.8 1.0
AlAs

0
GaAs x

5.668

5.666

5.664

5.662

5.660

5.658

0.656

0.564

Lattice constant a, Å

1

2

3

Fig. 6. Composition dependences of the lattice constants
(Vegard’s law) for the AlAs–GaAs system. Curve 1 corre-

sponds to ; curve 2, to aν; and curve 3, to aν [7].aexpt
⊥
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normal to the (100) plane, i.e., the unit cell is tetrago-
nally compressed in the growth direction of the epitax-
ial film, and the magnitude of this compression is

 = 0.997 < 1 in the ordering region.

The ratio for the intensities of the Kα1, 2 doublets of
the AlGaAs2 superstructural phase and the alloy for the
(400) and (711) reflections is indicative of the consider-
able volume (~15%) of regions in the Al0.50Ga0.50As
ordered alloy accompanied by the AlGaAs2 superstruc-
tural phase in the epitaxial heterostructures in which
x ≈ 0.50.

4. CONCLUSIONS

Based on the studies carried out, we can put forward
the following conclusions.

(i) Vegard’s law is valid for AlxGa1 – xAs/GaAs(100)
heterostructures grown by MOC-hydride epitaxy.

(ii) A superstructural phase is found in the
AlxGa1 – xAsGaAs (100) heterostructures with x ≈ 0.5.
This phase is an AlGaAs2 chemical compound with the

lattice constant c⊥  = 2  = 11.292 Å. The magni-
tude of tetragonal distortion in the direction of the epi-

taxial growth is  = 0.997.
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Abstract—Hot-wire chemical-vapor-disposition (CVD) thin silicon films are studied by means of dark con-
ductivity, FTIR, hydrogen evolution, and SEM surface characterization. Three types of metastability are
observed: (1) long term irreversible degradation due to oxidization processes on the film surface, (2) reversible
degradation determined by uncontrolled water and/or oxygen adsorption, and (3) a fast field-switching effect in
the film bulk. We propose that this effect is associated with the morphology changes during film growth and an
electrical field induced by adsorbed atmospheric components on the film surface. It is found that metastable
processes close to the film surface are stronger than in the bulk. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The hot-wire chemical-vapor-deposition
(HWCVD) technique [1–4] has been extensively stud-
ied in relation to the deposition of silicon-related mate-
rials at low temperatures without the use of plasma to
decompose the source gas. The metastability in micro-
crystalline thin silicon films deposited using a high
hydrogen dilution is probably one of the major issues
limiting the technique’s application for solar cells, thin-
film transistors (TFT), and other devices. It is known
that the properties of thin silicon films are affected by
atmospheric adsorption processes (aging). Both revers-
ible (short term) and irreversible (long term) effects on
the conductivity in different kinds of thin-film materials
exposed to atmospheric air have been reported [5–9].
The irreversible effect has been related to surface
chemical reactions of the oxygen-incorporation pro-
cesses [5] in amorphous silicon films. The reversible
effects are related to physical adsorption of the atmo-
spheric components on the film surface. However, it is
still unclear to what extent the material bulk is involved
in the aging process or even whether it is only a surface
effect. In the present study we investigate the influence
of an exposure to atmospheric gases on both the bulk
and surface of hot-wire microcrystalline silicon films.
Furthermore, we propose a model for the adsorption of
the atmospheric components, based on the obtained
results. The results of this study can be used to improve
the stability of hot-wire microcrystalline silicon films
in atmospheric processes.

1This article was submitted by the authors in English.
1063-7826/05/3903- $26.00 0343
2. EXPERIMENTAL

As an improvement to the conventional hot-wire
technique, a deposition system [1] incorporating inde-
pendently controlled heated substrate holders on both
sides of the filaments has been built. The aim of this
improvement was to increase the technique’s effective-
ness by depositing two different substrate-temperature
films in one process. Two straight tungsten filaments,
both 0.5 mm in diameter and approximately 8 cm in
length, were placed between the substrate holders. The
filament-to-substrate distance was kept constant at 5 cm.
Direct-current power was applied, and the filament
temperature was varied between 1500 and 2300°C. The
hydrogen gas inlets to the reactor were positioned to
minimize silicide formation in the lower temperature
regions at the clamped ends of the filaments. An optical
pyrometer was used to monitor the filament tempera-
ture during the deposition process. Hydrogen-diluted
silane gas (R = {[SiH4]/[SiH4 + H2]} × 100% = 60%)
was introduced, and the total gas pressure varied
between 30 and 50 mTorr. In our experiments we inves-
tigated silicon films with a thickness of about 1 µm.

To investigate the atmosphere-induced metastable
processes in detail, two types of coplanar contacts were
introduced: top aluminum contacts to control changes
on the film surface and bottom chromium contacts to
monitor bulk effects.

A series of microcrystalline silicon films were then
deposited at substrate temperatures (varied between
200 and 500°C) for a postdeposition oxidization inves-
tigation using the HWCVD technique. The film are
© 2005 Pleiades Publishing, Inc.
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grown by the deposition of an amorphous phase and
nucleation of crystallites followed by open structure
growth. Fourier-transform infrared (FTIR) spectros-
copy was used to investigate the content and bonding
configuration of the oxygen and hydrogen in the micro-
crystalline films (after the deposition and 1.5 years
later). The instrument used was a Mattson 7000 FTIR
spectrometer. Scans were made in the 400–4000 cm–1

wavenumber range. The oxygen and hydrogen absorp-
tion peaks were integrated in order to calculate the con-
centration values.

3. RESULTS AND DISCUSSION

Microcrystalline silicon films are known to show an
increase in dark conductivity, which is associated with
postdeposition oxygen incorporation [7–9]. Over the
given period of 1.5 years, the studied films show an
irreversible (long-term aging) increase in their conduc-
tivity by up to 2 orders of magnitude. It was found that
the largest conductivity increase corresponded to the
films deposited at low substrate temperatures. To inves-
tigate the correlation between changes in conductivity
and oxygen content, the above-mentioned FTIR mea-
surements were performed. Changes in the oxygen con-
centration depending on the substrate temperature Ts
and with the constant filament temperature Tf = 1700°C
occurring over a period of 1.5 years are presented in
Fig. 1. One can see that the material deposited at tem-
peratures higher than Ts = 400°C is hardly able to
adsorb any oxygen atoms over the time period, whereas
the materials grown at low substrate temperatures are
found to be more sensitive to the postdeposition oxi-
dization process. Hydrogen-concentration measure-
ments using the FTIR technique were carried out on the
films obtained at different substrate temperatures. The
results (not presented here) show that the hydrogen
content decreases as the substrate temperature rises.
Both these facts suggest that the compactness of the
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Oxygen concentration, arb. units

Substrate temperature, °C
250 300 350 400 450 500

8

6
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2

0

As-deposited
After 1.5 years

Fig. 1. Postdeposition oxidation effects in µc-Si films. Tf =
1700°C.
material increases with the substrate temperature while
the material porosity decreases with a rise in tempera-
ture. The oxygen-concentration changes depending on
the filament temperature for the time period in question
are presented in Fig. 2. The films were deposited at a
300°C substrate temperature. It can clearly be seen that
the silicon oxide concentration is initially very small;
however, when the wire temperature is increased, the
concentration rises so that, after 1.5 years, it is signifi-
cantly higher. At a wire temperature of 1500°C there is
no increase in oxidation.

Note that the conductivity values of the as-deposited
films are in correlation with the substrate temperature:
the dark conductivity of the films deposited at Ts =
400°C is about 1 order of magnitude higher than of the
films deposited at Ts = 200°C. This fact could be due to
the higher oxygen concentration (see Fig. 2), which
causes the oxygen atoms to act as donors, and it could
also be due to crystallinity variations, with maximum
crystallinity being obtained at Ts = 400°C [10]. This
behavior correlates with the conductivity changes
observed, confirming the dominant role of oxygen in the
postdeposition irreversible increase of dark conductivity.

To clarify the contribution of both the bulk and sur-
face [11, 12], reversible changes in dark conductivity
were investigated on microcrystalline films with differ-
ent electrode configurations. The films were deposited
at substrate temperatures of less than 300°C. The
changes in the dark conductivity of these films, which
was measured with coplanar electrodes exposed to air,
are presented in Fig. 3. The general trend shows that,
over a period of many hours, the dark conductivity
decreases on the bottom and top electrodes exposed to
atmosphere. However, during the first few seconds, the
conductivity on the bottom electrodes rapidly rises, giving
a sharply pronounced peak. This fast conductivity change
is associated with atmospheric gas adsorption [7]. These
changes can be reversed by heating the sample in vac-

1400

Si–Ox concentration, arb. units

Filament temperature, °C
1600

50
As-deposited
After 1.5 years

1800 2000 2200 2400

40

30
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0

Fig. 2. Postdeposition oxidation effects in µc-Si films. Ts =
300°C.
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uum at 180°C and, thus, removing the adsorbed water.
The response to the exposure to air, obtained on the bot-
tom electrode, suggests that the material bulk is
involved in the atmospheric-gas adsorption. The
sharply pronounced peak is associated with surface-
adsorbed atmospheric components (a proposed model
of this effect is discussed below).

We also investigated the effect of selected gases on
coplanar dark-conductivity changes. The effect of
nitrogen (Fig. 4) on dark conductivity provides a simi-
lar effect to that observed during the water and/or oxy-
gen adsorption in relation to the direction of the
changes. However, the sharp conductivity peak on the
amorphous region (bottom electrodes) was not
observed. Moreover, the influence of nitrogen on the
surface conductivity is smaller than in the case of water
adsorption (see Fig. 3). One of the possible explana-
tions is that the penetrating nitrogen molecules are elec-
tro-neutral in comparison to the water molecules; how-
ever, a residual amount of atmospheric gases might par-
ticipate in this process.

Our model of atmospheric gas adsorption in micro-
crystalline silicon was proposed to explain the differ-
ence in the results obtained for the bulk and surface of
the material, taking into account the data of atomic-
force microscopy (AFM) and FTIR measurements. The
AFM studies [8] show a uniform distribution of grains
over the film area. For the 1-µm film thickness, the typ-
ical grain sizes were ~50 nm, and the grains were
mainly joined into “cauliflower-like” conglomerates.
A slight increase in the grain size was observed for
higher substrate temperatures. The rms surface rough-
ness in the investigated structures was about 25–30 nm.
Such morphology suggests the presence of a highly
porous structure that may be sensitive to the incorpora-
tion of atmospheric components. The oxidized, “cauli-
flower-like,” and highly developed microcrystalline sil-
icon surface instantly attracts molecules of H2O or O2
(FTIR observations) after its exposure to atmospheric
air. A schematic diagram of the hot-wire microcrystal-
line silicon-film morphology and water-moisture
adsorption is presented in Fig. 5. It is known that the
adsorption of atmospheric moisture can change con-
ductivity in both directions [7–9] depending on a mate-
rial’s microstructure. Highly crystalline structures
show a conductivity decrease, while more amorphous
materials show an increase of conductivity. The differ-
ent behavior observed at the bottom and top electrodes
is associated with morphological changes during the
material growth. On exposure to air, we observe a con-
ductivity decrease on the top electrode, which is an
expected behavior for a highly crystalline material. It is
proposed that H2O molecules are first chemisorbed at
certain surface sites and the adsorbed components then
collect electrons from the material. The adsorbed mol-
ecules give rise to a negative space-charge layer on the
µc-Si surface when it is oxidised, in the same way as in
the crystalline silicon described by Jäntsch [13]. How-
ever, the bottom contact reflects the conductivity
SEMICONDUCTORS      Vol. 39      No. 3      2005
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Fig. 3. The effect of air admittance (admittance starts at
10 minutes) on the dark conductivity in µc-Si films. This
effect is reversible by annealing.
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Fig. 4. The effect of nitrogen on the dark conductivity in
µc-Si films. This effect is reversible by annealing.
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changes of the more amorphous region, where the
adsorbed components give electrons to the material
and, thus, raise the conductivity. Differently charged
adsorbates create an electric field, perpendicular to the
substrate, which is associated with the different behav-
ior observed on the top and bottom electrodes. The field
provides extra charge carriers for the amorphous
region, shifting the Fermi level up to the conduction
band and providing a rapid conductivity rise. Thus,
water donates electrons to the amorphous region and
collects electrons from the crystalline region, providing
the different behavior observed on the bottom and top
electrodes. Because the “working” area of the highly
crystalline material is much larger, the effect of conduc-
tivity decrease becomes dominant with time. A much
slower reaction occurs, which decreases the field, when
chemisorbed water reacts with a bridging oxygen
Si−O–Si at the interface and forms two neutral non-
bridging silanol groups Si–O–H. This slow reaction
decreases the electron concentration in the amorphous
region, and, together with the contribution from the
crystalline part, results in a slow conductivity decrease.
Silanol is unstable and releases H2O at temperatures
above 100°C, which explains the vacuum annealing
removal of the water-induced metastability. It provides
the possibility of completely removing the adsorbed
components. The reproducibility of the short-term
aging cycles was obtained during ten experimental
cycles, giving an error within 20%, which was mainly
determined by variations in the air humidity.

4. CONCLUSIONS
Hot-wire microcrystalline silicon films are sensitive

to atmospheric-gas exposure. The material microstruc-
ture depends significantly on the substrate and filament
temperatures. More compact materials were obtained at
low filament temperatures (below 1700°C) and at high
substrate temperatures (over 400°C). At substrate tem-
peratures below 300°C, microcrystalline films are
likely to be porous. Such porous films are found to be
strongly affected by the irreversible process of oxygen
incorporation. Reversible processes on the film surface
involve water vapor and/or oxygen adsorption and a
field accumulated by moisture that induces band bend-
ing and a Fermi level shift. The different responses
observed on exposure to air are associated with micro-
structure changes during the material growth. Absorbed
moisture can be removed from the material by anneal-
ing at temperatures around 180°C. Investigations of the
material properties resulting from thickness variations
and corresponding conductivity changes were per-
formed. Our future investigations include studies of the
chemical processes on the surface and in the bulk
involving X-ray photo-spectroscopy depth profiling.
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Abstract—Infrared-absorption spectroscopy and electron spin resonance are used to study the role of boron
impurity in the activation of free charge carriers in layers of porous silicon that have been exposed to nitrogen
dioxide acceptor molecules. It is found that the higher the level of doping is for the substrates used in the pro-
duction of porous silicon, the higher the concentration of free holes that appear as a result of the adsorption of
nitrogen dioxide. The experimental results are accounted for by the appearance of donor–acceptor pairs formed
by anionic radicals (NO2)– and positively charged defects (dangling silicon bonds) at the surface of the silicon
nanocrystals that comprise porous silicon. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Porous silicon (por-Si) formed by electrochemical
etching of single-crystal silicon (c-Si) can consist of a
set of Si nanocrystals with an extremely large specific
surface area (~103 m2/g [1]) under certain production
conditions. This large specific surface area leads to the
high sensitivity of the por-Si’s physicochemical proper-
ties to the adsorption of molecules [2]. In particular, it
was established that the adsorption of NO2 molecules
led to a substantial increase in both the electrical con-
ductivity [3] and the concentration of free charge carri-
ers (holes) [4] in mesoporous Si layers that had Si nanoc-
rystals whose characteristic size was larger than 4–5 nm,
i.e., under the conditions of a slightly pronounced
quantum-confinement effect [5]. Later, certain hypoth-
eses were advanced suggesting that the adsorption-
induced appearance of free charge carriers was related
to the destruction of the bound state of holes by the
Coulomb fields of adsorbed complexes [6] or to the
recharging of the surface states of defects, which
affected the position of the Fermi level in the ensemble
of Si nanocrystals [7]. According to [8], the interaction
of the NO2 molecules with the surface of the silicon
nanocrystals is a complex physicochemical process that
involves both adsorption with a charge transfer and
chemisorption that leads to the oxidation of the surface
of the Si nanocrystals and to the formation of Pb-type
centers (the dangling silicon bonds at the boundary).
These defects, both existing initially [7] and formed
owing to adsorption [8], are effective centers for hole
capture; at the same time, complexes of the –
type, which appear owing to the adsorption, can give
rise to a significant increase in the hole concentration in
nanocrystalline Si [8].

Pb
+ NO2

–
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In spite of the appreciable progress that has been
made in understanding the mechanisms of interaction
between NO2 molecules and Si nanocrystals, the issue
concerning the role of the initial impurity (boron) in the
effect of the adsorption-related doping of por-Si
remains unclarified. In particular, it is unclear whether
it is possible to generate free holes as a result of the
interaction of NO2 with the por-Si that is obtained on Si
substrates possessing a low boron concentration. In this
study, in order to clarify this issue, we used infrared
(IR) and electron-spin-resonance (ESR) spectroscopy
to gain insight into the effect of the adsorption of NO2
molecules on the concentrations of the free charge car-
riers and defects in the layers of porous Si grown on
substrates with different levels of boron doping.

2. EXPERIMENTAL

The por-Si samples were prepared using the con-
ventional method, i.e., the electrochemical etching of
c-Si:B single crystals in a HF(48%) : C2H6OH = 1 : 1
solution at a current density of 50 mA/cm2. We used
wafers with a (100) surface orientation and a resistivity
of 1–2 mΩ cm, 10–20 mΩ cm, or 10–15 Ω cm. In what
follows, the corresponding por-Si layers are designated
as samples of types I, II, and III, respectively (see
table). After the completion of the pore-formation pro-
cess, the por-Si layers were separated from the sub-
strate by increasing the current density to 500 mA/cm2

for a short period. The thickness of the obtained layers
was 40–60 µm. The porosity of the por-Si layers was
determined from gravimetric measurements and is
listed in the table for various samples.

The transmission spectra of the por-Si films were
measured using a PERKIN ELMER RX I spectrometer
© 2005 Pleiades Publishing, Inc.
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Parameters of the samples

Sample Substrate’s resistivity
Hole concentration Np, cm–3 Defect concentration Ns, cm–3

Initial Highest with NO2 Initial Highest with NO2

I 1–2 mΩ cm 4 × 1018 2.2 × 1019 5.2 × 1016 1.1 × 1019

II 10–20 mΩ cm 2 × 1017 4 × 1018 9.1 × 1016 4.6 × 1018

III 10–15 Ω cm <1016 <1016 7.3 × 1017 2.5 × 1019
with a double Fourier transform (at a wave-number
range of 400–6000 cm–1 and a resolution of 2 cm–1).
The absorption-coefficient spectra α(ν) were obtained
from the measured transmission spectra according to
the relation α(ν) ≈ –d–1ln[T(ν)], where ν is the wave
number (sometimes referred to as the frequency) of the
IR radiation, T(ν) is the transmission coefficient, and
d is the layer thickness.

We measured the ESR spectra for the free por-Si films
using a PS_100.X spectrometer (at an operation frequency
of 9.5 GHz and a sensitivity of 5 × 1010 spin/G). In order
to calculate the g factors and the concentrations of
defects, we used both MgO reference samples with
Mn++ ions and CuCl2 · 2H2O, respectively.

1000

1000

Si–O–Si
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2000 3000 4000 5000
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Si–Hx (a)
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α, cm–1

Fig. 1. The absorption-coefficient spectra for a sample of
type I. Conditions of measurement: (a) in vacuum with a
residual pressure of 10–6  Torr and (b) in an NO2 atmosphere

with pressures  = (1) 0.1 and (2) 10 Torr. The arrows

indicate the absorption peaks related to the corresponding
molecular groups.

PNO2
The nitrogen dioxide was obtained as a result of the
chemical reaction Cu(chips) + 4HNO3 = 2NO2(gas) +
Cu(NO3)2 + 2H2O. The NO2 gas was freed from the
water impurity by passing it through a bottle possessing
a P2O5 dessicator. The NO2 molecules were adsorbed
on the free por-Si layers from vacuum. The experi-
ments involving the adsorption, as well as the measure-
ments of both the IR and ESR spectra, were performed
in situ at room temperature.

3. RESULTS AND DISCUSSION

In Fig. 1a, we show the absorption-coefficient spec-
tra of a type-I sample in vacuum. The following absorp-
tion bands are observed in the spectrum of the as-pre-
pared por-Si: a absorption band related to the stretching
vibrations of Si–Hx (x = 1, 2, 3) at wave numbers of
2070–2170 cm–1, an absorption band related to the scis-
sor vibrations of Si–H2 at a wave number of ~910 cm–1,
and an absorption band related to the bending vibra-
tions of Si–Hx at a wave number of ~660 cm–1 [9]. The
above bands are observed against the background com-
ponent related to the absorption by free charge carriers.
The concentration of the latter can be calculated from
the absorption spectra using the classical Drude model
but including a correction for an additional scattering
that manifests itself mainly in the region of low fre-
quencies [10]. At the same time, we can analyze the
high-frequency portion of the spectrum (2500–
6000 cm–1), where the mechanisms of scattering in
nanocrystalline Si are not much different from those in
c-Si [4, 6], to determine the charge-carrier (hole) con-
centration Np within a Si nanocrystal. This analysis is
achieved using the following simple relation [8]:

(1)

Here, α, n, and p are, respectively, the absorption coef-
ficient, refractive index, and porosity of por-Si, all of
which are taken from the experimental data, and NSi,
nSi, and αSi are the substrate’s hole concentration,
refractive index, and absorption coefficient (the values
of these quantities are well known and taken from var-
ious available publications (see, for example, [9, 11])).

For the samples used in this study, the values of Np

calculated using formula (1) are listed in the table and
are shown in Fig. 2. The values of Np for the as-pre-
pared por-Si samples of types I and II were equal to 4 ×

N p NSi
αn

αSinSi 1 p–( )
-------------------------------.=
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1018 and 2 × 1017 cm–3, respectively; these values were
smaller than the 1016 cm–3 value (the detectivity limit
for the method used) calculated for the samples of
type III. The values of Np for the samples of types I and
II are more than an order of magnitude smaller than
those in the c-Si:B substrates used to form these sam-
ples. Indeed, the concentrations of boron atoms and
free holes at a temperature of T = 300 K were equal to
~1020 cm–3 (a sample of type I) and 5 × 1018 cm–3

(a sample of type II) in the substrate. This decrease in
Np can be attributed to the capture of holes by the states
of defects at the surface of Si nanocrystals [6–8, 10]. In
addition, one can expect the concentration Np to be
reduced in the small-sized Si nanocrystals (the samples
of types II and III) owing to an increase in the activation
energy for the boron impurity [6]. It is worth noting that
this smaller value of Np, compared to that in the sub-
strate, cannot be caused by a decrease in the boron con-
centration in por-Si. As was established by Polisski
et al. [12], the boron concentration, on the contrary,
increases as a result of the formation of porous silicon
and exceeds the concentration of residual silicon atoms.

Adsorption of NO2 at the pressures  = 0.01–
0.1 Torr led to an increase in the free-hole concentra-
tion in the samples of types I and II (see Figs. 1b, 2). We
did not detect the appearance of free charge carriers in
samples of type III. The largest values of Np caused by
the NO2 adsorption were detected at  = 0.1 Torr

and were equal to 2.2 × 1019 and 4 × 1018 cm–3 for the
samples of types I and II, respectively (see table). Thus,
the higher the initial level of boron doping, the larger
the value of Np after the adsorption of NO2.

As can be seen from Figs. 1b and 2, the value of Np

in the samples of types I and II depends nonmonotoni-
cally on . A decrease in the value of Np at  >
0.1 Torr can be attributed to an increase in the number
of hole-trapping centers resulting from the defect pro-
duction in por-Si during the NO2 adsorption. Indeed, at
high pressures of NO2 (Fig. 1b), the following lines and
bands are observed in the IR absorption spectra: lines
located at the wave numbers 1290 and 1620–1680 cm–1

and related to the chemisorbed NO2 molecules, and
bands related to the absorption by Si–O–Si bonds (at
1050–1100 cm–1) and O–H bonds (at 3100–3800 cm–1)
and caused by the adsorption-induced oxidation of the
surface of the Si nanocrystals [10].

Typical ESR spectra of the samples under study are
shown in Fig. 3. The shape of the ESR signal and the
value of its g factor indicate that the observed defects
are in fact the Pb centers that involve a silicon dangling
bond at the Si/SiO2 interface [13, 14]. It is well known
that these defects are amphoteric centers for the capture
of charge carriers; i.e., these centers can trap both elec-
trons and holes [15]. We used the ESR spectra to calcu-
late the number of detected Pb centers Ns, taking into

PNO2

PNO2

PNO2
PNO2
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account the porosity of the samples (as in the case of
calculating the value of Np). In the case of the as-pre-
pared por-S in vacuum, we found that the value of Ns
was largest for the samples of type III and smallest for
the samples of type I (see table). This behavior becomes
understandable if we take into account that the ESR sig-
nal can only be caused by neutral Pb centers, since the
Pb centers that capture holes are not paramagnetic. The
smallest ESR signal detected in the as-prepared sam-
ples with the highest concentration of doping impurity
is quite satisfactorily accounted for by the transition of
the defects to the state :

(2)

Pb
+

Pb
0 h+ Pb

+.+

PNO2
, Torr

1019

Np, cm–3

~ ~

1018

1017

10–6 10–2 10–1 100 101

I

II

Fig. 2. Dependences of the free-hole concentration in
porous silicon on the NO2 pressure for the samples of types I
and II. The dashed line encloses the values of Np obtained
for the samples as-prepared in vacuum.
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Fig. 3. The ESR spectra for a sample of type III measured
(1) in vacuum and (2, 3) in an atmosphere of NO2 at

 = (2) 0.1 and (3) 10 Torr.PNO2
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Thus, a variation in the concentration of Pb centers
resulting from the NO2 adsorption can be analyzed
most effectively by using the ESR data for the samples
of type III, as the recharging processes related to the
capture of holes are unimportant for these samples. Our
experiments show that the amplitude of the ESR signal
is not significantly affected by the NO2 adsorption at

 ≤ 0.1 Torr (see Fig. 3); at the same time, the ESR
signal increases markedly as a result of the NO2 adsorp-
tion at  = 1–10 Torr. The largest values of Ns are

detected at  = 10 Torr and are listed in the table for

various samples. The obtained values, Ns ~ 1018–1019 cm–3,
indicate that the defects are actively produced when the
surface of the Si nanocrystals is oxidized as a result of
the NO2 adsorption at high pressures.

The experimental data on the variations in Np and Ns
resulting from the NO2 adsorption in the por-Si layers
can be satisfactorily accounted for in the context of a
model describing the formation of the donor–acceptor
pairs as anionic radicals  combining with posi-

tively charged defects (  centers) [8]. According to

this model, anionic  complexes can be formed at
the surface of Si nanocrystals in the course of NO2
adsorption. This circumstance means that correspond-
ing acceptor levels appear in the band gap of the Si
nanocrystals. Apparently, these levels are fairly deep;
therefore, they cannot ensure the appearance of free
holes in nanocrystalline Si at room temperature by
themselves. However, since the sizes of the nanocrys-
tals are small, the Coulomb interaction between the
adsorbed NO2 molecules and the Pb centers can be sig-

nificant. This interaction gives rise to the –
donor–acceptor pairs. The formation of these pairs
leads to an increase in Np as a result of a certain passi-
vation of Pb centers, which, if charged positively, cease
to capture the free holes. Therefore, the appearance of
free charge carriers can be described by the following
reaction equation:

(3)

Thus, in the absence of the adsorption-induced defect
formation, i.e., at low NO2 pressures, the free-hole con-
centration is controlled by the level of boron doping
and by the degree to which the initial Pb centers are pas-
sivated by the adsorbed molecules. New Pb centers are
formed due to the oxidation of the surface of the Si nanoc-
rystals at high NO2 pressures. This circumstance leads to
a decrease in the hole concentration resulting from the
capture of holes by newly formed defects (see Fig. 2).

4. CONCLUSION

Adsorption of NO2 molecules is the most effective
mechanism for giving rise to free charge carriers in

PNO2

PNO2

PNO2

NO2
–

Pb
+

NO2
–

Pb
+ NO2

–

NO2 Pb
+ B– NO2

– Pb
+–( ) B– h+.+ + + +
porous Si (por-Si) at pressures of  ~ 0.1 Torr. In
such a process, the defect formation related to this
adsorption is nearly absent, and, therefore, the hole
concentration is controlled by the level of boron doping
for the substrates used in the formation of por-Si. The
data obtained are accounted for by the appearance of
the –  donor–acceptor pairs at the surface of the
Si nanocrystals that form por-Si; as a result, the defects
cease to act as the capture centers for holes caused by
the thermal ionization of boron impurity atoms.

ACKNOWLEDGMENTS

This study was supported by grants from the Minis-
try of Science and Education of the Russian Federation
and was carried out using equipment from the Collec-
tive Instrumentation-Usage Center of Moscow State
University.

E.A. Konstantinova acknowledges the financial sup-
port provided to this study by a grant from the President
of the Russian Federation (grant no. MK-2036.2003.02).

REFERENCES
1. R. Herino, G. Bomchil, K. Barla, et al., J. Electrochem.

Soc. 134, 1994 (1987).
2. P. K. Kashkarov, E. A. Konstantinova, and V. Yu. Timo-

shenko, Fiz. Tekh. Poluprovodn. (St. Petersburg) 30,
1479 (1996) [Semiconductors 30, 778 (1996)].

3. L. Boarino, C. Baratto, F. Geobaldo, et al., Mater. Sci.
Eng. B 69–70, 210 (2000).

4. V. Yu. Timoshenko, Th. Dittrich, and F. Koch, Phys. Sta-
tus Solidi B 222, R1 (2000).

5. A. G. Cullis, L. T. Canham, and P. D. J. Calcott, J. Appl.
Phys. 82, 909 (1997).

6. V. Yu. Timoshenko, Th. Dittrich, V. Lysenko, et al., Phys.
Rev. B 64, 085314 (2001).

7. L. Boarino, F. Geobaldo, S. Borini, et al., Phys. Rev. B
64, 205308 (2001).

8. E. A. Konstantinova, L. A. Osminkina, and K. S. Sharov,
Zh. Éksp. Teor. Fiz. 126, 857 (2004) [JETP 99, 741
(2004)].

9. W. Theiß, Surf. Sci. Rep. 29, 91 (1997).
10. L. A. Osminkina, E. V. Kurepina, A. V. Pavlikov, et al.,

Fiz. Tekh. Poluprovodn. (St. Petersburg) 38, 603 (2004)
[Semiconductors 38, 581 (2004)].

11. H. Hara and Y. Nishi, J. Phys. Soc. Jpn. 21, 1222 (1966).
12. G. Polisski, D. Kovalev, G. G. Dollinger, et al., Physica

B (Amsterdam) 273–274, 951 (1999).
13. E. H. Poindexter, P. J. Caplan, B. E. Deal, and R. Razouk,

J. Appl. Phys. 52, 879 (1981).
14. J. L. Cantin, M. Schoisswohl, H. J. Bardeleben, et al.,

Phys. Rev. B 52, R11599 (1995).
15. V. S. Vavilov, V. F. Kiselev, and B. N. Mukashev, Defects

in Silicon and on Its Surface (Nauka, Moscow, 1990) [in
Russian].

Translated by A. Spitsyn

PNO2

Pb
+ NO2

–

SEMICONDUCTORS      Vol. 39      No. 3      2005



  

Semiconductors, Vol. 39, No. 3, 2005, pp. 351–353. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 39, No. 3, 2005, pp. 369–371.
Original Russian Text Copyright © 2005 by Biryukov, Kazanski

 

œ

 

, Terukov, Khabarova.

                                                                                                                                                          

AMORPHOUS, VITREOUS,
AND POROUS SEMICONDUCTORS
The Density of States in the Mobility Gap of Amorphous 
Hydrogenated Silicon Doped with Erbium

A. V. Biryukov*, A. G. Kazanskiœ*^, E. I. Terukov**, and K. Yu. Khabarova*
*Moscow State University, Vorob’evy gory, Moscow, 119899 Russia

^e-mail: Kazanski@phys.msu.ru
**Ioffe Physicotechnical Institute, Russian Academy of Sciences, Politekhnicheskaya ul. 26, St. Petersburg, 194021 Russia

Submitted July 15, 2004; accepted for publication August 9, 2004

Abstract—The effect of doping films of amorphous hydrogenated silicon (a-Si:H) with erbium on the density
of the states in the mobility gap is studied. The data obtained are compared with those for a-Si:H films doped
with arsenic. The data on the density of the states in the lower and upper halves of the mobility gap are deter-
mined from measurements of the spectral dependences of the absorption coefficient and the temperature depen-
dences of the constant and modulated components of the photoconductivity in films exposed to modulated light,
respectively. It is shown that doping the a-Si:H films with erbium leads to an increase in the density of states
both in the lower and upper halves of the mobility gap. © 2005 Pleiades Publishing, Inc.
Films of amorphous hydrogenated silicon doped
with erbium a-Si:H(Er) attract the attention of
researchers in connection with the fact that an intense
photoluminescence and electroluminescence with an
emission peak at a wavelength of 1.54 µm, which cor-
responds to a minimum of losses in a quartz optical
fiber, is observed in them. The luminescence of Er3+

erbium ions in a-Si:H is much more intense and its ther-
mal quenching is much less pronounced than in the case
of Er3+ luminescence in crystalline Si [1, 2].

In the majority of the earlier publications concerned
with studying the a-Si:H(Er) films, the photolumines-
cence of this material was analyzed (see, for example, [2]).
It was shown that the luminescence intensity depended
on the concentrations of the oxygen and erbium atoms
introduced into a-Si:H and attained a maximum at an
erbium concentration of NEr ≈ 1020 cm–3 [3]. However,
there is hardly any data concerning the effect of doping
a-Si:H with erbium on the density of the localized elec-
tronic states in this material in the available publica-
tions. At the same time, the optical and photoelectric
properties of a-Si:H(Er) would seem to depend, to a
great extent, on the distribution of the density of the
electronic states in the mobility gap. Therefore, we per-
formed optical and photoelectric studies of the
a-Si:H(Er) films and obtained information about the
effect of doping a-Si:H with Er on the density of its
localized electronic states; in addition, we compared
the results obtained with the data on films doped with a
traditional impurity (As).

In this study, we investigated a-Si:H(Er) films
obtained by a decomposition of monosilane (SiH4) in a
high-frequency glow discharge. Films with a thickness
of ~0.8 µm were deposited onto a quartz substrate at a
1063-7826/05/3903- $26.00 ©0351
temperature of 250°C. The films were then doped with
erbium using a sublimation of the metal–organic com-
pound Er(C5H7O2)3 at various temperatures Tf (90, 95,
and 105°C). The compound was installed in a vacuum
channel connected to the reaction chamber. According
to the results of measurements of the Rutherford back-
scattering, the concentration of introduced erbium
increased from 2 × 1019 to 3.3 × 1019 cm–3 as Tf was
increased. Photoluminescence at a wavelength of
1.54 µm was observed in the obtained films. The films
exhibited an n-type conductivity, and the Fermi level
was located below the conduction-band bottom at a
depth of EC – EF = 0.34–0.36 eV at room temperature.
The value of EC – EF was determined from the expres-
sion EC – EF = kTln(σ0/σd), where σd is the dark electri-
cal conductivity and σ0 = 150 Ω–1 cm–1 is the lowest
metallic conductivity [4].

The a-Si:H(As) films with the Fermi level position
EC – EF = 0.34 eV were obtained as a result of introduc-
ing arsine (AsH3) into the reaction chamber. The vol-
ume ratio of the gases was [AsH3]/[SiH4] = 10–5. All the
measurements were performed in vacuum with a resid-
ual pressure of 10–3 Pa after annealing the samples for
30 min at T = 180°C.

In order to gain insight into the effect of doping
a-Si:H with Er on the density of the states in the lower
half of the mobility gap, we measured the spectral
dependences of the absorption coefficient α using the
constant-photocurrent method [5]. The distribution of
the density of the states, Nt(E), in the upper half of the
mobility gap was determined from measurements of the
temperature dependences of the conductivity in the
case where the films were exposed to light with the fre-
 2005 Pleiades Publishing, Inc.
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quency ω. According to [6], the distribution Nt(E) can
be determined from measurements of the constant and
alternating components of the photocurrent. In this case,

where ∆  and ∆  are the photocurrent’s constant
component and the amplitude of the alternating compo-

nent, respectively;  is the position of the quasi-Fermi
level for electrons; and G is the amplitude of the gener-
ation rate for nonequilibrium charge carriers under
modulated excitation. By varying the temperature or

the excitation intensity, we can vary the position 
and, correspondingly, determine the distribution Nt(E)
from the measurements of ∆  and ∆ . The above

expression for Nt( ) is valid for the range of modula-
tion frequencies that satisfy the condition

where τn, , v, and S are the characteristic photore-
sponse time; the effective density of the states in the
conduction band; the thermal velocity of the charge car-
riers; and the cross section of the charge-carrier capture
by localized states, respectively. The upper restriction
imposed on the value of ω is necessary to ensure ther-
modynamic equilibrium between the free charge carri-
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Fig. 1. Spectral dependences of the absorption coefficient α
for the (1–3) a-Si:H(Er) films and (4) a-Si:H(As) films. The
sublimation temperature during the process of doping with
erbium was Tf = (1) 90, (2) 95, and (3) 105°C.
ers and the charge carriers captured by the states in the

vicinity of  in the case of modulated excitation. At
the same time, under a condition in which the value of
ω is limited from below, the value of ∆  should not
depend on the lifetime of the charge carriers and should
vary in inverse proportion to ω.

The quantities ∆  and ∆  were measured under
the exposure of the films to modulated light from a
light-emitting diode with the photon energy 1.85 eV
and the amplitude of the modulated incident-photon
flux I = 9.6 × 1013 cm–2 s–1. The modulation frequency
was f = ω/2π = 2 kHz. Measurements of the frequency
dependences of ∆  for the films under study showed
that this modulation frequency satisfied the above con-
dition for the determination of Nt(E) from the measure-
ments of ∆  and ∆ .

In Fig. 1, we show the spectral dependences of the
absorption coefficient α for the studied a-Si:H(Er)
films. In order to aid comparison, the spectral depen-
dence of α for a-Si:H(As) is also shown in Fig. 1. As
can be seen, the value of α for the films doped with erbium
exceeds that for the films doped with arsenic by nearly an
order of magnitude in the region where radiation is
absorbed by the structure defects in a-Si:H (hν < 1.5 eV).
It is noteworthy that a certain increase in the absorption
by defects is observed as the value of Tf (and, corre-
spondingly, the concentration of erbium atoms intro-
duced into a-Si:H) increases.

It is well known that the concentration of the defects
(of a dangling-bond type) in the a-Si:H films depends on
the position of the Fermi level in the mobility gap [7]. In
the a-Si:H(Er) and a-Si:H(As) films studied by us, the
positions of the Fermi levels were close to each other.
Therefore, the larger absorption in the region corre-
sponding to the defect states for a-Si:H(Er) indicates
that the introduction of Er into a-Si:H gives rise to a
higher concentration of defects than in the case of dop-
ing a-Si:H films with arsenic. This behavior can be
related to the fact that, according to the available data [8],
the Er atoms are incorporated into the a-Si:H structure
as the ErOx becomes more complex. Correspondingly,
the introduction of Er into a-Si:H can lead to a larger
increase in the density of the defect states located in the
middle of the mobility gap than in the case of tradi-
tional impurities.

In Fig. 2, we show the temperature dependences of
the constant photoconductivity component and the
amplitude of the alternating component of the conduc-
tivity as obtained for the studied a-Si:H films. It can be
seen that the amplitude of the alternating component of
the photoconductivity is smaller than the constant com-
ponent by two orders of magnitude. This behavior is
related to the long characteristic photoresponse time of
these films.
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n
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σ σ̃

σ̃

σ σ̃
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The distribution of the density of the electronic
states in the upper half of the mobility gap for the stud-
ied a-Si:H films doped with Er or As was determined
from processing the temperature dependences of ∆σ
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Fig. 2. Temperature dependences of the photoconductivity’s
constant component ∆  (curves 1–3) and the amplitudes of the

alternating component of the conductivity ∆  (curves 1'–3')
for the a-Si:H(Er) films obtained at Tf = (1, 1') 95 or
(2, 2') 105°C, and (3, 3') for the a-Si:H(As) film.
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Fig. 3. Distribution of the density of the states Nt in the vicin-
ity of the conduction-band bottom for the (1–3) a-Si:H(Er)
films and (4) a-Si:H(As) films. The numbers at curves 1–3
correspond to those in Fig. 1.
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and ∆  (see Fig. 3). The values of EC –  were deter-
mined from the expression

It can be seen in Fig. 3, by comparing the data
obtained for the a-Si:H(Er) and a-Si:H(As) films, that
the density of the states in the upper half of the mobility
gap for the a-Si:H film doped with As is close to Nt(E)
for the a-Si:H film doped with Er at Tf = 95°C. It can
also be seen from Fig. 3 that the density of the elec-
tronic states near the conduction-band bottom increases
as Tf (and, correspondingly, the concentration of Er
atoms introduced into a-Si) increases. We can note that
the obtained result makes it possible to account for the
different dynamics of the variation in the electrical con-
ductivity under a prolonged illumination of a-Si:H
films that have experienced various levels of doping
with erbium [9]. A decrease in the relative variation in
the electrical conductivity of a-Si:H(Er) films as the Er
concentration increases under their exposure to pro-
longed illumination can be related to an increase in the
density of the states in the region in which the shift of
the Fermi level occurs.

Thus, the studies performed by us showed that the
doping of a-Si:H films with Er led to a large increase in
the density of the states in the mobility gap of this mate-
rial as compared to a-Si:H doped with traditional donor
impurities.
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Abstract—A new mechanism for the formation of critical turn-on charge is shown to exist in thyristor struc-
tures. A new analytical model that makes it possible to derive the relations that define the critical charge in mod-
ern thyristor structures based on either Si or a new SiC material is suggested. The validity of the suggested ana-
lytical model of critical charge is verified using a numerical simulation. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

The critical-charge concept makes it possible to
describe the main characteristics of a thyristor struc-
ture, including the critical buildup rate of anode voltage

, the lowest turn-on control current, the propa-

gation rate of the turn-on state, the turn-off time of a thy-
ristor, etc., from a unified standpoint. The concept of crit-
ical charge Qcr was first suggested by Uvarov [1] and was
then developed in a number of publications [2–5].

The model of critical charge suggested by Uvarov [1]
has been widely used to describe the characteristics of
silicon structures. We should note that the existence of
a leakage current in at least one of the emitter junctions
of a thyristor is fundamentally important for a realiza-
tion of the critical state in the context of the Uvarov
concept. Uvarov suggested that recombination in the
space-charge region (SCR) and artificial shunting of an
emitter junction [1] were the leakage-current mecha-
nisms, although the main role in actual silicon struc-
tures was attributed to artificial shunting.

However, recently reported experimental data that
was obtained in studies of thyristor structures based on
a promising new material (SiC) for high-power elec-
tronics [6, 7] deviated appreciably from the predictions
of the critical-charge model [1]. A special feature of
thyristors based on SiC is the absence of artificial
shunting. In these conditions, according to the Uvarov
model, the recombination in the SCR of an emitter
junction is the sole feasible mechanism of leakage cur-
rent. At the same time, the use of the relations sug-
gested in [1] to calculate the critical charge yields, in
this case, a theoretical value of Qcr that is smaller, by
two orders of magnitude, than the experimentally mea-
sured value in [6, 7]. This fact stimulated an analysis of
the existing concept of critical charge, for example, the
analysis performed in [8]. The analysis in [8] showed

dU
dt
------- 

 
crit
1063-7826/05/3903- $26.00 ©0354
that a new mechanism of critical-charge formation
existed in thyristor structures based on SiC.

The critical state of a thyristor structure was studied
by Mnatsakanov et al. [8] in the context of a general
approach, which makes it possible to hope that the new
mechanism of critical-charge formation is universal
and can be realized in more than just SiC-based struc-
tures. At the same time, it is worth noting that a number
of simplifying assumptions were used when perform-
ing the calculations in [8].

The objective of this study is to derive the relations
that make it possible to determine the value of the crit-
ical charge in modern thyristor structures based on
either Si or SiC. These thyristors differ radically from
the thyristors of the 1960s, for which the critical-charge
model was originally developed [1].

2. THE PHYSICAL MECHANISMS 
OF CRITICAL-CHARGE FORMATION

The classical concept of critical charge [1] is based
on the consideration of a dynamic balance of nonequi-
librium charge carriers in the base layers of a thyristor
structure. This balance depends, on one hand, on the
regeneration processes that are caused by positive feed-
back and lead to an increase in the number of particles
and, on the other hand, on the losses caused by the
recombination and leakage currents in the emitter junc-
tions. It is important that the inherent injection factors in
both emitter junctions are assumed to be equal to unity.

The existence of positive feedback in thyristor struc-
tures gives rise to the S-type shape of the current–volt-
age (I–V) characteristic. This shape is indicative of the
existence of the static nonsteady states that are defined
by the expression

(1)γ1αT1 γ2αT2+ 1
jk0

j
------,–=
 2005 Pleiades Publishing, Inc.
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where jk0 is the generation current of the collector junc-
tion, γ1 and γ2 are the injection factors for the emitter
junctions, and αT1 and αT2 are the coefficients of the
charge-carrier transport through the base layers of the
composite transistors. We will abide by the following
rule, generally accepted in most publications: the des-
ignations γ1 and αT1 are used for a composite transistor
with a narrow and heavily doped base, whereas the des-
ignations γ2 and αT2 are used for a composite transistor
with a wide and lightly doped base.

A study of the balance of the nonequilibrium charge
carriers in states close to those described by expression (1)
made it possible [1] to determine the value of the criti-
cal charge Qcr. However, we should note that it was
assumed [1] that γ2, αT1, and αT2 are independent of the
current and only γ1, the effective injection factor of
junction 1 (which lies between the emitter and the nar-
row heavily doped base), depends on the current den-
sity j. This assumption is often found to be justified in
the silicon thyristors for which the critical-charge
model was developed [1]. This circumstance is caused
by the fact that, even in silicon thyristors operating at
the highest voltages, the turn-on occurs, as a rule, under
conditions where the coefficients of the transport
through the base layers αT1 and αT2 can, to a high
degree of accuracy, be considered constant. In addition,
the emitter junction adjoining the heavily doped narrow
base is artificially shunted by the resistance Rsh. The
presence of shunting makes the dependence γ1(j) espe-
cially strong in the vicinity of the switching point, which
makes it possible to disregard the dependence γ2(j).

A different situation is realized in thyristors based
on SiC. First of all, it should be noted that there is no
artificial shunting in any of the thyristors based on SiC
described in previous publications. However, for the
p+–n emitter junction in the composite transistor with a
narrow base, the value of the inherent injection factor γ1
is small due to an incomplete ionization of the Al dop-
ing atoms in the p+-type emitter. Furthermore, as was
shown by Levinshtein et al. [7], the lowest turn-on con-
trol current jgmin is found to be so large that it corre-
sponds to the average injection level in the lightly
doped wide base of a thyristor. In this case, as the cur-
rent increases, the condition

(2)

can be satisfied by an increase in the transport coeffi-
cient αT2 rather than an increase in γ1.

Indeed, when we pass from a low injection level to
a high injection level in the lightly doped p0-type thy-
rister base (it is noteworthy that the SiC-based thyris-
tors include a p-type blocking base, which is related to
special features of the technology of SiC structures),
the transport coefficient αT2 changes from (αT2)L [9],

, (3a)

γ1αT1 γ2αT2+( ) 1>

αT2( )L
1
W p' /Ln( )cosh

--------------------------------=
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to (αT2)H,

(3b)

where  is the thickness of the electroneutral part of

the wide p0-type base; Ln = ; La = ;

Da =  is the ambipolar diffusion coefficient;

Dp is the diffusion coefficient for holes; and (τn)L and
(τn)H are the lifetimes of the electrons in the wide
p0-type base at the low and high injection levels,
respectively. Numerical estimations for the high-volt-
age structures based on SiC [10] yield the following
values: (αT2)L ≈ 0.4–0.5 and (αT2)H ≈ 0.90–0.95. The
obtained estimates indicate that, as the current
increases, the dependence αT2(j) can appreciably affect
the left-hand side of formula (1).

In addition, the shunting of the second emitter junc-
tion in a number of modern silicon-based thyristor
structures means that it is also important to take into
account the dependence γ2(j).

In what follows, we present an analytical theory of
the critical turn-on charge in a thyristor. In this theory,
we take into account the physically justified current
dependences γ1(j), γ2(j), and αT2(j). The results of the
analytical calculation are compared with data obtained
from a numerical simulation using the software pack-
age “Investigation” [11].

3. AN ANALYTICAL STUDY OF THE PROBLEM

We use the charge method described in [12, 13] in
order to study the problem analytically. This method
has attained good results for the calculation of the key
parameters in the turn-on process of thyristors based on
either Si [5, 12, 13] or SiC [10, 14]. When deriving the
relations of the model, we will follow the aforemen-
tioned rule: the designations γ1 and αT1 are used for a
composite transistor with a heavily doped narrow base,
whereas the designations γ2 and αT2 are applied to a
composite transistor with a lightly doped wide base.

In the context of the charge method [12, 13], the
equations describing variations in the charge of the

minority carriers in the narrow base Q1 = q

of the structure, as well as in the charge of the minority

carriers in the wide base Q2 = q , are written as

(4)

αT2( )H
b

b 1+
------------

1
b 1+
------------ 1

W p' /La( )cosh
-------------------------------- 

  ,+=
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Dn τn( )L Da τn( )H

2b
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------------Dp

n1 x( ) xd
0

W1∫
n2 x( ) xd
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W2∫
dQ1

dt
--------- = 1 γ1–( )k1
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where k1 = ; k2 = ; τ1 and τ2 are

the lifetimes of the minority charge carriers in the nar-
row and wide bases, respectively; and jk0 is the density
of the generation current in the collector junction. The
current densities jR1 and jR2 are introduced, by making
an analogy with publication [1], in the following way.
It is assumed that the currents flowing through the p+–n
and n+–p emitter junctions are given by the sum of the
diffusion current and the excess currents jR1 and jR2,
which can be considered as either recombination cur-
rents or currents leaking into the shunt.

The initial conditions for Eqs. (4) are given by

(5)

where Q10 and Q20 are the initial charges in the narrow
and wide bases, respectively.

In this case, the total current flowing through the
structure is expressed in terms of the quantities Q1 and
Q2 as

(6)

Equations (4) can be transformed by taking into
account the following specific features of thyristor
structures. First, the fairly large band gap makes it pos-
sible to disregard the generation current jk0 on the right-
hand side of Eqs. (4). Second, it is noteworthy that, in
the course of the change from a low injection level to a
high injection level in the wide base of the structure, the
electron lifetime τ2 and the transport coefficient αT2
vary, which leads to a monotonic increase in the param-
eter k2. By analogy with [8], we also use the following
monotonically increasing approximate expressions in
order to describe the variation in k2:

(7)

Here, k2eff = , jRk =

, Q2L = ζqN2Wp, Q2H =

(1/ζ)qN2Wp, and ζ is a small parameter that controls the
injection level in the wide base (ζ ≈ 0.1). It is worth not-

αT1
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αT2
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j k1Q1 k2Q2 jk0.+ +=
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αT2( )H
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k2( )H k2( )L–( )Q2LQ2H

Q2H Q2L–
-------------------------------------------------------
ing that the value of the parameter k2eff almost coincides
with (k2)H. Indeed,

(8)

We use a similar approximation to describe the varia-
tion in the quantity τn, i.e.,

(9)

where Q2L, Q2H, and ζ are defined in the same way as

above, while jRτ =  and  =

.

Taking into account the introduced approximations,
we can represent Eqs. (4) in the following form for the
current-density range of interest:

(10)

A solution to Eqs. (10) with boundary conditions (5) is
given by [14]

(11)

where the integration constants C1 and C2 are deter-
mined from the initial conditions and written as

(12)

k2eff

k2( )H k2( )Lζ2–

1 ζ2–
------------------------------------=

≈ k2( )H k2( )H k2( )L–[ ]ζ 2+ k2( )H.≈

1
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1
τ2( )L
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1
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--------------
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τ2( )L

------------–
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dQ1
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--------- = 1 γ1–( )k1

1
τ1
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+ γ1k2effQ2 γ1 jR1– γ1 jRk,–

dQ2
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--------- γ2k1Q1 1 γ2–( )k2eff

1
τ2eff
----------+ Q2–=

+ γ2 jR2 jRτ– 1 γ2–( ) jRk.+

Q1
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----------------C1 λ1t( )exp=

+
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The parameters a1, b1, a2, b2, d1, and d2 can be

expressed as a1 = ,

d2 = –jRτ – γ2jR2 + (1 – γ2)/jRk, while the quantities λ1
and λ2 are the roots of the characteristic equation for
system (10); this equation is written as

(13)

If the condition for the thyristor turn-on, γ1αT1 +
γ2αT2 > 1, is satisfied, the free term on the left-hand side
of Eq. (13) is negative: a1b2 – a2b1 < 0 [15]. In this case,
the roots λ1 and λ2 of the characteristic equation are real
and have different signs. We assume, for clarity, that
λ1 > 0 and λ2 < 0. By substituting the quantities λ1 and
λ2 into expressions (11) followed by a substitution of
the obtained quantities Q1 and Q2 into expression (6),
we can easily show that the steady state corresponding
to the classical concept of critical charge exists if

(14)

Taking into account that 1/λ1 ≡ τr (here, τr is the current-
buildup constant for the thyristor turn-on), we can use
condition (14) to obtain the following condition for the
appearance of the critical state in a thyristor:

(15)

Here, χ =  is the efficiency coefficient for the

charge accumulated in the wide p-type base [1] and the
critical charge Qcr is defined by the expression

(16)

This expression makes it possible to determine the crit-
ical charge for all the known turn-on modes of thyristor
structures. In a situation where only the emitter junction
of a composite transistor with a narrow base (jR1 ≠ 0 but
jR2 = 0) is shunted, the inherent injection coefficients of
both emitter junctions are equal to unity (γ1 = γ2 = 1);
therefore, the turn-on occurs at invariable injection lev-
els in both base layers (jRk = 0 and jRτ = 0), and expres-
sion (16) is transformed into the well-known result [1]

(17)

We now consider a situation in which in neither
emitter junction (neither jR1 = 0 nor jR2 = 0) experiences
leakage and the injection factor of the composite-transis-
tor emitter with the wide base is equal to unity (γ2 = 1)
while the injection factor of the transistor with the nar-
row base is smaller than unity, to the extent that a mod-
erate level injection in the wide base is required in order

1 γ1–( )k1
1
τ1
----+–

b1 γ1k2eff , a2 γ2k1,= =

b2 1 γ2–( )k2eff
1

τ2eff
----------+ , d1– γ1 jRk JR1+( ),–= =

λ2 a1 b2+( )λ– a1b2 a2b1–+ 0.=

C1 0.=

Q10 χQ20+ Qcr.=

λ1 a1–
a2

----------------

Qcr τ r γ1 jR1 jRk+( )[=

+ χ jRτ γ2 jR2 1 γ2–( ) jRk–+( ) ] .

Qcr jR1= τ r.
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to ensure the thyristor turn-on (jRk ≠ 0 and jRτ ≠ 0). In
this case, the value of the critical charge almost coin-
cides with that obtained previously [8]:

(18)

The difference between expression (18) and the similar
formula derived in [8] is caused by the fact that, here,
we are considering a variation in the charge-carrier life-
time in a wide base under the circumstances of a mod-
erate injection level.

It follows from expression (16) that the effect of the
factors controlling the value of the critical charge
depends heavily on in which of the base regions these
factors are prevalent. For example, the factors related to
the leakage current in the emitter of a transistor with a
wide base and to a variation of the charge-carrier life-
time as the injection level increases are found to be
χ times less efficient than those related to the leakage
currents in the emitter of a transistor with a narrow base
and the current jRk.

The dependence of Qcr on γ1 and γ2 described by
expression (16) seems, at first glance, to be paradoxical.
Specifically, simple qualitative reasoning shows that, as
γ1 and γ2 increase, the value of Qcr should decrease;
however, it formally follows from formula (16) that Qcr
increases along with γ1 and γ2. In fact, there is no con-
tradiction in expression (16) since, in the course of the thy-
ristor turn-on, the current-buildup constant τr also depends
on γ1 and γ2. Using the previously reported expressions
for τr [10], we can easily find that dQcr/dγ1 < 0 and
dQcr/dγ2 < 0, which is completely consistent with the
results of the simple qualitative consideration.

Finally, it is worth noting that expression (16) has a
general form and describes the value of the critical
charge in thyristors based on either on Si or on SiC. It
should be taken into account that, in silicon thyristors,
the wide base is typically found to be of an n-type con-
ductivity whereas the narrow base is found to exhibit a
p-type conductivity. It is important that all the quanti-
ties with the subscript 1 control the properties of the
minority electrons in the narrow p-type base, whereas
those with the subscript 2 control the properties of the
minority holes in the wide n-type base.

A specific feature of thyristors based on SiC consists
in the fact that these thyristors include both the wide
p-type base and narrow n-type base. Therefore, when
using expression (16) for SiC thyristors, one must be
aware that the quantities with the subscript 1 describe the
properties of the minority holes in the narrow n-type
base, whereas those with the subscript 2 control the prop-
erties of the minority electrons in the wide p-type base.

4. RESULTS OF THE NUMERICAL SIMULATION

In order to verify the results of the analytical consid-
eration, we performed a numerical simulation using the
“Investigation” software package. This software pack-
age has previously achieved good results for analyses

Qcr τ r γ1 jRk χ jRτ+[ ] .=
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of the static and dynamic characteristics of both Si [11,
16–19] and SiC [7, 8, 10–13, 15, 20] multilayered
structures.

When studying the problem numerically, we gave
most of our attention to an analysis of the special fea-
tures of the model for the critical turn-on charge of thy-
ristors for which we already had analytical predictions.
Since the applicability of the new model to thyristors
based on SiC has already been verified [8], we now
consider a silicon n+–p–n0–p+ thyristor in which the
sum of the transport coefficients for the base layers
does not exceed unity. We particularly chose a thyristor
structure with the above combination of transport coef-
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Fig. 1. The charge-carrier distribution at the stage of the
exponential increase in current through the thyristor struc-
ture. The dashed lines represent the hole distribution and the
dotted lines represent the electron distribution. The solid
lines describe the distribution of doping impurities in the
structure.
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Fig. 2. The density of the critical turn-on charge in a thyris-
tor as a function of the effective shunting of the n+–p emitter
junction.
ficients because the study of the special features of the
turn-on process in this structure would make it possible
to verify the efficiency of the new mechanism of criti-
cal-charge formation. Indeed, according to [1], where
αT1 and αT2 are assumed to be constant, such a thyristor
should remain in the turn-off state. This circumstance is
due to the fact that, even in the case of γ1 = 1 and γ2 = 1,
the sum of the transport coefficients is found to be
smaller than unity (i.e., γ1αT1 + γ2αT2 < 1) and, there-
fore, the condition for turn-on (2) is not satisfied. In
contrast, according to this study, the new mechanism of
critical-charge formation can ensure the fulfillment of
condition (2); as a result, the thyristor is converted to
the turn-on state. It is worth noting that the increase in
αT2 required for this conversion is found to be caused
by an increase in the level of the injection (from a low
level to a high level) of the charge carriers in the wide
n0-type base, which can be easily detected in the course
of a numerical simulation of the turn-on process in the
structure.

The thyristor structure is shown schematically in
Fig. 1. The main parameters of the structure’s layers are
also shown. The characteristics of the deep level con-
trolling the charge-carrier lifetime in the n0-type base
were chosen as follows: τp0 = 0.1 µs, τn0 = 4.9 µs, and
n1 = p1 = ni.

The calculation, taking into account the aforemen-
tioned effects, indicates that, when there is a low level
of charge-carrier injection into both base layers, the
sum of the coefficients of the charge-carrier transport
through the layers is αT1 + αT2 = 0.95 < 1. As was
already mentioned above, such a transistor cannot be
converted to the turn-on state in the context of the con-
cepts developed by Uvarov [1]. Nevertheless, the
results of the numerical computation show that the thy-
ristor structure under consideration can be turned on;
however, the stage in which there is an exponential
increase in the current sets in only when the transition
from the low injection level to the moderate injection
level occurs in the wide base layer. This inference is
evidently confirmed by the distributions of electrons
(dotted lines) and holes (dashed lines) shown in Fig. 1.
The calculated charge-carrier distributions are com-
pletely consistent with the inferences made on the basis
of the analytical model (see the previous section).

Thus, the numerical simulation confirms the exist-
ence of the new mechanism of the critical-charge for-
mation caused by the dependence αT2(j) when the level
of the charge-carrier injection is varied in the wide and
lightly doped base layer of the structure.

In Fig. 2, we show the calculated dependence of the
critical-charge density for the turn-on of the thyristor on
the effective shunting resistance of the n+–p emitter junc-
tion (it was assumed, in the calculation, that there was no
shunting of the p+–n emitter junction). The dependence
shown in Fig. 2 levels off at 1.7 × 10–8 C/cm2 as Reff
increases, which is completely consistent with expres-
sion (16). It is worth noting that, for the Uvarov mech-
SEMICONDUCTORS      Vol. 39      No. 3      2005
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anism of critical-charge formation [1], the limiting crit-
ical-charge value caused by the recombination in the
space-charge region of the emitter junction is found to
be more than two orders of magnitude smaller and does
not exceed 10–10 C/cm2.

5. CONCLUSION

As a result of performed studies, we verified the
existence of a new mechanism for the formation of the
critical turn-on charge in thyristor structures. This
mechanism is related to the transition from a low level
of charge-carrier injection in the lightly doped base of
the thyristor to a high injection level. The suggested
mechanism complements the previously recognized
mechanism of critical-charge (Qcr) formation that was
related to the leakage of the charge carriers in the emit-
ter junction of a thyristor [1]. In fact, a combination of
these two mechanisms for Qcr formation makes it pos-
sible to extend the concept of critical charge to the
region of the high current densities that trigger the turn-
on process of a thyristor; as a result, this combination is
conducive to the generality of this concept, which is
found extremely useful for a description of the dynamic
processes in both SiC and Si thyristors.

We derived the expressions that make it possible to
determine the value of the critical charge in modern
thyristors, taking into account all the known factors that
affect Qcr formation. The validity of the analytical
model is verified using the numerical simulation.
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Abstract—A method for measuring the lifetime of charge carriers in the base regions of p+–n–n+ structures is
suggested. This method makes it possible to perform measurements in the nanosecond range of lifetimes. The
developed technique implies the same shape of measuring current pulse as is used for conventional measure-
ments of the restoring times in diode structures. The method is validated on the basis of an analysis of a solution
to the continuity equation for holes in a base region. The results of the calculations are compared with experi-
mental data. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Either the duration of a stage of high reverse con-
ductance (the restoring interval) [1–3] or the decay rate
of postinjection voltage [4] is typically used as the
informative parameter in measurements of charge-car-
rier lifetime in the base regions of p+–n–n+ structures.
In the former case, rectangular pulses of forward and
reverse currents are passed through the structure and
the duration of the restoring interval is measured. It is
important that the time required for the transition from
the forward current to the reverse current must be an
order of magnitude shorter than the measured interval
itself. In the latter case, a rectangular pulse of forward
current is passed through the structure and the decay of
the postinjection voltage is measured immediately after
the current-pulse completion. The successful use of the
aforementioned methods becomes problematic if the
measured times amount to several (or tens of) nanosec-
onds. This circumstance is related to the fact that, for
the current switching in actual measuring systems, the
duration of the transient processes caused by stray
parameters (the barrier capacitance of a diode, induc-
tance of the clamping device, and so on) exceeds the time
intervals to be measured. At the same time, the develop-
ment of new types of fast-response high-voltage struc-
tures based on Si (and, especially, on GaAs) requires the
measurement of exactly these lifetime values.

2. SUBSTANTIATION OF THE MEASUREMENT 
METHOD

A schematic representation of the p+–n–n+ structure
is shown in Fig. 1. We will use the duration of the stage
of high reverse conductance (the restoring interval) as
the informative parameter. The shape of the measure-
ment current pulse is shown in Fig. 2. The same cur-
rent-pulse shape is used in conventional measurements
of the recovery time trr of diodes.
1063-7826/05/3903- $26.00 0360
A pulse of the forward current I passes through the
p+–n–n+ structure until the point in time t1; this pulse
gives rise to a steady-state distribution of the hole con-
centration in the base. Linear decay of the current sets
in at t1. The current decreases to zero by the point in
time t2, and the restoring interval begins and is com-
plete at the moment t3 that corresponds to the depletion
of the p–p junction. It is evident that, for the specified
pulse shape, first, the current switching is not instanta-
neous and, second, the instant of measurement and the
subsequent onset of the switching are separated by the
time interval t2 – t1. The duration of the restoring inter-
val tres = t3 – t2 is the hole-lifetime function under study
in the base. Thus, the substantiation of the measure-
ment method is related to an analysis of the nonsteady
hole concentration in the base at the stage of linear cur-
rent decay.

The hole motion in the base is described by the fol-
lowing time-dependent continuity equation:

(1)

Here, p is the hole concentration, and τp and Lp are,
respectively, the lifetime and diffusion length of the
holes. The boundary conditions for the problem can be
obtained from the condition for a one-sided injection of

∂2 p

∂x2
-------- p

Lp
2

-----–
τ p

Lp
2

-----∂p
∂t
------.=

p+ n+n

0 w

i(t)

Fig. 1. Schematic representation of a p+–n–n+ structure.
© 2005 Pleiades Publishing, Inc.
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charge carriers from the p+- and n+-type regions into the
base region:

(2)

(3)

In these expressions, i(t) is the time dependence of the
charge density, q is the elementary charge, Dp is the dif-
fusion coefficient for the holes, and b is the ratio
between the electron and hole mobilities. In deriving
boundary conditions (2) and (3), we assumed that there
was a high injection level in the base. Since the onset of
the measurement process is chosen to coincide with the
leading edge of the measuring current pulse at t = 0
(Fig. 2), the initial condition of the problem is given by

(4)

The end of the restoring interval corresponds to a
decrease in the excess concentration of the holes at the
p–n junction to zero (p(0, t3) = 0). Therefore, when ana-
lyzing the continuity equation, we are only interested in
the nonsteady hole concentration at the junction p(0, t).
A solution of continuity Eq. (1), which is comple-
mented by boundary conditions (2) and (3) and initial
condition (4) and performed using the Laplace transfor-
mation, yields the following expression for the hole
concentration at the junction:

(5)

Here,

is the transform of the current density shown in Fig. 2,

a =  is the rate of the transition from the forward cur-

rent to reverse current,

and w is the base width.
Transform (5) exhibits a multiple pole at the point

s = 0 and simple poles at the points s =  and

where n = 1, 2, …, and W = w/Lp is the normalized base
width. By determining the sum of the residues at all the
critical points, we find the nonsteady hole concentra-
tion at the p–n junction:

(6)
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The function F1(t) determined by the residue at the mul-
tiple pole is given by

(7)

The function F2(t) is given by the sum of the residues at
all the simple poles and can be represented in the form

(8)

In expressions (7) and (8), t > t1.
Let us analyze the functions F1(t) and F2(t) accord-

ing to the following assumptions. First, we assume that
t1 @ τp. This condition is always satisfied when per-
forming the measurements. As a result, we can disre-
gard the first term in parentheses in expression (8) and
the first term in the square brackets under the summa-
tion sign. Second, we assume that the inequality W > 3
is valid. This condition is known to be satisfied for
high-voltage diodes with short switching times. In this
case, we have  ≈ 1 and  ≈ 0 in the
functions F1(t) and F2(t). As a result, the expression for
p(0, t) can be written as

(9)

Assuming that p(0, t3) = 0 in expression (9), we obtain
a transcendental equation that defines the point of time t3
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Fig. 2. The shape of the current pulse used in the measure-
ments.
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that corresponds to the depletion of the p–n junction. In
this case, t3 appears in the obtained equation in the com-
bination t3 – t1, which is designated as ∆t. It follows
from Fig. 2 that the interval ∆t = t3 – t1 includes the time
of the current decay to zero td = t2 – t1 = I/a and the
restoring interval tres = t3 – t2; i.e.,

(10)

Taking into account formula (10), we can write the
equation defining tres as

(11)

The rapid convergence of the series in (11) is evident.
We now determine the condition under which we can
discard all the terms in the series in (11) (including the
first term) apart from the second term. The ratio of the
second term to the first term is found to be equal to
[2(b + 1)/(b – 1)]exp(∆t/τp) under the condition W = π.
If ∆t/τp ≥ 3, the ratio between the first term of the series
and the second term is no larger than 0.025 for the
devices based on GaAs where b @ 1. This ratio is even
smaller (0.0125) for the devices based on Si at ∆t/τp = 3.
Thus, all the terms of the series can be discarded with
confidence if the following condition is satisfied:

∆t/τp ≥ 3. (12)

We now estimate the value of the second term in
(11) in comparison with the first term under the condi-
tion that ∆t/τp = 3. Assuming (as in the previous case)
that W = π, we find that the value of the second term is
equal to 0.03 for the devices based on GaAs and 0.043
for the devices based on Si. Thus, if condition (12) is
satisfied, we can use the following expression to deter-
mine the hole lifetime in the base to within 5%:

τp = 2tres. (13)
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Fig. 3. A schematic diagram of the measurement setup
based on a resonance LC circuit. DUT stands for a device
under test.
When performing measurements, condition (12)
can easily be satisfied by choosing the corresponding
value of a = di/dt. For example, if τp = 0.2 µs and the
measurement is performed at a forward current of 10 A,
∆t = 3τp = 0.6 µs can be obtained for di/dt = 20 A/µs.
If the forward current is reduced to 5 A, the value of
di/dt should be reduced to 10 A/µs. It should be borne
in mind that, in both cases, the value of the restoring
interval is the same and equals τp/2 = 0.1 µs.

The above example does not mean that the value of
di/dt should be changed each time the current or the
value of τp are varied. In studies of a certain type of
device, the smallest value of di/dt that ensures the ful-
fillment of condition (12) in the specified ranges of cur-
rents and lifetimes is established.

We performed a similar analysis for the case of a
sinusoidal measurement pulse i = Imsinωt. In this situ-
ation, the transform of the nonsteady hole concentra-
tion at the junction is described by expression (5),
where only the current transform I(s) = Im/(s2 + ω2) is
varied. This expression yields residues in the complex
conjugate poles p = ±jω when the transition to the ori-
gin is performed.

An analysis including the same procedures as in
the case of a linearly decreasing current yields expres-
sion (13) if the following condition, which is similar
to (12), is satisfied:

ωτp ≤ 0.3. (14)

This result should be expected, since a sinusoidal func-
tion is close to a linear function in the vicinity of the
point ωt = π.

3. EXPERIMENT

In order to test the validity of the suggested method,
we studied various high-speed diodes experimentally:
HFA08TB60, UF4004, HER108, US1J, BYG70J,
1N4148, KD212A, and a high-power diode based on
GaAs (CLIFTON, Estonia).

According to (13), if conditions (12) or (14) are sat-
isfied, the duration of the restoring interval is nearly
independent of both the amplitude of the forward-cur-
rent pulse and the value of di/dt. In order to verify this
statement, we used a resonance LC circuit (Fig. 3) to
form the semisinusoidal probing-current pulses.

In the first case to be considered, the circuit param-
eters were chosen so that condition (14) was satisfied.
In Fig. 4, we show an oscilloscope pattern that illus-
trates the shape of the probing-current pulse. In Fig. 5,
we show similar oscilloscope patterns that were
recorded for four current pulses with severalfold differ-
ences in their amplitudes; the portions in the vicinity of
the restoring interval can be seen in Fig. 4. It follows
from the shown oscilloscope patterns that the value of
the restoring interval hardly changes as the current
amplitude is varied in the specified range. This result,
predicted by the theory, was obtained for all the studied
diodes, irrespective of the diode type or the hole life-
time in the base.
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In the second case, the circuit parameters and the
value of the initial voltage applied to the capacitor were
chosen so that the pulse duration (half-period) and,
consequently, di/dt varied but the amplitude remained
unchanged. In Fig. 6, we show the dependences of the
restoring time on the duration of the forward-current
pulse tpulse. The curves feature two characteristic por-
tions for all the diodes studied. The restoring times are
nearly independent of the duration of the forward-cur-
rent pulse if this duration is long. A rapid decrease in
the restoring interval is observed as the pulse duration
decreases at small pulse durations. This dependence of
the restoring time on the pulse duration is quite consis-
tent with the results of the theoretical analysis.

The value of ωτp, which is measured experimentally
and corresponds to an abrupt decrease in the duration of
the restoring interval, is equal to about 0.4–0.5. Conse-
quently, the theoretically derived condition ωτp ≤ 0.3 is
more rigid than that obtained experimentally. However,
this contradiction is only an apparent one. Indeed, when
analyzing the experimental data, we were dealing with
an abrupt decrease in the duration of the restoring inter-
val, whereas, in the theoretical analysis, we considered
a general decrease in this duration within a given error.
Thus, the experimental data are quite consistent with
the results of the theoretical analysis.

4. CONCLUSION

In conclusion, we would like once again to empha-
size the simplicity of both the method itself and its
implementation. In addition, another advantage of the
method is related to a decrease in the efficiency of emit-
ters at high current densities. The charge-carrier life-
time measured using the Lax method [1] at high current
densities can decrease by a factor of 1.5–2 owing to a
decrease in the injection factor. In our method, we sug-
gested the decrease in the excess charge in the base due
to a decrease in the emitter efficiency is equivalent to
the corresponding decrease in the forward-current
amplitude. However, as follows from both the theory of
the method and the experimental results, the measured
value of the lifetime remains unchanged in this case.
The fact that the results of measurements are inde-
pendent of both the measurement-pulse amplitude
and the value of di/dt in a fairly wide range makes it
possible to use the suggested method for measuring
the charge-carrier lifetime in any high-speed diodes
based on p–n junctions.
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Abstract—Schottky barriers, 10–2 cm2 in area, have been prepared by thermal deposition of Cr in vacuum on
50-µm-thick 4H-SiC epitaxial layers grown by chemical vapor deposition. The uncompensated donor concen-
tration in these films is (4–6) × 1014 cm–3, which makes it possible to extend the depletion region of the detector
to ≈30 µm by applying a reverse bias of 400 V. The spectrometric characteristics of the detectors are determined
using α particles in the energy range 4.8–7.7 MeV. The energy resolution attained for the 5.0- to 5.5-MeV lines
is higher than 20 keV (0.34%), which, by a factor of 2, is second only to precision silicon detectors fabricated
by specialized technology. The maximum signal amplitude corresponds, in SiC, to a mean electron–hole pair
creation energy of 7.70 eV. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Detection of nuclear radiation is a high-priority
issue in such fields as operational safety in nuclear
power plants and spacecrafts; the utilization of nuclear
waste; and activities in areas contaminated by radioac-
tivity, particularly at elevated temperatures and in the
presence of chemically corrosive media. The attendant
problems cannot be solved without the development of
high-temperature high-resolution detectors of nuclear
radiation that are capable of spectrometric operation in
extreme conditions. Devices featuring such a combina-
tion of characteristics cannot, however, be fabricated
out of traditional semiconductor materials (Ge, Si,
CdTe, and GaAs). The most appropriate starting mate-
rial for the development of such detectors is silicon car-
bide, a wide-gap semiconductor.

The potential of SiC as a material for the fabrication
of high-temperature detectors and spectrometers of
nuclear radiation has already been convincingly dem-
onstrated in early studies of the effect of neutrons and
α particles on the properties of SiC and devices based
on this material [1–3]. The high defect and carrier con-
centrations characteristic of this material did not, how-
ever, permit the attainment of an energy resolution
higher than 8–9% [4]. In recent years, considerable
progress has been made in growing high-purity SiC
epitaxial layers with a low content of deep levels and
relatively large carrier-diffusion lengths and lifetimes
[5]. Quite recently, high-purity epitaxial layers of the
4H-SiC polytype, with an uncompensated donor con-
centration Nd – Na = (1–2) × 1015 cm–3, have been used
in studies of short-range-ion spectrometry. In these
studies, diode structures with Schottky barriers formed
1063-7826/05/3903- $26.00 0364
on these epitaxial layers were irradiated with α parti-
cles at energies of 5.1–5.5 MeV emitted by 239Pu, 240Pu,
241Am, and 238Pu isotopes. At bias voltages of 225–400 V,
these structures exhibited saturation in the dependence
of detector signal on reverse bias, which demonstrates
a complete collection of the nonequilibrium charge pro-
duced by the irradiation and, hence, the maximum pos-
sible amplitude of the detector signal. These SiC detec-
tors were the first to demonstrate an energy resolution
of ~0.5% [6].

In this paper, we report new data on the spectromet-
ric potential of detectors based on higher-resistivity,
high-purity epitaxial 4H-SiC layers.

2. EXPERIMENTAL

We studied the characteristics of detector structures
formed of 50-µm-thick 4H-SiC epitaxial layers with an
uncompensated donor concentration of Nd – Na = (4–6) ×
1014 cm–3, which were grown by chemical vapor depo-
sition (CVD) on n+-4H-SiC commercial substrates with
a concentration of Nd – Na = 1019 cm–3. The Cr Schottky
barriers, 1 × 10–2 cm2 in area and 0.1 µm thick, as well
as the Cr/Al base contacts, were produced by thermal
deposition in vacuum. The diode structures were bom-
barded with α particles at energies of 4.8–7.7 MeV
using 226Ra, 241Am, and 238Pu isotopes.

The quality of the CVD-grown films was assessed
using several methods. In particular, the structure of the
defect centers in the specimens was deduced from pho-
toluminescence (PL) spectra obtained at 77 K. The dif-
fusion lengths of the minority carriers, i.e., holes (LD),
were derived from the dependence of photocurrent on
© 2005 Pleiades Publishing, Inc.
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the reverse bias in the temperature range 300–450 K.
The distribution of an electrically active impurity near
the Schottky barriers, as well as the characteristics of
the deep levels in the band gap of 4H-SiC, were studied
from capacitance–voltage (C–V) and DLTS data
obtained in the 80–700-K temperature range. The for-
ward and reverse I–V characteristics of the Schottky
diodes were obtained in dc measurements.

The detector structures were characterized by mea-
suring the dependence of the average signal amplitude
on the diode bias (charge collection efficiency (CCE))
and measuring the energy resolution, as well as by
determining the character of the noise via a comparison
of the dark and photocurrent noise [7]. The data on the
CCE also permitted an independent estimation of the
value of Nd – Na and LD in the CVD-grown layers. The
data thus obtained were compared with the measure-
ments of the C–V curves and the photocurrent vs. bias
relation.

The above detector characteristics (including noise)
were determined with the use of standard spectrometric
equipment. The setup was assembled from ORTEC units
and included a charge-sensitive preamplifier 142, an
RC-shaped amplifier 571, and a precision oscillator 419.
The pulse-height spectrum was analyzed by a computer-
interfaced unit designed for 4000 channels (RI-161/01,
St. Petersburg Institute of Nuclear Physics, Russian
Academy of Sciences). The energy value of each chan-
nel was calibrated with a precision silicon detector
(fabricated at the Ioffe Physicotechnical Institute RAS,
St. Petersburg) using the 226Ra α-decay lines [8].

3. RESULTS AND DISCUSSION

3.1. Characteristics of the Starting Material

The PL spectra of the CVD-grown epitaxial layers
under study exhibited an intense main band at 390 nm
(Fig. 1). This band can be assigned to free exciton
recombination involving the optical phonons (FE–TO)
in the 4H-SiC polytype [9]. The presence of triplet lines
at the peak, which are resolvable even at 77 K, demon-
strates the high quality of the epitaxial layers. However,
the spectrum also includes weak lines related to nitro-
gen–aluminum donor–acceptor transitions (DAP) [10],
small amounts of various defects (the peak at 460 nm),
and inclusions of the 15R polytype [9]. Due to the high
quality of the epitaxial layers, the diffusion lengths of
the minority carriers (holes), which were determined
from the photocurrent measurements conducted under
reverse bias, were found to be 8–10 µm and increased
by a factor 1.4 when the sample was heated to 450 K.

The C–V characteristics of the Schottky barriers
were linear when plotted using the 1/C2 = f(U) coordi-
nates for bias voltages of up to 120 V and depended on
neither frequency nor temperature within the measure-
ment ranges covered. This behavior of the C–V charac-
teristics suggests that there is a low content of defect
centers in the CVD-grown layers. Indeed, the DLTS
SEMICONDUCTORS      Vol. 39      No. 3      2005
measurements revealed only one center, of a still
unknown nature, with the energy 0.82 eV and with a
capture cross section of 3 × 10–15 cm2, present in the
amount 1.8 × 1012 cm–3.

The I–V characteristics were typical of Schottky
barriers with a barrier height of 1 V and a shape coeffi-
cient of 1.1. The reverse currents did not exceed 1 nA
for a reverse bias of 500 V. These characteristics of the
Schottky barriers permitted us to extend the space-
charge region to tens of µm and use the structures as
spectrometric detectors of α particles.

3.2. Alpha Particle Spectrometry

The operation of a detector in spectrometric mode
implies a high energy resolution. In order to attain this
resolution, the nonequilibrium charge produced by the
ions must be transported to the detector electrodes with
as little loss as possible. Figure 2 (left-hand axis) plots
the signal vs. the applied reverse bias U for two speci-
mens used in the detection of α particles with the
energy Eα = 5390 keV. The energies E specified on the
vertical axis were obtained using the mean electron–
hole-pair creation energy εSiC = 7.70 eV [6]. One can
clearly see that the curve levels off at voltages in excess
of 150 V. This observation indicates that the charge
transport for U > 150 V is complete.

At low biases, the particle range R exceeds the width W
of the depletion region. In addition to a “fast” drift, the
comparatively slow hole diffusion in the detector base
also contributes to the charge transport. Recombination
of the nonequilibrium carriers in the course of the dif-
fusion brings about charge losses and accounts for the
deviation of the value of CCE = E/Eα from 100%. The
E(U) relation can be approximated in its initial portion
by the linear function
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Fig. 1. The photoluminescence spectrum of CVD-grown
4H-SiC epitaxial layers; the spectra were measured at 77 K.
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Here, dEα/dx are the specific energy losses of an α
particle in the initial part of its range (~200 keV/µm),
LD is the hole diffusion length, and W is the width of the
space-charge region. Equation (1) permits us to esti-
mate LD, as well as the concentration of uncompensated
impurities in the film, Nd – Na, directly from the ampli-
tude of the detector signal. The values obtained for the
above specimens are LD = 11.2 and 10.7 µm for Nd – Na =
5.85 × 1014 and 4.40 × 1014 cm–3, respectively. These
values are found to be in good agreement with the data
derived from the C–V characteristics and the depen-
dence of the photocurrent on the reverse bias.

Knowing the value of Nd – Na allows us to readily
determine the W(U) relation and, hence, the depen-
dence of the amplitude deficit, Eα – E, directly on the
width of the depletion region W. The inset in Fig. 2
makes it possible to compare the plots of (Eα – E) vs. W
for three energy levels of the 226Ra α particles. The
sharp drop of the amplitude deficit down to zero is seen
to occur in a similar way for all the energy levels in
question. Significantly, the values of Eα – E ≈ 0 are
observed at the widths W = W0 ≈ R, i.e., where the part
played by diffusion in the carrier transport is reduced to
a minimum. This is illustrated by the data in the table
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Fig. 2. The detector signal (in energy units) vs. the applied
bias for two specimens (1, 2). The α-particle energy was
5390 keV. The value taken for the mean energy of the elec-
tron–hole pair formation in SiC is 7.70 eV [6]. The detector-
signal amplitude deficit vs. the space-charge region width is
shown in the inset. The α-particle energy is equal to
(a) 4787, (b) 5489, and (c) 6002 keV.

The α-particle energies Eα and ranges R in SiC, and the
extent of the depletion region W0 accounting for the charge
loss Eα – E = 6 keV

Eα, keV R, µm W0, µm

4787 15.5 15.8

5489 18.8 18.9

6002 21.6 21.2
for the chosen amplitude-deficit level Eα – E = 6 keV
(≈0.1%). As regards the fourth line of 226Ra, with an
energy 7687 keV, the largest value, W = 28.4 µm,
attained is smaller than the range (R = 31 µm), which
results in a noticeable deficit (82 keV).

Figure 3 displays a spectrum of the 226Ra α decay
obtained at U = 400 V. The incomplete charge collec-
tion in the case of 7687-keV α particles is also seen to
affect the width of the spectral line. This width charac-
terizes the energy resolution and is defined as the full
linewidth at half-maximum (FWHM). As can be seen
from Fig. 3, the value of FWHM for the above-men-
tioned line substantially exceeds that for the other three
lower energy lines.

Note that the spectra of Fig. 3 yield only an estimate
of the resolution of a SiC detector. As has been shown
in experiments with a precision Si detector, the 226Ra
lines have an intrinsic width that is quite noticeable in
our case; thus, in spite of the charge transport being
complete, determination of the FWHM of a SiC detec-
tor from the “thin” lines in the 4.7–6.0-MeV range
would be quite inappropriate. Therefore, the resolution
of the SiC detector was determined using another spec-
trometric source emitting four closely lying lines in the
5.4–5.5-MeV range. The spectra obtained from this
source were compared with those measured using a
precision Si detector.

As follows from Fig. 4, the Si detector resolves the
two right-hand peaks, whereas the shoulder at the left-
hand peak indicates that there is a weaker (and lower
energy) line. While the spectrum measured with the
SiC detector is slightly blurred, the value FWHM =
18.8 keV (0.34%) is only a factor of 2 larger than that
in Si detectors, which are substantially more advanced
technologically. It should also be emphasied that the Si
detector was fabricated with the application of a fractal
boron diffusion, which provides a thin (about 300 Å in
the Si equivalent) entrance window. The entrance win-
dow of the SiC detector was a 1000-Å-thick Cr layer,
which gave rise to additional signal pulse-height fluctu-
ations.

As regards the bulk properties of the material, it
should be emphasized that the condition of approxi-
mate equality of the α-particle range with the width of
the detector depletion region was sufficient to ensure a
complete charge transport and a high detector resolu-
tion. It is instructive that it was not necessary to develop
the widths W @ R. Indeed, in our “range–depletion
region” geometry at W ≈ R, the top of the Bragg ioniza-
tion curve fell in the region of the “weak” field that
decayed linearly away from the surface. Even in such
unfavorable conditions, no indication of the capture of
nonequilibrium carriers was revealed.

This capture can occur by a localization of one of
the electron–hole pair components or via a recombina-
tion of the pair as a whole. In both cases, the charge loss
is proportional to the trapping-center concentration. As
follows from our measurements, the level of the trap-
SEMICONDUCTORS      Vol. 39      No. 3      2005



SPECTROMETRY OF SHORT-RANGE IONS USING DETECTORS BASED 367
600

0
5

Counts

6 7 8
E, MeV

7.687

400

200

Fig. 3. The 226Ra α-decay spectrum measured with a SiC detector at a bias voltage of 400 V. The position of the right-hand spectral
line does not fit its energy of 7687 keV because of an incomplete transport of the nonequilibrium charge.
ping-center concentration needed to provide high
detector characteristics, even for tracks located par-
tially in the weak-field region, is attained in the films
under study.

It appears safe to conclude that, in order to further
improve the resolution of detectors based on silicon
carbide films, one should improve the entrance-window
technology of the structure. Previously, in the case of
silicon detectors, a similar situation was encountered as
the theoretical limit of the ultimate resolution was
approached.

3.3. The I–V Characteristics and Origin of the Noise

The electric field at the detector surface in the con-
ditions chosen for the CCE and resolution measure-
ments was quite substantial (~3 × 105 V/cm). It appears
important, therefore, to study the shape of the reverse
I−V characteristic of the Schottky barriers, which is
plotted in the log–log scale in the inset in Fig. 5. Two
portions where the current increases according to a
power law (with an exponent a) that is a function of the
reverse bias, (U + 1.5)1/2, are immediately seen. In the
first portion (U ≤ 150 V), the exponent a is close to
unity (a = 1.22), and, in the second portion, it
SEMICONDUCTORS      Vol. 39      No. 3      2005
approaches a cubic function (a = 2.84). As is typical of
Cr/SiC, the current density in the first portion corre-
sponds to the electron emission from a metal with a bar-
rier height of 1 eV. In the second portion, however, both
the currents themselves and the increasing rate of their
growth are indicative of a current flowing over the local
“weak” parts of the Schottky barrier. Such currents can
be accompanied by excess noise, which, in turn, con-
tributes to the linewidth. To study the character of the
noise, we used a method that involved a comparison of
dark and photocurrent noise figures [7]. The photocur-
rent was produced by uniformly illuminating the detec-
tor with a GaN:In-based LED over the surface area. The
photocarriers were generated primarily owing to extrin-
sic absorption. As a result, the photocurrent was deter-
mined by carriers that were generated in the bulk of the
detector and flowed through the entire barrier area. In
these conditions, shot noise should be generated.

The measurements were conducted at two bias volt-
ages, U = 150 and 500 V, each corresponding to the
right-hand edge of the above-mentioned regions of the
I–V curves. The detector, together with output pulses of
the precision generator, was connected to the input of
the spectrometric setup. The magnitude of the noise
was derived from the broadening of the generator
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pulse-height spectrum. We may add that, in accordance
with [7], to increase the noise associated with current,
the amplifier transmission band was shifted toward
lower frequencies.

Figure 5 shows the plot of squared noise vs. current

, with the first two points corresponding to the
dark current (Id). The other points were obtained by
summing Id and the photocurrent Iph. As is evident from

Fig. 5, the magnitude of the noise  grows linearly
with the current, which is characteristic of shot noise.
The increase in the bias from U = 150 to 500 V did not
noticeably affect the photocurrent noise. As the noise at
the second and third points in the plot is the same, it fol-
lows that the noise is insensitive to the origin of the cur-
rent. Indeed, the current Id at the second point in the plot
was obtained by increasing U, and the total current Id + Iph
of the third point was obtained by illumination at a
lower bias. As a consequence, the values of the dark
current noise fell on the common curve. It may be con-
jectured that when the current flows over the “weak”
regions of the barrier, the nonlinear effects at the chosen
bias voltages, U & 500 V, are still poorly pronounced.

A further increase in the bias to ~550 V brought
about a sharp rise in the current. After the breakdown,
the I–V characteristics did not recover their original
shape, and the noise rose superlinearly with the dark
current (Fig. 6, curve 1). If, however, we fix the bias U
and increase the current via the illumination, the noise
takes on its original shot pattern. Dark-current noise is
only a background for the total noise (curves 2 and 3 in
Fig. 6 are for U = 50 and 80 V, respectively). The differ-
ence in the noise pattern that sets in after the breakdown
is additional evidence for the absence of any connection
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Fig. 4. The spectrum of α particles with energies in the
range 5.4–5.5 MeV. For comparision, curve 1 shows the
spectrum obtained with a SiC detector and curve 2 shows
the results from a precision silicon detector. The bias
applied to the SiC detector is 365 V and resolution is
18.8 keV (0.34%).
between the Schottky barrier dark current and carrier
generation in the bulk of the structure.

4. CONCLUSION

An energy resolution of 0.34% for 5.1- to 5.5-MeV
α particles, which is comparable with that attained for
the best Si detectors, has been obtained for detector
structures grown in the form of Schottky barriers on
high-purity 4H-SiC epitaxial layers. This achievement
was made possible by the low defect-center concentra-
tion (&2 × 1012 cm–3) in the epitaxial layer, which pro-
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SiC detector.
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Fig. 6. The SiC detector noise vs. the current measured after
the breakdown of the Schottky barrier. Curve 1 represents
the dark-current noise, and curves 2 and 3 represent the
detector noise under illumination. The detector bias voltage
was equal to (2) 50 and (3) 80 V.
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vided fairly large diffusion lengths, 8–13 µm, for the
minority carriers (holes). This factor, in addition to the
low uncompensated donor concentration, made it pos-
sible to attain a complete collection of the nonequilib-
rium charge at a reverse bias as low as 150 V, although,
in these conditions, part of the track with the highest
ionization density was located within the weak-field
region of the detector. The α particles with the highest
energies in the 4.8- to 7.7-MeV range exhibited a sig-
nal-amplitude deficit of &1%.

The high quality of the Schottky barriers, in turn,
accounts for the low currents (&1 nA) found up to
reverse biases of 500 V. As a result, no excess noise was
observed, and the shot noise associated with this cur-
rent did not noticeably contribute to the detector spec-
tral linewidth.

The attained characteristics of the films suggest that,
in order to further improve the detector resolution, the
technology for growing the entrance window of the
structure should be refined.

The above results were obtained with α-particle
spectrometry. There is no doubt, however, that they are
valid for any short-range ions (nuclear fission frag-
ments, accelerated ions of light, or heavy elements).
Considering, for instance, fission-fragment spectrome-
try, the above problem of ionization by an ion at the
edge of the depletion region should be less acute,
because the ionization produced by a fragment falls off
at the end of its range.
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Abstract—Asymmetric separate-confinement laser heterostructures with ultrawide waveguides based on
AlGaAs/GaAs/InGaAs solid solutions, with an emission wavelength of ~1080 nm, are grown by MOCVD. The
optical and electrical properties of mesa-stripe lasers with a stripe width of ~100 µm are studied. Lasers based
on asymmetric heterostructures with ultrawide (>1 µm) waveguides demonstrate lasing in the fundamental
transverse mode with an internal optical loss of as low as 0.34 cm–1. In laser diodes with a cavity length of more
than 3 mm, the thermal resistance is reduced to 2°C/W, and the characteristic temperature T0 = 110°C is
obtained in the range 0–100°C. A record-breaking wallplug efficiency of 74% and an output optical power of
16 W are reached in CW mode. Mean-time-between-failures testing for 1000 h at 65°C with an operation power
of 3–4 W results in the power decreasing by 3–7%. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Recently, a record-high power for optical emission
from semiconductor lasers has been attained [1–7]. The
principal concept behind this achievement is a reduc-
tion of the internal optical loss in separate-confinement
laser heterostructures. The problems related to this
reduction were discussed in detail in one of our earlier
papers [8]. The principal way to reduce the internal
optical loss in separate-confinement heterostructures is
to make the waveguide in the laser heterostructure
wider [1, 3, 4, 9]. A natural limitation is imposed on the
waveguide thickness in a symmetric laser heterostruc-
ture by a condition related to the generation of higher
order waveguide modes [4]. Several strategies have
been offered to suppress higher order waveguide modes
in wide waveguides [4, 10, 11]. All these methods allow
the selection of higher order modes and a narrowing of
the far-field pattern, but they result in an enhancement
of the optical loss, which reduces the power of the opti-
cal emission of a laser diode.

To suppress these high-order modes, we previously
offered an asymmetric heterostructure with the active
region shifted away from the waveguide center [7, 12].
In an asymmetric heterostructure with an ultrawide
waveguide, the generation of higher order modes can be
suppressed using the difference in their optical-confine-
ment factors, with the internal optical loss and beam
divergence in the plane normal to the epitaxial layers
being simultaneously diminished [7]. In our study in [12],
an asymmetric heterostructure with an ultrawide
waveguide was first used to simultaneously reduce the
internal optical loss and beam divergence in the plane
1063-7826/05/3903- $26.00 0370
normal to the p–n junction plane. Making the
waveguide wider, to 4 µm, allowed us to reduce the
internal optical loss to 0.7 cm–1 and the emission diver-
gence to 16°–18° without any significant loss in the
maximum emission power, which was 8.6 W [12].

In this paper, we present the results of an investiga-
tion of AlGaAs/GaAs/InGaAs laser diodes based on an
asymmetric separate-confinement laser heterostructure
with an ultrawide waveguide. The properties of these
laser diodes, based on asymmetric and the similar sym-
metric wide-waveguide structures are compared.

2. EXPERIMENTAL LASER 
HETEROSTRUCTURE AND LASER DIODES

Experimental laser heterostructures based on
AlGaAs/GaAs/InGaAs solid solutions were grown by
MOCVD in an Emcore GS-3100 machine. The laser
structures were quantum-well separate-confinement
heterostructures with an asymmetric position of the
active region in the ultrawide waveguide. Figure 1
shows a band diagram of the structures, which con-
sisted of two wide-bandgap Al0.3Ga0.7As emitters, a
GaAs waveguide layer, and a strained InGaAs quantum
well (QW) of 90 Å in thickness.

The shift of the active region in respect to the sym-
metric position was chosen based on the selection of a
minimum optical-confinement factor in the active
region for the higher order modes and its maximum
value for the fundamental mode (Fig. 1). Under these
circumstances, the generation of the fundamental mode
© 2005 Pleiades Publishing, Inc.
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is preferred to higher order modes, in accordance with
the threshold condition for a laser diode:

(1)

where g(nQW, pQW) is the material gain in the active
medium; nQW and pQW are the free carrier (electron and
hole) densities in the active region; αint and αext are the
internal and external optical loss, respectively; and ΓQW
is the optical-confinement factor in the active region.
Our calculations [7] show that the threshold density for
higher order modes can exceed that for the fundamental
mode by 10–20% in asymmetric laser heterostructures
with the waveguide-layer thickness D = 1.7 µm.

Multimode lasers with 100-µm-wide contacts and
different cavity lengths were fabricated from the laser
heterostructures. Laser diodes were mounted onto a
copper heat sink with the stripe down. The properties of
the semiconductor lasers were studied at the stable
20°C temperature of the heat sink.

The best results attained by our group for similar
symmetric separate-confinement laser heterostructures
were presented in [1, 3]. We now compare the proper-
ties of the laser diodes based on asymmetric hetero-
structures with these earlier data.

3. STUDIES OF THE PROPERTIES OF LASER 
DIODES BASED ON ASYMMETRIC 

HETEROSTRUCTURES

The study was performed on a series of lasers with
various cavity lengths from 1 to 5 mm. The output mir-
ror of the Fabry–Perot cavity was given an antireflec-
tion coating to make its reflectance equal to 5–6%; a
multilayer dielectric SiO2/Si mirror with a reflectance
of over 95% was deposited onto the opposite facet. Fig-
ure 2 shows the dependences of the threshold current
density Jth on the inverse cavity length 1/L for both the

ΓQWg nQW pQW,( ) α int α ext,+=
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Fig. 1. (1) An energy diagram of the symmetric and asym-
metric separate-confinement laser heterostructures with the
waveguide width D = 1.7 µm. (2–4) Electric field distribu-
tions for the (2) zeroth, (3) 1st, and (4) 2nd modes. The
z direction is normal to the structure layers.
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symmetric [1, 3] and asymmetric (EM-474) structures.
The introduction of asymmetry into the design of the
laser heterostructure did not enhance the threshold cur-
rent density for cavities of *2 mm in length, though the
optical-confinement factor in the active region for the
asymmetric structure was somewhat smaller than that
for the symmetric structure. In lasers with a cavity
length over 2 mm, the threshold current density decreased,
which correlates with the decrease of the threshold density
and, therefore, with the reduction of the internal optical
loss as the cavity length increases [13]. Figure 3 shows
the dependences of the inverse differential quantum
efficiency 1/ηd on the cavity length. The analysis of
these dependences allows us to determine the internal
optical loss αint typical of the heterolasers under study
and the stimulated quantum yield ηint. Two factors can
adversely affect the stimulated quantum yield and inter-
nal optical loss in laser heterostructures: a small depth
of the QW for electrons, which results in electron emis-
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Fig. 2. The threshold current density Jth vs the inverse cav-
ity length 1/L in lasers based on (1) symmetric (D = 0.4 µm)
and (2) asymmetric (D = 1.7 µm) heterostructures.
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(D = 1.7 µm) heterostructures.
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sion [14, 15], and a large width of the waveguide layers,
which stimulates the leakage of electrons into the
p-type emitter [16]. In a symmetric structure with a
waveguide of 0.4 µm in width [1, 3], the stimulated
quantum yield was as high as 98%, which indicates the
absence of current leakage above the generation thresh-
old. In an asymmetric structure, the stimulated quan-
tum yield was as high as 99%. In our opinion, this fact
indicates a strong confinement of the holes in the active
region, which suppresses the diffusion of the emitted
electrons toward the p-type emitter. At the same time,
an increase of the waveguide width to 1.7 µm resulted
in a threefold reduction of the internal optical loss in an
asymmetric structure in respect to the symmetric one
(Fig. 3).

The low internal optical loss (αint = 0.34 cm–1)
allowed us to enlarge the length of the laser diodes to
3–5 mm without decreasing the differential quantum
efficiency (Fig. 3). The possibility of enlarging the cav-
ity length is favorable for several of the parameters of
laser diodes. The main advantage is a reduction in the
series resistance. In our case, the series resistance was
as low as 20–40 mΩ at the Fabry–Perot cavity length of
3–5 mm and the stripe contact width 100 µm.

The thermal resistance of the laser diodes strongly
depended on the cavity length and was 2–2.5°C/W at a
length of 5 mm. The thermal resistance was determined
in the following way. The emission spectra of lasers with
different lengths of the Fabry–Perot cavity were studied.
In all the lasers, a red shift related to the heating of the
active region was observed as the drive current increased
(Fig. 4). The thermal resistance for the lasers with differ-
ent cavity lengths was determined using the thermal
coefficient of the band gap width, ~4 Å/deg.

Owing to the low thermal resistance, the overheat-
ing of the active region in the working drive current was
only 7–10°C, which has a favorable effect on the ser-
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Fig. 4. The shift of the emission spectrum of a laser with an
asymmetric heterostructure. The waveguide width D =
1.7 µm, and the drive currents are (1) 0.45, (2) 3, (3) 6, and
(4) 9 A.
vice life of laser diodes based on asymmetric hetero-
structures.

Figure 5 shows the dependences of the emission
intensity on the angle in the plane normal to the epitax-
ial layers for different drive currents. The shape, half-
width, and position of the peak in the far-field pattern
did not change, which indicates generation in the fun-
damental transverse mode in the entire studied range of
drive currents.

The introduction of asymmetry into a laser structure
allowed us to increase the waveguide width to 1.7 µm,
with lasing in the fundamental transverse mode being
preserved. An irregular dependence of the emission
intensity on the angle was observed in the plane parallel
to the epitaxial layers, which indicates an inhomoge-
neous irregular generation in a 100-µm-wide stripe,
which is unfortunately typical of heterostructures with
an active region thickness below 100 Å. However, at the
working drive current, the FWHM of the far-field pat-
tern did not exceed 12°, which is a good parameter for
the application of lasers in optical and fiber systems.

A study of the temperature dependences of the
threshold-current density in the temperature range
0−100°C demonstrated no distinctions when compared
with the lasers based on symmetric heterostructures.
The average characteristic temperature was ~110°C,
which coincides with the parameter of the lasers with a
symmetric waveguide structure [1, 3].

Figure 6 shows the dependences of the CW emis-
sion power and wallplug efficiency on the driving cur-
rent of the laser diode. The laser diode parameters, such
as the internal optical loss and the series and thermal
resistance, were optimized, and the energy density on
the mirrors of the Fabry–Perot cavity was reduced. As
a result, the maximum emission power and the wallplug
efficiency of a laser with an asymmetric structure are
high; indeed, they reach the record-breaking values of
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Fig. 5. The far-field emission pattern in the plane normal to
the p–n junction plane, as function of the angle, for the drive
currents (1) 0.5, (2) 5, (3) 10, and (4) 15 A. The FWHM of
the pattern was (1) 30°, (2) 33°, (3) 31°, and (4) 33°.
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16 W at a stripe width of 100 µm and 72% at a cavity
length of ~3 mm. The most important factor is the high
wallplug efficiency at the working emission power of
4–6 W. In semiconductor lasers with an asymmetric
heterostructure that has the cavity length 2–4 mm, the
maximum wallplug efficiency exceeds 70%, reaching a
value of up to 74%.

Degradation tests with the produced lasers were per-
formed at an elevated temperature and drive current.
The lasers were preliminary selected using the data
obtained in electrical and optical studies. They were
tested in a clean enclosed volume at the operation
power 3–4 W and a heat-sink temperature of 65°C for
at least 1000 h of continuous operation. In all the lasers,
the power decreased by no more than 3–5%.

4. CONCLUSION

Asymmetric quantum-well separate-confinement
laser heterostructures with ultra-wide waveguides
based on AlGaAs/GaAs/InGaAs solid solutions were
grown by MOCVD.

Mesastripe laser diodes with a 100-µm aperture
were fabricated, and their light–current and current–
voltage characteristics were studied. A record-breaking
output optical power of 16 W and wallplug efficiency of
74% at the emission wavelength of 1080 nm were
obtained. A threshold-current density of 80–100 A/cm2,
an internal optical loss of 0.34 cm–1, and a 99% internal
quantum yield of stimulated emission was reached.

Lasing in the fundamental transverse mode in the
entire range of drive currents was obtained in lasers
with an asymmetric heterostructure and a waveguide
width of 1.7 µm. In the plane parallel to the p–n junc-
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Fig. 6. The light–current characteristic and wallplug effi-
ciency as functions of the drive current for a laser diode with
the cavity length L = 3040 µm, stripe width 100 µm, and
high-reflection (95%) and antireflection (5%) coatings on
the cavity faces (CW mode at the temperature 20°C).
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tion plane, the beam divergence was 8°–12° and, in the
normal plane, it was 30°–32°.
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BOOK REVIEW

     
A Review of the Book Atomy legiruyushchikh primeseœ 
v poluprovodnikakh (Atoms of Doping Impurities 

in Semiconductors) by V.I. Fistul’ (Moscow: Fizmatlit, 2004)
In recent years, monographs concerning semicon-
ductors have not been published in Russia. Understand-
ably, we were pleased when, in 2004, the Fizmatlit pub-
lishing house released the book that is reviewed here,
which is concerned with a generalization of the data on
the state and behavior of impurities in semiconductors.
A special feature of this book is the fact that it was writ-
ten by a man who has been deeply involved with this
subject for a long time. The author, Professor V.I. Fis-
tul’, himself has made an appreciable contribution to
the development of the current concepts concerning the
nature and properties of various classes of impurities in
elemental semiconductors and in III–V semiconductor
compounds and their solid solutions. The reviewed
book encompasses a great variety of impurities. The
data on the solubility and migration of the most impor-
tant impurities in various semiconductors are critically
analyzed. In addition, the role of the interaction of these
impurities with the accompanying impurities and inher-
ent point defects of a crystal lattice is established in a
conclusive way.

Although there is little to differentiate the general
structure of the book from previously published works,
the author’s concept and understanding of the phenom-
ena under consideration, as well as the allowance made
for new data, is clearly communicated in each chapter
of the book. In this review, we would like to draw atten-
tion to the book’s notable features and a number of new
treatments of the subject offered by Fistul’.

It is particularly important to note that the author
considers three approaches to calculating the equilib-
rium concentrations of point defects in a crystal,
including the atoms of doping impurities. One of these
approaches, based on the method of quasi-chemical
reactions (the Kröger–Brauer method), is well known;
the second approach involves a method of minimization
for the free energy in a system that consists of a crystal
and an external phase; and the third approach, based on
the quantum-mechanical method, is comparatively new
and has not been described so far in any monographs.

The main limitations of the first method are related
to the facts that the partial thermodynamic characteris-
tics of the components involved in the reactions are
unknown and possible interactions between existing
defects are disregarded. The second method is free
from these disadvantages but requires well-defined
thermodynamic concepts in the context of a specific
1063-7826/05/3903- $26.00 0374
model of solid solutions. This limitation is removed to
a great extent for semiconductor–impurity solid solu-
tions if various regular-solution approximations are
used. It is understandable, therefore, that Fistul’ gives
preference to the second method.

The third method was suggested by V.I. Fistul’ him-
self in collaboration with D.A. Volkov. In spite of the
fact that this method requires time-consuming calcula-
tions and is debatable from the standpoint of the theo-
retical concepts used, it undoubtedly offers the prospect
of further development.

A major portion of the book is devoted to a descrip-
tion of the state and behavior of various classes of
impurities in semiconductors. These classes include
hydrogen-like impurities; impurities with partially
filled electronic shells (the d and f impurities); and
amphoteric, isovalent, and gas-forming impurities. This
is practically the first time that such a comprehensive
consideration of impurities, accompanied by a pro-
found analysis of their behavior, has been carried out.

Chapter 4 is of particular interest as it is devoted to
the theory of the solubility of impurities developed by
Weiser. Fistul’ attributes the main flaw of this theory to
the so-called radius approach used in the Weiser theory;
i.e., the radii of vacancies, self-interstitials, and impu-
rity atoms are assumed to be constant. In order to
remove this limitation, it is suggested that a rearrange-
ment of the energy spectrum of the doping-impurity
atoms when the atoms are transferred from a lattice site
to an interstice is taken into account. This approach is
realized by V.I. Fistul’ and V.A. Shmugurov and repre-
sents undoubted progress in the development of ideas
about the nature of impurity solubility.

Chapters 7 and 8 of the book illustrate the extent to
which our ideas about the diffusion-related phenomena
in semiconductors have been extended and expanded in
recent times. Nowadays, one cannot disregard the spe-
cial features of the interaction between existing point
defects, and this circumstance is clearly outlined by
Fistul’ when considering the migration processes
involving impurities. The main results of this treatment
are analytical expressions that quite adequately
describe the phenomena under analysis and specific
illustrations of the impurity distributions that are most
often encountered in practice. An analysis of special
features of these distributions makes it possible to gain
insight into the mechanisms of impurity diffusion and
© 2005 Pleiades Publishing, Inc.
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assess the role of the impurity–impurity and impurity–
vacancy interactions in these diffusion processes.

With respect to the shortcomings of the book, we
should note that, along with adsorption processes, the
very important phenomena involving the interaction of
impurity atoms with dislocations and other extended
crystal-lattice defects are ignored in this book. Further-
more, when considering the behavior of gas-forming
impurities (in particular, oxygen and hydrogen), Fistul’
did not use the new data reported in original recent pub-
lications. Nor can we agree with all the concepts used
by Fistul’. For example, Fistul’ considers the sub-
systems of the lattice sites and interstices in a crystal as
separate phases between which an exchange of parti-
cles (and energy) occurs. Each of the subsystems is
understood in the form of an infinite cluster with a frac-
tal (rather than planar) interphase boundary. From the
standpoint of the concepts of classical physical chemis-
try, the above-described approach makes a treatment of
the phase rule and the use of the mass action law when
describing various quasi-chemical reactions rather
problematic.
SEMICONDUCTORS      Vol. 39      No. 3      2005
Finally, we feel that, in the next editions of the book,
particular attention should be given to the special fea-
tures of the behavior of impurities in low-dimensional
nanocompositions.

Assessing the monograph as a whole, we can state
that the semiconductor-concerned scientific commu-
nity now has extremely valuable generalizing printed
material at its disposal, whose active use will undoubt-
edly be conducive to further progress in the physics and
technology of semiconductors. We should be grateful to
Fistul’ for taking so much trouble to prepare the book
and to the Fizmatlit publishing house for printing such
an excellent edition.

Professor M.G. Mil’vidskiœ,
Doctor of Technical Sciences

(State Research Institute for the Rare-Metal Industry)
Professor V.B. Ufimtsev,

Doctor of Chemistry
(Institute of Chemical Problems in Microelectronics)

Translated by A. Spitsyn
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