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The III International Conference on Amorphous and
Microcrystalline Semiconductors was held in St. Peters-
burg on July 2–4, 2002. This conference was organized
by the Russian Academy of Sciences represented by the
Ioffe Physicotechnical Institute; the chairperson of the
organizing committee of the conference was E.I. Terukov,
the cochairperson was K.D. Tséndin, and the secretary of
the organizing committee was I.N. Trapeznikova.

There were 181 papers presented at the conference.
The participants included scientists from France, Bul-
garia, Canada, Latvia, and a number of scientists from
the Commonwealth of Independent States (Russia,
Ukraine, Belarus, Kazakhstan, Moldova, and Azer-
baijan).

The traditional “Kolomiets lecture,” concerned now
with the embedding of metallic nanoclusters in amor-
phous carbon, was delivered by Doctor of Physical and
Mathematical Sciences V.I. Ivanov-Omskiœ (who is
now in charge of the laboratory headed previously by
B.T. Kolomiets at the Ioffe Physicotechnical Institute).
During the plenary session, the lectures were delivered by
leading scientists in the field of unordered semiconduc-
tors; these scientists included S.P. Vikhrov (Ryazan State
Academy of Radio Engineering), Yu.S. Tver’yanovich
(St. Petersburg State University), K.D. Tséndin (Ioffe
Physicotechnical Institute, Russian Academy of Sci-
ences, St. Petersburg), É.N. Voronkov (Moscow Power
Engineering Institute), D.A. Kurdyukov (Ioffe Physicote-
chnical Institute, Russian Academy of Sciences, St.
Petersburg), T.A. Yurre (St. Petersburg Technological Uni-
versity), and Jean-Paul Kleider (L.G.E.P-SUPERLEC,
CNRS, France). The aforementioned lectures included
reviews of the recent progress in the physics of chalco-
genide vitreous semiconductors, amorphous materials,
and photoconductive polymers.

The scope of the conference encompassed the fol-
lowing topics:

(1) Amorphous hydrogenated silicon and its solid
solutions;

(2) Amorphous and diamond-like carbon;
(3) Microcrystalline and nanocrystalline semicon-

ductors;
(4) Photoconductive polymers;
(5) Chalcogenide vitreous semiconductors; and
(6) Technical applications.
1063-7826/03/3707- $24.00 © 20741
In the papers devoted to amorphous silicon, much
attention was given to various technologies for fabricat-
ing amorphous films and to the interrelation between
methods for fabricating films and properties of impu-
rity and defect states, which affect such physical prop-
erties as electrical conductivity, luminescence, and
optical absorption. The attention of participants was
attracted to the papers delivered by V.A. Yukhimchuk
(Institute of Semiconductor Physics, National Acad-
emy of Sciences of Ukraine, Kiev), A.A. Sherchenkov
(State Institute of Electronic Engineering, Zelenograd),
S.P. Vikhrov (Ryazan State Academy of Radio Emgi-
neering), A.N. Nazarov (Institute of Semiconductor
Physics, National Academy of Sciences of Ukraine,
Kiev), A.V. Medvedev (Ioffe Physicotechnical Insti-
tute, Russian Academy of Sciences, St. Petersburg),
and M.M. Mezdrogina (Ioffe Physicotechnical Insti-
tute, Russian Academy of Sciences, St. Petersburg).
The papers delivered by A.N. Nazarov dealing with the
study of defect formation in films of hydrogenated
amorphous silicon doped with erbium were of particu-
lar interest. The use of thermally activated, current, and
capacitance spectroscopies made it possible to deter-
mine the positions of deep levels introduced into the
band gap of amorphous silicon owing to doping with
erbium. The corresponding studies are particularly top-
ical in connection with the potential use of this material
in electroluminescent and laser structures designed for
the emission wavelength of 1.54 µm. We should men-
tion the studies concerned with developing physical
models for charge transport in a system consisting of a
metal and an unordered semiconductor (a team of scien-
tists from the Ryazan State Academy of Radio Engineer-
ing under the supervision of Professor S.P. Vikhrov) and
with mechanisms of charge transport in heterostructures
composed of amorphous semiconductor and crystalline
silicon (A.A. Sherchenkov and coworkers); these stud-
ies are of interest for practical applications.

Much attention of the conference’s participants was
attracted to the technology of fabrication and to proper-
ties of nanostructured and microcrystalline silicon sam-
ples obtained by different methods. Interest in these
materials is caused, on the one hand, by their high sta-
bility under illumination and, on the other hand, by the
emergence of new size-related effects.
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In the papers concerned with amorphous and dia-
mond-like carbon, various methods for obtaining films
of these materials were considered. Particular interest
was attracted to the methods for doping the correspond-
ing films and to studies of the special morphological
features of these films using scanning electron micros-
copy, electron spin resonance, and small-angle X-ray
scattering. The approach reported in the papers by
Yu.F. Biryulin (Ioffe Physicotechnical Institute, Rus-
sian Academy of Sciences, St. Petersburg) and related
to the possibility of forming diamond films obtained
using chemical-vapor deposition and nanodiamond
precursors was highly interesting. In this session, much
attention was payed to thin films of other wide-gap
semiconductors, in particular, of GaN and AlN
(V.V. Krivolapchuk from the Ioffe Physicotechniocal
Institute, Russian Academy of Sciences, St. Petersburg;
and V.P. Afanas’ev, Electrotechnical University,
St. Petersburg) and to films of hydrogenated boron car-
bide (A.S. Anan’ev, Ioffe Physicotechnical Institute,
Russian Academy of Sciences, St. Petersburg).

A session devoted to organic semiconductors was
included in the conference program for the first time.
This session focused on polymeric semiconductors,
which can find application both in solar power conver-
sion and in microelectronics. The review paper con-
cerned with organic materials for photovoltaics was
delivered by T.A. Yurre (St. Petersburg Technological
University) and the one concerned with light-sensitive
polymeric semiconductors was presented by E.L. Ale-
ksandrova (Research Institute of Optical Materials
Technology “Vavilov State Optical Institute,” All-Rus-
sia Scientific Center, St. Petersburg). Interesting and
original papers concerned with electroluminescnce of
inhomogeneous thin-film organic structures and with
photosensitive and electroluminscent polymer–semi-
conductor composites were delivered by A.V. Kukhto
(Institute of Molecular and Atomic Physics, Minsk) and
M.A. Kurbanov (Institute of Physics, Academy of Sci-
ences of Azerbaijan, Baku), respectively.

The fourth topic in the conference scope was widely
represented by papers concerned with nanocrystalline,
microcrystalline, and porous silicon, as well as with
iron disilicide. An interesting paper concerned with the
effect of impurity vibrations on the luminescence of
erbium ions in an opal–erbium composite and delivered
by V.G. Golubev (Ioffe Physicotechnical Institute, Rus-
sian Academy of Sciences, St. Petersburg) is worth
mentioning. An unusual approach, reported in the paper
delivered by M.E. Kompan (Ioffe Physicotechnical
Institute, Russian Academy of Sciences, St. Peters-
burg), was concerned with the Coulomb mechanism for
the self-formation of structure in porous silicon. The
papers concerned with the formation of FeSi2 precipi-
tates as a result of solid-state crystallization of amor-
phous Si doped with Fe (E.I. Terukov and coworkers,
Ioffe Physicotechnical Institute, Russian Academy of
Sciences, St. Petersburg) deserve attention. A series of
studies concerned with the formation of diamond clus-
ters during preparation of nanoporous carbon in silicon
carbide (A.A. Danishevskiœ and coworkers, Ioffe Phys-
icotechnical Institute, Russian Academy of Sciences,
St. Petersburg) deserves attention. The papers delivered by
A.G. Kazanskiœ (Moscow State University, I.A. Kurova
(Moscow State University), K. Koughia (University of
Saskatchewan, Canada), V.V. Sobolev (Izhevsk State
University), and É.A. Lebedev (Ioffe Physicotechnical
Institute, Russian Academy of Sciences, St. Petersburg)
were aimed at gaining insight into the structural, opti-
cal, and transport properties of microcrystalline, nanos-
structered, and porous materials.

In the field of chalcogenide (and other) vitreous
semiconductors, major attention was attracted to papers
devoted to the structure and properties of chalcogenide
vitreous semiconductors doped with rare-earth ele-
ments; these papers were presented by M.S. Iovu (Insti-
tute of Applied Physics, Academy of Sciences of Mold-
ova, Chisinau), S.A. Kozyukhin (Institute of General
and Inorganic Chemistry, Russian Academy of Sci-
ences, Moscow), B.G. Tagiev (Institute of Physics,
Academy of Sciences of Azarbaijan, Baku), and
A.S. Tver’yanovich (St. Petersburg State University).
The aforementioned semiconductors are promising
materials for active and passive components designed
for operation in the infrared region of the spectrum. The
use of these materials in planar devices is of particular
interest; in this context, much attention is given to the
problem of obtaining homogeneous thin films which
are formed of the materials under consideration and
have a specified composition. Attention was attracted to
the papers concerned with electrical conductivity of
As2S3 glasses doped lightly with Au (A.A. Babaev,
Institute of Physics, Dagestan Scientific Center, Rus-
sian Academy of Sciences, Makhachkala), simulation
of streamer breakdown in thin films of chalcogenide
vitreous semiconductors (A.P. Faœrushin, Moscow
Power Engineering Institute), and electron-stimulated
variations in optical properties of amorphous Ge–
As(Sb)–S films (V. Pamukchieva, Bulgarian Institute of
Physics, Sofia). A series of studies performed by a team
headed by V.V. Sobolev (Izhevsk State University) and
concerned with calculations of the spectra of funda-
mental optical functions of selenides, sulfides, and
chalcogenides of various elements is worth mentioning.

Many papers dealing with technical applications
were presented at the conference. The paper presented
by M.Sh. Abdulvagabov (Dagestan State University,
Makhachkala) was devoted to the development of elec-
troluminescent structures that emitted in the blue region
of the spectrum and were based on amorphous a-C:H
films. Special features of light-emitting devices based
on monolayers of a luminophor microcrystal were
reported in the paper presented by A.I. Andreev (Acad-
emy of Civil Defense, Ministry of Emergency Situa-
tions, Novogorsk, Moscow oblast). V.P. Afanas’ev and
coworkers (Electrotechnical University, St. Petersburg)
presented a paper devoted to the development of photo-
detector structures that were based on aluminum nitride
SEMICONDUCTORS      Vol. 37      No. 7      2003
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and were photosensitive in the ultraviolet region of the
spectrum. Particular attention should be paid to the
papers concerned with the development of electrolumi-
nescent microminiature displays based on porous sili-
con (S.K. Lazaruk and coworkers, Belarussian State
University of Information Science, Minsk) and with
electroluminescent p–i–n structures that are based on
amorphous silicon doped with erbium and emit at a
wavelength of 1.54 µm under a forward bias (E.I. Ter-
ukov et al.). There has been progress in the field of
holographic recording of information (a team headed
by Ya. Teteris at the Physical Institute of Latvian Uni-
versity, Riga).

It was noted at the closing round-table discussion
that the conference was timely and topical and that the
presented papers were of high scientific quality. A great
number of studies were carried out at a high scientific
level, which corresponds with the current state of world
science and is evidenced by participation of scientists
from Russia and the Commonwealth of Independent
States in international conferences with the same scope
as this conference. The treatment of many problems
was innovative, and the corresponding results are very
important. For example, I can mention the development
and study of photonic crystals based on opal–GaP(N)
nanocomposite, the use of chemical vapor deposition
and nanodiamond precursors to synthesize diamond
films on various substrates, the production of amor-
phous boron carbide films for passivation of the walls
in tokamak reactors, the development of new photocon-
SEMICONDUCTORS      Vol. 37      No. 7      2003
ductive materials based on polymers, the use of porous
silicon in the development of microdisplays, and visu-
alization of surface defects in semiconductors using
nematic liquid crystals.

The degree of provision of the field under consider-
ation with scientific personnel corresponds to contem-
porary state of Russian science; in particular, this cir-
cumstance manifests itself in the fact that a great num-
ber of the studies reported at the conference were
supported by international agencies (INTAS, NATO,
CRDF). According to the data mentioned in the
abstracts of the papers presented at the conference,
23 participants of the conference are supported in their
studies by the Russian Foundation for Basic Research;
31, by the Ministry of Education; and 13, by the Minis-
try of Industry and Science.

Scientific level of all presented papers was quite
high. Proceedings of the conference were published
The Program Committee recommended to publish the
most interesting papers from the conference in this
issue of “Fizika i tekhnika poluprovodnikov” (“Semi-
conductors”).

The conference was made possible owing to the
support of the Russian Foundation for Basic Research
(project no. 02-02-26084) and the Ioffe Physicotechni-
cal Institute, Russian Academy of Sciences.

Translated by A. Spitsyn
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Abstract—The conditions of film formation in the Tl–In–S system are investigated by electron diffraction. It is
shown that the system of alloys with a gradually varying composition involves all compounds of this system.
It is found that forming amorphous films composed of TlInS2 are polymorphic. Three various amorphous films,
which crystallize at different values of S = 4πsinθ/λ in tetragonal, monoclinic, and orthorhombic crystal sys-
tems, are observed at the condensation plane. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Among ternary semiconductor compounds, whose
semiconductor properties can be controlled in a wide

range the AIIIBIII  compounds of elements of
Groups III and VI of the periodic table attract the
greatest attention.

Numerous publications are devoted to the structural

analysis of AIIIBIII  compounds, and the X-ray dif-
fraction investigations of various compounds of this
system are reported [1–12]. Despite this fact, films of

AIIIBIII  compounds have not yet been investigated
in detail. Preliminary data on these films are still very
limited. We have investigated TlInSe2, TlInTe2, and
TlGaSe2 thin films [13–15] in a wide range from room
temperature to –50°C and at substrate temperatures
approximately 50–70°C below the melting points of
compounds.

We found the conditions for obtaining the above
films in the amorphous state with corresponding values
of S = 4πsinθ/λ and determined their kinetic parame-
ters of crystallization. We also explored the possibility
of the existence of long-period superstructural phases
in these films.

The purpose of this study is to obtain thin films of
alloys in the TlInS system with a gradual variation of
the component content (in the case of simultaneous and
sequential evaporation) in the alloys obtained and to
determine the conditions for the formation of thin films
of the TlInS2 ternary compound.

2. EXPERIMENTAL

Films of the TlS–InS system were evaporated in
vacuum at a residual pressure no higher than 10–5 Pa.
Three sources made of W conical coils were positioned
over the condensation plane. The end coils, from which

C2
VI

C2
VI

C2
VI
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Tl and In were evaporated, were 15 cm apart. These
sources were placed 7 cm above freshly cleaved single-
crystals of rock salt, which served as the substrate for the
condensation of individual elements. A third S source
was positioned 8 cm above the substrate plane exactly
between the Tl and In sources. Such an arrangement of
the evaporators relative to the substrates, which were
degassed in vacuum at 250°C for 2 h, made it possible
to obtain films with the highest homogeneity. Initially,
separate Tl, In, and S layers were obtained, and the dis-
tribution law of the prepared elements over the sub-
strate was found. Then, we determined the atomic con-
centration over the wedges, and chose the evaporation
mode such that the simultaneous or sequential evapora-
tion of Tl, In, and S yielded uniform atomic concentra-
tions corresponding to the compounds of the Tl–In–S
system in the evaporation plane. The system of alloys
thus obtained approximately contains 0 to 100% Tl,
100 to 0% In, and 100% S in the center to 0% at the
edges of the plane. Such a system with gradually vary-
ing composition involves all compounds of this system.

Upon obtaining the films of the Tl–In–S system, the
films were placed into carbon capsules [16–18] to pre-
vent oxidation of Tl and reevaporation of S and In dur-
ing subsequent heat treatment. The phase composition
of the films formed under simultaneous and sequential
deposition of Tl, In, and S was studied by the transmis-
sion method using ÉG and an ÉMR-102 electron dif-
fractometers. The total thickness of the films was
~500 Å including carbon films, whose thickness was no
larger than 100 Å. According to the published data, the
following phases are formed in the Tl–In–S system:
Tl2S, Tl4S3, TlS, TlS2, Tl8S17, Tl2S5, In2S, InS, In6S7,
In4S5, In3S4, and In2S3. There are no crystallographic
data on In2S and InS in the literature. The structural
characteristics of compounds of the Tl–In–S system for
bulk samples and the values of S = 4πsinθ/λ, which
correspond to diffuse lines in the electron diffraction
003 MAIK “Nauka/Interperiodica”
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Characteristics of amorphous and crystalline phases of the Tl–In–S system

Phase Crystal system Space 
group a, Å b, Å c, Å S = 4πsinθ/λ Refe-

rence

Tl2S Hexagonal R3 12.20 18.17 1.420 2.200 3.410 [16, 19]

Tl4S3 Monoclinic P21/a 7.87 7.76 13.03 2.200 3.760 [16, 20]

TlS Tetragonal I4/mcm 7.79 6.80 1.780 2.150 3.430 5.41 [16, 21]

TlS2  Tetragonal P42/nmc 23.20 54.80 [16, 22]

Tl2S5 (red) Orthorhombic P212121 6.66 6.52 16.75 1.440 2.200 4.300 [16, 23]

Tl2S5 (black) Orthorhombic Pbcn 23.45 8.88 10.57 [16, 21]

Tl8S17 Cubic 10.60 [16]

In2S [24]

InS [24]

In6S7 Monoclinic P21/m 9.09 3.89 17.71 1.930 3.110 4.700 [25]

In3S4 Hexagonal 9.86 20.50 [26]

In2S3 Tetragonal I4/amd 7.61 32.24 2.110 3.380 5.360 [27]

In4S5 Hexagonal 7.59 20.30 2.450 3.810 4.200 [26]

TlInS2 Tetragonal I4/mcm 7.74 30.03 2.361 3.925 6.274 [1]

TlInS2  Tetragonal I4/mcm 8.00 6.72 [28]

TlInS2  Tetragonal I4/mcm 7.68 29.76 [28]

TlInS2 Hexagonal P6/mcm 7.67 14.98 [29]

TlInS2 Monoclinic P21/m 7.76 7.76 30.01 [29]

TlInS2  Monoclinic P21/m 7.77 7.74 24.0 2.032 2.606 3.843 [29]

TlInS2  Monoclinic Cs4 10.95 10.95 15.14 [5]

TlInS2 Orthorhombic 6.56 3.81 14.94 1.502 2.473 3.886 [5]

C2h
6

D6h
2

patterns obtained in this study from amorphous films of
a specific phase, are given in the table.

3. RESULTS AND DISCUSSION

The electron diffraction investigation was carried
out initially for the films formed with the simultaneous
deposition of Tl, In, and S vapors on the substrate kept
at room temperature. The substrate regions were out-
lined for which, according to the calculated concentra-
tions of starting components, the formation of series of
compounds of the Tl–S and In–S systems should most
likely be expected. Investigations showed that these
regions contain four and three amorphous phases,
respectively.

The values of S = 4πsinθ/λ corresponding to diffuse
halos observed in electron diffraction patterns obtained
from various compounds of the Tl–In–S system are
listed in the table. The heat treatment of the films in an
electron diffractometer column at 150–250°C caused
their crystallization. All of the films that crystallized,
namely, Tl2S, T4S3, TlS, Tl2S5, In6S7, In2S3, and In3S5,
excluding Tl4S3, are polycrystalline. The Tl4S3 films are
textured. The structure axis c is directed normally to the
substrate surface.
SEMICONDUCTORS      Vol. 37      No. 7      2003
It turned out that, in the temperature range investigated,

in contrast with other compounds of the AIIIBIII  sys-
tem (TlInSe2, TlGaSe2, TlInTe2, TlGaTe2, and TlGaS2),
the TlInS2 compound possesses certain unique features.
The first of these specific features is the polymorphism
of amorphous TlInS2 films formed upon simultaneous
evaporation. Specifically, three different amorphous
films which are closely spaced are observed in the con-
densation plane. These films possess different values of
S = 4πsinθ/λ and are tetragonal [28], monoclinic [5], or
orthorhombic [5]. Depending on the method of obtain-
ing the films, for example, in the case of sequential
evaporation, amorphous phases can only be either tet-
ragonal or monoclinic irrespective of the order of com-
ponent deposition.

In this case, amorphous films of the orthorhombic
phase are not formed. A second specific feature of this
ternary compound is the observed dimorphism of the
TlInS2 monoclinic phase.

The third specific feature consists in the fact that the
higher the evaporation rate and, correspondingly, the
interdiffusion rate, the farther apart are the interfaces
between amorphous phases of the TlInS2 films. Finally,
it is known that only the In2S3 amorphous phase exists

C2
VI
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in the films of the In–S system [30] in contrast with the
Tl–S system [16], where amorphous films are formed
in a wide composition range. The presence of the third
component in the Tl–In–S system causes the formation
of the In6S7 and In3S5 amorphous phases along with the
In2S3 phase.

Reliable data concerning the influence of Tl on the
formation of amorphous In–S films is not available.
However, we assume that this phenomenon is the con-
sequence of the influence of Tl atoms that differ greatly

(c)

(b)

(‡)

Electron diffraction patterns of (a) tetragonal, (b) mono-
clinic, and (c) orthorhombic films.
in ion radius from In and S ions, which prevents the for-
mation of a crystal lattice with strong bonds. Therefore,
similarly to the Tl–S system, amorphous films in this
system are formed in a rather wide composition range.

The amorphous films which were obtained on sub-
strates spaced 55 mm apart from the Tl evaporator cen-
ter towards the S evaporator and positioned in the mid-
dle of the condensation plane were heat treated. This
allowed us to reveal the monoclinic polycrystalline
TlInS2 compound [29] with lattice constants a = 7.77,
b = 7.74, and c = 24.04 Å, and the space group P21/m.
The further recrystallization heat treatment of this film
at 400°C leads to the phase transition and to the forma-
tion of the known monoclinic cell with parameters a =
7.76, b = 7.76, and c = 30.01 Å [29]; the space group
remains unchanged.

Upon the heat treatment (at 220°C) of amorphous
films which were obtained on the substrate positioned
directly under the S source the TlInS2 films are tetrago-
nal [1]. The crystallization of the amorphous films
which were placed at ~240°C on the substrates spaced
5–7 mm from the center of the condensation plane
towards the In evaporator allowed us to ascertain an
orthorhombic TlInS2 phase [5]. The electron diffraction
patterns from the amorphous TlInS2 phases are shown
in the figure.

The issue concerning the formation of polymorphic
amorphous TlInS2 films is more complicated. However,
it is known that the formation of amorphous structures
is more probable for systems whose ratio of atomic
radii is larger than 1.10 [31].

For the TlS–InS system under consideration, this
ratio is 1.8 for the Tl–S pair and 1.7 for the In–S pair
(Tl ~ 1.71 Å, In ~ 1.66 Å, and S ~ 0.95 Å). Therefore,
here, the formation of amorphous systems is most prob-
able, which explains the production of neutral com-
plexes of the type of amorphous films for various poly-
morphs of the TlInS2 compound.

Thus, the same TlInS2 compound forms amorphous
films which differ in structure and are stable at room
temperature. The fact that there are no considerable
voids over the cell volume that have 64 atoms fixed in
them in tetragonal, monoclinic, and orthorhombic poly-
morphs of TlInS2 is also favorable for this phenome-
non. For such internally stressed and, as a rule, easily
deformed lattices with partial disclinations, lattice dis-
locations, and other strain sources localized in them,
the free energy is sharply increased. Therefore, the
probability of emergence of energy dips during forma-
tion of crystal structures is high for such lattices.
Because of this circumstance, the formation of poly-
morphic amorphous structures of the same TlInS2 com-
pound is inevitable in the films.

4. CONCLUSION

Irrespective of the evaporation mode, during the
sequential deposition of Tl, In, and S, as well as during
SEMICONDUCTORS      Vol. 37      No. 7      2003
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simultaneous evaporation of components, different
compounds (eight differing in the composition and ten
differing in the structure) are identified: Tl2S, Tl4S3,
TlS, Tl2S5, In6S7, In2S3, In3S5, TlInS2 (tetragonal),
TlInS2 (monoclinic), and TlInS2 (orthorhombic). It is
found that it is possible to obtain various thin films of
the amorphous phases of polymorphic TlInS2, which
are assigned to one or another structural modification of
TlInS2.
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Abstract—The photoluminescence and photoluminescence excitation spectra of stoichiometric and nonsto-
ichiometric glasses with Au impurity were investigated for the first time at T = 77 K. It is found that the photo-
luminescence spectrum of nonstoichiometric glasses with low content of impurity is split into two bands, one
of which is impurity-induced. © 2003 MAIK “Nauka/Interperiodica”.
In order to solve many problems in the physics and
engineering of semiconductors, the controlled intro-
duction of impurities into crystalline semiconductors,
which form deep levels in the band gap of a semicon-
ductor, is widely used. Specifically, the operation of the
overwhelming majority of semiconductor devices and
units is based on the use of doped crystals with speci-
fied properties. This circumstance also stimulated the
investigation of impurity behavior in chalcogenide vit-
reous semiconductors (chalcogenide glasses). How-
ever, even the first investigations [1, 2] demonstrated
that most of the impurities introduced into glass from a
melt during synthesis weakly (if at all) affect the phys-
ical properties of chalcogenide glasses (CGs). The
impurities are optically and electrically inactive; i.e.,
they form no localized states in the band gap. Such an
anomaly in the behavior of impurities introduced into
CGs was long considered as their distinctive feature.
However, there are facts that are indicative of impurity
influence on the physical properties of CGs. It was
demonstrated that some impurities, for example, Cu
and Ag, substantially change the conductivity and other
characteristics of CGs containing As and Ge [3–6].
However, the amount of impurity introduced was very
large. Therefore, it was difficult to conclude whether
the conductivity varies due to the emergence of donor
states or within an increase in the conductivity was
caused by a decrease in the band gap Eg of a newly
formed compound. The number of studies devoted to
the investigation of impurity behavior in CGs has been
increasing. Despite this fact, the fundamental questions
concerning the search for impurities that would make it
possible to effectively control the physical properties of
CGs remain unresolved, and the anomalous behavior of
1063-7826/03/3707- $24.00 © 20748
most impurities in glasses has not been explained to
date. This is due primarily to the fact that there are few
direct methods for studying the state of an impurity (the
structure of the impurity center, its nature, charge
states, and local symmetry in the glass matrix) in CGs.
The applicability of these methods is restricted. How-
ever, photoluminescence (PL) in CGs and correspond-
ing crystalline analogs were found [7]. PL analysis is a
rapid and efficient method for investigating band
energy spectra. Thus, this finding made it possible to
perform a series of investigations aimed at revealing the
influence of various impurities on PL properties. These
investigations showed that doping CGs with various
impurities, as a rule, does not lead to the formation of
new emission bands within a wide range of energies
and temperatures. The centers that are responsible for
the radiative recombination with E ≈ Eg/2 in CGs are
intrinsic defects with a negative correlation energy.
A new band peaked at 0.81 eV was found in the PL
spectra of (GeS3)100 – xBix glasses, whereas no new
emission bands were found in the PL spectra of
(As2S3)100 – xBix glasses [8]. The new band observed in
the PL spectra of (GeS3)100 – xBix glasses was also
detected in the spectra of powder samples of the same
composition [9]. Studies [8, 9] were aimed at revealing
the specific features of the influence of Bi impurity on
the PL properties of glasses with a tetrahedral and
chain–layer structure. It should be noted that the corre-
sponding analogs of CGs are GeS2 and As2S3 crystals,
whereas the GeS3 glass is nonstoichiometric.

The aim of this study is to investigate the influence of
Au impurity on the properties of stoichiometric and non-
stoichiometric CGs and to reveal their specific features.
003 MAIK “Nauka/Interperiodica”
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As the objects of investigation, the (As2S3)100 – xAux sto-
ichiometric system and the (As2S5)100 – xAux nonstoichi-
ometric system were chosen, where 0.1 > x ≥ 0.

Undoped and Au-doped Bi-containing glasses were
synthesized by direct alloying of corresponding
amounts of elemental As and S with Au of 99.99999%
purity in evacuated quartz cells using vibrational stir-
ring of the melt. To prevent explosion of cells, synthesis
was carried out in two stages. In the first stage, cells
were heated in a tube furnace to 800–850 K at a rate of
0.1–0.2 K/s with subsequent holding at this tempera-
ture for 15–20 h. In the second stage, the furnace tem-
perature was increased to the melting point of the ele-
ment with the highest melting temperature at a rate of
0.05–0.1 K/s and kept constant for 20–25 h. The melt
was then quenched in salt water with ice. All glasses
synthesized were annealed at 500–530 K for 25–30 h to
relieve stresses. The atomic Au content in alloys x = 0,
0.01, 0.02, and 0.04.

The absence of lines in the Debye–Scherrer powder
patterns, diffuse X-ray scattering, and absence of
microinclusions and inhomogeneities on polished sur-
faces and cleavages of the samples visually inspected
by a Neofot microscope served as criteria of the vitre-
ous state of the materials.

Steady-state luminescence was excited by a DKSL
xenon lamp with a power of 1000 W. The PL and
PL-excitation spectra were investigated at T = 77 K.
To exclude possible distortion of emission spectra due
to self-absorption, the emission was detected from the
illuminated side of the sample. Silicon and germanium
photodiodes were used as photodetectors. The PL-exci-
tation spectra were recorded in the vicinity of the peak
of the PL spectrum, whereas the PL spectra were
recorded using excitation by quanta with energies cor-
responding to the peak of the PL-excitation spectrum.
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Fig. 1. Photoluminescence (PL) spectra and PL-excitation
(Exc.) spectra of (As2S5)100 – xAux glasses at T = 77 K. x:
(1) 0, (2) 0.01, (3) 0.02, and (4) 0.04.
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Since the “fatigue effect” of PL was observed in the
glasses under investigation, the spectra were measured
after the establishment of the quasi-steady state of
emission, i.e., when the fatigue effect could be disre-
garded during spectra recording.

The PL spectrum of undoped glasses is represented
by a single broad band peaked at Epl ≈ Eg/2, which can
be attributed to intrinsic defects with a negative corre-
lation energy. A single peak is observed in the exponen-
tial portion of the self-absorption edge of the PL spec-
trum of glass which corresponds to the value of the
absorption coefficient α ≈ 102 cm–1. The PL and PL
excitation spectra of undoped and doped glasses are
shown in Figs. 1 and 2. An increase in the impurity con-
tent in stoichiometric glass with x > 0 leads simulta-
neously to the shift of the peak of the main emission
band at E = Eg/2 to lower energies and to a decrease in
intensity. The introduction of small amounts of impu-
rity into the nonstoichiometric glass leads to the emer-
gence of a new emission band. For nonstoichiometric
glasses, splitting of the PL spectrum results in the
appearance of peaks at Epl1 = 1.26 eV and Epl2 = 0.95 eV
with the half-maximum δ ≈ 0.1 eV observed at x = 0.01.
The peaks of the emission bands Epl1 and Epl2 in the
PL-excitation spectra correspond to Eex1 = 2.4 eV and
Eex2 = 2.1 eV, respectively. Note that (i) the peaks of the
main emission band in the PL and PL-excitation spectra
shift to lower energies with increasing impurity content
(x > 0), (ii) the peaks in the PL and PL-excitation spec-
tra at Epl1 and Epl2 undergo no substantial changes, and
(iii) a single broad band of emission and excitation of
luminescence is observed for glasses with x > 0.04.

The experimental results obtained show that the
impurities in CGs can induce new states in the mobility
gap of nonstoichiometric glasses. It is likely that some
fraction of Au atoms introduced into nonstoichiometric
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Fig. 2. Photoluminescence (PL) spectra and PL-excitation
(Exc.) spectra of (As2S3)100 – xAux glasses at T = 77 K. x:
(1) 0, (2) 0.01, and (3) 0.04.
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glass occupy sites in the glass network and can be con-
sidered as an impurity, and the remaining Au atoms sat-
urate dangling bonds, thus forming a new compound.
This causes splitting of the PL spectrum of the initial
sample with the formation of a new emission level,
which is induced by the Au impurity.
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Abstract—Spectra of sets of fundamental optical functions of BeSe were derived for the range of 0–25 eV. Cal-
culations were performed using an experimental ε2(E) spectrum and integral Kramers–Kronig relations. Using
combined Agrand diagrams, the spectra of permittivity and characteristic energy losses of electrons were
decomposed into elementary transverse and longitudinal components. The main parameters of these compo-
nents were determined. The results obtained were compared with theoretical spectra of optical functions calcu-
lated using the OPW and APW methods and with the energy bands obtained in an ab initio GW approximation.
© 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Among II–VI compounds, beryllium chalcogenides
are notable for their wide band gap, high cubic phase
stability, and covalent bonding [1]. Recently, increasing
interest has been drawn to BeSe owing to the facts that
the BeSe and GaAs lattices are isoperiodic and intrinsic
emission from BeSe falls in the blue–green region of
the spectrum.

The optical properties of BeSe have not been ade-
quately investigated. The photoluminescence spectra of
BeCdSe [2] and BeZnSe [3] solid solutions were used
to estimate the energies of direct (Egd) and indirect (Egi)
transitions: Egd ≈ 5.5 eV and Egi ≈ 3.7 eV. Ellipsometry
was used to determine the spectra of the imaginary part
of the permittivity ε2(E) of the BeSe layer grown on
GaAs substrate in the range E = 2.5–25 eV [4, 5]. The
energy bands [6–8] and the spectra of ε2 [6] and E2ε2 [7]
were calculated theoretically.

It is generally believed that the most complete data
on a semiconductor’s electronic structure can be
obtained from the spectra of a set of a large number of
fundamental optical functions [9]. These include the
imaginary (ε2) and real (ε1) parts of the permittivity; the
reflection (R) and absorption (µ) coefficients; the
refractive (n) and absorption (k) indices; the real (Reε–1,
Re(1 + ε)–1) and imaginary (–Imε–1, –Im(1 + ε)–1) parts
of the characteristic bulk and surface energy losses of
electrons; the integral function of the bound density of
states, which is equal (to within a constant factor) to
E2ε2 if the probability of transitions is fixed; the effec-
tive number of valence electrons nef(E) involved in tran-
sitions with a final energy E; and so on. All of these
functions are interrelated; however, each of them has
significance in its own right. The physical meaning and
interplay of these functions can be derived directly
from the Maxwell equations.

The aim of this study is to obtain the spectra of the
complete set of fundamental optical functions for
1063-7826/03/3707- $24.00 © 20751
beryllium selenide crystal, to determine the complete
set of interband transitions and their parameters, and to
perform theoretical analysis of the data obtained.

2. METHODS FOR CALCULATIONS

Typically, a set of optical functions is calculated
using special software packages, the Kramers–Kronig
integral relations, and analytical formulas interrelating
the above functions on the basis of known experimental
spectra ε2(E) or R(E) in a wide energy range.

The problem of determining the parameters of a fine
structure in the spectra of transverse optical transitions
(the energy Ei of the peak; the half-width Hi and ampli-
tude Ii of the ith band; the area Si under the curve out-
lining the band; and the oscillator strength fi is typically
solved by one of two methods: (i) by representing the
integrated curve of the ε2(E) spectrum by a set of N
Lorentzian oscillators with a large number of adjustable
parameters 3N (this number can be as large as 30 for
N = 10) and (ii) using Argand diagrams also in the clas-
sical model of Lorentzian oscillators (albeit without
adjustable parameters due to simultaneous analysis of
the ε2(E) and ε1(E) spectra). The parameters of longitu-
dinal components of transitions are calculated similarly
on the basis of –Imε–1 and Reε–1 spectra.

The methods we used to calculate the complete set
of optical functions and decompose the integral spectra
of ε2 and –Imε–1 into elementary transverse and longi-
tudinal components were described in detail in [9, 10]
and were discussed in [11–14].

3. RESULTS AND DISCUSSION

Among all optical functions of BeSe, only the spec-
trum ε2(E) has been studied experimentally in the range
of 2.5–25 eV [4, 5]. The spectra were measured using a
special unique ellipsometer and synchrotron radiation.
003 MAIK “Nauka/Interperiodica”
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Fig. 1. (1) Experimental spectrum of ε2 and calculated spectra of (2) k, (3) µ, and (4) E2ε2 for a beryllium selenide crystal in the
energy ranges of (a) 5–25 eV and (b) 5–9 eV.
The samples were 0.8-µm-thick BeSe layers deposited
onto GaAs substrate using molecular-beam epitaxy.

The BeSe energy bands were calculated ab initio
using the self-consistent method of orthogonalized
plane waves in the approximation of a nonrelativistic
formalism [6], a combination of the methods of aug-
mented plane waves and LCAO [7], and the ab initio
GW approximation [8] for the points W, L, Γ, X, and K
and for corresponding directions. On the basis of the
calculated energy bands, the spectrum ε2(E) in the
energy range of 5.5–9.0 eV [6] and the spectrum
E2ε2(E) for E = 5.5–26 eV [7] were derived.

We calculated the spectra of complete sets of funda-
mental optical functions for a BeSe crystal in the range
of 0–25 eV using the ε2(E) spectrum [4, 5] (the experi-
mental–calculated functions, K1) and theoretical data
[6, 7] (theoretical functions, K2 [6] and K3 [7]).

The experimental spectrum ε2(E) of BeSe includes
an intense broad band in the region of 6–7 eV with a
poorly pronounced doublet feature (the peaks at ~6.3
and ~6.5 eV); a broad low-intensity peak at ~13.5 eV;
and three shoulder features at ~5.7, ~7.3, and ~8.15 eV.
In the calculated k(E) and µ(E) spectra, an analogue of
the ε2 band at ~6.5 eV was shifted to higher energies by
~0.3 eV, while an analogue of the shoulder feature at
~7.3 eV became a high-intensity peak at ~7.5 eV (Fig. 1).

The calculated spectra of R, n, and ε1 differ greatly
from the spectrum of ε2 (Fig. 2a). In the R(E) spectrum,
SEMICONDUCTORS      Vol. 37      No. 7      2003
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Fig. 2. (a) The spectra of (1) R, (2) n, and (3) ε1 and (b) the spectra of (1) –Imε–1, (2) –Im(1 + ε)–1, (3) nef, and (4) εef for a BeSe
crystal.
we observe the most intense doublet band with peaks at
~7.5 and ~8.8 eV, a broad low-intensity band at
~14.5 eV, a poorly pronounced peak at ~6.95 eV, and a
shoulder feature at ~5.6 eV. The curves n(E) and ε1(E)
closely resemble each other. They include an intense
doublet band with peaks at ~5.6 and ~6.0 eV, a poorly
pronounced peak at ~7.2 eV (ε1) or a shoulder feature
at ~7.1 eV (n), and a broad peak at ~12.8 eV.

In the spectra of characteristic energy losses of elec-
trons, there are typical broad bands of the bulk (–Imε–1,
18.55 eV) and surface (–Im(1 + ε)–1, 15.25 eV) plas-
mons (Fig. 2b). In addition, two intense peaks at
~10.5 eV (–Imε–1) and ~9.25 eV (–Im(1 + ε)–1) are
observed; these peaks are apparently related to the exci-
SEMICONDUCTORS      Vol. 37      No. 7      2003
tation of bound electrons from the highest valence
bands, are located in the region of a broad band at 9–
12 eV in the ε2(E) spectrum, and cannot be related to
interband transitions.

We compared the experimental energy spectrum of
ε2 [4, 5] and the spectra of other optical functions cal-
culated on the basis of ε2(E) with the theoretical spectra
of ε2 [6, 7] and the spectra of other optical functions
derived on the basis on the latter spectra. For the sake
of brevity, we will only show the data for ε2 and R in
Figs. 3 and 4. The theoretical data reported by Stukel
[6] closely correspond to the experimental curve [4, 5]
in the positions of the main peaks and shoulder fea-
tures. The main difference between the theory and



754 V. VAL. SOBOLEV, V. V. SOBOLEV
5

0
8

ε2

E, eV

25

12 16 20 24

10

15

20

2

3

1
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Fig. 4. The BeSe R(E) spectra calculated using (1) experimental [4, 5] and (2, 3) theoretical ε2(E) spectra (2) [7] and (3) [6].
experiment consists in the relative intensity of the spec-
trum features. This circumstance can apparently be
attributed to conventional errors in theoretical calcula-
tions of the probabilities of interband transitions. The
theoretical data obtained by Sarkar and Chatterjee [7]
differ greatly from the experimental curve ε2(E) and
calculated curve R(E) in both the spectrum features and
the distribution of intensities between the peaks in the
energy range of 5–25 eV. This circumstance indicates
that there are large errors in calculating the energy
bands [7].
Using the spectra of two pairs of functions of ε2 and
ε1 (–Imε–1 and Reε–1) and the combined Argand dia-
grams, we decomposed the spectra of ε2 and –Imε–1

into 6 transverse and 16 longitudinal components (see
table). At energies E higher than that corresponding to
the peak at 13.5 eV, the values of ε2(E) decrease drasti-
cally, which greatly hampers the determination of
transverse components 10–16. In contrast, the values of
–Imε–1 are largest in this energy region, which makes it
possible to determine with confidence the longitudinal
components of the bands that correspond to transitions.
SEMICONDUCTORS      Vol. 37      No. 7      2003
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Energies corresponding to the peaks of the bands Ei and half-widths Hi of these bands (both expressed in eV), the band inten-
sities Ii and areas Si under the curves outlining these bands for transverse (ε2) and longitudinal (ε–1) components, and also the
location at the points (Γ, L, X, W) of the Brillouin zone and energy (in eV) of the bands according to the theory [6, 8] for a
beryllium selenide crystal

Compo-
nent no.

Ei Hi Ii Si
[8] [6]

ε2 ε–1 ε2 ε–1 ε2 ε–1 ε2 ε–1

1 5.71 5.70 0.21 0.20 2.80 0.03 0.92 0.01 Γ, 5.6 ΓL, 5.7

2 6.30 6.33 0.52 0.30 16.48 0.05 13.15 0.02 ΓX, 6.5 ΓX, 6.0, ΓL, 5.8

3 6.72 6.79 0.55 0.35 13.50 0.06 11.46 0.03 ΓL, 6.6 ΓX, 7.2

4 7.27 7.30 0.30 0.40 5.50 0.09 2.56 0.05 L, 7.1 ΓX, 7.2

5 – 7.85 – 0.35 – 0.07 – 0.04 ΓX, 8.1 ΓL, 7.6

6 8.15 8.35 0.40 0.45 1.10 0.13 0.68 0.09 ΓL, 8.3 ΓX, 8.3

7 – 10.45 – 1.35 – 1.50 – 3.06 X, 9.0 ΓL, 10.1

8 – 11.70 – 1.90 – 0.56 – 1.59 ΓL, 12.0 W, 10.9

9 13.50 13.90 1.00 2.20 1.35 0.39 2.61 1.28 ΓL, 14.0 ΓL, 15.1

10 – 15.90 – 2.50 – 0.67 – 2.51 XW, 16.0 ΓX, 16.5

11 – 18.00 – 2.20 – 0.67 – 2.23 X, 18.0 ΓL, 17.0

12 – 20.00 – 2.20 – 0.67 – 2.24 Γ, 20.2 ΓL, 19.0

13 – 22.00 – 2.20 – 0.63 – 2.11 Γ, 23.0 –

14 – 24.00 – 2.20 – 0.65 – 2.18 Γ, 23.0 –

15 – 26.00 – 2.20 – 0.65 – 2.19 Γ, 26.0 –

16 – 28.30 – 2.20 – 1.09 – 3.84 – –
The areas under the curves Si for the transverse com-
ponents exceed the corresponding values for the longi-
tudinal components by more than two orders of magni-
tude in the energy region E < 8 eV. This observation
indicates that the probabilities of exciting the longitudi-
nal components of the bands related to transitions in
BeSe in the region E < 8 eV are negligible compared
with the probabilities of transitions for the correspond-
ing transverse analogues.

In the energy-band model, all the peaks and shoul-
der features in the spectra of optical functions and the
components of decomposition of ε2 and –Imε–1 for a
BeSe crystal are related to direct interband transitions.
On the basis of analysis of theoretical energy bands
[6, 8], we estimated the energies of the possible and
most intense direct interband transitions at the points Γ,
X, L, and W and along the directions ΓX, ΓL, and XW
(see two uppermost columns in table).

According to the general theory of the optical prop-
erties of semiconductors [9], certain features in the
spectra of ε2 and –Imε–1 in a BeSe crystal can be related
to metastable excitons.

4. CONCLUSION

In this study, we calculated for the first time the
spectra of a complete set of fundamental optical func-
tions for a BeSe crystal in the energy range of 0–25 eV.
The spectra of permittiviity and characteristic energy
SEMICONDUCTORS      Vol. 37      No. 7      2003
losses of electrons were decomposed into transverse
and longitudinal components; the parameters of the lat-
ter were determined. We suggested a scheme for the
specific origin of these components in the model of
direct interband transitions. We ascertained that there
was good agreement between the experimental [4, 5]
and theoretical [6] spectra of ε2(E); the same was true
for the spectra of other optical functions, which were
calculated on the basis of the ε2(E) spectrum. This cir-
cumstance indicates that the results of calculating the
energy bands of BeSe [6] are correct in the region of
interband-transition energies E < 8 eV. The results we
obtained make it possible to gain deeper insight into the
optical properties and electronic structure of BeSe crys-
tal in a wide energy range; they also serve as a firm
basis for further theoretical calculations of energy
bands and the ε2(E) spectrum with a higher accuracy.
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Abstract—Spectra of complete sets of optical functions for α- and β-In2Se3 in the range of 0–20 eV were cal-
culated using experimental reflection spectra and the Kramers–Kronig relation. Special features in the spectra
of optical functions for both In2Se3 phases were analyzed. The spectra of both permittivity and characteristic
electron energy losses were decomposed into elementary transverse and longitudinal components using the
combined Argand diagrams. The main parameters of the electron transitions for these components were deter-
mined. The structure of the components was compared with the structure of the expected spectrum of interband
transitions. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

One-third of cationic sites in  compounds
are vacant. As a result, these compounds differ greatly
from other binary semiconductors by the nature and
forces of interatomic bonds. Several modifications with
ordered or unordered vacancies are known for many of

 compounds [1]. The unit cell of some of these
compounds contains a large number of atoms; for
example, the number of atoms in a unit cell of the hex-
agonal phases of In2Se3 is equal to 32 and 6 in the
α- and β-phases, respectively.

Intrinsic imperfection, possible large deviations
from stoichiometry, high concentrations of extraneous
impurities and various structural imperfections, and
polytypism to a great extent hamper the identification

of the energy levels and optical spectra of 
phases. Therefore, the study of optical spectra in a wide
range of fundamental-absorption energies is especially

important for  compounds.

The most complete information about the special
features of electronic structure can be gained from a
wide set of numerous optical functions [2]; these
include the reflection (R) and absorption (µ) coeffi-
cients; the indices of refraction (n) and absorption (k);
the real (ε1) and imaginary (ε2) parts of permittivity; the
real and imaginary parts of the bulk (–Imε–1, Reε–1) and
surface (–Im(1 + ε)–1, Re(1 + ε)–1) energy losses of elec-
trons; and so on.

The aim of this study is to obtain the spectra of a
complete set of fundamental optical functions for α-
and β-In2Se3 crystals, determine complete sets of tran-
sitions and their parameters, and theoretically analyze
the data obtained.

A2
IIIB3

VI

A2
IIIB3

VI

A2
IIIB3

VI

A2
IIIB3

VI
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2. METHODS OF CALCULATIONS

The most widely used method for obtaining a set of
optical functions is based on using special software, the
well-known experimental reflectance spectrum in a
wide energy range, the Kramers–Kronig integral rela-
tions, and simple analytical formulas.

The problem of determining the parameters of a fine
structure in the spectra of transverse optical transitions
(the energies Ei, half-widths Hi, and amplitudes Ii of the
peaks; the areas under the spectral curves Si; and the
oscillator strengths fi) is conventionally solved using
either of two methods: (i) by approximating the inte-
grated spectral curve ε2(E) using a set of N Lorentzian
oscillators with a large number of adjustable parame-
ters 3N, which can be as large as 30 for N = 10; and (ii)
by using the combined Agrand diagrams also in the
classical model of Lorentzial oscillators, however with-
out employing the adjustable parameters from the
simultaneous analysis of the ε2(E) and ε1(E) spectra.
The longitudinal components of transitions are calcu-
lated similarly on the basis of the –Imε–1 and Reε–1

spectra.
The methods used in this study to calculate a com-

plete set of optical functions and to decompose the inte-
gral spectra of ε2 and –Imε–1 into elementary transverse
and longitudinal components have been described in
detail in [2, 3] and have been discussed in [4–7].

3. RESULTS OF CALCULATIONS 
AND DISCUSSION

The long-wavelength edge absorption of In2Se3 sin-
gle crystals was measured in the ranges of 1–1.3 eV [8]
and 1.2–1.4 eV [9]. The direct-transition energies Egd
were reported to be equal to 1.22 eV (for α-In2Se3) and
1.17 eV (β-In2Se3) in [8] and to 1.31 eV (α) and
1.35 eV (β) in [9] at 300K; thus, ∆E = Egd(α) – Egd(β) ≈
0.05 eV.
003 MAIK “Nauka/Interperiodica”
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Fig. 1. (a) (1) Experimental spectrum of R and calculated spectra of (2) n and (3) ε1; and (b) calculated spectra of (1) ε2, (2) k, (3) µ,
and (4) E2ε2 for an α-In2Se3 crystal.
The reflection spectra R(E) of cleaved surfaces at
300 K have been studied in the ranges of 1–12.5 eV
[10–14] and 1–5.7 eV [8]. The data obtained in [8] and
[10–14] are in satisfactory agreement in the range of
1−5.7 eV.

We used the experimental spectra R(E) for α- and
β-In2Se3 [10–14] to calculate complete sets of funda-
mental optical functions in the range of 0–20 eV; in the
range of 12.5–20 eV, we used the most widely accepted

extrapolation R(E) = R(12.5 eV) , where the

adjustable parameter p ≈ 4. The spectra of seven optical
functions are shown in Figs. 1 and 2.

12.5
E

---------- 
 

p

The experimental reflection spectrum of α-In2Se3
includes five peaks and two features (shoulders) (Fig. 1,
Table 1). In the calculated spectra of n and ε1, the
energy positions of the first two features coincide with
those of the spectra for R; the next spectral features are
shifted to lower energies by ~0.1 eV (features 3, 7), by
0.1–0.2 eV (feature 4), and by 0.3–0.4 eV (features 5, 6).
Notably, the intensities in the n(E) and ε1(E) spectra
decrease drastically in the region E > 4.6 eV. All special
features characteristic of R(E) are observed in the k, µ,
ε2, E2ε2, –Imε–1, and –Im(1 + ε)–1 spectra, with the
exception of feature 4 for µ(E). The energy positions
for all features in the spectra of k, µ, and ε2 are identical
and are shifted to higher energies by ∆E ≤ 0.1 eV with
SEMICONDUCTORS      Vol. 37      No. 7      2003
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Fig. 2. (a) (1) Experimental spectrum of R and calculated spectra of (2) n and (3) ε1; (b) calculated spectra of (1) ε2, (2) k, (3) µ,
and (4) E2ε2 for a β-In2Se3 crystal.
respect to R(E). A shift in the electron-energy loss rela-
tive to ε2 is very small for features 1–4 and 7; in con-
trast, this shift is equal to ~0.6 eV for feature 6 and
1.5 eV for feature 5.

In the transparency region, R ≈ 0.28, n ≈ 3.27, and
ε1 ≈ 10.7, whereas R ≈ 0.03, n ≈ 1.4, and ε1 ≈ 1.99 at E =
20 eV; the largest values of these parameters are
attained at peaks 5 (R ≈ 0.47) and peaks 3 and 4 (n ≈ 4.7,
ε1 ≈ 20). The largest values of k, µ, and ε2 are observed at
peak 5: k ≈ 2.4, µ ≈ 1.4 × 106 cm–1, and ε2 ≈ 17.

The peaks of very broad and intense bands of the
bulk and surface plasmons are located at ~12.6 and
~11.5 eV, respectively.
SEMICONDUCTORS      Vol. 37      No. 7      2003
The experimental spectrum R(E) and other optical
functions of a β-In2Se3 crystal, which were calculated
on the basis of this spectrum, are similar to the spectra
of optical functions for an α-In2Se3 crystal (Fig. 2,
Table 1). The features of the R(E) spectrum for β-In2Se3

are shifted to lower energies in reference to those of
R(E) for α-In2Se3; this shift amounts to ~0.3–0.4 eV
only for three main components, 2, 3, and 7. An addi-
tional peak with a very low intensity is observed at
~1.22 eV (i.e., ~0.05 eV higher than Egd) in the spectra
of k, µ, ε2, –Imε–1, and –Im(1 + ε)–1 for β-In2Se3.

A close resemblance between the spectra of optical
functions for two In2Se3 phases can be attributed to an
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Table 1.  The energies (expressed in eV) of peaks and steplike features (in parantheses) in the spectra of optical functions,
and also the energies (expressed in eV) and locations of transitions at the Γ, M, L, A, K, and H points of the Brillouin zone in
the α- and β-In2Se3 crystals according to [15, 16]

N
1 2 3 4 5 6 7

α β α β α β α β α β α β α β

R 2.53 2.55 (3.7) 3.35 4.32 3.90 4.90 4.90 5.55 5.50 7.4 (7.35) (10.3) (9.6)

n 2.51 2.50 (3.7) 3.40 4.20 3.90 4.77 4.65 (5.2) (6.0) (7.15) (7.2) (10.3) (9.5)

ε1 2.51 2.50 (3.7) 3.35 4.25 3.85 4.72 4.55 (5.2) (5.3) 7.0 6.9 (10.2) (9.6)

k 2.65 2.67 3.80 (3.5) (4.40) (4.10) (4.9) 5.2 5.6 5.8 7.48 7.45 (10.2) –

µ 2.65 2.67 3.80 (3.5) (4.40) (4.10) – 5.1 5.7 5.8 7.6 7.55 (10.2) (10.0)

ε2 2.65 2.67 3.80 (3.5) (4.40) (4.10) (4.9) 4.95 5.45 5.4 7.4 (7.3) (10.2) –

–Imε–1 2.67 2.5 3.80 3.53 4.35 4.15 (5.0) (5.3) (6.9) (6.4) (8.0) – (10.2) –

[15] Γ, M, A M, L H Γ, K Γ, M, K, H K, L K, Γ
3.0 3.8 4.3 4.9 5.6 7.5 10.2

[16] Γ, M Γ, K, M Γ, K Γ, K Γ, K Γ, K Γ, K

2.7 3.8 4.4 4.9 5.8 7.4 10.0

Table 2.  Energy positions of the band peaks Ei and the bands' half-widths Hi (expressed in eV), intensities of bands Ii, and areas
under the bands’ spectral curves Si for decomposed spectra of ε2 and –Im ε–1, and also the energies (expressed in eV) and location
of the bands at the Γ, M, K, and L points of the Brillouin zone for an α-In2Se3 crystal according to the theory [15, 16]

Compo-
nent no.

Ei Hi Ii Si
[15] [16]

ε2 –Im (1/ε) ε2 –Im (1/ε) ε2 –Im (1/ε) ε2 –Im (1/ε)

1 1.46 1.5 0.54 0.98 1.90 0.01 1.44 0.01 – Γ, 1.6

2 2.66 2.74 0.89 0.35 3.46 0.01 4.37 0.01 Γ, 2.4, 2.8 M, 2.7

2' 3.17 – 0.42 – 1.47 – 0.92 – Γ, 3.0, 3.2 Γ, 3.1

3 3.54 3.58 0.35 0.28 4.08 0.01 2.15 0.01 Γ, 3.4 Γ, M, K, 3.6

3' 3.8 – 0.40 – 1.85 – 1.12 – Γ, M, L, 3.9 Γ, K, 4.0

4 4.28 4.44 0.54 0.47 7.06 0.02 5.77 0.01 M, 4.4 Γ, K, M, 4.5

5 4.84 5.04 0.87 0.61 13.51 0.02 17.38 0.02 Γ, M, K, 4.8 Γ, K, M, 4.7

6 5.42 5.6 0.60 0.36 7.07 0.02 6.39 0.01 K, 5.3; Γ, 5.6 Γ, K, 5.4

7 6.2 6.4 0.83 1.24 6.57 0.08 8.19 0.15 Γ, 6.2 Γ, K, M, 6.1

8 7.18 7.04 0.75 0.35 4.75 0.02 5.43 0.01 M, L, 7.5 Γ, K, M, 7.2

9 7.7 8.06 0.41 1.66 1.35 0.15 0.85 0.36 M, L, 7.6 Γ, K, 7.7

10 8.26 8.66 0.74 0.47 3.12 0.04 3.53 0.03 Γ, L, 8.0 M, 8.0

11 – 9.2 – 0.50 – 0.06 – 0.04 Γ, M, K, 8.5 Γ, 9.2

11' 9.32 9.44 0.91 0.96 2.52 0.01 3.49 0.02 M, L, 9.2 M, 9.6

12 – 9.66 – 0.66 – 0.03 – 0.02 M, 9.7 M, 9.6

12' – 9.9 – 0.20 – 0.01 – 0.01 K, 10.0 Γ, K, 10.0

13 10.4 10.44 0.72 1.42 1.76 0.13 1.96 0.29 K, L, 10.4 Γ, K, 10.4

14 11.44 11.36 0.65 0.75 1.44 0.05 1.45 0.05 K, M, 11.4 Γ, K, M, 11.7

14' – 12.56 – 3.15 – 0.24 – 1.09 Γ, M, 12.6 –

15 – 14.06 – 1.04 – 0.06 – 0.09 Γ, K, 13.7 Γ, 14.0

16 – 15.6 – 2.92 – 0.17 – 0.74 Γ, M, K, 15.5 Γ, 15.6

17 – 16.84 – 0.65 – 0.04 – 0.04 M, 16.8 Γ, 17.1

18 – 17.68 – 1.56 – 0.11 – 0.26 Γ, 17.5 –
SEMICONDUCTORS      Vol. 37      No. 7      2003
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Table 3.  Energy positions of the band peaks Ei and the bands' half-widths Hi (expressed in eV), intensities of bands Ii, and areas
under the bands’ spectral curves Si for decomposed spectra of ε2 and –Imε–1, and also the energies (expressed in eV) and location
of the bands at the Γ, M, L, and K points of the Brillouin zone for a β-In2Se3 crystal according to the theory [15, 16]

Compo-
nent no.

Ei Hi Ii Si
[15] [16]

ε2 –Im (1/ε) ε2 –Im (1/ε) ε2 –Im (1/ε) ε2 –Im (1/ε)

1 2.66 2.74 0.82 0.43 2.23 0.02 2.63 0.01 Γ, 2.4, 2.8 M, 2.7; Γ, 3.0

2 3.5 3.59 0.23 0.72 0.93 0.02 0.33 0.02 Γ, 3.4 Γ, M, K, 3.5

3 4.0 4.00 0.99 0.41 4.53 0.02 6.52 0.01 Γ, M, L, 3.8 Γ, K, 4.0

4 4.98 5.06 0.90 0.68 7.08 0.05 9.44 0.05 Γ, M, K, 4.8 Γ, K, M, 4.7

5 5.76 5.90 1.43 0.81 8.47 0.06 17.62 0.07 M, K, 5.8 Γ, K, M, 5.8

6 6.6 6.92 0.76 1.27 3.05 0.12 3.54 0.23 L, 6.6; Γ, K, 6.9 M, 6.4

7' 7.52 – 0.89 – 5.37 – 7.20 – Γ, M, L, 7.5 Γ, K, 7.6

7 8.05 8.02 0.35 0.79 1.24 0.08 0.66 0.10 Γ, L, 8.0 M, 8.0

8 8.64 8.88 0.88 1.35 3.90 0.17 5.20 0.34 Γ, M, K, 8.5 Γ, K, 8.6

9 9.74 9.67 0.87 0.43 3.18 0.04 4.23 0.02 M, K, 9.8 M, 9.6

10 10.76 10.48 0.65 1.47 2.80 0.13 2.82 0.29 Γ, K, 10.7 Γ, K, 10.4

11 11.5 11.22 0.59 0.46 2.35 0.03 2.14 0.02 Γ, K, 11.6 Γ, K, M, 11.7

11' 12.36 12.24 0.58 2.31 2.10 0.22 1.89 0.75 Γ, M, 12.6 Γ, 12.5

12 – 13.78 – 1.47 – 0.09 – 0.21 Γ, K, 13.7 Γ, 14.0

13 – 15.50 – 2.37 – 0.16 – 0.58 Γ, M, K, 15.5 Γ, 15.6

14 – 17.26 – 1.35 – 0.07 – 0.15 Γ, 17.5 Γ, 17.1
insignificant difference in the detailed structure of the
hexagonal lattices in these phases. The optical axis C of
In2Se3 single crystals is perpendicular to the plane of
cleaved surfaces. Therefore, all spectra of the optical
functions for the α- and β-phases were obtained for the
E ⊥  c polarization.

The experimental reflection spectrum and spectral
curves of other optical functions calculated on the basis
of this spectrum represent the result of summation of
numerous separate transitions from occupied states to
unoccupied states throughout the entire Brillouin zone.

We used the obtained ε2(E) and ε1(E) spectra for
both In2Se3 phases to decompose ε2(E) into elementary
components; we also determined the parameters Ei, Hi,
Ii, and Si. Altogether, we ascertained 15 (for the α
phase) and 13 (for the β phase) transverse components for
the bands corresponding to transitions in the range of 1–
13 eV (Tables 2, 3). All components are comparatively
broad: their half-widths range from 0.4 to 0.9 eV for the
α phase and from 0.4 to 1.4 eV for the β phase. Com-
ponent 5 is most intense. Components 7, 4, and 8 (for
the α phase) and components 4, 7', 3, and 8 (for the
β phase) are weaker by a factor of about 2–3. The
bands 9, 2', and 3' (for the α phase) and bands 2 and 7
(for the β phase) were weakest.

Similarly, we used the combined Agrand diagrams
to analyze simultaneously the pair of functions –Imε–1

and Reε–1 and decomposed the spectra of –Imε–1 into
longitudinal components for both phases of In2Se3; we
determined the parameters Ei, Hi, Ii, and Si for these
SEMICONDUCTORS      Vol. 37      No. 7      2003
components (Tables 2, 3). Altogether, we ascertained
21 (for the α phase) and 15 (for the β phase) compo-
nents. Only bands 2' and 3' for the α phase and band 7'
for the β phase were missing in the decomposition of
electron-energy losses; these bands are analogues of
transverse components. Among longitudinal compo-
nents, components 14' (for the α phase) and 11' stand
out as having the largest values for the area under the
curves, half-widths, and intensities; these two compo-
nents are related to bulk plasmons. The energy posi-
tions for the plasmon bands in the two In2Se3 phases
differ by a mere ~0.3 eV, which amounts to about a
tenth of the bands’ half-widths. All other components
in the spectrum of electron-energy losses are related to
direct interband transitions.

In accordance with general theory, all longitudinal
components are shifted to higher energies (although,
insignificantly in certain cases) relative to the corre-
sponding transverse components; this shift is equal to
the energy of longitudinal–transverse splitting ∆Elt for
the components of the bands corresponding to inter-
band transitions: ∆Elt is approximately 0.04 eV (for
components 1, 3, 13), 0.08–0.17 eV (components 2,
11', 4–7), and 0.4 eV (components 9, 10) for α-phase
In2Se3. Notably, only two components have negative
values of ∆Elt; these are components 14 (∆Elt =
−0.08 eV) and 8 (∆Elt = –0.14 eV). The magnitudes of
these negative values amount to ~0.1 (component 14)
and ~0.2 (component 8) of the corresponding half-
widths. Similar special features of ∆Elt are observed for
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the second phase of In2Se3. The peak of transverse com-
ponent 11 (for the β phase) is accidentally located in the
vicinity of the peak of an intense and very broad band
related to plasmons. As a result, the longitudinal ana-
logue of the above transverse component was not ascer-
tained.

The areas Si under the spectral curves for many lon-
gitudinal components for the bands corresponding to
transitions are smaller than those for transverse ana-
logues by several hundred times. This observation indi-
cates that the probabilities of excitation for many longi-
tudinal components are lower than the probabilities of
transitions for corresponding transverse analogues by
several hundred times.

The energy bands in In2Se3 were calculated theoret-
ically using the LCAO method for directions ΓMKΓ
and ALHA [15] and the pseudopotential method in the
local-density approximation [16] along the directions
KΓM and ΓA. We analyzed the data reported in [15, 16]
and determined the energies of the most intense
allowed direct interband transitions at the points Γ, M,
and K. The transition energies are listed in the upper-
most columns of Tables 2 and 3 and in the lower rows
of Table 1. These data are estimative. In order to per-
form a theoretical detailed analysis of the peaks in the
spectra of optical functions and the components of the
complex fine structure of transverse and longitudinal
bands, which correspond to transitions, one has to the-
oretically calculate the spectra of permittivity.

4. CONCLUSION

In this study, we calculated for the first time the
spectra of complete sets of fundamental optical func-
tions for the α- and β-In2Se3 crystals in the energy
range of 0–20 eV. We decomposed the spectra of per-
mittivities and electron-energy losses into transverse
and longitudinal components, determined the parame-
ters of these components, and suggested a scheme of
their specific origin in the model of direct interband
transitions. These results make it possible to gain
deeper insight into the optical properties and electronic
structure of the two phases in the imperfect In2Se3 com-
pound in a wide energy range and form a radically new
basis for further, more exact theoretical calculations of
energy bands.
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Abstract—Characteristics of a-SiGe:H/c-Si heterostructures produced by rapid plasma-chemical low-fre-
quency (55 kHz) deposition are studied. High photosensitivity of a-SiGe:H films is established. The spectral
position of the maximum of photosensitivity of a a-SiGe:H/c-Si heterostructure can be varied from 830 to 920 nm
by increasing the content of germanium in an a-SiGe:H alloy and decreasing its band gap. © 2003 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

At present, the production of inexpensive photoelec-
tric devices is one of the most important applications of
amorphous hydrogenated silicon (a-Si:H) films [1]. By
introducing Ge into a-Si:H, it is possible to vary the
mobility gap in a wide range, thus changing the spectral
range of the device sensitivity. This paper outlines the
results of a pioneering study of the properties of a-
SiGe:H/c-Si heterostructures produced for the first time
by rapid low-frequency (55 kHz) plasma-chemical dep-
osition.

Heterostructures were formed by the deposition of
a-SiGe:H layers on single-crystal silicon substrates
with a resistivity of 10 Ω cm. The temperature of the
substrate, the discharge power, and the pressure in the
reactor were 225°C, 150 W, and 70 Pa, respectively.
The content of germanium in its mixture with monosi-
lane (RGe = ([GeH4]/[SiH4] + [GeH4])100%) was varied
from 0 to 44.5%. The content of Ge in the films was
determined by X-ray microprobe analysis. The proper-
ties of illuminated heterostructures were studied in the
wavelength range from 500 to 1100 nm.

The results of investigations of the optical and elec-
trical properties of a-SiGe:H alloys formed at different
RGe are listed in Table 1. It is seen that low-frequency
plasma-chemical deposition enables one to obtain an
appreciably higher growth rate of a-SiGe:H films as
1063-7826/03/3707- $24.00 © 20763
compared to conventional plasma-chemical deposition
at a frequency of 13.56 MHz (3.3 Å/s) [2]).

For the a-SiGe:H films obtained, the values of the
ηµτ  product were calculated from the photoconductiv-
ity data and the Urbach energy E0 was estimated by the
direct-photocurrent method. These quantities are plot-
ted versus the band-gap width (Eg) in Fig. 1. It is seen
that, with a decrease in Eg, the Uhrbach energy
increases and the ηµτ product diminishes. The increase
in E0 indicates an increase in the density of states in the
a-SiGe:H mobility gap. In turn, the increase in the den-
sity of states with increasing germanium content
increases the number of recombination centers and
reduces the ηµτ product. According to IR spectroscopy
data, an increase in E0 and a decrease in ηµτ correlate
with the replacement of Si–H bonds by Ge–H bonds,
which leads to the formation of Ge-related defects.
Table 1 shows that, at Eg = 1.63 and 1.54 eV, the ratio
σph/σd is of the same order of magnitude as that for a-
Si:H [1]. Therefore, the a-SiGe:H films produced by
low-frequency plasma-chemical deposition have a high
photosensitivity and comply with the requirements of
device fabrication.

The spectral characteristics of a-SiGe:H/c-Si struc-
tures were studied by illuminating the samples from the
side of the deposited amorphous alloy. Figure 2 shows
the spectrum of the relative quantum efficiency of pho-
Table 1.  Optical and electrical properties of a-SiGe:H alloys obtained at different RGe

Sample no. RGe, % Vd, Å/s Eg , eV ± 0.01 EF , eV ± 0.01 σd , Ω–1 cm–1 σph, Ω–1 cm–1 σd/σph

YG6-11 0 11.1 1.70 0.75 3.46 × 10–10 3.42 × 10–5 9.90 × 104

YG6-24 9.1 8.9 1.63 0.78 5.10 × 10–11 1.40 × 10–5 2.75 × 105

YG6-310 16.7 12.5 1.54 0.77 2.75 × 10–10 4.60 × 10–6 1.67 × 104

YG6-42 27.5 12.5 1.37 0.69 1.26 × 10–9 1.90 × 10–6 1.51 × 103

YG6-52 37.5 9.4 1.31 0.65 3.99 × 10–9 5.28 × 10–7 1.32 × 102

YG6-65 44.5 11.4 1.25 0.66 1.41 × 10–8 7.00 × 10–7 4.97 × 101
003 MAIK “Nauka/Interperiodica”
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Table 2.  Positions of photosensitivity peaks for a-SiGe:H/c-Si heterostructures at different reverse bias voltages

Sample no. RGe, %
Photosensitivity peak position, nm

2.5 V 1.5 V 1.0 V 0.5 V 0 V –0.5 V –1.5 V –2.5 V

YG6-1 0 830 830 830 830 830 830 830 830

YG6-2 9.1 810 830 830 830 830 830

YG6-3 16.7 830 830 830 830 830 830 840 830

YG6-4 27.5 860 860 880 870 870 870 870 870

YG6-5 37.5 940 920 930 890 930 940 930

YG6-6 44.5 920 920 920 920
toconversion η in a-SiGe:H/c-Si as obtained from
expression [3]:

η hν( )
Isc hν( )

hν
-----------------,=

10–10

1.2 1.4

ηµτ , cm–2 V–1

Eg, eV

10–7

1.6

10–8

10–9

E0, meV
90

1.8

80

70

60

50

40

12

Fig. 1. The dependences of (1) the ηµτ  product and (2) the
Uhrbach energy E0 on the optical width of the band gap.
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Fig. 2. Spectra of the relative quantum efficiency of photo-
conversion in a-SiGe:H/c-Si heterostructures formed at dif-
ferent RGe.
where Isc is the short-circuit current and hν is the energy
of incident photons.

As can be seen from Fig. 2, the long-wavelength
edge of the dependence η(hν) is governed by the
absorption of photons with energies E ≤ 1.12 eV in the
narrow-gap c-Si material. The short-wavelength edge
of absorption is controlled by the band gap of an a-
SiGe:H alloy and shifts towards longer waves with an
increase in the germanium content in the alloy and a
decrease in Eg. As a result, a peak of η is observed in a
narrow wavelength range with a maximum between
1.23 and 1.30 eV in the samples with high Ge content
(RGe ≤ 27.5%). For the heterostructures that were
formed at RGe ≥ 27.5%, the quantum efficiency of pho-
toconversion has a broadband character, which is indic-
ative of a high quality of the heterostructure interface
and a low intensity of the recombination at the inter-
face. The high quality of the interface may be attributed
to the presence of hydrogen in a-SiGe:H films and to
the passivation of dangling bonds at the interface, as
well as to the ion bombardment of the growth surface,
which is characteristic of a low-frequency discharge.

Figure 3 shows a typical spectral dependence of the
specific photosensitivity S for the a-SiGe:H/c-Si het-
erostructures, which was calculated as the ratio of the
photoconductivity to the intensity of incident radiation.
Table 2 lists the spectral positions of the photosensitiv-
ity peaks at different reverse biases applied to the stud-
ied structures. Only a slight dependence of the peak
position of S on the applied voltage is observed. At the
same time, the position of the photosensitivity peak
changes from 830 to 920 nm when RGe increases from
0 to 44.5%. The appreciable red shift of the photosensi-
tivity peak observed at RGe ≥ 27.5% can be explained by
narrowing of the band gap of the a-SiGe:H alloy and
increasing long-wavelength absorption of the incident
radiation.

Thus, the results obtained indicate that the a-SiGe:H
films produced by rapid low-frequency plasma-chemi-
cal deposition have a high photosensitivity and, at Eg =
1.63 and 1.54 eV, the ratio σph/σd is of the same order
of magnitude as that for a-Si:H (1.67 × 104–2.75 × 105).
By way of reducing the band-gap width via increasing
SEMICONDUCTORS      Vol. 37      No. 7      2003
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the Ge content in a-SiGe:H films, one can shift the pho-
tosensitivity peak in a-SiGe:H/c-Si heterostructures in
the range between 830 and 920 nm and, thus, change

20

600 800

S, arb. units

λ, nm

40

1000 1200
0

U = –0.5 V

U = –2.5 V

60

80

100

Fig. 3. Spectra of the specific photosensitivity of
a-SiGe:H/c-Si heterostructures formed at RGe = 37.5%.
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the spectral range of sensitivity of photoelectric
devices.

REFERENCES

1. R. E. I. Schropp and M. Zeman, Amorphous and Micro-
crystalline Silicon Solar Cells: Modeling, Materials and
Device Technology (Kluwer Academic, Boston, 1998),
p. 207.

2. B. G. Budaguan, A. A. Sherchenkov, A. A. Berdnikov,
and A. A. Aivazov, in Proceedings of International 196th
Meeting of Electrochemical Society and 1999 Fall Meet-
ing of Electrochemical Society of Japan (Hawaii, 1999),
p. 1449.

3. Yu. A. Nikolaev, V. Yu. Rud’, Yu. V. Rud’, and E. I. Ter-
ukov, Fiz. Tekh. Poluprovodn. (St. Petersburg) 34, 685
(2000) [Semiconductors 34, 658 (2000)].

Translated by A. Sidorova



  

Semiconductors, Vol. 37, No. 7, 2003, pp. 766–768. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 37, No. 7, 2003, pp. 793–795.
Original Russian Text Copyright © 2003 by Kazanskii, Mell, Terukov, Forsh.

                                                                                                              

CONFERENCE. AMORPHOUS, VITREOUS,
AND POROUS SEMICONDUCTORS

                                                
Photoinduced Conductivity Change in Erbium-Doped 
Amorphous Hydrogenated Silicon Films

A. G. Kazanskii*, H. Mell**, E. I. Terukov***, and P. A. Forsh*
*Moscow State University, Moscow, 119899 Russia

e-mail: Kazanski@phys.msu.ru 
**Philipps-Universität Marburg, Fachbereich Physik, D-35032, Marburg, Germany

***Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg, 194021 Russia
Submitted December 23, 2002; accepted for publication December 27, 2002

Abstract—Changes in the dark conductivity of erbium-doped amorphous hydrogenated silicon (a-Si:H(Er))
films after their preliminary illumination at room temperature have been studied. The effect of a compensating
boron impurity on the photoinduced change in the conductivity of a-Si:H(Er) films is analyzed. It is established
that the magnitude and the sign of the change in conductivity depend on the duration of illumination and posi-
tion of the Fermi level in the mobility gap. Possible mechanisms leading to a photoinduced change in the con-
ductivity of a-Si:H(Er) films are discussed. © 2003 MAIK “Nauka/Interperiodica”.
Electroluminescence and photoluminescence (PL)
from rare-earth ions embedded in a solid matrix is of
interest for designing optoelectronic devices [1]. Er3+

ions luminesce at a wavelength of 1.54 µm, which falls
within the transparency window of fiber-optical com-
munication lines. Use of silicon as a material contain-
ing Er3+ ions allows integration of electronic and opto-
electronic devices in a single matrix. In recent years,
special attention has been given to films of Er-doped
amorphous hydrogenated silicon, a-Si:H(Er). It has
been shown [2, 3] that the Er3+-related luminescence in
a-Si:H is much stronger, and its temperature quench-
ing, much weaker, compared with Er3+ luminescence in
crystalline silicon.

Despite the considerable number of publications
devoted to luminescence in a-Si:H(Er) (see, e.g., [3]),
there are no studies concerned with photoinduced
changes in the parameters of this material (Staebler–
Wronsky effect). At the same time, such studies are
important for the development of optoelectronic
devices based on a-Si:H(Er). Therefore, it is of interest
to study the influence exerted by prolonged illumina-
tion on the conductivity of erbium doped a-Si:H films.

a-Si:H(Er) films obtained by high-frequency glow-
discharge decomposition of monosilane (SiH4) were
studied. Films with a thickness of ~0.8 µm were depos-
ited onto quartz substrates heated to 250°C. The films
were doped with erbium through sublimation at 105°C
of an organometallic compound, Er(C5H7O2), placed in
the vacuum line connected to the reaction chamber [4].
The films obtained exhibited PL at 1.54 µm. To change
the Fermi level (EF) position within the mobility gap,
boron was introduced, in addition to erbium, into some
of the films. Doping with boron was carried out by
introducing diborane (B2H6) into the reaction chamber.
1063-7826/03/3707- $24.00 © 20766
The volume ratio of the gases, k = [B2H6]/[SiH4], was
10–5 and 3 × 10–5. The films obtained were character-
ized by n-type conduction. With increasing k, the Fermi
level position relative to the conduction band bottom
(Ec – EF) changed from 0.35 eV at k = 0 to 0.5 eV at k =
3 × 10–5 [4]. Measurements were done in a vacuum after
annealing the films at 200°C for 15 min.

For all of the a-Si:H(Er) films, a long-term compo-
nent of photoconductivity relaxation (∆σph) was
observed after their short-term (for a matter of seconds)
illumination at photon energies hν = 1.25–1.8 eV. Fig-
ure 1 shows, as an example, the relaxation with time t
of the photoconductivity of a film with k = 3 × 10–5. The
long-term component of the photoconductivity decay is

10–3

∆σph(t)/∆σph(0)

t, s

100

10110–1 103 105

1
2
3
410–1

10–2

10–3

Fig. 1. Relaxation of the photoconductivity of a-Si:H(Er,B)
film (k = 3 × 10–5) at different temperatures. T: (1) 300,
(2) 330, (3) 360, and (4) 390 K.
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satisfactorily described by a stretched exponential
∆σph(t) ∝  exp[–(t/τ)β], where τ and β are temperature-
dependent parameters of the stretched exponential.

It is known that persistent photoconductivity is
observed in compensated n-type a-Si:H films [5],
a-Si:H films with a heterogeneous structure [6], and
multilayer a-Si:H p–n–p–n structures [7]. All of the
above materials are characterized by the presence of
potential fluctuations, which must separate nonequilib-
rium carriers, electrons and holes. At the same time,
according to [8], carrier separation by potential fluctu-
ations cannot lead to relaxation times as long as tens of
hours at room temperature. In the opinion of Kakalios
[8], the persistent photoconductivity in an n-type mate-
rial based on a-Si:H may be due to charge separation
and capture of holes by acceptor-like centers, with the
subsequent rearrangement of the local configuration of
these centers. It may be assumed that the model of per-
sistent photoconductivity, which was suggested in [8],
is valid for a-Si:H(Er) films. The nonuniform distribu-
tion of Er atoms and(or) their complexes with oxygen,
ErOδ, which are centers of the donor (δ < 1.5) or accep-
tor type (δ > 1.5) [9], and with defects must give rise to
internal fields and lead to carrier separation. The
appearance of acceptor centers that change their local
configuration on capturing nonequilibrium carriers,
i.e., holes, is also possible.

Figure 2 shows the kinetics of the relative change in
dark conductivity, σd(B)/σd(A), of Er-doped a-Si:H
films exposed to the light of an incandescent lamp (inci-
dent power density P = 50 mW/cm2) at room tempera-
ture; σd(A) and σd(B) are the σd values, respectively,
before (in the annealed state) and after illumination
for till. The values of σd(B) were measured 3 min after
film illumination was terminated. It can be seen from the
figure that, at short illumination times, σd(B)/σd(A) > 1
and weakly depends on the illumination time. With
increasing illumination time, σd(B)/σd(A) decreases to
become less than unity at long till. The observed kinetics
of the change σd(B)/σd(A) points to the occurrence of
two processes which are responsible for changes in
σd(B) at short and long illumination times. Presumably,
the increase in σd after illumination for short till is asso-
ciated with persistent photoconductivity, which was
considered above. At the same time, the decrease in σd
at long till occurs because of an increase in the density
of states in the middle of the mobility gap. It may be
assumed that these states appear as a result of the
restructuring of centers that capture nonequilibrium
holes and give rise to persistent photoconductivity. In
this case, the rate at which σd(B) changes with illumina-
tion time must depend on the density-of-states distribu-
tion in the range through which the Fermi level travels
and, correspondingly, on the level of compensation of
the films with boron [10].

The temperature dependences of the dark conduc-
tivity of films in the annealed state, σd ≡ σd(A), and
those after illumination, σd ≡ σd(B), (exposure to light
SEMICONDUCTORS      Vol. 37      No. 7      2003
of intensity P = 50 mW/cm2 from an incandescence
lamp for 2 h) are shown in Fig. 3. The temperature
dependences of the dark conductivity of the degraded
films, σd(B), were measured 10 min after the illumina-
tion was terminated, with the temperature raised at a
rate of 2 deg/min. Also shown in the figure is the tem-
perature dependence of σd(B) for a boron-free
a-Si:H(Er) film illuminated for 20 s. The arrows show

100 101

σd(B)/σd(A)

till, s

101

102 103 104

100

10–1

1
2
3

Fig. 2. Relative changes in the dark conductivity of the films
under study vs. the time of their exposure at room tempera-
ture to light from an incandescent lamp (incident power den-
sity P = 50 mW/cm2). k = (1) 0, (2) 10–5, and (3) 3 × 10–5.
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10–3

10–2

Fig. 3. Temperature dependences of the dark conductivity
(σd) of films under study (1–3) in the annealed state and
after exposure to light from an incandescent lamp (incident
power density P = 50 mW/cm2) at room temperature for
(1'–3') 2 h and (1") 20 s. Arrows show characteristic tem-
peratures at which photoinduced changes in dark con-
ductivity are annealed out. k = (1, 1', 1") 0, (2, 2') 10–5,
and (3, 3') 3 × 10–5.



768 KAZANSKII et al.
characteristic temperatures at which illumination-
induced changes in conductivity disappear. As seen
from the figure, changes in the σd of a a-Si:H(Er) film
containing no boron, which are caused by illumination
at short till, disappear at much lower temperatures
(80−90°C) than do changes (decrease in σd) upon pro-
longed illumination (140–150°C). Additional introduc-
tion of boron also makes the temperatures lower at
which changes in conductivity, induced by prolonged
illumination, are annealed out. Presumably, this is due
to an increase in the mobility of hydrogen atoms
involved in the annealing-out of photoinduced defects
in films containing boron atoms [11].

Thus, the study performed demonstrated that illumi-
nation of Er-doped n-type a-Si:H films leads to changes
in conductivity whose magnitude and sign depend on
the time of illumination and position of the Fermi level
within the mobility gap. The intricate structure of
defects and complexes contained in a-Si:H(Er) films
presently gives no way of identifying the states respon-
sible for photoinduced changes in conductivity. Addi-
tional introduction of boron into a-Si:H(Er) films sub-
stantially lowers the characteristic temperature for
annealing-out the photoinduced change in conductivity.
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Abstract—Possible intensity variations arising in small-angle X-ray scattering as a result of filling nanopores
in nanoporous carbon with extraneous impurities were analyzed in terms of a simple monodispersed system of
electron-density fluctuations. Systems with various ratios between the electron density of the carbon skeleton
and that of noncarbon nanoclusters incorporated in the skeleton were considered; these systems correspond to
the composites with clusters of hexagonal or amorphous selenium, as well as those of rhombic or amorphous
sulfur. The partial contributions to the intensity variation in scattering from unfilled nanopores, carbon and non-
carbon nanoclusters, and also the total variation were calculated as functions of nanopore filling factor β for
various degrees of initial-nanoporosity α of the carbon skeleton. It was shown that, depending on α and β, both
an increase and a decrease in scattering is possible. The data obtained may be useful for controlling the filling
efficiency of nanopores during the formation of a composite. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Nanoporous carbon (np-C) in the form of bulk mate-
rial with a high degree of nanoporosity (up to 40–45%
for a total porosity of up to 70–75%) can be obtained
using the original technology of high-temperature chlo-
rination of carbide compounds [1–3]. As a result of a
physical-chemistry study [1] and structural investiga-
tions [4–6], which have shown, in particular, a high size
uniformity of np-C nanopores, the idea emerged that
this uniformity could be used to create a new class of
composites by filling the pores with extraneous materi-
als. It is expected that introducing guests of various
nature, along with choosing an np-C (host) source with
certain structural and physical parameters, will make it
possible to control the properties of the obtained com-
posites in a wide range. In creating similar composites
by the “host–guest” technology, the problem arises of
controlling the efficiency of filling the nanopores and
determining the dimensional parameters of incorpo-
rated impurity nanoclusters. A promising approach to
solving this problem seems to be the method of small-
angle X-ray scattering (SAXS), which was previously
used particularly for investigating the processes of
adsorption, desorption, and mass transport in porous
carbon adsorbents [7, 8]. SAXS has been used for
studying the structure of nanodimensional inhomoge-
neities in np-C prepared from various carbides [4–6].
Recently, data were obtained for the first time for
SAXS from the np-C–sulfur nanocomposite as well [9].
The introduction of guests whose density is comparable
with that of the carbon skeleton (contrary to those
investigated in [7, 8]) considerably modifies the SAXS
intensity and its angular distribution; as a result, the
1063-7826/03/3707- $24.00 © 20769
unambiguous interpretation of the experimental results
becomes quite a complicated problem.

In this study, we analyze possible variations in the
scattering power during SAXS, which can be expected
if the np-C nanopores are filled with solid guests of var-
ious density d and, therefore, of various electron den-
sity ρi. The analysis is performed in terms of a simple
model of a inhomogeneous monodisperse system,
which involves subsystems of nanoclusters and nanop-
ores of identical sizes in the context of the Guinier
approximation [10]. Numerical calculations were per-
formed for values of ρi corresponding to crystalline and
amorphous selenium and sulfur, which are of interest as
np-C guests and began to be studied experimentally [9].
It should be noted that we consider only the variations
which are directly related to scattering. Variations
(increase) in the losses associated with radiation
absorption in a material are not considered here; how-
ever, they have to be taken into account in every partic-
ular case when processing experimental data as, for
example, in [9].

2. GENERAL RELATIONSHIPS 
FOR VARIATIONS IN THE SAXS INTENSITY 

WHEN FILLING NANOPORES

We consider a hypothetical model of a system of
spatial fluctuations ∆ρ ≡ ρ –  in the electron density ρ
relative to its mean value  over the whole system. Let
an identical Guinier radius, or a radius of gyration Rg—
a parameter characterizing the spatial size of fluctua-
tions in a monodisperse system—be assigned to these
fluctuations. In this case, if scattering angles 2ϑ  are
small, a SAXS intensity i(s) per unit scattering volume

ρ
ρ
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(scattering power) is conveniently described using the
Guinier model [10]:

(1)

Here, sRg ! 1, s = 4πsinϑ /λ is the magnitude of the

scattering vector, λ is the X-ray wavelength, v  ∝   is
the fluctuation volume, and N is the number of electron-
density fluctuations per unit volume of the system. We
assume that the electron-density fluctuations are pro-
duced by the nanoclusters and nanopores with an iden-
tical radius of gyration Rg and certain values of internal
electron density ρC (carbon skeleton) and ρnp (nanop-
ores). We also assume that filling of pores does not lead
to “swelling” (increasing Rg) [4, 5]. In this case, the
variations δi in the SAXS intensity associated with fill-
ing depend only on the variation ∆ρ in the value of fluc-
tuations and on their total volume Vfl = vN per unit vol-
ume of the system [preexponential factor in expression
(1)]. Further, the variations δi are calculated in relation
to the nanopore filling factor β ≡ Vi/Vnp; here, Vnp and Vi

are the initial total volume of nanopores and the volume
of filled nanopores, respectively (0 ≤ β ≤ 1). The depen-
dences δi(β) are calculated for systems with various
degrees of initial porosity α ≡ Vnp/V (0 < α ≤ 0.5, and V
is the sample volume).

The variation in the SAXS intensity associated with
fluctuations of a certain type in the material (nanopores,
nanoclusters of the carbon skeleton, or incorporated
impurity nanoclusters) can be written as

(2)

From here on, subscript 1 refers to the host nanoporous
system and subscript 2 refers to the nanocomposite. In
the general case, the mean value of the electron density
of a material is

(3)

In the initial system, ρnp = 0 for unfilled pores and

(3a)

If a certain volume fraction β of the pores is filled with
an impurity, the mean electron density of the material
increases depending on the electron density ρi in the
impurity nanocluster:

(3b)

For the sake of definiteness, let the fluctuations
under consideration be empty nanopores of identical
volume v np. Their scattering powers i1ep and i2ep in the
host material and in the nanocomposite, respectively,
are specified by the electron-density fluctuations

(4)

and by the fluctuation volumes V1fl ∝  α and V2fl ∝  α(1 – β)
in both cases, respectively. Here, the variation δiep ≡
i2ep – i1ep in the scattering power of a material due to

i s( ) ∆ρ 2Nv 2 sRg( )2/3–[ ] .exp∝

Rg
3

δi ∆ρ2
2V2 fl ∆ρ1

2V1 fl.–∝

ρ1 2, 1 α–( )ρC αρnp.+=

ρ1 1 α–( )ρC.=

ρ2 1 α–( )ρC αβρi.+=

∆ρ1 2, ρ1 2,–=
empty pores can be derived from (2) by simple transfor-
mations:

(5)

Expression (5) describes a variation in the scattering by
empty nanopores, a fraction of which remains unfilled
even after introducing the guest.

Similarly, we can find the contribution to the SAXS-
intensity variation δiC ≡ d2C – i1C associated with nano-
clusters of the carbon skeleton. In this case, it is clear
that the volume of clusters does not vary when the nan-
opores are filled and variation in their contribution to
scattering occurs due only to an increase in the mean
electron density of the medium. Instead of (5), for such
a variation we have 

(6)

For the variation δii ≡ i2i in scattering by impurity
nanoclusters filling the nanopores, it is easy to find that

(7)

From (7), it can be seen that the scattering by impurity
clusters increases with β for small filling factors β.

The resulting variation δitot in the scattering with
filling of the pores in a monodisperse system is speci-
fied by the sum of contributions of nanoinhomogene-
ities of all of the above types:

(8)

In the following sections, general expressions (5)–(8)
are used as applied to np-C-based nanocomposites with
specific guests (selenium or sulfur) for which, as is easy
to show, the electron density ρi in the solid state sub-
stantially exceeds the electron density ρC of the carbon
skeleton (for hexagonal or amorphous selenium) or is
close to this density (for orthorhombic or amorphous
sulfur).

3. NANOCOMPOSITE CONSISTING 
OF NANOPOROUS CARBON 

AND HEXAGONAL SELENIUM

In Figs. 1a–1d, we illustrate the behavior of the scat-
tering intensity for all types of inhomogeneities in the
model nanocomposite obtained by the introduction of a
guest with an electron density ρi = 2ρC. Approximately
the same relationship between ρi and ρC can take place
if hexagonal selenium (c-Se) is formed in nanopores.
This can be easily shown on the basis of the known val-
ues of the c-Se density (dc-Se = 4.81 g/cm3) and that of

δiep 1 α 1 β
ρi

ρC
------– 

 –
2

1 β–( ) 1 α–( )2–
 
 
 

∝ .

δiC α2 1 α–( ) 1 β
ρi

ρC
------– 

 
2

1– .∝

δii αβ 1 αβ–( )
ρi

ρC
------ 1 α–( )–

2

.∝

δitot δiep δiC δii.+ +=
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the carbon skeleton (dC = 2.1 g/cm3), as well as by using
the relationship

(9)

which is valid for a monatomic medium with a density d,
where A is the atomic weight, and n is the number of
electrons in an atom. From Fig. 1, it can be seen that,
for a low initial nanoporosity (α & 0.2), the scattering
at empty nanopores (Fig. 1a) is weakened if one intro-
duces a guest (δiep < 0) because their volume decreases.
For larger values of α (α > 0.2), a rather wide range of
filling factors β appears, which widens with increasing
α, and the scattering by nanopores is increased in this
interval: δiep > 0. This takes place because the effect of
increasing the contrast between empty nanopores and
the medium as a whole dominates in the scattering over
the influence of a decreasing relative number of empty
pores.

For the ratio between ρi and ρC under consideration,
the scattering by skeleton clusters (Fig. 1b) always
decreases with filling, which is associated with a
decrease in the contrast between the skeleton and the
medium. It is of interest to note that the greatest drop in
intensity iC takes place when exactly half of the nanop-
ore volume (β = 0.5) is filled. If all of the nanopores are
filled (β = 1), no variation in scattering by the skeleton
should be observed; i.e., δiC = 0, as expected. Actually,
in this case, the corresponding electron-density fluctu-
ations only change sign but remain equal in magnitude
to the initial fluctuations without a guest.

The scattering by incorporated impurity nanoclus-
ters first naturally increases as the nanopores are filled:
δic-Se ≡ ic-Se > 0, because the volume of these clusters
increases (Fig. 1c). However, for a reasonably high ini-
tial nanoporosity α (α * 0.3) and high β, the quantity δii
begins to decrease with increasing β. This occurs due to
a decreasing contrast between dense clusters and the
medium, whose density increases significantly with the
content of guests.

As can be seen from Fig. 1d, the resulting SAXS
intensity in the model nanocomposite under consider-
ation turns out to be higher than in the host material for
any value of the filling factor (0 < β < 1). In this case,
an increase in the scattering manifests itself more obvi-
ously the higher the initial nanoporosity α. For the
given value of α, the greatest increase in the scattering
power is attained for β = 0.5, and the intensities of scat-
tering by the nanocomposite and by the host coincide
for β = 1, so that δitot = 0.

4. NANOCOMPOSITE CONSISTING 
OF NANOPOROUS CARBON 

AND AMORPHOUS SELENIUM

If selenium is amorphous in incorporated clusters of
the nanocomposite, i.e., in the form of a-Se with a den-
sity da-Se = 4.28 g/cm3, its electron density ρi will be
somewhat lower than in hexagonal c-Se, as follows

ρ d/A( )n,=
SEMICONDUCTORS      Vol. 37      No. 7      2003
from estimate (9): ρi = 1.74ρC. In Figs. 2a–2d, we show
the variations in the SAXS intensity from all types of
nanoinhomogeneities when introducing a guest with
the aforementioned ratio between ρi and ρC. It can be
seen that all these dependences of the SAXS intensity
on the filling factor β are similar to those considered in
Section 3. However, there are marked quantitative dis-
tinctions. In particular, the range of values of β for
which the scattering by empty pores increases is nar-
rower (Fig. 2a) and the scattering by the skeleton clus-
ters is not suppressed even for β = 1 (Fig. 2b). The
increase in the scattering by the a-Se nanoclusters
(Fig. 2c) is less pronounced compared with c-Se (Fig. 1c).
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Fig. 1. Variation in the scattering power of a nanocomposite
with incorporated nanoclusters of crystalline selenium
(ρi/ρC = 2) for SAXS (a) by unfilled nanopores, (b) by car-
bon-skeleton nanoclusters, (c) by incorporated impurity
nanoclusters, and (d) the resulting variation, in relation to
the nanopore filling factor β for various degrees of initial
nanoporosity α. α = (1) 0.1, (2) 0.2, (3) 0.3, (4) 0.4, and
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As a result, the net effect of nanopore filling (Fig. 2d)
amounts to an increase in SAXS in a restricted interval of
moderate values of the filling factor: δitot > 0 for β < β0.
From Fig. 2d, it can also be seen that the boundary
value β = β0, which separates the regions with opposite
signs of δitot (i.e., with a different type of the SAXS
behavior with filling of the nanopores) is shifted to
larger values of β with increasing initial porosity α.
This means that the reduction in the scattering power in
the case of forming a-Se nanoclusters in the nanocom-
posite on the basis of a highly porous np-C with α * 0.4
can be expected only for reasonably large nanopore fill-
ing factors (β * 0.8). For smaller values of β, the SAXS
increases. Thus, the SAXS intensity can characterize
the efficiency of nanopore filling. However, for this pur-
pose, it is necessary to know, as accurately as possible,
the state of incorporated nanoclusters and the corre-
sponding values of electron densities.
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Fig. 2. The same as in Fig. 1 but for a nanocomposite with
incorporated nanoclusters of amorphous selenium (ρi/ρC =
1.74).
 5. NANOCOMPOSITE CONSISTING 

OF NANOPOROUS CARBON AND SULFUR

The nanocomposite in which ρi = ρC is of special
interest from the viewpoint of SAXS analysis; this sit-
uation, as follows from (9), takes place if the np-C
pores are filled by amorphous or rhombic sulfur, whose
densities (dS ≈ 2 g/cm3) are close to the carbon-skeleton
density. In this case, the SAXS difference curve δitot(s)
found from experiment for the composite and the host
describes the scattering by sulfur nanoclusters. From an
analysis of this curve, it is possible to derive the dimen-
sional characteristics of these nanoclusters, in other
words, those of the sulfur-filled nanopores in the host
[9]. Figures 3a–3d, similarly to Figs. 1 and 2, show the
contributions to the SAXS-intensity variation when
forming the composite; different curves correspond to
the scattering (a) at unfilled nanopores δiep, (b) at car-
bon nanoclusters δiC, and (c) at sulfur nanoclusters δiS,
and also (d) to the resulting total variation δitot in rela-
tion to the filling factor β for various values of α. It can
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Fig. 3. The same as in Fig. 1 but for a nanocomposite with
incorporated nanoclusters of amorphous sulfur (ρi/ρC = 1).
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be seen that, if sulfur is introduced instead of selenium,
the scattering by empty nanopores can increase only for
np-C with a high initial porosity α (α * 0.4). In this
case, the scattering by the carbon nanoclusters
decreases rather abruptly with increasing β (Fig. 3b).
The scattering by the sulfur nanoclusters first increases
due to the increasing total volume of these clusters and,
then, decreases to zero for β = 1 (Fig. 3c), because the
magnitude of the corresponding electron-density fluc-
tuations vanishes. As a result, the introduction of sulfur
into the carbon system with identical sizes of nanoclus-
ters and nanopores (v np = v i) leads to a decrease in the
total scattering power, i.e., δitot < 0 (Fig. 3d). This effect
is in fact observed experimentally in a wide interval of
scattering angles [9]. It should be noted that, for vnp > v i
and large values of α and moderate values of β, a weak
growth in itot is also possible (δitot > 0) [9], which con-
tinues to depend on the mean electron density of the
medium against the background of which the empty
pores scatter more strongly. In actual fact, the SAXS
intensity in the np-C–sulfur nanocomposite turns out to
be somewhat higher than in the host [9], according to
the experiment performed in a narrow angular region
corresponding to the finest nanopores. This fact can be
associated either with the difficulties sulfur has pene-
trating into the finest nanopores (with the radius of
gyration Rg & 0.8 nm) if the conventional method for
introducing impurities is used or with an increasing
concentration of fine nanopores accompanied by the
partial filling of the pore space in individual large-size
nanopores.

6. RELATIVE SCATTERING-POWER 
VARIATIONS

In Figs. 4a–4c, we compare the relative variations in
the scattering power δitot/itot 0 of nanocomposites in
relation to the filling factor β when introducing the
above guests into np-C with varying initial porosity α.
Here, itot 0 ∝  α(1 – α) is the scattering power of the host.
In all of the cases considered, i.e., for 1 ≤ ρi/ρC ≤ 2, it
turns out that –1 ≤ δitot/itot 0 ≤ 1. As noted above (Sec-
tion 5), if ρi / ρC = 1 (Fig. 4a), the scattering power of a
composite should be lower than of the host for arbitrary
degrees of filling and initial porosity; strictly speaking,
SAXS in the composite should not occur at all without
nanopores remaining empty (β = 1): δitot = –itot 0. It
should be noted that, in this case, for the given degree
of filling from the interval 0 < β < 1, the modulus of rel-
ative scattering-power variation |δitot/itot 0| always
decreases with increasing initial porosity; this is not
true for the magnitude of the variation |δitot|, which
increases with α for reasonably high β (Fig. 3d). For
ρi/ρC = 2 (Fig. 4c), on the contrary, the scattering power
of the composite is always higher than that of the host
(Section 3) and increases with the initial nanoporosity
for an arbitrary value of β. If only half of the nanopores
are filled the largest increase becomes twofold for α =
0.5: δitot = itot 0. In the intermediate case (Section 4),
SEMICONDUCTORS      Vol. 37      No. 7      2003
both an increase and a decrease in the scattering power
are possible during formation of the nanocomposite;
however, all of the possible variations are less than the
scattering power of the host (Fig. 4b). Notably, a degree
of filling β0 exists for nanopores (increasing with α) in
np-C with an arbitrary initial nanoporosity α, so that
δitot/itot 0 = 0 for β = β0. In other words, the correspond-
ing composite and the host are indistinguishable with
respect to the SAXS intensity for an identical scattering
volume.

7. CONCLUSION

Thus, in terms of a simple monodisperse model of a
nanocomposite, it is possible to reveal the basic pattern
of variations in the SAXS intensity induced by filling
nanopores of the nanoporous material of the host. In
polydisperse systems, in particular, np-C and nanocom-
posites based on it, the angular distribution of the
SAXS intensity is not described by a single exponential
function (1) but depends on the size distribution of
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nanoinhomogeneities. In turn, the nanopore filling fac-
tor β, as was shown by the example of sulfur introduced
in np-C [9], can depend on the nanopore size. In this
case, the observed variations in the SAXS-curve shape
during formation of the composite are governed by the
“differential” parameters α and β related to nanopores
of various sizes, and also by the state of a guest in nan-
oclusters and, therefore, can have a rather complicated
character. Nevertheless, the above results may be useful
for interpreting SAXS data at a qualitative level if it is
assumed, for example, that a certain region s in the
SAXS curve is primarily defined by a contribution from
nanoinhomogeneities of a certain size (radius of gyra-
tion). For quantitative analysis of SAXS data, it is nec-
essary to use independent data derived, for example,
from adsorption experiments or from diffraction mea-
surements.

ACKNOWLEDGMENTS

I am grateful to INTAS (grant no. 00-761) and to the
Ministry of Industry and Science of the Russian Federa-
tion (State contract “Controlled Synthesis of Fullerenes
and Other Atomic Clusters”) for supporting this study.

REFERENCES
1. S. K. Gordeev and A. V. Vartanova, Zh. Prikl. Khim.

(St. Petersburg) 66, 1080 (1994); Zh. Prikl. Khim.
(St. Petersburg) 66, 1375 (1994).
2. S. K. Gordeev, A. V. Vartanova, S. G. Zhukov, et al., RF
Patent No. 2,026,735, Byull. No. 2 (1995).

3. R. G. Avarbz, A. V. Vartanova, S. K. Gordeev, et al., U.S.
Patent No. 5,876,787 (1999).

4. R. N. Kyutt, É. A. Smorgonskaya, S. K. Gordeev, et al.,
Fiz. Tverd. Tela (St. Petersburg) 41, 891 (1999) [Phys.
Solid State 41, 808 (1999)]; Fiz. Tverd. Tela (St. Peters-
burg) 41, 1484 (1999) [Phys. Solid State 41, 1359
(1999)].

5. É. A. Smorgonskaya, R. N. Kyutt, A. V. Shchukarev,
et al., Fiz. Tekh. Poluprovodn. (St. Petersburg) 35, 690
(2001) [Semiconductors 35, 661 (2001)].

6. E. Smorgonskaya, R. Kyutt, A. Danishevskii, et al.,
J. Non-Cryst. Solids 299–302, 810 (2002).

7. G. M. Plavnik, T. P. Puryaeva, and M. M. Dubinin, Izv.
Ross. Akad. Nauk, Ser. Khim., No. 7, 628 (1993).

8. G. M. Plavnik and T. P. Puryaeva, in Proceedings of
I National Conference on Use of X-Rays, Synchrotron
Radiation, and Neutrons and Electrons for Studying
Materials, RSNÉ’97 (Dubna, 1997), Vol. 2, p. 149.

9. É. A. Smorgonskaya, R. N. Kyutt, V. B. Shuman, et al.,
Fiz. Tverd. Tela (St. Petersburg) 44, 1908 (2002) [Phys.
Solid State 44, 2001 (2002)].

10. D. N. Svergun and L. A. Feœgin, X-Ray and Neutron
Small-Angle Scattering (Nauka, Moscow, 1986).

Translated by V. Bukhanov
SEMICONDUCTORS      Vol. 37      No. 7      2003



  

Semiconductors, Vol. 37, No. 7, 2003, pp. 775–783. Translated from Fizika i Tekhnika Poluprovodnikov, Vol. 37, No. 7, 2003, pp. 802–810.
Original Russian Text Copyright © 2003 by Berezkin, Viktorovski

 

œ

 

, Vul’, Golubev, Petrova, Khoroshko.

                 

CONFERENCE. AMORPHOUS, VITREOUS,
AND POROUS SEMICONDUCTORS
Fullerene Single Crystals as Adsorbents of Organic Compounds
V. I. Berezkin*, I. V. Viktorovskiœ*, A. Ya. Vul’**, L. V. Golubev**, 

V. N. Petrova*, and L. O. Khoroshko*
*Research Center for Environmental Safety, Russian Academy of Sciences, St. Petersburg, 197110 Russia

e-mail: v.berezkin@inbox.ru
**Ioffe Physicotechnical Institute, Russian Academy of Sciences, 

Politekhnicheskaya ul. 26, St. Petersburg, 194021 Russia
Submitted December 23, 2002; accepted for publication December 27, 2002

Abstract—The results of investigations of the adsorption properties of fullerenes are presented. Fullerenes act-
ing as adsorbents are compared with soot and activated carbon. From its adsorption properties, soot is similar
to activated carbon. Fullerenes do not manifest themselves in the composition of soot material. As an indepen-
dent adsorbent, fullerenes are considerably more effective than activated carbon. Possible mechanisms of
fullerene adsorption are discussed. It is concluded that the adsorptivity of fullerenes is realized mainly through
dispersion interactions. Certain theoretical estimates are presented. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Carbon adsorbents in the form of active (activated)
carbons (grained or powderlike) are widely used in var-
ious branches of industry: the food industry, water puri-
fication and conditioning, gas purification, medicine
and pharmaceutics, production of catalysts, and so on.
Active carbons are obtained from wood, peat, nutshell,
fossil coal, carbon-resin slurry, soot-pitch stock,
organic resin, etc. Annual global production constitutes
several hundred thousand tons.

Another disperse solid carbon which is also used in
industry is soot. As an adsorbent, it has been consider-
ably less investigated and is not usually used for this pur-
pose in the disperse form. It is used primarily for the rein-
forcement of caoutchouc in rubber production, for the
fabrication of printer ink, plastics, carbon electrodes,
expendable materials for office equipment, etc. Global
production amounts to several million tons per annum.

Finally, fullerenes, which are obtained from soot by
extraction and the production of which is limited to
research laboratories, have, as of yet, no industrial
applications, in spite of the universal recognition that
this form of solid carbon is promising. Although the
physics and chemistry of fullerenes have been investi-
gated rather intensively in recent decades, their adsorp-
tion properties have remained poorly understood.

In this study, we investigate the adsorption activity
of fullerenes and compare it with the activity of acti-
vated carbon and soot.

2. EXPERIMENTAL

2.1. Initial Materials

Samples of natural river water and wastes from a
pharmaceutical plant were used. Reference solutions of
1063-7826/03/3707- $24.00 © 20775
certain organic substances with a concentration no
higher than the limits of their solubility in water were
also investigated.The reference solutions were spe-
cially prepared in distilled water. The following sub-
stances were chosen as adsorbents:

(i) milled industrial grained active carbon BAU-A
based on birch wood;

(ii) fullerene-containing soot;
(iii) the same soot after fullerene extraction;
(iv) total fullerene extract, which evolved from this

soot.
Carbon of the grade mentioned is intended for the

adsorption of organic substances from water solutions.
It is considered to be one of the most effective adsor-
bents for these purposes. Soot was obtained in an elec-
tric arc chamber according to conventional technology
for fullerene production; approximately 5% of the
fullerenes were extracted from it. Fullerenes were pre-
liminarily milled into a finely disperse powder.

2.2. Preparation of the Samples

Charges of activated carbon (0.5 g), fullerene-con-
taining soot (0.5 g), soot containing no fullerenes
(0.475 g), and fullerenes (0.025 g) were added to
500 ml aliquots of water. The mixtures, which were
periodically stirred, were kept in dark, closed glass ves-
sels at room temperature for two weeks. After that,
water was filtered and extracted in a diluted funnel.
Methylene chloride and diethyl ether were used as
extractants–solvents.

2.3. Analysis of the Samples

The samples were investigated using a QP-5000
Shimazu (Japan) chromatographic mass spectrometer
003 MAIK “Nauka/Interperiodica”
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in the mass range from 33 to 450 au and with a retention
time of 8–65 min. A 60m-long capillary column with an
inner diameter of 0.25 mm was used. The temperature
of the column was increased to 290°C according to a
specified program. The carrier gas was He. The volume
of the sample introduced was 1 µl. The concentration of
sample components was estimated by the internal-stan-
dard method of an internal standard, which was used as
a known reference point. Decane was typically used for
this purpose.

The specific surface of the fullerene samples was
measured using a Micro Sizer 201 VA Instruments
(Russia) laser analyzer; the measurement range was
0.2–600 µm.

3. RESULTS

Chromatograms of natural water ((a) initial and (b)
treated with fullerene soot) are shown in Fig. 1. The
results are summarized in Table 1. It can be clearly seen
that the soot adsorbent effectively purifies the relatively
pure water of practically all impurities contained in this
water sample and which belong to various classes of
organic compounds. The peaks with retention times of
8.2 (toluene), 8.7 (chloroalcane), 8.8 (butyl acetate),
10.5 (dichloropropyl acetate), 11.2 (tetrachloropro-
pane), and 14.0 and 20.0 min (chloroalkenes) belong to
impurities of the extractant, in this case, methylene
chloride. The peak with a retention time of 13.0 min is
attributed to introduced decane.

(b)

10

Intensity, arb. units

t, min
20 30 40 50 60

(a)

Fig. 1. Complete chromatograms of the samples of natural
river water: (a) the initial sample; (b) the same sample after
treatment with fullerene-containing soot.
Industrial sewage was used to obtain a quantitative
estimate of the efficiency of water purification by vari-
ous components of soot and for comparing their action
with the standard adsorbent. A general initial chromato-
gram of the water used is shown in Fig. 2. About
150 peaks, which belong to various aliphatic, cyclic,
and aromatic compounds, are observed. Among them,
alkanes, acids, ethers, phosphates, ketones, nitrogen-
containing compounds, and many other compounds
were identified. The overwhelming majority of organic
impurities were chlorine-containing compounds. Since
it was inexpedient to investigate the chromatogram as a
whole, we restricted ourselves to the portion with reten-
tion times of 22–40 min, where the general impurity
concentration was 222.5 µg/l. From this amount, the
concentration of chlorine-containing compounds was
215.5 µg/l. These substances were chosen for further
analysis.

A corresponding portion of the chromatogram of the
initial water is shown in Fig. 3a. The activity of adsor-
bents is illustrated in Fig. 3b by the example of
fullerenes. The quantitative data on water purification
are listed in Table 2.

From the experiments carried out, it was found that all
substances used are efficient adsorbents and their action is
approximately identical qualitatively. Fullerenes, as well
as soot and active carbon, adsorbed virtually no
alkanes, ethers, acids, ethers, and certain other impuri-
ties in industrial sewage. In quantitative terms, judging
by the separate impurity components and by the total
impurity concentration in treated water, in our experi-
ments carbon was a somewhat more efficient adsorbent
than soot. Two circumstances should be noted:

(i) The activity of components which comprise the
soot material (soot itself and fullerenes) is obviously
nonadditive.

10

Intensity, arb. units

t, min
20 30 40 50 60

Fig. 2. Complete chromatogram of the initial sample of
industrial sewage of the pharmaceutical plant.
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Table 1.  Results of chromatographic analysis of the samples of natural river water corresponding to the data of Fig. 1. Iden-
tified organic compounds, their retention times, and concentrations are given

No. Compound
Retention time

Impurity concentration

prior to purifying after purifying

min µg/l

1 Alkanes 16–30 0.4 –

2 Alkadienes

Diethyl-dimethyl-3.5-octadiene 26.3 0.8 –

3 Fatty acids

Caproic 12.3 1.0 –

Enanthic 15.0 1.0 –

Caprylic 18.0 0.5 –

Palmitic 38.6 14.2 –

Stearic 42.6 0.7 –

Others 23.7 0.4 –

4 Alkenols

Alkyl heptenol 17.7 0.6 –

5 Ethers of fatty acids

Methyl ethyl propyl propanoate 30.3 2.0 –

Diethyl ether of adipinic acid 31.6 2.0 –

6 Ethers of phthalic acid

Diethyl 30.3 0.4 –

Diisobutyl 36.7 1.0 –

Dibutyl 38.9 43.5 –

Dioctyl 51.2 1.1 –

7 Substituted 1.3-dioxanes

19.1 0.7 –

26.7 0.5 –

28.2 1.3 –

8 Chlorine-containing compounds

Chloroalkane* 8.7 8.1 4.0

Dichloropropyl acetate* 10.5 2.3 1.5

Tetrachloropropane* 11.2 1.0 1.0

Chloroalkene* 14.0 0.6 4.0

Chloroalkene* 20.0 – 1.2

9 Other compounds

Toluene* 8.2 37.2 21.3

Butyl acetate* 8.8 6.5 –

Epijuvabione* 40.1 1.0 –

Total concentration of organic
impurities:

125.0 33.0

* Impurities of solvent (methylen chloride).
(ii) As a self-dependent adsorbent, in these samples
of industrial sewage fullerenes are an order of magni-
tude more efficient than active carbon in terms of their
mass content in corresponding experiments.
SEMICONDUCTORS      Vol. 37      No. 7      2003
To verify the latter assertion, reference solutions of
benzene were prepared, in to which identical charges of
fullerenes and carbon were introduced. The residual
amounts of benzene in the treated solutions were either
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approximately identical in both cases or the benzene
content in the fullerene-treated solutions was lower by
a factor of 1.5–2.

Attention should be also drawn to the following cir-
cumstances. Poorly water-soluble organic impurities,
despite being solvated, could, in principle, gradually
rise to the surface if they are lighter than water, and sink
in the opposite case. The particles of activated carbon in
solution gradually sink to the bottom, remaining par-
tially at the surface or in a suspended state in the sample
bulk. In contrast, particles of fullerene microcrystals,
the overwhelming majority of which (~99%) were 0.5–
150 µm in size, largely remained at the surface, par-
tially sank to the bottom, or were in a form of suspen-
sion. These factors could distort the results of measure-
ments. To clarify this situation, control solutions of
1.4-dioxane were investigated. For this substance, the
adsorbent position is not important, since it can be
mixed with water in any proportion. In this case, an
increased (and equal) content of fullerenes and carbon
was used, since dioxane is only slightly adsorbed by
them. The residual content of this substance in the solu-
tion after treatment with activated carbon was approxi-
mately a factor of 2 lower than after treatment with the
fullerene extract.

4. DISCUSSION

In the initial material, fullerenes are bound by soot
particles and aggregates which are not dissociated in

(b)

22

Intensity, arb. units

t, min

(a)

24 26 28 30 32 34 36 38 40

Fig. 3. Portions of chromatograms of the samples of phar-
maceutical industrial sewage corresponding to retention
times from 22 to 40 min: (a) the chromatogram of the initial
sample of industrial sewage; (b) a typical chromatogram of
the same sample after treatment with fullerenes.
water. Therefore, fullerenes do not manifest themselves
as an individual component and no additive activity of
the soot components is observed. Components are sep-
arated in organic solvents, and it is well known that
5−10% of fullerenes are usually extracted from soot
obtained in an electric arc chamber. However, it is
believed that there are far more fullerenes in such soot,
since the soluble fraction can be as large as 37% [1].
Thus, the greater portion of fullerenes remain in a
bound state and are completely inseparable from soot
even in organic solvents. 

The adsorption properties of fullerenes released
from the soot matrix correlate with the specific features
of their solubility. Specifically, fullerenes are virtually
insoluble in polar solvents, weakly soluble in alkanes,
and relatively well-soluble in aromatic hydrocarbons
and their derivatives [2]. The fact that, in our experi-
ments, fullerenes manifest themselves as adsorbents in
a specific manner is not surprising since, in both cases,
the same intermolecular interaction forces are in effect.
The main difference consists in the fact that, in our
experiments, the solvents were strongly diluted with a
third medium (water) and were treated as impurities.

For the direct qualitative verification of the consis-
tency of fullerene adsorption efficiency with their solu-
bility in various organic substances, different reference
solutions of toluene, benzene, nitrobenzene (aromatic
hydrocarbons and their derivatives), hexane (alkane),
and dioxane (polar solvent) were used. The solubility of
C60 in these substances, according to the data of various
authors, is equal to 2.15–2.90, 0.88–1.70, 0.80, 0.040–
0.052, and 0.041 mg/ml [3]. Therefore, in this experi-
ment, almost all toluene (99%), 27–87% of benzene, and
10% of nitrobenzene were adsorbed. Hexane was
adsorbed weakly, and dioxane was virtually un adsorb-
able.

The efficiency of adsorbents is determined by the
efficiency of adsorption mechanisms and the specific
surface. One of the main adsorption mechanism, which
is realized in physical adsorbents, is the formation of
van der Waals bonds between the particles (atoms, mol-
ecules, or their aggregates) of the adsorbent and the
adsorptive(i.e., the substance adsorbed) at the solid–liq-
uid or gas interface. Depending on the intensity of the
force field at the adsorbent surface, adsorption layers,
one or several molecules thick, may form under various
external conditions (monomolecular and polymolecu-
lar adsorption). Therefore, the real specific surface of
physical adsorbents may be considerably less than the
effective specific surface, which is measured experi-
mentally from the adsorption of reference substances.

Due to their high porosity, active carbons possess a
developed internal surface with a pore size from tenths
of a nanometer or larger. They are efficient physical
adsorbents of hydrocarbons and many of their deriva-
tives. It is well known that activated carbons extremely
weakly adsorb polar molecules, e.g., lower alcohols,
ammonium, and especially water [4].
SEMICONDUCTORS      Vol. 37      No. 7      2003
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Table 2.  Summary results of the chromatographic analysis of industrial sewage samples of the pharmaceutical plant, which
correspond to chlorine-containing organic compounds with retention times of 22–40 min. The retention times and impurity
concentrations for the initial sample and the samples after treatment with fullerene-containing soot, soot without fullerenes,
fullerenes, and activated carbon are given

No.
Retention time

Impurity concentration

water prior
to purifying

water after purifying

fullerene-
containing soot

soot without 
fullerenes fullerenes activated

carbon

min µg/l

1 22.7 31.0 6.0 3.5 1.0 2.0

2 22.8 5.0 – – 0.6 –

3 24.2 30.0 5.5 8.0 2.0 3.0

4 24.8 10.0 1.5 2.0 5.0 0.6

5 25.9 3.5 1.5 2.0 – –

6 26.3 16.5 5.0 1.5 2.0 1.0

7 27.9 5.0 1.5 1.0 1.0 0.4

8 28.8 8.0 2.5 4.0 4.0 1.5

9 29.7 8.0 1.0 1.0 1.5 –

10 30.0 9.0 1.5 1.0 1.0 3.0

11 30.2 2.5 0.5 0.7 0.7 –

12 30.9 3.5 1.0 1.5 1.0 0.4

13 31.0 9.0 1.0 1.5 2.5 0.5

14 31.9 12.5 3.0 4.0 3.5 1.5

15 33.7 10.5 0.5 0.5 1.5 –

16 35.2 4.5 0.7 1.0 0.7 –

17 35.5 3.0 2.0 0.5 – –

18 35.7 5.0 1.5 0.2 0.5 –

19 35.9 12.0 4.5 1.5 1.0 0.6

20 37.0 5.0 – – 0.8 –

21 37.6 3.5 0.5 – – –

22 38.0 12.0 1.0 0.7 1.5 0.5

23 39.0 6.5 0.6 – 0.7 –

Total impurity concentration 215.5 42.0 35.5 32.5 15.0
As can be seen from the data presented above, dis-
perse carbon in a the form of soot also exhibits high
adsorption activity relative to various organic com-
pounds. The main structural units of soot and carbon are
graphite-like nanocrystallites in the form of imperfect and
distorted stacks of hexagonal carbon networks [5–7]. The
length of the crystallites is 2–3 nm or more with a thick-
ness of 1.0–1.7 nm; the layers are 0.34–0.37 nm apart.
Amorphous carbon and heteroatoms are also present.
The main distinction between soot and carbon is in the
character of crystallite packing. In carbons, crystallites
form turbostrate layers, and, in soot, mainly spherical
particles with a diameter of approximately 5–10 nm or
more are formed from them. In their turn, soot particles
can form aggregates of various shapes (chains, spirals,
SEMICONDUCTORS      Vol. 37      No. 7      2003
bunches, etc). In this context, it is apparently possible
to assume that the mechanisms of adsorption for soot
and carbons, in general, have the same nature.

It is well known that soot has a large specific surface
(tens and hundreds of m2/g [8]), which is comparable
with the specific surface of active carbons (a general
range of 0.1–103 m2/g; the most characteristic range is
also tens and hundreds of m2/g [5]). Therefore, with the
proviso that the specific surfaces are approximately
equal, the efficiency of soot as an adsorbent should not
differ strongly from the efficiency of activated carbons,
which was observed in our experiments. The specific
surface of the carbon used by us is rather large,
although it may vary in a rather wide range, for exam-
ple, from 258 m2/g [9] to 915 m2/g [10].
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The activity of fullerenes can be related to both the
larger effective specific surface and the more produc-
tive sorption. Taking into account that the diameter of a
C60 molecule is equal to 0.71 nm [11], the overall real
specific surface of these fullerenes is estimated as
1.34 × 103 m2/g. However, the fullerenes in our experi-
ments were microcrystals rather than separate mole-
cules. Therefore, their real specific surface was sub-
stantially smaller. For various samples it varied in the
range of 0.45–1.43 m2/g. Let us assume that in our
experiments the amount of organic substances adsorbed
by fullerenes per mass unit and the same amount for
active carbon are of the same order of magnitude. In this
case, the mechanisms of adsorption by fullerenes should
be recognized as much more productive.

As for the mechanisms of sorption by fullerenes,
three possibilities can generally exist. The first possibil-
ity is absorption, which may be thought of as intercala-
tion, i.e., the filling of the intermolecular spaces in the
crystal lattice of fullerites. The second possibility is the
breaking of the carbon–carbon bonds in the fullerene
molecule, which is accompanied by chemisorption.
The third possibility is physical adsorption.

The intercalation for both graphite [12] and fuller-
ites [13] calls for temperatures of several hundred °C.
As for the introduction of foreign atoms or molecules
into the fullerene cell, endohedrals, as it is known, may
form simultaneously with the formation of fullerenes,
and this process calls for temperatures of ~1000°C.

The energy of C–C or C=C bonds is quite high, and
it is equal to 344 and 615 kJ/mole, respectively [14].
Therefore, chemisorption by fullerenes requires large
energy consumption. At the same time, the interaction
with substances with an increased chemical activity
may proceed relatively easily. However, elevated tem-
peratures are also required in this case. For example, in
the presence of O2, fullerenes begin to be oxidized at
250°C and, with further rise in temperature, they
decompose completely into CO and CO2 [15]. As
chemical adsorbents, carbon and soot behave identi-
cally, and in both cases, CO and CO2 rather than O2
leave the surface [4, 7].

Since adsorption was carried out at room tempera-
ture in our experiments, physical adsorption most likely
occurred. In this case, fullerene molecules should be
treated as chemically inert particles which conserve
their individuality in interactions with other molecules.

The attractive forces of physical adsorption as is
well known, are divided into electrostatic and disper-
sion forces. The former are effective if the molecules
are electric dipoles (polar molecules), quadrupoles, or,
in general, multipoles; these multipoles are caused by
the nonuniform distribution of electron density in gen-
erally electroneutral molecules. The dipole interactions
may be both intrinsic and induced. The latter ones
emerge when the dipole moment is induced in a nonpo-
lar molecule during its interaction with a molecule with
a constant dipole moment. Therefore, dipole interac-
tions are divided into orientation- and polarization-
related ones.

The extremely low solubility of fullerenes in polar
solvents poins to the insignificant role of dipole–dipole
interactions, which might be expected since molecules
are symmetric and have no dipole moment. The dipole-
induced interaction also should not play a noticeable
role, which is confirmed, for example, by the follow-
ing circumstances. With increasing molecular dipole
moments in the sequence of: fluorobenzene (its dipole
moment is equal to 1.57D, where D = 3.34 × 10–30 C m),
chlorobenzene (1.69D), bromobenzene (1.70D), and
nitrobenzene (4.22D [16]), the solubility of C60 in these
substances varies as 0.59, 7.00, 3.30, and 0.80 mg/ml,
respectively [2], with no correlation with the dipole
moment of the solvent.

Certain aromatic molecules (benzene, naphthalene,
and anthracene) possess a considerable quadrupole
moment [17]. Fullerene molecules may be considered
as three-dimensional analogues of aromatic molecules,
whose hexagonal fragments are similar to the benzene
molecule, so that the fullerene fragments may possess
quadrupole electric moments. Therefore, in theoretical
calculations of intermolecular interactions, the corre-
sponding expressions are modified taking into account
quadrupole moments of surface fragments of the
fullerene molecule. These moments are caused also by
the inequality of bonds between carbon atoms and the
local anisotropy in charge distribution [18]. The total
quadrupole moment of molecules is equal to zero [19].
At temperatures above the temperature of orientation
phase transition, 249–260 K for C60 or 280 K for C70
[20], the molecules rotate in the lattice. Therefore, fixed
quadrupole interactions are absent under these condi-
tions.

An assumption exists stating that the rather high sol-
ubility of fullerenes in solvents, which contain six-
membered carbon rings, may be caused by the mag-
netic interaction of closed ring electron currents in cor-
responding fragments of the fullerene structure and
aromatic solvent [3].

The molecules of chemically saturated substances,
as a rule, have no magnetic moments. For an over-
whelming majority of organic molecules with covalent
bonds, in which unpaired electrons are absent, the mag-
netic moment is absent completely. Aromatic mole-
cules are unusual substances. Although their molecular
formula corresponds to a high degree of unsaturation,
they do not enter into an addition reaction, which is
characteristic of unsaturated compounds. Instead of an
addition reaction, these substances, as a rule, enter into
an electrophilic substitution reaction [21]. In the aro-
matic system, the π electrons are not located at a single
atom; rather, they occupy molecular orbitals which
envelop the molecule as a whole; i.e., they are delocal-
ized. Therefore, aromatic compounds, including
fullerenes, are diamagnetic substances. In this case,
allowance should not be made for second order effects,
SEMICONDUCTORS      Vol. 37      No. 7      2003
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which are associated with the moments of atomic
nuclei. Therefore, no basis exists for the realization of
the magnetodipole interaction mechanism.

Thus, at sufficiently high temperatures, the adsorp-
tion mechanism with the predominance of dispersion
interaction forces should be preferable for fullerenes.
The dispersion forces are universal; they are not associ-
ated with the existence of steady-state electric or mag-
netic moments. They act between the atoms and mole-
cules of any nature irrespective of their structure and
emerge due to the synchronization of instant dipoles
inherent to the interacting particles.

In investigations of physical interactions between a
pair of spherically symmetric atoms or molecules
which are spaced at a distance r the Lennard-Jones
potential is used quite often. This potential has the form

(1)

where the second term corresponds to the attractive
forces of the particles, the first term corresponds to the
repulsive forces of the particles, and ε and σ are the
constants of this substance. The Lennard-Jones poten-
tial for carbon atoms can be quite successfully applied
to the investigation of physical interactions of fullerene
molecules by the methods of molecular dynamics for
the calculation of various characteristics of fullerites
[17, 22, 23]. Let us calculate the energy of adsorption
interaction U of a C60 molecule with a single aromatic
ring C6, which is equivalent to the benzene molecule in
the absence of chemical interactions. For this purpose,
it is necessary to calculate the sum of van der Waals
potentials of interaction for all carbon atoms of one
molecule with all carbon atoms of a second molecule.
At a sufficiently high temperature, fullerene molecules
rotate almost freely. Therefore, they may be approxi-
mated as a sphere that has a uniformly distributed den-
sity of carbon atoms, and integration may be substituted
for summation [23]. Let the C60 molecule be located at
the origin of coordinates, while the hexagon is located
at a distance a from the center of the fullerene molecule
in a plane normal to the radius, which connects the cen-
ters of molecules. The expression for U(a) can be writ-
ten in the following form:

(2)

Here, r is the distance between the center of the C6H6
molecule and an arbitrary point on the surface of the C60

molecule, and d1 = 60/4πR2 and d2 = 6/1.5 ρ2 are the
corresponding surface densities of carbon atoms. Inte-
gration is carried out over the surface of the C60 mole-
cule (Σ1 is the sphere with a radius R) and over the plane
of the C6H6 molecule (Σ2 is the hexagon with a side
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length ρ). As a result, for expression (2), where u(r) = r–n,
we derive

(3)

where r0 = a – R is the distance between the carbon
atoms of interacting molecules. Applying this to poten-
tial (1), using for carbon atoms the constants ε = 28.0 K
and σ = 0.34 nm, which were obtained from graphite
compressibility [24], and assuming r0 = 0.335 nm, we
derive U = –1245.5 K = –0.107 eV. If we use the recom-
mendation of Cheng and Klein [22] and increase ε by
15% to achieve better agreement between the results of
calculations and experimental data, then U = –1432.3
K = –0.123 eV.

Fullerites, by virtue of their molecular structure and
bond organization in the crystal lattice, are the only sol-
uble form of solid carbon. Since fullerenes in solutions
are able to form aggregates (clusters) which consist of
several molecules, the energies of interaction of
fullerene molecules with each other and with solvent
molecules (as well as with adsorptive molecules)
should not differ strongly.

Cheng and Klein [22] estimated the bonding energy
for two C60 molecules as 2200–2900 K (0.19–0.25 eV).
The heat of dissolution of fullerenes, which was calcu-
lated for benzene, toluene, and CS2, is equal to approx-
imately 10 kJ/mol (0.104 eV) [3]. In our opinion this
value can also serve as an indicator of the bonding
energy of fullerenes with the soot matrix. The cohesion
energy of C60 in the crystal lattice, which was calcu-
lated per molecule with allowance made for the
12 nearest neighboring C60 molecules, is equal to
1.6 eV [25]. The experimentally measured energy of
sublimation of C60 at 400°C is equal to 40 kcal/mol
(1.74 eV) [15]. Therefore, we can assume that the esti-
mate from formula (3) is in good agreement with the
known data for fullerenes.

On the other hand, for active carbons, the character-
istic energy of adsorption relative to the standard vapor
(benzene) has virtually the same values 10–15 kJ/mol
[26] (0.104–0.156 eV). However, here allowance
should be made for the fact that in any porous adsorben,
adsorption proceeds mainly in pores no larger than
2 nm in size. In this case, the pores may be considered
as three-dimensional, since practically all of the atoms
which constitute the pore interact with the adsorptive
molecule as the pore and the molecule adsorbed are
comparable in size [27]. In other words, the adsorption
potential of active carbon may be lower than the poten-
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tial of fullerene if the interaction area is taken into con-
sideration.

If we nevertheless assume the energies of adsorption
for active carbons and fullerenes to be of the same order
of magnitude, other factors should be taken into
account for explaining the more productive activity of
fullerenes.

The molecules of organic compounds, especially
high-molecular, as a rule, are far from spherically sym-
metric in shape, which leads to the anisotropy of phys-
ical properties. For example, for an aromatic molecule,
the diamagnetic susceptibility in the ring plane is less
than in the normal direction by several times. In the
limiting case of graphite, which is a giant two-dimen-
sional molecule, this difference becomes as large as
almost two orders of magnitude [28]. The anisotropy
may lead to the dependence of the adsorption potential
and the potential well depth on the mutual orientation
of the adsorbent and adsorptive molecules.

Fullerene molecules, unlike molecules with an elon-
gated or plane shape, interact with their surroundings
independently of their orientation. Such “molecules” in
the form of carbon networks exist in soot and activated
carbon. They are the outer layers of crystallites interact-
ing directly with the molecules of adsorptives or sol-
vents. In other words, the adsorbent and adsorptive
molecules interact most efficiently only for a certain
mutual orientation. In contrast, in the case of a spherical
molecule of fullerene, the adsorptive molecule will find
any orientation of the fullerene molecule surface rela-
tive to itself (including the required one) by approach-
ing the molecule of this adsorbent closely enough. At
room temperature, the energy of interaction of fullerene
molecules both with each other in the crystal and with
molecules of adsorptives should not be sensitive to the
mutual orientation of fullerene molecules.

One more circumstance should be noted. In
fullerene carbon rings, defects are absent, whereas the
rings of carbon and soot have a large number of defects.
This may affect the efficiency of emergence of instan-
taneous electric moments and the magnitude of the
adsorption force field at the interface.

5. CONCLUSION

By its adsorbing properties, soot is on the same level
as activated carbon. This result is not surprising, since
both of these substances apparently have the same
adsorption mechanism and a comparable specific sur-
face.

Fullerenes do not manifest themselves in soot mate-
rial as an adsorbent since they are linked to the soot
matrix. In the form of a separate fraction, they are phys-
ical adsorbents under normal conditions. Let us correlate
the amount of substance adsorbed for all of our experi-
ments and the effective surfaces of adsorbents used. From
this correlation, it is possible to conclude that the adsorp-
tion mechanism of organic substances by fullerenes is far
more productive than by active carbon or soot.

All of the adsorbents investigated are formed of
identical structural units, specifically, carbon rings,
although these rings are packed differently. Therefore,
three circumstances may cause the higher adsorption
efficiency of fullerenes. First, the adsorption potential
of active carbons per interaction area may be lower than
that of fullerenes. Second, the problem of orientation of
absorptive molecules relative to fullerene molecules is
nonexistent. Third, structural defects are absent in the
fullerene structure. All of these factors probably also
affect the level of polymolecularity of adsorption.

The adsorption properties of fullerenes correlate
with specific features of their solubility due to the
action of the same intermolecular forces upon the inter-
action with the same molecules of adsorptives or sol-
vents. The similarity of the adsorption properties of
fullerenes with analogous properties of active carbon
and soot, as well as the commonness of structural ele-
ments, allows us to assume that the adsorption mecha-
nisms of the carbon investigated sorbents possess com-
mon features. Under normal conditions, dispersion
interactions are realized between the fullerene mole-
cules and adsorbed substances.
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Abstract—X-raying is used to study the structure of nanoporous carbon particles produced from carbides of
various materials (SiC, TiC, Mo2C, and B4C) by chemical removal of carbide-forming elements. The X-ray dif-
fraction patterns exhibit reflections in the double reflection angle ranges 2θ = 23°–26° and 42°–44°. An analysis
of the angular position, half-widths, and intensities of these peaks shows that the former peak is a reflection
from basal planes of distorted graphite-like crystalline fragments, and the latter reflection can be caused by two-

dimensional diffraction ( ) from graphene plane fragments in the sample bulk. The amount of graphite-like
crystallites depends on the sample preparation method. Their size varies within 40–100 Å, and the volume frac-
tion is from 5 to 12% for various samples. © 2003 MAIK “Nauka/Interperiodica”.
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1. INTRODUCTION

Recently, many new nanocarbon modifications
characterized by unique properties have been discov-
ered. Their structure depends, first and foremost, on the
initial object and the preparation method. One method
for producing nanocarbon material from carbide com-
pounds is based on the chemical removal of carbide-
forming noncarbon atoms [1, 2]. As a result, a nanopore
system with a high (about 65% or above) total porosity
is formed. Structural studies of this type of bulk mate-
rial carried out using small-angle X-ray scattering have
shown rather high uniformity of nanopores (0.8–2.5 nm
in size depending on the initial carbide) and nanoparti-
cles (1–3 nm) representing quasi-amorphous structures
with partial absence of long-range order [3, 4]. How-
ever, the results of these studies have also shown larger
particles (5–6 nm and larger) in the samples studied.
The structure of these particles can be revealed by mea-
suring and analyzing X-ray diffraction reflections. This
paper is devoted to this problem.

2. MEASURING TECHNIQUE

An X-ray diffraction pattern from polycrystalline
samples, measured by 2θ- or (θ–2θ)-scanning, includes
all of the allowed hkl reflections of the phases existing
in the material under study. The angular position of the
peaks is controlled by the corresponding interplane
spacing. The peak half-width in the X-ray diffraction
pattern depends on polycrystal grain sizes. Taking into
account probable size anisotropy in various directions,
the reflection half-width on the scale 2θ is given by

(1)w 2θ( ) λ /τ θ,cos=
1063-7826/03/3707- $24.00 © 20784
where τ is the average crystallite size in the direction of
the diffraction vector and λ is the wavelength.

The integrated reflectivity for polycrystals is written as

(2)

where t is the sample thickness, p is the multiplicity fac-
tor for reflecting planes, z is the counter slit height, x is
the sample–detector distance, and Q is the integral
reflectivity of a unit volume,

(3)

F is the structure factor, v  is the unit cell volume, and
re = 2.818 × 10–13 cm is the classical electron radius).
At the same time, experimental reflectivity is given by

(4)

where A is the area under the diffraction peak, I0 is the
intensity of the direct beam passed through the sample,
and Rs is the resolution of the detector entrance slit. The
ratio of experimentally determined Ri to calculated J is
equal to the volume fraction of crystallites causing a
given reflection (needless to say under the condition of
grains uniformly distributed over orientations).

3. SAMPLE PREPARATION

We studied bulk samples of nanoporous carbon
(NPC) produced from powdery polycrystalline SiC,
TiC, Mo2C, and B4C carbides. Two methods were used
to prepare NPC. According to one method (hereafter
designated as type B), polycrystalline carbide α-SiC,
TiC, Mo2C, and B4C powders with grain sizes from 2 to

J
pzt

2πx 2θ( )sin
-----------------------------Q,=

Q
F2λ3

v 2 2θ( )sin
-------------------------re
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40 µm were pressed into pellets. Pyrolitic carbon (pyro-
carbon), playing the role of binding material, was syn-
thesized in pellet macropores through high-temperature
annealing in methane. The samples were then annealed
at 900–950°C in chlorine. The chemical reaction
between chlorine and carbides produced gaseous chlo-
rides of carbide-forming metals, which were removed
from the samples. Eventually, bulk carbon samples
were prepared in the shape of disks ~1 mm thick with a
high total porosity (up to 65–70%) and nanoporosity
(up to 35%). As a rule, their pyrocarbon fraction did not
exceed 10–12%. In the samples prepared from SiC
powders by the second method (type A), β-SiC was
synthesized from pyrocarbon inclusions using high-
temperature siliconization. Only then was silicon
removed by chlorination. The nanopore volume was no
less than 45–50% of the total volume.

4. EXPERIMENTAL

X-raying measurements were carried out using a
two-crystal diffractometer with a crystal monochroma-
tor made of a perfect Ge crystal (reflection (111)),
which ensured that angular divergence of the incident
beam was as small as 20″. A 0.5-mm entrance slit in the
counter provides a resolution of 0.16° over the angle 2θ.
Scattering in the angle range 2θ = 0°–50° was measured
in the beam transmission geometry. The (θ–2θ scan-
ning mode was used, which yielded an intensity distri-
bution in the scattering plane in the direction of the
scattering vector S = k1 – k0 parallel to the sample sur-
face.

5. RESULTS AND DISCUSSION

The X-ray diffraction patterns measured for the
NPC samples produced from various carbides are
shown in Fig. 1. They do not reveal the diffraction
reflections of an initial carbide material. Broad peaks
are observed in the angular range 2θ = 23°–26° and
40°–45°. The first peak is close to the reflection (0002)
from the graphite basal planes. The angular region of
the second peak location covers the Bragg angles of

graphite reflections ( ) and ( ) (from planes
normal and inclined to the basal plane, respectively)
and the diamond reflection (111). As follows from the
general view of the X-ray diffraction patterns, nanopo-
rous samples contain fragments of the carbon structure
with a short-range order close to that of graphite. The
parameters of the peaks in the X-ray diffraction pat-
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terns (angular positions and half-widths) for some of
the samples are listed in Tables 1 and 2.

We can see from Tables 1 and 2 that the angular
positions of the peaks slightly vary from sample to sam-
ple. However, for the most part, these variations are
within measurement error and are independent of the
initial material. We note that silicon, titanium, molyb-
denum, and boron carbides fall into different structural
types. However, the X-ray diffraction reflections in the
samples produced from different carbide materials are
similar.

For most of the samples, the reflection in the angular
range of 23°–26° is distinctly shifted to smaller angles
in comparison with the double Bragg angle of the
graphite reflection (0002) (2θ = 26.6°). This can be
caused by the distortion of graphite planes. It seems
that the detected crystallites have a structure referred to
as “turbostratum” and are characterized by graphite
planes (0001) irregularly packed along the c axis and
randomly rotated about it. This structure is also encoun-
tered in other carbon compositions. In this case, the
interplane spacing d (0002) is within 3.40–3.49 Å for
materials produced under various technological condi-
tions [5–7]. This value is much larger than that of
graphite, d = 3.35 Å. The average position of the peak
(0002) in the X-ray diffraction patterns of the structures
under study corresponds to d = (3.46 ± 0.03) Å, which
is within the above-mentioned limits. In specific cases,
the corresponding peak has a more intricate shape and
it can be resolved into several peaks. Such samples

0

0 10

Intensity, cps

2θ, deg

15

20 30 40 50

10

5

2

3

1
4

Fig. 1. X-ray diffraction patterns of nanoporous carbon pre-
pared by method B from polycrystalline SiC (1), Mo2C (2),
TiC (3), and B4C (4).
Table 1.  Angular position and half-width (in degrees of arc) of the diffraction peak in the range of 23°–26°

Sample type From SiC(B) From TiC(B) From Mo2C (B) From B4C(B) Graphite Pyrocarbon 
(experiment)

2θ 25.8 25.8 25.7 25.5 26.6 26.44

w 2.5 3.2 3.5 4.7 0.61
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Table 2.  Angular position and half-width (in degrees of arc) of the diffraction peak in the range of 40°–45°

Sample 
type From B4C From SiC(A) From SiC(B) From 

TiC
From 
Mo2C

Graphite 

(10 0)

Graphite 

(10 1)

Dia-
mond 
(111)Index 1 2 22 25 19 32

2θ 43.7 44.4 43.4 43.5 43.1 43.4 43.3 43.3 42.3 44.5 44.2

w 4.1 4.6 3.7 3.2 2.5 4.5 4.7 3.6

1 1
probably contain various graphite-like fragments with
various degrees of distortion in planes (0001). We also
note other probable types of graphene plane distortions,
e.g., a great number of vacancies, which might be rea-
sonably expected for a high-porous material. This
should also cause an increase in the corresponding
interplane spacing.

The peak half-width varies from 1.3° to 3.5° and
from 2.5° to 5.5° for the peaks in the regions of 26° and
40°–44°. We can see that the second reflection is dis-
tinctly broader than the first one. Expression (1) yields
the average size of graphite-like crystallites: from 3.0 to
8.0 nm for peak (0002). In the case of the samples pro-
duced from TiC and Mo2C, the crystallite sizes are, on
average, smaller than those for the samples produced
from SiC.
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Fig. 2. X-ray diffraction patterns of nanoporous carbon pre-
pared by methods (b) A and (c) B from polycrystalline SiC,
as well as from the initial SiC sample with pyrocarbon (a).
The samples whose X-ray diffraction patterns are
shown in Fig. 1 were prepared by method B. For type-A
samples, the diffraction pattern appreciably changes.
Figure 2 displays the X-ray diffraction patterns for the
samples prepared from polycrystalline SiC powders by
both methods. It is evident that no appreciable peak is
detected in the region of graphite reflection (0002) for
type-A wafers. Instead of a peak, we observe a smooth
intensity increase in the range of smaller angles, 18°–23°.
Mathematical processing allows separation of a very
broad peak with a half-width larger than 5°. However,
measurements in the angular range 2θ = 40°–45°
exhibit distinct peaks for all of the samples produced by
both methods. The angular position of the peak in these
curves is almost identical for all of the samples, ~43.5°.
Although the half-width varies from sample to sample,
it is independent of the preparation method.

Thus, there are no significantly extended fragments
with graphene planes in the type-A samples, which rad-
ically distinguishes them from type-B samples. We note
that the disappearance of the graphite reflection (0002)
also takes place in some of the other cases described pre-
viously (in particular, for powdery samples of nanopo-
rous carbon produced from very fine SiC powders [8]).

The difference in the behavior of the two peaks (in
the angular ranges of 23°–26° and 42°–45°) suggests
that they are related to different particles. This fact may
be considered with greater confidence by comparing
the intensities of two reflections. If we assume that
these reflections are caused by diffraction from the
same graphite particles, the ratio of the integral intensi-
ties of two peaks for polycrystalline samples (taking
into account that the second peak consists of two reflec-

tions ( ) and ( )) should be given by

where F1, F2, and F3 are the structure factors of graphite

reflections (0002), ( ), and ( ); and θ1, θ2, and
θ3 are the corresponding Bragg angles. The structure
factors of the graphite reflections are F1 = 52.4, F2 =
9.4, and F3 = 15.7. Taking into account the multiplicity
factors, the integrated intensity of the first reflection
should be higher than the sum of the integrated intensi-
ties of the two others by a factor of 4.1. This value is
valid for a perfect structure of graphite crystal. As for

1010 1010

I1/I2
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Table 3.  Ratio of the integral intensities of the peaks in X-ray diffraction patterns and the volume fraction V of graphite frag-
ments calculated from the integrated intensity of reflection (0002) 

Sample type From SiC(B) From SiC(B)
From Mo2C From TiC From B4C

Index 19 32

I(0002)/{I(10 0) + I(10 1)} 2.0 1.3 1.8 0.9 1.5

V from (0002) 0.053 0.091 0.07 0.05 0.10

1 1
distorted graphite fragments, which exist in the case
under consideration, this value should be even greater,

since the reflection ( ) is much more sensitive to
any distortions of the graphene planes than to direct
reflection from them. All experimental values of this
ratio (see Table 3) are smaller than the calculated value.
Thus, it may be unambiguously concluded that the
peaks in the ranges of 25° and 43° are caused by differ-
ent particles.

In this case, the peak observed in the range of 41°–45°
can be caused by the two-dimensional diffraction (10)
from graphene plane fragments, which form the basis
of the quasi-amorphous fraction of carbon material.
This inference is confirmed (see [9]) by the characteris-
tic asymmetry of this peak with a less steep decrease in
intensity in the range of large angles, which was
observed for some samples produced mainly from SiC
and Mo2C. The finite size of such structures is respon-
sible for the peak intensity shift to larger angles with
respect to the Bragg angle of the (10) reflection (θ =
42.3°). Estimations of the average diameter of such
plane fragments according to the formulas of [9] yield
values from 40 to 60 Å. However, the integrated inten-
sity of the peak in the range of 41°–45° for most of the
samples turned out to be higher than that calculated
using the expressions given in [9] for two-dimensional
reflection (10), even under the condition that the entire
material volume of the sample consists of such struc-
tures. Furthermore, the corresponding peak is symmet-
ric for a number of samples, in particular, those pro-
duced from TiC. This observation suggests that the
NPC samples under study also contain other particles,
e.g., those characterized by a long-range order close to
that of diamond, whose reflection (111) is also in the
angular range under study (2θ = 44.2°). This assump-
tion is confirmed by Raman scattering and photoelec-
tron spectroscopy data [10, 11], which show the proba-
ble existence of diamond sp3 bonds in such objects,
along with sp2 bonds characteristic of graphite. The dif-
fraction peak observed in the range of 40°–45° is most
probably caused by the total contribution of different
particles.

Since the major part of the peak in the range of
40°−45° is not caused by graphite-like fragments, we
can estimate the sizes of these only on the basis of an
analysis of reflection (0002). However, in this case, we
obtain an effective size in the direction normal to these
planes, i.e., the average thickness of a stack of graphene
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planes. Therefore, the diffraction data we obtained do
not provide a conclusion on the graphite-like crystallite
sizes in axial directions.

The volume fractions V of graphite-like particles
estimated using expressions (2)–(4) from the integrated
intensity of reflection (0002) are listed in Table 3. One
can see that this value does not exceed 10% of the total
volume for most of the samples under study and is close
to the volume concentration of pyrocarbon introduced
as a binding material during preparation. It is the pyro-
carbon contained in initial (before chlorination) wafers
which constitutes the major difference between type-B
and type-A samples. Figure 2a shows the X-ray diffrac-
tion pattern of such an initial sample from SiC powder
bound by pyrocarbon. In addition to the reflections
from SiC, we can see a narrow “graphite” peak from
pyrocarbon inclusions at 2θ = 26.44°. Chlorination
results in the disappearance of the reflections of both
initial carbide and initial pyrocarbon. This suggests that
the chlorine treatment distorts (or destructs) the pyro-
carbon 3D lattice as well, although the pyrocarbon–
chlorine chemical interaction is not strong at the tem-
perature indicated. It seems that the observed broad
reflections of graphite-like crystallites in NPC are
caused by precisely this transformation. In this case, the
absence of reflection (0002) in the X-ray diffraction
patterns of type-A samples is to be expected. However,
it would be incorrect to completely relate the formation
of graphite-like grains solely to pyrocarbon, since they
have been detected (as shown previously) in the sam-
ples produced by chlorination from SiC single crystals,
as well as in powder samples of nanoporous carbon [8],
prepared from SiC powders.

The data obtained allow certain assumptions on the
kinetics of NPC formation during chemical treatment
with chlorine. The presence or absence of graphite-like
fragments obviously depends on the features of chlori-
nation in various initial samples. The major factor
affecting the result of this process is the reaction front
velocity. In the case of samples from rather coarse ini-
tial carbide powders with macropores, through which
gaseous reaction products are freely released during
chlorination, the carbide-to-carbon transformation rate
is quite high (moreover, the role of the reverse reaction
has only minor importance in this case). As a result,
rather large graphite-like particles have no time to form,
and the material rapidly transforms into a mainly quasi-
amorphous phase, which mostly consists of small
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graphene fragments. In the case of fine powders and a
significant volume fraction of pyrocarbon inclusions,
the reaction front velocity during chlorination of a car-
bide sample is much lower due to the complicated
release of reaction gases, and there is a tendency for
rather large (10–15 nm) graphite clusters to form.

6. CONCLUSIONS
(i) X-ray diffraction patterns of samples of nanopo-

rous carbon produced from carbides of various materi-
als were measured and analyzed.

(ii) The dependence of the structure on sample prep-
aration method was studied. It was shown that the sam-
ples grown by the type-B method contain microcrystal-
line fragments with a graphite-like structure.

(iii) The sizes and volume fraction of these crystal-
line fragments were estimated. It was ascertained that
the volume fraction is a small portion of the sample
mass. It was shown that the major differences in the
X-ray diffraction patterns of A- and B-type samples are
caused by pyrocarbon inclusions in B-type samples,
despite the fact that these inclusions are significantly
modified during the high-temperature reaction with
chlorine.
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Abstract—Electronic properties of a-Se as a function of the source (boat) temperature and as a function of As
(up to 0.7%) and Cl (up to 40 wt ppm) concentrations have been experimentally studied by carrying out con-
ventional and interrupted field time-of-flight (IFTOF) transient photoconductivity measurements that provide
accurate determinations of the drift mobility and the deep trapping time (lifetime). No variation in electron and
hole lifetimes and mobilities for pure a-Se was observed with the source temperature, that is, no dependence
was observed either on the deposition rate or on the vapor composition. The addition of As reduces the hole
lifetime but does not change the hole mobility. At the same time, As addition increases the electron lifetime
while reducing the electron mobility. The electron range µτ, however, increases with the As content, which
means that the overall concentration of deep electron traps must be substantially reduced by the addition of As.
Cl addition in the ppm range increases the hole lifetime but reduces the electron lifetime. The drift mobility of
both carriers remains the same. We interpret the results in terms of a shallow-trap-controlled charge transport
in which deep traps are due to potential under- and overcoordinated charged defects that can exist in the struc-
ture. © 2003 MAIK “Nauka/Interperiodica”.
1 1. INTRODUCTION

Renewed interest in amorphous selenium (a-Se) is
motivated by its use as an X-ray sensitive photoconduc-
tor in recently developed direct-conversion flat-panel
X-ray image detectors [1, 2]. In these devices, a layer
(thick film) of a-Se is deposited over a thin-film transis-
tor array. X-ray irradiation generates mobile charge
carriers in the selenium layer that separate and drift due
to a large applied electric field. With positive bias
applied to the radiation-receiving electrode, electrons
are collected by the pixel storage capacitors. The
amount of charge stored on each pixel is proportional to
the radiation received by that pixel and represents a
“pixel” of the X-ray image. Sense amplifiers periodi-
cally read the stored charge row by row through the
array’s transistors thus forming the X-ray image. For
more detail refer to the review articles by Kasap and
Rowlands [1, 2]. Amorphous selenium satisfies three
conditions that are necessary for its use as an X-ray
photoconductor in such an imaging system. First, it has
good X-ray photosensitivity, thus producing a strong
signal. Second, its very high resistivity limits the back-
ground (dark) current. Third, it is easily evaporated to
form large-area thick films comparable in size to typi-
cal objects to be X-rayed, e.g., a human chest.

A large electric field is necessary because the
amount of collected charge per unit of absorbed radia-
tion is a strongly increasing function of the field.
Although the intrinsic dark conductivity of a-Se is

1 This article was submitted by the authors in English.
1063-7826/03/3707- $24.00 © 20789
small, the large field that is needed for good X-ray sen-
sitivity tends to cause injection of charge from the
metallic electrodes, which leads to a significant dark
current. One way to minimize this undesired dark cur-
rent is by adding thin layers that have small carrier life-
times in order to trap the injected carriers, creating an
analog of a p–i–n structure [3]. In these advanced detec-
tor structures, control over the carrier mobilities and
lifetimes is crucial.

There are a number of parameters that can poten-
tially influence the structure and electronic properties
of a-Se prepared by thermal evaporation such as the
boat (or source) temperature, evaporation rate, and the
substrate temperature. Postdeposition treatments such
as annealing can also modify the sample’s properties.
In addition, the a-Se that is used in actual X-ray photo-
conductor applications is not simply “pure” a-Se but
stabilized a-Se, that is, a-Se that has been alloyed with
a small amount of As and doped with Cl in the parts per
million (ppm) range. Over time, pure a-Se tends to
crystallize even at room temperature, but this process is
greatly retarded by the addition of As, which forms
crosslinks between the selenium chains [4, 5]. How-
ever, As addition also produces deep hole traps that
reduce the hole lifetime. In order to obtain acceptably
long hole lifetimes, Cl is added (or another halogen)
[5–8]. In this paper, we systematically examine how the
hole and electron drift mobility µ, the lifetime τ, and the
product called the carrier range µτ depend on the
amount of As and Cl added to a-Se. The carrier range µτ
is an important technological parameter that closely con-
003 MAIK “Nauka/Interperiodica”
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trols the sensitivity of the X-ray photoconductor [2]. It is
therefore highly desirable to understand not only the
experimental dependence of µτ on the exact composi-
tion of stabilized a-Se but also the reasons why such
effects are observed.

2. SAMPLE PREPARATION 
AND EXPERIMENTAL DETAILS

Samples of a-Se were prepared by thermal evapora-
tion of selenium pellets from a molybdenum boat using
a Norton NRC3117 vacuum system with a base pres-
sure of (5–9) × 10–7 Torr. The deposition rate was mea-
sured by a Sigma Instruments SQM-160 rate monitor.
A shutter protected the substrates until steady evapora-
tion conditions had been established and also during
cooldown following deposition. For depositions using
boat temperatures lower than the melting point of sele-
nium, the pellets were first melted at 230°C and then
cooled to the desired temperature. Numerous samples
were prepared with the boat temperature TB kept con-
stant at a value in the range of 190–250°C. The sub-
strate temperature was typically 60–65°C, above the
glass transition temperature of pure and stabilized a-Se.
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Fig. 1. The influence of the evaporation temperature and
deposition rate on the electronic properties of a-Se. The
source material is high purity photoreceptor grade sele-
nium.
The pellets used for the starting material were either
high-purity (photoreceptor grade) selenium or high-
purity selenium alloyed with various concentrations of
arsenic and chlorine. In referring to alloyed samples
below, the concentration listed is that of the starting
material; because of fractionation, the concentration of
particular vacuum deposited films will be somewhat
different than the bulk material. Substrates were either
intentionally oxidized aluminum plates or Corning
7059 glass with predeposited aluminum, platinum, or
gold electrodes. The top electrodes were semitranspar-
ent films of sputtered gold or platinum. Samples were
aged at least 24 h before depositing the top electrode.
Sample thicknesses ranged from 50 to 200 µm and
were measured by a precision micrometer (to 0.1 µm).

Electron and hole drift mobilities and deep-trapping
lifetimes were determined by time-of-flight (TOF) and
interrupted-field time-of-flight (IFTOF) transient photo-
conductivity experiments [9, 10]. The samples were aged
at least 24 h in the dark prior to measurement. To avoid
the buildup of trapped charge within the selenium film, a
measurement consisted of a single light pulse rather than
an average over multiple pulses. The samples were
shorted and rested in the dark between measurements.

3. RESULTS AND DISCUSSION

Evaporation of pure selenium avoids the issue of
fractionation which can occur with alloys, leading to a
nonuniform composition across the thickness of the
sample (this effect, for example, has been well studied
and modeled for Se–Te alloys [11]). For pure a-Se, the
relevant deposition parameters include the temperature
of the substrate TS and the temperature of the evaporat-
ing boat TB. Most samples were prepared with TS in the
range of 60–65°C, just above the glass transition tem-
perature, which is known to lead to electronic quality
a-Se films [5]. TB influences the deposition in two ways.
Firstly, TB simply controls the rate of deposition, and,
secondly, TB also determines the composition, that is,
the distributions of different molecular species, in the
vapor phase [12]. For selenium, increasing TB from 190
to 250°C causes Se5 to increase and be the predominant
species in the gas-phase instead of Se6 [12]. We have
investigated pure a-Se samples deposited by using var-
ious boat temperatures in this range. Figure 1 summa-
rizes the mobility and lifetime values as a function of TB
and shows that the lifetimes and mobilities of both elec-
trons and holes are relatively independent of TB, even
though the deposition rate varied by nearly two orders
of magnitude. The lack of any change in the electronic
properties despite the change in the vapor-phase com-
position implies that all arriving species are either
decomposed or incorporated into the growing film in a
uniform way regardless of the particular vapor-phase
composition. Maintaining TS above the glass transition
temperature during film deposition enhances the sur-
face atomic mobility of deposited species and allows
them to find optimal positions. In contrast, our attempt
SEMICONDUCTORS      Vol. 37      No. 7      2003
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to deposit a-Se at room temperature led to samples with
very poor electronic properties that improved only mar-
ginally with subsequent annealing.

The structure of a-Se is believed to consist of ring-
like and chainlike molecular regions [5]. Ringlike Se
regions are various fragments of Se8-rings found in
α-monoclinic Se, which has good electron transport but
exhibits poor hole transport. Chainlike Se regions are
fragments of Sen chains found in trigonal Se, which has
good hole transport but poor electron transport. There is
an intuitive argument that the relative fraction of atoms
in chainlike and ringlike regions may control the rela-
tive importance of hole and electron transport in a-Se,
respectively. The fact that we see no dependence of
electronic properties on the Se vapor composition
implies that the deposited a-Se structure does not seem
to depend on the vapor-phase molecular species.

In the past, the effects of adding As and Cl had been
studied by either xerographic measurements or by con-
ventional TOF experiments. Xerographic experiments
involve measuring the first residual potential Vr1 that
results from the complete photodischarge of an electro-
statically charged a-Se film. Vr1 can only provide a
value for the product µτ, and the determination of µτ
depends on the actual model used to interpret Vr1 [13, 14];
hence, µτ values tend to be only estimates. Further,
since a-Se cannot always be charged negatively to high
voltages, xerographic measurements provide µτ for
holes only. In conventional TOF measurements, one
relies on decreasing the electric field until the carrier
transit time tt (tt = L/µE; E is the field) is comparable
with the lifetime τ and the photocurrent decays expo-
nentially with a time constant τ that represents the deep
trapping time, i.e., the lifetime. (This method was used
previously to measure τ in stabilized a-Se [6, 7].) There
are various problems with this technique as well. First,
in a-Se alloys, photogeneration depends on the field
and if we reduce the field too much we effectively
extinguish the photocurrent. Long lifetimes, therefore,
cannot be measured reliably. Secondly, the composition
of alloyed a-Se is not completely uniform across the
film, which means that the shape of the photocurrent
will be influenced by this fractionation effect. Further,
any net bulk space charge in the sample due to trapped
carriers will result in a nonuniform field profile E(x)
which will lead to a photocurrent shape i(t) that
depends on this field profile rather than on trapping.
Thus, the determination of τ from the shape i(t) of the
conventional TOF photocurrent is not reliable. In
IFTOF experiments, on the other hand, the drift of pho-
toinjected carriers is suddenly halted at a time t1 corre-
sponding to a particular location x1, usually near the
middle of the sample, by removing the field. The carri-
ers then gradually become trapped at x1, and the con-
centration of free carriers decreases exponentially with
a time constant τ equal to the lifetime. When the field is
reapplied at a time t2, the carriers begin to drift again
SEMICONDUCTORS      Vol. 37      No. 7      2003
and give rise to a photocurrent i2 that is less than the
photocurrent i1 at time t1 just before interruption. The
lifetime τ is obtained from the slope of the ln(i2/i1) vs.
(t2 – t1) plot. This technique has been widely used by
Kasap and coworkers to obtain accurate measurements
of τ for both electrons and holes in a wide range of a-Se
alloys [15].

We have used the IFTOF technique to investigate
the effects of adding As (up to 0.7%) and Cl (up to
40 wt ppm) to a-Se. The results for hole transport are
presented in Fig. 2. It is apparent from the latter figures
that the hole lifetime and also the hole range both
decrease with As addition irrespective of the Cl content.
Every time the Cl content is increased, there is a corre-
sponding increase in τ and µτ. Every time the As con-
tent is increased, there is a corresponding decrease in τ
and µτ. The As and Cl additions have opposite effects
on the hole lifetime and range. The hole drift mobility
is unaffected by either the addition of As or Cl. The
most important technological conclusion from these
two figures is that by appropriately choosing the rela-
tive amounts of As and Cl, we can control the hole
range. There is some latitude in choosing the composi-
tion of stabilized a-Se for a given µτ product. For exam-
ple, the hole range for 20 ppm of doped a-Se:0.3% As
is about the same as that for 40 ppm of doped
Se:0.5% As. Approximately 20 ppm Cl is needed to
compensate for the addition of 0.2% As.

We also investigated the influence of As and Cl on
the electron lifetime and drift mobility. The electron
mobility µe in a-Se depends on the applied electric field
[16]. In order to get comparable values for different
samples, we measured the dependences of µe versus the
electric field, as shown in Fig. 3, and determined the
values corresponding to the same electric field, which
was chosen to be 4 V/µm. Figure 4 shows the effects of
As and Cl on electron transport parameters. It is appar-
ent that the behavior of the electron lifetime τe is oppo-
site to that of holes. Increasing the concentration of As
increases the electron lifetime, whereas increasing the
Cl content decreases the lifetime. The electron mobility
tends to decrease as the As content is increased, but the
increase in the lifetime is greater and thus the electron
range µτ increases by adding As, which is a distinct
technological advantage. The electron mobility is not
affected by Cl doping, which is as apparent from Fig. 4.

The results are qualitatively summarized in the
table. It is interesting that only small amounts of Cl

The influence of As and Cl doping on the properties of a-Se.
Double arrows are used to stress the strength of influence

Holes Electrons

τ µ µτ τ µ µτ

As ↓ 0 ↓ ↑ ↓ ↑
Cl ↑↑ 0 ↑↑ ↓↓ 0 ↓↓
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Fig. 2. The influence of As and Cl doping on hole lifetime, mobility, and hole range in a-Se.
(typically in the ppm range) are needed to observe large
changes in the properties compared with the amount of
As (typically, 0.1–1%) needed for similar changes. For
example, the reduction in hole lifetime induced by an
increase of the As concentration from 0.3 to 0.5 at. %
may be compensated by the addition of only 20 ppm of
Cl (see Fig. 2).

The accepted density of states distribution for a-Se
shows clearly defined shallow traps and deep traps
[5, 17] for both types of carriers. Within the shallow-
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Fig. 3. The dependence of electron mobility versus applied
electric field F in a-Se:As:Cl (both scales are logarithmic).
trap-controlled transport model, the measured carrier
range µτ is given by

where µ0 is the microscopic mobility (in the transport
band), τ0 is the intrinsic deep trapping time in the
absence of shallow traps, Ct is the capture coefficient,
and Nt is the concentration of deep traps. Thus, the
improvement in the hole product µτ with small addi-
tions of Cl, as in Figs. 2a and 2b, implies that the hole
population in deep traps, Nt, is reduced with Cl addi-
tion; we make the reasonable assumption that there is
no substantial change in the microscopic mobility and
Ct. It is generally believed that the deep localized states
are connected with under- or overcoordinated defects;
that is, the deep traps in a-Se are  and  overco-
ordinated and undercoordinated charged defects [5].
One possible interpretation for the observed effect is
that since Cl is highly electronegative it will tend to
capture an electron within the structure when it inter-
acts with an Se chain or with charged defects, so we
may expect

and

,
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Fig. 4. The influence of As and Cl doping on electron lifetime, mobility, and electron range in a-Se.
in which the number of primary bonds is conserved. In
the first reaction, Cl generates  defects and there is
an increase in the electron trap concentration. In the
second reaction, Cl eliminates  defects and thus
decreases the hole trap concentration. We assume that

 centers do not act as deep hole traps. Unlike As, Cl
does not seem to affect the electron and hole drift
mobilities in a-Se:As, which implies that Cl does not
modify the concentration of shallow traps in the pres-
ence of As in a-Se. In stabilized a-Se, the Cl doping
effect is limited only to the deep trapping time.
(It should be mentioned that Cl doping of pure a-Se, on
the contrary, has been reported to reduce the drift
mobility [18], i.e., affect the shallow hole traps.)

It is more difficult to explain the effects of As in
terms of simple defect-forming reactions. Experiments
indicate that As addition reduces the hole lifetime but
increases the electron lifetime. The hole mobility
remains the same, but the electron mobility is
decreased. The electronegativity of As differs only
slightly from Se, which implies the formation of both

 and  charged defects. Normally bonded 

atoms can react with  defects to create  by the
structural reaction

This process can explain the electron transport results
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tion, which means longer electron lifetimes. The result-

ing  defects act as shallow traps, thereby reducing
only the electron drift mobility. The decrease in the hole
lifetime can be interpreted by the structural reaction

,

which increases the  (hole trap) concentration, and

 acts as a shallow electron trap, as postulated

above. One would expect that  type centers will
also be formed within the a-Se:As structure. Such cen-
ters can also trap holes. Thus, it is difficult to unambig-
uously explain the role of As. On an intuitive level, the

formation of  should require somewhat greater

energy than  because  must spatially connect
with four neighbors (more lattice distortion will be
needed to find four neighbors), whereas  simply fits
into a chain. Although we do not yet have a complete
model for the compensation effects of As and Cl in the
a-Se structure, we can nonetheless speculate that
under- and overcoordinated charged defects play an
important role. There have been other discussions in the
literature on the compensation mechanism between As
and Cl in stabilized a-Se [19] though, to date, there is
no accepted final model that can explain all the obser-
vations.
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4. CONCLUSION

The electronic properties of a-Se as a function of the
source (boat) temperature and as a function of As (up to
0.7%) and Cl (up to 40 wt ppm) concentrations have
been experimentally studied by carrying out conven-
tional and interrupted field time-of-flight (IFTOF) tran-
sient photoconductivity measurements that provide
accurate determinations of the drift mobility and the
deep trapping time (lifetime). No variation in electron
and hole lifetimes and mobilities for pure a-Se was
observed with the source temperature, that is, no depen-
dence was observed on the deposition rate or on the
vapor composition. The composition of the vapor in
terms of different relative amounts of various Se molec-
ular species does not influence the electronic properties
of the resulting a-Se films deposited at a substrate tem-
perature above the glass transition temperature. The
addition of As reduces the hole lifetime but does not
change the hole mobility. Arsenic addition increases the
electron lifetime while reducing the electron mobility.
The electron range µτ, however, increases with the As
content, which is a technologically desirable result for
X-ray photoconductors that have a radiation receiving
electrode negatively biased. The increase in the elec-
tron µτ with the As content means that the overall con-
centration of deep electron traps must be substantially
reduced by the addition of As. Arsenic is less effective
in increasing the electron lifetime when the structure
has more Cl present. Cl addition in the ppm range
increases the hole lifetime but reduces the electron life-
time. The drift mobility of both carriers remains the
same. Cl is less effective in decreasing the electron life-
time when there is more As present in the structure. We
interpret the results in terms of potential under- and
overcoordinated charged defects that can exist in the
structure.
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Abstract—Ternary Si15Ge(Ga)5Te80, Si19.7Te78.7Se1.6, Si19.2Te76.8Se4, and Ge19Te72Se9 telluride glasses were
synthesized. Electrical, acoustic, acoustooptical properties, and the dispersion of optical transmittance of these
films were studied in a wide range of temperatures and frequencies. Comparative analysis of the results
obtained is performed. Possible mechanisms of the observed phenomena are discussed. It is shown that
Ge19Te72Se9 alloy is quite competitive with Si20Te80 alloy for the fabrication of highly efficient acoustooptical
devices with a wide range of applications in the middle IR spectral region (2–12 µm). © 2003 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

The discovery [1] of high values of the acoustoopti-
cal figure of merit M2 in the binary Si–Te system stim-
ulated similar studies of ternary systems of glasses by
using the replacement of silicon by germanium (or by
gallium) or the anionic replacement of tellurium
by  selenium. The glasses with the composition
Si15Ge(Ga)5Te80 with high glass-formation ability were
synthesized. They were obtained by air quenching in
conical cells ≥  15 mm in diameter. It was found that
partial replacement of tellurium by selenium reduces
the glass-formation ability in melts of the Si–Se–Te
system; therefore, only glasses of the compositions
Si19.7Te78.7Se1.6 and Si19.2Te76.8Se4 were obtained. The
alloy Si18.7Te74.6Se6.7 was crystalline and unstable in air
because of high hydration.

Taking into consideration the structural similarity of
Si–Te and Ge–Te glasses, one may expect that the
glasses of the latter system should also exhibit high
acoustooptical characteristics. However, high glass-
formation ability is restricted by the possibility of
obtaining a vitreous state for the composition Ge18Te82
by cold-water quenching in conical cells 5–6 mm in
diameter. If tellurium is partially replaced by selenium
(specifically, for the composition Ge19Te72Se9 corre-
sponding [2] to ternary eutectic), one should expect an
appreciable increase in the glass-formation ability with
retention of a glass structure close to that observed in
Si20Te80. Experiments confirmed the high glass-forma-
tion ability of this composition synthesized in conical
cells with ≥15 mm diameter.

A complex study of density ρ0, refractive index n,
temperature dependence of conductivity, and the dis-
persion of optical transmittance of various alloys
(Si15Ge(Ga)5Te80, Si19.7Te78.7Se1.6, Si19.2Te76.8Se4, and
Ge19Te72Se9) has been performed.
1063-7826/03/3707- $24.00 © 20795
2. RESULTS AND DISCUSSION

Technological aspects of the preparation of alloys
and measurement details are described in [1].

2.1. Electrical Properties

Temperature dependences of resistivity ρ(T) of
Si15Ge(Ga)5Te80, Si19.7Te78.7Se1.6, Si19.2Te76.8Se4, and
Ge19Te72Se9 are shown in Figs. 1–3. It can be seen that
the partial replacement of tellurium by selenium in
Si19.7Te78.7Se1.6 and Si19.2Te76.8Se4 results (Fig. 1), in
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Fig. 1. Temperature dependence of resistivity of glasses:
(1) Si19.7Te78.7Se1.6 and (2) Si19.2Te76.8Se4. Activation
energy E = (a) 0.15, (b) 0.10, (c) 0.06 eV.
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contrast to Si20Te80 glasses, in the appearance of three
ranges where the activation energy E decreases with
decreasing temperature, which may be indicative of the
increasing role of structural imperfections in alloys.
The partial replacement of tellurium with selenium in
germanium-containing glass Ge19Te72Se9 essentially
increases its glass-formation ability: in this case, the
ρ(T) dependence in the entire temperature range is
characterized by a single activation energy, which is
significantly higher than the values for Si19.7Te78.7Se1.6
and Si19.2Te76.8Se4 glasses (Fig. 2). The partial replace-
ment of silicon by germanium or gallium in
Si15Ge(Ga)5Te80 glasses does not profoundly affect the
glass-formation ability in these glasses, which is con-
sistent with the existence of a single linear part in the
ρ(T) dependence (Fig. 3). However, the optical trans-
mittance of these glasses is appreciably (by an order of
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Fig. 2. Temperature dependence of resistivity of
Ge19Te72Se9 glass. Activation energy E = 0.44 eV.

Table 1.  Main elastic parameters of alloys under investiga-
tion at T = 300 K

Composition v, 105 cm/s ρ0, g/cm3 C11, 1012

dyn/cm2

Ge19Se9Te72 2.06 5.41 0.230

Si19.7Te78.7Se1.6 2.05 5.1 0.214

Si19.2Te76.8Se4 2.05 5.0 0.210

Si15Ge5Te80 2.04 5.25 0.218

Si15Ga5Te80 2.10 5.29 0.233

Si20Te80 2.03 5.03 0.207
magnitude) lower than that of Si20Te80; therefore, pri-
mary emphasis in studying optical and photoelastic
properties is placed on the Ge19Te72Se9 alloy and, to a
lesser degree, on the Si19.7Te78.7Se1.6 and Si19.2Te76.8Se4
alloys.

2.2. Acoustic Properties

We measured the velocities of longitudinal sound υ
in the glasses synthesized (see Table 1). From the data
listed in Table 1, it is seen that the basic matrix of tellu-
rium is predominant in determining the elastic proper-
ties of telluride glasses.

The dependence of the sound absorption coefficient
αac on frequency f (Fig. 4) and the dependence of the
velocity of sound on temperature (Fig. 5) were obtained
only for the Ge19Te72Se9 alloy, because, as will be
shown below, this alloy is of greatest interest from the
scientific standpoint, and it is also a promising material
for the fabrication of acoustooptical devices. In contrast
to the Ge19Te72Se9 alloy, Si15Ge5Te80 and Si15Ga5Te80
alloys are found to be fragile (stressed), which is most
likely the consequence of high mechanical imperfection.

Comparison of the magnitude and the frequency
dependences of the sound absorption coefficient of the
Ge19Te72Se9 alloy with the previously studied Si20Te80
alloy allows two main conclusions to be made. In
Ge19Te72Se9 the sound absorption at low frequencies is
less and the frequency dependence is steeper, approach-
ing a quadratic low typical of crystals.
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Fig. 3. Temperature dependence of resistivity of glasses:
(1) Si15Ga5Te80, E = 0.37 eV; (2) Si15Ge5Te80, E = 0.42 eV.
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Previously, we showed [3] that the large value of the
sound absorption coefficient observed in Si20Te80,
which differs by two orders of magnitude from the val-
ues in crystals, and its linear frequency dependence
(Fig. 4) are the consequences of a specific structure of
glasses having a system of two-well structural defects
with a broad, almost uniform, distribution of relaxation
times. Therefore, the observed value of the absorption
coefficient and the character of its frequency variation
in the Ge19Se9Te72 alloy under investigation can be
attributed to the higher structural quality of this alloy.

With the aim of studying the effect of composition
on elastic properties of glasses, we measured the veloc-
ity of sound in them and showed that the magnitudes of
the modulus of elasticity C11 (see Table 1) in
Ge19Te72Se9 are larger than in Si20Te80. Temperature
dependences of the relative change of velocity of sound
in these alloys (Fig. 5) also differ. The calculation of the
contribution of anharmonicity due to the interaction of
a sound wave with thermal phonons by the formula [3]

(1)

showed (Fig. 5, curve 1) that it is this interaction which
is responsible for the observed temperature depen-
dences of the velocity of sound in Si20Te80, provided
that the value of the averaged Grüneisen constant
(anharmonicity of bonding forces) is  = 1.45. The
quantities T and Cp in formula (1) are the temperature
and heat capacity at constant pressure, respectively;
T0  = 300 K. The calculation by formula (1) for
Ge19Te72Se9 at  ~ 1.39 (Fig. 5, curve 2) shows that

∆v( )anh

v T0( )
------------------

γ2T0Cp T0( )
3v 2 T0( )

---------------------------- 1
TCp T( )

T0Cp T0( )
-----------------------–

 
 
 

=

γ

γ

101

100

102

αac, dB/cm

f, MHz

102

1
2∝ f 2

∝ f

Fig. 4. Coefficient of sound absorption as a function of fre-
quency in glasses: (1) Si20Te80, (2) Ge19Te72Se9.
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attainment of agreement with the experimental data on
v (T) requires the temperature behavior of heat capacity

 in this alloy to be different from that in Si20Te80.
Specifically, the slope of this dependence should be

steeper at lower temperatures; i.e., (T)/ (T0) ≈
(T/T0)nCp(T)/Cp(T0), where n = 0.9. This means that the
temperature behavior of heat capacity qualitatively
approaches the temperature dependences of heat capac-
ity in crystals. This is consistent with the features of fre-
quency dependences of absorption in this alloy. As was
shown above, the frequency dependences of absorption
in Ge19Te72Se9 differ from the linear dependences typi-
cal of glasses observed in Si20Te80 and qualitatively
approach the quadratic dependences typical of the crys-
tals in the low-frequency region [3]. This is surprising
if one takes into consideration that the increase in the
number of components in alloy (as happens in the
Ge19Te72Se9 alloy in contrast to Si20Te80) is more often
than not the prerequisite for the formation of defects,
including two-well defects which are responsible for
the specific behavior of the thermal and elastic proper-
ties of glasses. However, it is evident that the above-
mentioned increase in the glass-formation ability induced
by the combination of selenium and germanium in tellu-
rium alloy is not the only attractive consequence of this
structural ensemble. Most likely, a reduction in the num-
ber of defects occurs in such a structure.

2.3. Optical Properties

The low optical transmittance T0, which is only
slightly greater than several percent in the transparent
region at a wavelength of ~2–20 µm, observed in
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Fig. 5. Temperature dependence of relative change of the
sound velocity in glasses: experiment (triangles), theory
(lines): (1) Si20Te80, (2) Ge19Te72Se9.
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Si15Ge(Ga)5Te80 glasses is, in our opinion, the conse-
quence of the inhomogeneity of mechanical properties.

The transmittance of Si–Te allays doped with Se is
shown in Fig. 6 (curves 1, 2). It is seen that the optical
transmittance of these appreciably decreases with
increasing Se content. Such transmittance behavior can
be explained by the scattering of light by defects which
affect the temperature dependence of resistivity ρ(T)
(Fig. 1).

The study of the optical properties of the
Ge19Te72Se9 alloy showed that minimization of the
amount of structural defects observed through acoustic
measurements (see above) also manifests itself in this
case. First, this alloy exhibits much higher optical
homogeneity. Second, within the entire spectral range,
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Fig. 6. Dispersion of the optical transmittance coefficient
of glasses: (1) Si19.7Te78.7Se1.6, (2) Si19.2Te76.8Se4,
(3) Si20Te80, and (4) Ge19Te72Se9. The thickness of glasses
is 6 mm.
the transmittance of this alloy (Fig. 6, curve 4) is higher
than in Si20Te80 (Fig. 6, curve 3). This is most clearly
pronounced at the wavelengths corresponding to the
radiation of a CO2 laser (10.6 µm), i.e., in the atmo-
spheric transparency window (which is of prime impor-
tance).

The value of the refractive index n = 3.4 ± 0.02 for
the alloy under study is obtained from the reflection
coefficient. The value obtained is higher than that in the
Si20Te80 alloy (n = 3.3).

2.4. Acoustooptical Properties

It is known that the efficiency of Bragg diffraction of
light by ultrasound waves is determined by the acous-
tooptical figure of merit M2. In linear mode (low sound
intensity), the interaction of light with sound is
described as

(2)

(3)

where I1 and I0 are the intensities of diffracted and inci-
dent light, respectively; P is the sound intensity; λ is the
wavelength of light; d is the width of the acoustic beam;
θ is the angle of incidence; ni is the refractive index;
pik is the component of the photoelastic tensor; ρ0 is the
density of a crystal; v k is the velocity of a sound wave;
i, k = 1, 2, 3, 4, 5, 6; i is the index of light polarization;
and k is the index of deformation in matrix representa-
tion.

We showed previously that the Si20Te80 alloy has the
highest acoustooptical efficiency of Bragg diffraction
in a wide range in the near and medium IR region of the
spectrum (Table 2). However, the existence of a notice-
able optical inhomogeneity in this material called for a
further search for ways to optimize its optical proper-
ties. An appreciable improvement of the acoustic
parameters (lower sound absorption at the operating

I1 1/2( )I0M2P πd/ λ θcos( )[ ] 2,=

M2( )ik ni
6 pik

2 / ρ0v k
3( ),=
Table 2.  Acoustooptical parameters of the system of Si(Ge)–Se–Te alloys and other IR materials at T = 300 K

Material Transparency 
range ∆λ, µm α, cm–1 αac, dB/cm

(f = 100 MHz) λ, µm

Polarization of light 
with respect to the 
direction of sound 

propagation

(M2)'

10.6 || 3500

Si20Te80 1.7–13 0.1 8 3.39 || 3200

1.87 || 2800

Ge19Se9Te72 2–18 4 3.39 || 3150

Ge 2–20 0.06 0.3 10.6 || 540

As2Se3 0.9–11 1.15 || 700

a-Se 1–20 1.15 ⊥ 776

10.6 ⊥ 692

Note: (M2)' = M2/(M2)'', where (M2)'' = 1.56 × 10–18 s3/g (M2 is given for quartz glass); α is the coefficient of optical absorption.
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acoustooptical frequencies in the region of about
100 MHz; see Table 2) and optical characteristics
(lower light absorption, a large refractive index n, and
optical homogeneity; see Table 2) observed in the
Ge19Te72Se9 alloy makes this alloy very attractive for
studying acoustooptical properties. Preliminary data
(Table 2) on the acoustooptical figure of merit M2
obtained for λ = 3.39 µm show that acoustooptical effi-
ciency in this spectral region is no worse than in
Si20Te80. From this fact it follows that the new
Ge19Te72Se9 alloy is quite promising for the fabrication
of new acoustooptical devices. Therefore, more
detailed acoustooptical studies in a wider optical spec-
tral range are needed.

3. CONCLUSION

Thus, the comparative analysis of properties of ter-
nary telluride Si–Ge(Ga)–Te and Si(Ge)–Te–Se glasses
yielded the following results:

(i) It is shown that the basic tellurium matrix gov-
erns, to a great extent, the elastic properties of telluride
glasses.

(ii) Ge19Te72Se9 is found to be the highest quality
alloy and exhibits a number of advantages in compari-
SEMICONDUCTORS      Vol. 37      No. 7      2003
son to the promising acoustooptical Si20Te80 alloy stud-
ied previously [1]. Having a rather high optical homo-
geneity, the new alloy is more transparent, particularly
in the range of the atmospheric transparency window
λ ≈ 10–11 µm (CO2 laser, λ = 10.6 µm). Owing to these
properties, and also because of lower acoustic attenua-
tion, the Ge19Te72Se9 alloy is a worthy competitor of the
Si20Te80 alloy in the fabrication of modulators for the
medium IR region of the spectrum.
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Abstract—The photoluminescence properties of Ge2S3 glass doped with rare-earth elements La, Ce, Gd have
been studied in the temperature range of 4.2–300 K. It has been shown that these impurities do not form new
levels responsible for emission. The variation in the principal parameters of the excitation and emission spectra
with the concentration and nature of impurities has been estimated. © 2003 MAIK “Nauka/Interperiodica”.
The effect of impurities on the photoluminescence
(PL) of chalcogenide glass semiconductors has been
studied experimentally [1–3] in attempts to reveal the
energy spectrum of localized states and the nature and
mechanisms of radiative recombination. However, the
diversity and, occasionally, inconsistency of the avail-
able data indicate insufficient clarity in the understand-
ing of the problem and, thus, provides an impetus for
further studies.

Presently, intense effort is being made in the field of
the technology and study of the rare-earth impurities in
amorphous hydrogenated films, sulfides, and oxysul-
fides of rare earths.

These studies are aimed at creating a new class of
active media for optoelectronic devices operating in the
IR spectral range in different pumping modes. Progress
in this field is assisted by the study of correlations
between the composition of a material, the nature of
centers responsible for radiative recombination, and the
quantum efficiency of luminescence.

Here, we report on the study of the effect of rare-
earth impurities on the PL of chalcogenide glass semi-
conductors. One might expect that, owing to their spe-
cific electronic structure, rare-earth atoms would give
rise to impurity-related emission centers, as happens in
crystalline chalcogenides, rare-earth oxychalcogenides,
and amorphous hydrogenated films.

Undoped and doped Ge2S3 glass was synthesized by
the direct fusion of necessary amounts of elementary
components, Ge and S, with La, Gd, and Ce of B-5
purity in evacuated quartz ampules under vibrational
agitation. To prevent an ampule from exploding, the
synthesis was performed in two stages. At the first
stage, ampules were heated in a tubular furnace to a
temperature of 1223 K at a rate of 0.1–0.2 K s–1 and
kept for 50 h at this temperature. At the second stage,
the furnace was heated to the melting temperature of
1063-7826/03/3707- $24.00 © 20800
the higher-melting element at a rate of ~ 0.1 K s–1 and
kept constant for 20–25 h. Finally, the melt was
quenched in salt water with ice. To relieve mechanical
strain, all the synthesized glasses were annealed at
500–530 K for 20 h. The atomic content of La, Gd was
0.1–0.2 at. % and that of Ce, 0.1–1.0 at. %.

The criteria for the glassy state of a material were
the absence of lines in the Debye powder patterns, dif-
fuse X-ray scattering, and the absence of micro-inclu-
sions and heterogeneities on the polished and cleaved
surfaces upon examination with a Neofot microscope.

The steady-state luminescence was excited with an
Xe lamp of 1000 W power. To exclude possible distor-
tions of the emission spectra due to self-absorption, the
emission was recorded from the illuminated side of a
sample. The power density of the exciting beam did not
exceed 5 mW cm–2. A Ge photodiode was used as a
detector. The PL excitation spectra were recorded in the
peak of a PL spectrum, and the PL, under excitation
with photons corresponding to the peak in the excita-
tion spectrum. In view of the long-term decay of PL
under steady excitation (PL fatigue), the spectra pre-
sented here were recorded after a quasi-steady state was
reached, i.e., when fatigue during the time of spectrum
recording could be neglected.

The excitation and emission spectra at T = 4.2 K,
temperature quenching of PL, and the PL fatigue were
studied in relation to the nature and concentration of a
rare-earth impurity. Figure 1 shows the obtained emis-
sion and PL excitation (A and B, respectively) spectra
of Ge2S3 glass—both the initial one and that doped with
a rare-earth impurity to 0.2 at. %. As can be seen, dop-
ing with a rare-earth element leads to PL quenching rel-
ative to the initial sample. The degree of quenching
depends on the nature of a rare-earth impurity, being
the highest for Gd. The emission spectra of rare-earth-
doped samples (Fig. 1, spectra A) shift to higher ener-
003 MAIK “Nauka/Interperiodica”
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gies, and the excitation spectra (Fig. 1, B), to lower
energies relative to undoped samples; the emission
band FWHM decreases.

The listed changes in the luminescence characteris-
tics are enhanced as the dopant concentration increases
(Fig. 2). The study of the optical absorption edge of
rare-earth-doped glasses has shown that the slope of the
optical absorption edge decreases with doping and the
edge shifts slightly to lower energies (Fig. 1, C). Since
the slope of the absorption edge decreases, a small shift
to lower energies in the range α < 102 cm–1 cannot be
attributed to the band gap decreasing.

The study of the fatigue effect (Fig. 3) at T = 4.2 K
has shown that the rare-earth doping of Ge2S3 glass
accelerates this process in direct proportion to the size
of the ionic radius Ri.

Rare-earth impurities occupy the dangling bonds of
the chalcogen (centers with negative correlation
energy) and reduce their density, so that the intensity
and FWHM of the emission spectrum decrease. The
low-energy shift of the PL excitation spectra is related
to the shift of the optical absorption edge in chalco-
genide glass semiconductors doped with rare-earth ele-
ments, which is in agreement with the data obtained in
[4], where the effect of rare-earth doping on the absorp-
tion edge of As2S3 and As2Se3 glasses was studied. It is
worth noting that the introduction of rare earths mark-
edly reduces the glass-forming ability of chalcogenide
glasses, which, in turn, enhances the nonuniformity of
the rare-earth distribution in the glass bulk. Introduc-
tion of an impurity by an amount exceeding 1 at. %
results in the formation of crystal blocks of rare-earth
chalcogenides with a cubic structure ~ 0.5 mm in size
on the surface of Ge2S3 glass.

The temperature quenching of PL (Fig. 4) is more
pronounced for the rare-earth impurity with the small-
est Ri. A material can be characterized by the values of
parameter T0 in the dependence I = I0exp(–T/T0); for the

0.2

0.7 1.1

In
te

ns
ity

, a
rb

. u
bi

ts

Energy, eV

0.5

1.9 2.31.5

1.0

102

101

A
bs

or
pt

io
n 

co
ef

fi
ci

en
t, 

cm
–

1

4 3 2 1
C

A B1

2

3

4

Fig. 1. (A) emission and (B) PL excitation spectra and (C)
absorption edge of Ge2S3 glass at T = 4.2 K for (1) an
undoped sample and samples doped with a rare-earth ele-
ment: (2) La, (3) Ce, and (4) Gd.
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initial glass and samples doped with 0.1 at. % La, Ce,
or Gd, the values of T0 are 35, 34, 33, and 28 K, respec-
tively. The direct proportionality between the changes
in T0 and Ri may be indicative of the charge interaction
of a rare-earth impurity with the Ge2S3 glass matrix.

The obtained data show that rare-earth doping of
Ge2S3 glass does not give rise to new PL emission
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Fig. 2. Main PL characteristics of glassy Ge2S3: (Ipl) PL
intensity; (Ex) and (ER) peak energies for excitation and
emission spectra, respectively; (δ) FWHM of the PL band
for samples doped with (1) Ce, (2) La, and (3) Gd.
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Fig. 3. Long-term PL decay under steady excitation
(fatigue) in (1) undoped samples and those doped with a
rare-earth element: (2) La, 0.1; (3) Gd, 0.1; (4) Ce, 0.5;
(5) Ce, 1.0 at. %.
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bands that might be attributed to impurity states or
defect–impurity complexes. Changes in the PL band,
which is inherent in initial undoped Ge2S3, upon rare-
earth doping are indicative of the changing local struc-
ture in the vicinity of the native emission centers.
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Fig. 4. Temperature dependence of PL intensity for (1) an
undoped sample and samples doped (0.1 at. %) with (2) La,
(3) Ce, and (4) Gd.
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Abstract—The temperature dependence of the Mössbauer spectrum centroid S of 67Zn2+ impurity atoms at the
copper and yttrium sites of YBa2Cu3O6.9, YBa2Cu3O6.6, YBa2Cu4O8, Nd1.85Ce0.15CuO4, La1.85Sr0.15CuO4,
HgBa2CuO4, HgBa2CaCu2O6, Bi2Sr2CaCu2O8, and Tl2Ba2CaCu2O8 compounds at temperatures T > Tc (Tc is
the superconducting transition temperature) is controlled by a second-order Doppler shift. The value of S in the
temperature range T < Tc is affected by the energy-band mechanism associated with the formation of Cooper
pairs and their Bose condensation. A relationship between the electron density at the metal site of the crystal
and its superconducting transition temperature is found. In the case of compounds containing two structurally
nonequivalent sites for copper atoms, a change in the electron density caused by the Bose condensate of Cooper
pairs is shown to be different for these sites. The experimental temperature dependence of the superconducting
electron fraction conforms to a similar dependence following from the Bardeen–Cooper–Schrieffer theory for
all the sites under study. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The superconducting transition of a crystal is a sec-
ond-order phase transition. The Landau theory inter-
prets it as a transition with a change in symmetry: at
temperatures above the transition temperature Tc, the
crystal electronic subsystem is characterized by a
higher symmetry than at T < Tc (the transition from
Bloch wave functions of the metal to a single coherent
wave function of the superconductor). Therefore, the
electron density distribution at lattice sites of supercon-
ducting and normal phases should differ, and this dif-
ference can be measured using Mössbauer spectros-
copy [1].

In this study, 67Cu(67Zn) and 67Ga(67Zn) emission
Mössbauer spectroscopy was used to measure electron
changes in density at copper and yttrium lattice sites of
YBa2Cu3O6.9 (Tc = 90 K), YBa2Cu3O6.6 (Tc = 50 K), and
YBa2Cu4O8 (Tc = 80 K) compounds during their super-
conducting transition. Copper atoms in the structure of
these compounds occupy two structurally nonequiva-
lent sites, Cu(1) and Cu(2) [2, 3]. It was not ruled out
that the change in the electron density in these sites
could be different. The change in the electron density
was also studied in the copper lattice sites of
Nd1.85Ce0.15CuO4 (Tc = 22 K), La1.85Ce0.15CuO4 (Tc =
37 K), HgBa2CuO4 (Tc = 79 K), HgBa2CaCu2O6 (Tc =
93 K), Bi2Sr2CaCu2O8 (Tc = 80 K), and Tl2Ba2CaCu2O8
(Tc = 60 K) compounds, where copper occupies a single
site [4–6].
1063-7826/03/3707- $24.00 © 0803
2. TECHNIQUE AND RESULTS

Mössbauer sources of superconducting samples
were prepared by the diffusion of radioactive carrier-
free 67Cu and 67Ga into polycrystalline compounds in
evacuated quartz cells at 450°C for 2 h. As reference
samples (in which a superconducting transition was not
observed), we took materials produced by 2-h anneal-
ing of superconducting samples in air at 600°C. The
Mössbauer spectra were measured with a 67ZnS
absorber. The absorber temperature was 10 ± 1 K, and
the source temperature varied from 10 ± 2 to 90 ± 2 K.

The 67Cu(67Zn) Mössbauer spectra of compounds
characterized by single sites of copper atoms consti-
tuted quadrupole triplets; the spectra of compounds
incorporating two copper sites represented a superposi-
tion of two quadrupole triplets.

The isomer shift ([I.S.]) in all of the spectra corre-
sponds to 67Zn2+ ions ([I.S.] ≈ 67–77 µm/s with respect
to the spectrum of the 67Ga-in-copper source). There-
fore, it was assumed that parent 67Cu atoms occupy
copper sites during diffusion doping; hence, the 67Zn2+

probe produced after 67Cu decay is at copper sites as
well.

The 67Ga(67Zn) Mössbauer spectra of YBa2Cu3O6.9,
YBa2Cu3O6.6, YBa2Cu4O8, and La1.85Ce0.15CuO4 com-
pounds represented quadrupole triplets whose [I.S.]
corresponds to 67Zn2+ ions ([I.S.] ≈ 100–107 µm/s).
It was assumed that parent 67Ga atoms occupy yttrium
or lanthanum sites during diffusion doping; hence,
2003 MAIK “Nauka/Interperiodica”
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67Zn2+ probe atoms produced after 67Ga decay are at
corresponding sites as well.

The quadrupole interaction constants C for 67Zn2+

centers in both copper and yttrium (lanthanum) sites are
virtually independent of temperature (see Fig. 1). This
is explained by the fact that the electric field gradient in
67Zn nuclei for Zn2+ probe ions is preferentially caused
by lattice ions, and the changes in the lattice constants
of the compounds under study are very small in the
temperatures range of 4.2–90 K [2–6].

3. DISCUSSION

The temperature dependence of the centroid S of the
67Zn Mössbauer spectrum at a fixed pressure P is given
by (see [7])

(1)

The first term on the right-hand side of expression (1)
accounts for the dependence of the [I.S.] on the vol-
ume V; it manifests itself at structural phase transitions.
The second term represents the temperature depen-
dence of the second-order Doppler shift D written in the
Debye approximation as (see [7])

(2)

where k0 is the Boltzmann constant, E0 is the isomeric
transition energy, M is the probe nucleus mass, c is the
speed of light in free space, θ is the Debye temperature,
and F(T/θ) is the Debye function. Finally, the third term

δS/δT( )P δ I.S.[ ] /δ Vln( )T δ V /δTln( )P=

+ δD/δT( )P δ I.S.[ ]( )/δT( )V .+

δD/δT( )P 3k0E0/2Mc2( )F T /θ( ),–=
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Fig. 1. Temperature dependences of the constants of the
quadrupole interaction of 67Zn2+ probe ions at the sites of
(1) Cu(1) in YBa2Cu3O6.9, (2) Cu in Nd1.85Ce0.15CuO4,
(3) Cu in Tl2Ba2CaCu2O8, (4) Cu(1) in YBa2Cu4O8, (5) Cu
in HgBa2CaCu2O6, (6) Cu in Bi2Sr2CaCu2O8, (7) Cu(2) in
YBa2Cu4O8, (8) Cu(2) in YBa2Cu3O6.9, (9) Cu in
La1.85Ce0.15CuO4, (10) Y in YBa2Cu4O8, (11) Y in
YBa2Cu3O6.9, and (12) Y in La1.85Ce0.15CuO4.
 in Eq. (1) describes the temperature dependence of the

[I.S.]; it allows for a change in the electron density at
Mössbauer nuclei, which is expected as the host con-
verts to the superconducting state.

Typical dependences S(T) for Cu(1), Cu(2), and Y
sites in the YBa2Cu3O6.9 lattice are shown in Fig. 2.
It turns out that the temperature dependence of the
spectrum centroid S measured with respect to its value
at Tc for reference samples is adequately described by
formula (2) in the temperature range of 10–90 K if one
uses the Debye temperatures determine from specific
heat measurements [8–11]. In other words, the [I.S.]
changes due to both volume and temperature changes
almost have no effect on the dependence S(T) for non-
superconducting samples. Since there are no structural
phase transitions for the compounds under study in the
temperature range of 10–90 K, this S(T) run is quite
expected.

The dependence S(T) at T > Tc for all of the super-
conducting samples is also described by a second-order
Doppler shift (see formula (2)), and the Debye temper-
atures remain unchanged in comparison with reference
samples. In the temperature range T < Tc, the quantity S
depends more heavily on temperature than follows
from formula (2), and both the second and third terms
should be taken into account in expression (1). The lat-
ter describes the temperature dependence of the [I.S.].

For quantitative determination of [I.S.], we intro-
duce the following quantities.

(i) The isomer shift [I.S.]T at a given temperature T,
which is defined as [I.S.]T = ST – DT (where ST and DT
are the spectrum centroid and Doppler shift at the tem-
perature T).
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Fig. 2. Temperature dependences of the centroid S of the
67Zn2+ Mössbauer spectra at the Cu(1) (1, 4), Cu(2) (2, 5),
and Y (3, 6) sites measured with respect to their values at
90 K for YBa2Cu3O6.9 (1–3) and YBa2Cu3O6.5 (4–6). The
solid line is the temperature dependence of S calculated for
the secon-order Doppler shift at θ = 420 K.
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(ii) The limiting value of the isomer shift [I.S.] at
T  0 K, determined as [I.S.]0 = S0 – D0 (where S0
and D0 are the spectrum centroid and Doppler shift at
T  0 K).

We can see from Fig. 3 that [I.S.]0 increases with the
superconducting transition temperature of a compound.
The value of [I.S.]0 also depends on the site at which the
Mössbauer probe is localized: the value is highest for
Cu(2) sites, much lower for Cu(1) sites, and lowest for
Y sites, if we compare the shifts for sites in the same
lattice. For example, in the YBa2Cu3O6.9 lattice,
[I.S.]0 = 6.6, 2.9, and 1.9 µm/s for Cu(2), Cu(1), and Y
sites, respectively.

The isomer shift of the Mössbauer spectra is directly
related to the change in the electron density of 67Zn
nuclei; the values of [I.S.]0 characterize the electron
density caused by the Bose condensate under condi-
tions where all the conduction electrons have formed
Cooper pairs. Figure 3 shows the dependence of

∆|Ψ(0)|2 on ; the calibration of [12] was used in this
case. The parameter ∆|Ψ(0)|2 = |Ψc(0)|2 – |Ψ0(0)|2
increases with Tc, which indicates that the electron den-
sity at 67Zn nuclei increases as a result of a supercon-
ducting transition. The quantities |Ψ0(0)|2 and |Ψc(0)|2
are the electron densities at 67Zn nuclei of the nonsuper-
conducting and superconducting phases, respectively.

The dependence of ∆|Ψ(0)|2 on Tc can be understood
if it is taken into account that the standard correlation
length ξ0 (the Cooper pair “size” at T  0 K) in the
Bardeen–Cooper–Schrieffer (BCS) theory is defined as

Tc
1–

0.02

2

0.04 0.06 0.08 1.00

4

6

8

10

0

[I.S.]0, µm/s

Tc
–1, K–1

12
4

5

6 7
8

9
3

0.05

0.10

0.15

0.20

0.25

0

∆|ψ(0)|2, au

Fig. 3. Dependences of [I.S.]0 and ∆|Ψ(0)|2 on . Squares
are the data on (1) Cu in Nd1.85Ce0.15CuO4, (2) Cu in
La1.85Ce0.15CuO4, (3) Cu(1) in YBa2Cu3O6.9, (4) Cu(2) in
YBa2Cu3O6.6, (5) Cu(2) in YBa2Cu4O8, (6) Cu in
Bi2Sr2CaCu2O8, (7) Cu in Tl2Ba2CaCu2O8, (8) Cu in
HgBa2CuO4, and (9) Cu in HgBa2CaCu2O6.

Tc
1–
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ξ0 ∝  . Thus, Fig. 3 displays the dependence of

[I.S.]0 and ∆|Ψ(0)|2 on , i.e., on the standard corre-
lation length ξ0. This dependence is exponential,

It is evident that the greatest possible change in the
electron density at 67Zn nuclei during the superconduct-
ing transition is ∆|Ψ(0)|2 = 0.2 au, which corresponds to

the smallest possible “size”  of the Cooper pair.
The existence of such a minimum size is probably
caused by the physical impossibility of a Cooper pair
existing with the distance between components shorter
than a certain critical length. Assuming the dependence

of ∆|Ψ(0)|2 on ξ0 to be linear, we find that  ≈ 2.5 Å,

which conforms with the conventional values  ≈
0.5–30 Å [13].

We note that, if the Cooper pair “size” is large (sig-
nificantly larger than the atomic scale), the change in
the electron density at 67Zn nuclei is insignificant and it
is hardly possible to reliably observe a change in the
electron density for materials with Tc < 10 K using 67Zn
spectroscopy.

Within the BCS theory, the temperature dependence
ρ(T) of the effective density of superfluid electrons can
be determined [14]; at the same time, it would be
expected that ρ(T) ∝  [I.S.]T/[I.S.]0. Therefore, the theo-
retical dependence of ρ on the parameter x =
1.76(k0T/∆) is shown in Figs. 4 and 5 (where k0 is the
Boltzmann constant and ∆ is the energy gap in the spec-
trum of elementary excitations of the superconductor,
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∆ Ψ 0( ) 2 au( ) 0.2 au( ) 31.4/Tc–( )[ ] .exp=
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Fig. 4. Dependence of [I.S.]T/[I.S.]0 on the parameter x =
1.76kT/∆. The solid curve is the calculated dependence of
the effective density of superfluid electrons on the parame-
ter x. Symbols correspond to the data on (1) Cu in
Tl2Ba2CaCu2O8, (2) Cu in Bi2Sr2CaCu2O8, (3) Cu in
HgBa2CuO4, (4) Cu in Hg2Ba2CaCu2O6, (5) Cu in
Nd1.85Ce0.15CuO4, (6) Cu in La1.85Ce0.15CuO4, and (7) Y
in La1.85Ce0.15CuO4.
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taken from [14]) along with the data on the dependence
of [I.S.]T/[I.S.]0 on the parameter x, which we measured
for various compounds. Figures 4 and 5 show data on
lattices containing a single-type sites and two structur-
ally nonequivalent sites for copper atoms, respectively.
We can see a satisfactory fit between the calculated and
experimental temperature dependences of the effective
density of superfluid electrons. Apparently, this agree-
ment should be considered as evidence that the forma-
tion of Cooper pairs and their Bose condensation
should necessarily be taken into account in any theory
of high-temperature superconductivity. The special fea-
ture of the compounds presented in Fig. 5 lies in the fact
that the values of [I.S.]0 are found to be different for
Cu(1), Cu(2), and Y sites. This is probably caused by
the spatial nonuniformity of the electron density due to
the Bose condensate of Cooper pairs. Nevertheless, sat-
isfactory agreement between the calculated and experi-
mental temperature dependences of the effective den-
sity of superfluid electrons has been found for Cu(1),
Cu(2), and Y sites.

4. CONCLUSION

It was ascertained that the temperature dependence
(at T > Tc) of the centroid S of the 67Zn2+-probe Möss-
bauer spectrum is controlled by a second-order Doppler
shift for YBa2Cu3O6.6, YBa2Cu3O6.9, YBa2Cu4O8,
Nd1.85Ce0.15CuO4, La1.85Ce0.15CuO4, HgBa2CuO4,
HgBa2CaCu2O6, Bi2Sr2CaCu2O8, and Tl2Ba2CaCu2O8
compounds. In the region T < Tc, the quantity S depends
on the formation of Cooper pairs and their Bose con-
densation. In the case of YBa2Cu3O6.6, YBa2Cu3O6.9,
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Fig. 5. Dependence of [I.S.]T/[I.S.]0 on the parameter x =
1.76kT/∆. The solid curve is the calculated dependence of
the effective density of superfluid electrons on the parame-
ter x. Symbols correspond to the data on (1) Cu(1) in
YBa2Cu3O6.6, (2) Cu(1) in YBa2Cu3O6.9, (3) Cu(1) in
YBa2Cu4O8, (4) Cu(2) in YBa2Cu3O6.6, (5) Cu(2) in
YBa2Cu3O6.9, (6) Cu(2) in YBa2Cu4O8, (7) Y in
YBa2Cu3O6.9, and (8) Y in YBa2Cu4O8.
and YBa2Cu4O8 crystals containing two structurally
nonequivalent sites for copper atoms, the change in the
electron density, caused by the Bose condensation of
Cooper pairs, was shown to be different for these sites,
and for yttrium sites as well. The maximum change in
the electron density was highest for Cu(2) sites, much
lower for Cu(1) sites, and lowest for Y sites. The exper-
imentally observed temperature dependence of the
fraction of superconducting electrons satisfactorily
agreed with a similar dependence following from the
BCS theory for all of the Cu(1), Cu(2), and Y sites
under study. A dependence between the change in the
electron density at the metal crystal site and its super-
conducting transition temperature was found. In this
case, the greatest possible change in the electron den-
sity exists at 67Zn nuclei during the superconducting
transition. It was assumed that this value corresponds to
the smallest possible “size” of the Cooper pair, ~2.5 Å.
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Abstract—Materials for organic photovoltaic cells and light-emitting devices are reviewed. Dye-sensitized
systems represent the most studied of these materials as they offer high efficiency of photoelectric energy con-
version. Systems demonstrating efficient luminescence were identified; they are based on conjugated polymers,
complexes of rare-earth elements with organic ligands, and dyes. To achieve efficient photoelectric conversion,
different types of sensitizing dyes will be tested. Phthalocyanines and pentacenes are of special interest. Phth-
alocyanines are the most promising materials: they are easily synthesized and nontoxic, and their electric char-
acteristics are widely investigated. Harnessing the unique electron-acceptor properties of the C60 molecule, one
can attain considerable enhancement in the efficiency of solar-energy conversion into electricity. Organic pho-
tovoltaic cells are often made on the basis of aromatic and heterocyclic polymers—poly(p-phenylene-vinylene),
polyanilines, polypyrroles, and polythiophenes. Organic photoconducting materials offer high photosensitivity
and low dark current. They are readily available and can be easily deposited on a substrate, which make them suit-
able for the fabrication of relatively cheap photovoltaic cells. © 2003 MAIK “Nauka/Interperiodica”.
Photoconducting organic materials of a very diver-
sified chemical nature are currently being used for the
fabrication of photovoltaic systems. The goal of the
numerous researchers working in the still immature sci-
entific field of chemical photonics is the creation of
ordered molecular assemblies, built around aromatic
and heteroaromatic compounds with electron-donor
and electron-acceptor properties, capable of forming
charge-transfer complexes (CTCs) that strongly absorb
ultraviolet, visible, and infrared radiation. It is these
assemblies that form the basis for the materials of
molecular electronics, photovoltaic units, and pho-
totransducers with good electrical and optical charac-
teristics and long service life.

Conformationally nonrigid heteroaromatic systems,
where photochemical and photophysical processes are
related to photoinduced structural changes, form the
basis of “intelligent” or “smart” molecular assemblies
with the properties of bistability used for information
storage and processing. In these systems, general elec-
tronic properties typical of molecules with C–X groups
(where X stands for O, N, S, etc.) combine advanta-
geously with high structural stability, which is clearly
manifested in the formation of the spectral, lumines-
cent, and photochemical properties.

In a supramolecular assembly, molecules of differ-
ent types form an integral D–π–A system (here, D is an
electron-rich donor, π is a conjugated polymer or oligo-
mer, and A is an electron acceptor).

Among light-induced processes, photosynthesis is
the one most important for all living species—includ-
ing humans—and a perfect supramolecular assembly is
involved here. Photosynthesis is based on the chloro-
phyll molecule (I). Chlorophyll is a derivative of aro-
matic porphyrin and includes conjugated five-member
1063-7826/03/3707- $24.00 © 20807
pyrrole rings with substituents in β-positions and Mg as
the complexing agent.

Through a number of intermediate stages, chloro-
phyll molecules are organized into rather complex for-
mations called chloroplasts. These are ordered forma-
tion aggregated in diskotics that are anisotropic and
amorphous at the same time. Thus, an ordered
supramolecular assembly is responsible for the effi-
ciency of photosynthesis in all higher plants. In natural
materials, the light-absorbing substance is incorporated
in a layered polymer matrix, which to a large extent
determines its properties. The oxidation of a chemically
active photoexcited chlorophyll molecule and initiation
of the chain of oxidation–reduction reactions is made
possible due to the localization of the pigment in the
ordered lipid–protein matrix. Native chlorophyll aggre-
gates, where oxidation takes place, are considered in
the literature as semiconductors. It is believed that the
charge in the conduction band migrates to the acceptor
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or donor electron-capture centers, where dissociation
of oppositely charged carriers occurs.

Photosynthesis is remotely imitated in the systems
suggested by Graetzel [1]. Mesocrystalline or nanoc-
rystalline oxides (Ti, Sn, and Zn oxides etc.) are used to
form thin-film electrodes, and the bipyridine complex
of Ru (II) is used as a sensitizer. The band gap of TiO2,
which does not absorb visible light, is 3.2 eV. TiO2 lay-
ers act as biological lipid membranes. Electrons are
transferred from photoexcited complexes to effective
electron acceptors, i.e., oxide particles.

Mesocrystalline or nanocrystalline oxides (such as
Ti and Zn oxides) are used to form thin-film electrodes
that are self-organized into cubic arrangements. These
systems are sensitized with bipyridine complexes of
Ru (II). Electrons are transferred from photoexcited
complexes, where organic ligands act as antennas, to
oxide particles, which are effective electron acceptors.
The photovoltaic and electrical characteristics of these
systems are quite good: the short-circuit current Isc =
18.3 mA/cm2, the open-circuit voltage Voc = 0.72 V, the
filling factor FF = 0.73, and the quantum efficiency η =
10%. An oligomer variant of this design is also sug-
gested; here, Ru polypyridine complexes are linked by
ethynyl bridges to achieve better delocalization of elec-
trons [2].

Ruthenium bipyridine complexes bonded chemi-
cally to polymers of the polystyrene structure were
used to demonstrate stabilization of n-GaAs photoan-
odes, with the conversion efficiency of the photoelec-
trochemical solar cell being 12%. Such a polymer sys-
tem should possess weak adhesion bonds. Neverthe-
less, a solid-state heterojunction in sensitized solar cells
was patented in 2002 by the Graetzel team [3].

The application of photoconductive polymers in
photovoltaics is the most attractive area of organic
material research. Reviews [4–8] describe the proper-
ties of the main classes of polymers in use; for each of
them, data on the band gap and the highest conductivity
attained upon doping are given. The mechanisms of
conductivity in novel organic polymers of the fourth
generation are discussed in the reviews by Nobel laure-
ates MacDiarmid [7] and Heeger [8].

A breakthrough in the field of conducting polymers
was associated with the use of polyacetylene, which
became renowned throughout the world due to the stud-
ies performed by Shirakawa. It was demonstrated that
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the soliton mechanism is responsible for the conductiv-
ity in this material, whose basic advantage is the signif-
icant delocalization of π electrons along the macromol-
ecule [5].

Among various photoconductive polymers, poly-
pyrrole (PPy) (III) and its derivatives are of special
interest due to their high conductivity, stability in the
oxidized state, and interesting redox properties. These
materials are also attractive due to their simplicity and
easy availability of corresponding pyrrole monomers.
PPy is obtained through the polymerization of pyrrole
[6]. There are chemical and electrochemical methods
for its synthesis. Among all five-member aromatic het-
erocycles, nature chose pyrrole to build the “pigments
of life”—chlorophyll and hemoglobin—along with
other vitally important supramolecular structures (mis-
cellaneous porphyrins, prodigiosines, vitamin B12, etc.).

The conductivity of the starting polyconjugated
polymer (III) is 10–10–10–5 S/cm; doping results in the
metallic or semiconducting conductivity ranging from
1 to 105 S/cm.

Studies of the origin of the electronic conduction in
PPy indicated that neutral undoped PPy is an insulator
with a band gap of 4 eV. Upon oxidation, a shift of the
band edges occurs and the band gap decreases to
&2.5 eV; i.e., the material becomes a semiconductor.
Polarons (cation radicals) and bipolarons (dications)
are usually spread over three–four monomeric units of
the PPy polymer chain [8].

The choice of the anionic dopant (I2, FeCl3, etc.) is
dictated by the requirements imposed on the properties
of the polymer. The presence of hydrophobic anions
leads to a lowered sensitivity of the PPy to moisture. In
the presence of optically active anions (e.g., (±)-cam-
phorsulfonic acid), the polymer also becomes optically
active. To obtain flexible and smooth films that can be
easily detached from the electrode, organic anions are
used. Doping with aromatic and surface-active sul-
fonates provides for higher conductivity and stability of
the polymer [6].

Polythiophene and its derivatives are popular photo-
conductive polymers with a very narrow band gap,
from 1.0–1.2 eV to 0.58 eV. True enough, the band gap
of condensed polypyrroles is still lower and amounts to
0.38 eV. Unlike other conductive polymers, PPy is used
as a coating which prevents the passivation of the elec-
trode surface. Simultaneously, PPy serves as a hole-
transport layer. Systems of this design were developed
on the basis of GaAs, CdS, and CdSe [6].

Polyanilines still attract interest in industry; this is
due to the relative simplicity in synthesizing them, their
low cost, and their stability under exposure to air. The
conductivity of these materials can be efficiently
increased by doping.

N
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n

III
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The fullerene (Fu) molecule proved to be a unique
acceptor in supramolecular assemblies used in the
design of photovoltaic cells. Its large size and spherical
shape, as well as pyramidization of carbon atoms,
causes high electron affinity. In photoexcited polymer–
Fu composites, electron transfer to Fu occurs in less
than 10–12 s; the formation of an excited complex with
a subsequent transition to a state with separated charge
carriers takes place [9].

In π-electron-rich polymers with conjugated bonds
in the main chain and conjugated aromatic and het-
eroaromatic rings in the side chain (containing ary-
lamino groups) charge carriers are generated upon irra-
diation. Currently, much attention is attracted to
polyphenylenevinylenes (PPV) and their analogues,
homopolymers and conjoint polymers (IV–VI) [10].
PPV derivatives are used as transport and emitting lay-
ers; depending on the substituents, emission—photolu-
minescence (PL) and electroluminescence (EL)—in
the green and blue regions of the spectrum can be
obtained. For example, in PPV, changing the substitu-
ents in the benzene rings leads to a shift of the EL peak
wavelength by almost 80 nm [9].

PL: λmax = 490 nm

IV

PL: λmax = 464 nm
V

PL: λmax = 550 nm; EL: λmax = 600 nm

n

OCH3

OCH3

H3CO

O(CH2)2O

H3CO
n

N

n

VI

IV
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In polymers with structure IV, intense luminescence
in the green spectral region is observed, with a peak
wavelength λmax = 490 nm [11]. A thin film of soluble
prepolymer is deposited and polymerized in vacuum,
which results in the green EL.

The lasing properties of the chloroform-soluble
conjugated polymer V were studied by Liu et al.
[12]. The third harmonic of an Nd laser was used as
a pump light. Stimulated emission with a linewidth
of 15 nm was observed in the blue region, λmax =
450 nm. The maximum power of the laser radiation
was 40 kW, and the conversion efficiency reached
3.4%.

In 2000, polymers of structure VI, exhibiting blue
EL, were suggested; their thermal stability is related
to the presence of the triarylamino fragment. They
feature high-brightness emission. The energy of the
highest occupied molecular orbital is equal to 5.4 eV,
which indicates that a sandwich light-emitting diode
(LED) structure with a low barrier for holes can be
formed if this polymer is used as an active layer. The
maximum current density is 140 mA/cm2 at 20 V
[13].

A number of conjugated polymers with EL from
the blue to the infrared spectral regions were sug-
gested by researchers from Hoechst AG [4]. In LEDs
based on these materials, a brightness of
*1000 cd/m2 at <3 V and an emission duration
>5000 h were obtained. Because of the poor solubil-
ity of high–molecular substances, one has to use oli-
gomers with a much lower molecular mass; however,
in this case, a hypsochromic shift of the peak lumi-
nescence wavelength takes place. In this respect, the
use of spiro-6-paraphenylenes (VII) seems to be of
particular interest [4].
VII
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A team from Cavendish Laboratory (Cambridge)
used polymers with PPV segments containing nitrile
groups; mixtures of compounds VIII and IX with CdSe
nanocrystals of different sizes (3.3, 4.0, and 2.5 nm)
were studied. 

Efficient charge separation was attained and high-inten-
sity PL was observed [14]. The company Cambridge
Display Technology announced that, in 2002, it will
present a full-color display based on this kind of PPV
polymer with CN substituents [15].

In 1991, Ohmory and coworkers suggested using
polymers containing a fluorene fragment (X) as the
luminescent layers in LEDs [16]. These systems exhibit
blue luminescence with λmax = 470 nm. Five years later,
the same team fabricated a three-layer LED with red
and blue emission [17].

In 1987 in Austria, Tasch and his coworkers pro-
posed a white-light LED based on a mixture of a poly-
mer having a very rigid fluorene structure and a
perylene oligomer [18]. In Cambridge, Millard and
coworkers developed a material also based on polyflu-
orenes with monomeric units providing for emission
variability. Its performance is quite good: a high stabil-
ity of white-light emission is achieved, the emission

CN OC6H13

CNH13C6O

OC6H13

OC6H13 n

VIII

NC

CN

H3CO OCH2CH(C2H5)C4H9

H3CO OCH2CH(C2H5)C4H9

n

IX

R1 R2 n

X

R1 = H, C6H13
R2 = C8H17
persists at 70–80°C, and the operation lifetime is 1000 h.
The design has commercial potential [19].

The fluorene macromolecule network is three-
dimensional, which impedes molecule rotation around
the chain axis. The higher degree of crystallinity leads
to an enhancement in the charge transport due to higher
uniformity in chromophore unit spacing and increased
overlap between them.

In 2000, Fletcher and coworkers reported on a sys-
tem where the hole-transport layer is combined with
fluorene [20]. Based on this design, Dow Chemical Co.,
Midland, developed green-emission diodes with a
brightness in excess of 25000 cd/m2; under a pulsed
voltage of 100 V, the peak brightness was as high as
2000000 cd/m2.

After PPV—the first polymer that found extensive
use in LEDs—interest was drawn to poly(9,9-dio-
ctylfluorene), which is capable of blue emission with a
fluorescence quantum yield of 45% in the solid state.
The brightness of the EL with λmax = 436 nm is
0.25 cd/m2 and 600 cd/m2 in a device [21].

In another design variant, the transport amine layer
is combined with perylene fragments; in this way, red
luminescence (λmax = 580 nm) with a brightness of
4800–8700 cd/m2 is obtained [22]. The use of substi-
tuted perylene derivatives provides for intense red
emission. Columnar liquid-crystal derivatives of
perylene (XI, XII) find applications as hole-transport
layers (for electron-rich perylenes) and electron-trans-
port layers (for electron-deficient perylenes).

Both derivatives are liquid crystals at room temper-
ature and can be used in LEDs [23]. Columnar liquid
crystals or the columnar crystal phase of diskotics
based on aromatic compounds represent very good
charge-transport media due to their π-electron system,
which is enhanced by electron-rich alkoxy substituents.
Most of them exhibit high-intensity fluorescence;
owing to this, two-layer LEDs based on perylene-tetra-
carboxylate and hexabutoxy-triphenylene were devel-
oped by the research centers at the universities of Tou-
louse and Bordeaux. The peak wavelength of the PL is
λmax = 620 nm, and the band width is 80 nm.

OR

OR

OR

OR

RO

RO

O ORO OR

O ORO OR

XI XII
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The choice of material is determined by two factors.
First, it is convenient that the hexagonal columnar crys-
tal phase has a melting point at 244°C, with isotropism
appearing at 313°C. Second, short-chain perylene pos-
sesses high conductivity. In combination with alumi-
num tris(hydroxyquinolinate) (XIII) (Alq3), perylene
serves as both emitter and electron-transport layer; the
EL brightness is 15 cd/m2 at 0.03 A/cm2 and 30 V. The
luminescence intensity remains unchanged for 18 h of
operation and drops twice during the next 22 h. The
characteristics of these LEDs are comparable to those
of conventional LEDs based on Alq3 and diamines [23].

Polyheteroarylenes are polymers with high photo-
sensitivity; the presence of an unshared pair of elec-
trons at the nitrogen atom is favorable for deep collec-
tivization of π-conjugated bonds. The conductivity
equals 10–10–10–13 S/cm. The photosensitivity does not
depend on the length of the molecular chain; however,
it does depend on the degree of ordering in a supramo-
lecular structure and increases by an order of magni-
tude upon the transition from the amorphous to the
crystalline state.

Polyimides are characterized by a combination of
photovoltaic properties with good electrical and
mechanical parameters. Their photosemiconductor
properties are determined by donor–acceptor interac-
tions between the structural elements of polyimide
chain—diimide fragments and arylene groups. In aro-
matic polyimides, whose chains contain alternating
electron–acceptor diimide fragments and electron-
donor arylene fragments, interchain donor–acceptor
interaction between these structural elements takes
place with the formation of a kind of a charge-transfer
complex (CTC); the luminescence originates from
charge-transfer excited states (exciplexes), which have the
same nature as the CTC excited state [24]. The electrolu-
minescent and transport properties of nonconjugated
anthracene-containing polymers are reported in [25].

Continuing their study of this polymer [26],
researchers from the Karpov Institute of Physical
Chemistry in collaboration with the Napier University
in Edinburgh demonstrated the existence of effective
EL in single-layer LEDs upon incorporation of nanoc-
rystalline J aggregates of carbocyanine dyes into the
polymer layer. J aggregates play an important role in
charge transport in composites. It was shown that a very

N

N

N Al O

O

O
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XIII
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narrow emission line appears in the red and infrared
spectral regions. LEDs based on rigid perylene
mesogens are excited by a He–Ne laser [27]. The He–
Ne laser radiation is not absorbed by the layer of Alq3
(XIII), but its spectral position coincides with the
short-wave length absorption band of the perylene
mesogen at 1.85 eV and with the shoulder of the main
band at 2.3 eV. The emitting layer is formed by Alq3
(XIII); typical EL can be observed even one week after
irradiation. The diodes can be used in optical memory
units or in liquid-crystal displays.

In aromatic molecules, π–π* is the only type of
orbital overlap, which causes low mobility of the
charge carriers. In organometallic and coordination
compounds, d–d and d–σ orbital overlap can prove
important. However, it is difficult to obtain infinite
chains of metal atoms in organometallic complexes
with aromatic ligands. The “thickness” of an aromatic
molecule is just 3.4 Å, and strong bonds between the
metal atoms cannot form when such molecules are
arranged in a crystal. When ligands such as quinoline
and imidazole are used, collectivization of the electron
cores takes place due to d–π orbital overlap and the
geometric restrictions are relaxed [28].

White-light luminescence was obtained by Gao and
coworkers from Hong Kong in the following system
[29]: ITO/HTL/Tb(acac)3phen/Mg:Ag (here, “acac”
stands for acetyl acetonate and “phen” stands for
phenanthroline). The hole-transport layer (HTL) incor-
porated a mixture of poly(N-vinylcarbazole) and aryl-
diamines in different proportions, which had some
effect on the EL spectrum.

Multilayer structures incorporating complexes of
Tb, Eu, and Al with organic ligands exhibit intense
luminescence, the brightness being up to 90 cd/m2

under 14 V voltage. It is a rather low value in compari-
son with other white-emission systems, where a bright-
ness of 2000–4000 cd/m2 was achieved. One study [30]
relates this to the possibility of the formation of exci-
plexes between a Tb complex and a tetraphenyldiamine
(TPD) derivative, which results in a lowered quantum
efficiency of the luminescence. Three discrete peaks
were observed in the luminescence spectrum at 410–
420, 545, and 615 nm, which correspond to TPD, Tb,
and Eu complexes, respectively.

The Tb complex acts both as an electron-transport
layer and emitting layer with green luminescence; in
addition, its function is to prevent recombination of
electrons and holes, which may occur in the hole-trans-
port layer [30].

A breakthrough in the attained EL brightness
occurred when structures utilizing green electrophos-
phorescence of tris(2-phenylpyridine) iridium were
developed. A material with intense green luminescence
was proposed by researchers at Princeton University.
Tris(2-phenylpyridine)Ir complexes are used to dope
the host matrix formed by 4,4'-dicarbazolediphenyl.
The host itself exhibits blue luminescence with λmax =
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400 nm, and the Ir complex exhibits green lumines-
cence. This system has an efficiency of 8% (26 cd/A,
19 lm/W at 4.3 V voltage). It is believed [31] that these
high values arise due to the process of energy transfer
from singlet S* and triplet T* excited states of the host
to the Ir complex followed by efficient intramolecular
radiative transitions. The short time of the phosphores-
cence of the Ir complex (<1 µs) limits source saturation
at high conductivity. The barrier layer is formed by
TPD. At the peak of emission, the brightness can be as
high as 100000 cd/m2 [31].

A number of novel benzoxazole and benzthiazole
complexes of Al and Zn exhibiting strong luminescence
from the yellow to blue-green regions (see Table 1)
were studied at the Toyota Laboratories [32].

LEDs with polycyclic ligands exhibit blue lumines-
cence with a quantum efficiency of 1.5–1.7% and a
brightness of 300 cd/m2 upon perylene doping. In the
case of yellow luminescence, the quantum efficiency is
lower than 0.8%. Layers incorporating Zn(ODZ)2,
Al(ODZ)3, and Zn(BIZ)2 demonstrate pure blue emis-
sion peaked at about 450 nm; the layers of Zn(PhPy)2
and Zn(TDZ)2 demonstrate green-blue and blue-green
emission peaked at 485 and 508 nm, respectively. This
observation indicates that structural changes affect
electroluminescent properties. The newly synthesized
Alpq3 complexes (in which ligands are formed by phe-
nyl substituted hydroxyquinolines) have less intense
and less stable emission than Alq3. Only for Alpq3 does
the EL duration exceed 500 h; in all other cases, it is
only 5–10 h [32].

Low-molecular complexes of rare-earth elements
with organic ligands are well suited for the fabrication
of LEDs with red, green, and blue luminescence. Mix-
tures of these provide for bright white-light emission.
The Alq3 complex has found the most widespread appli-
cation: it is incorporated both in low-molecular layers
and in polymer composites (e.g., those with PPV).

Table 1.  Electroluminescent characteristics of complexes
with heteroaromatic ligands

Complex λmax, nm Color Brightness, cd/m2

Zn(ODZ)2 449 Blue 11000 (18 V)

Zn(TDZ)2 508 Blue-green 4020 (12 V)

Zn(PhPy)2 485 Green-blue 11450 (15 V)

Zn(BIZ)2 447 Blue 4100 (13 V)

Alpq3 550 Yellow 26000 (14 V)

Al(ODZ)3 447 Blue 3500 (18 V)

Note: Zn(ODZ)2 stands for bis[2-phenyl-4(2-hydroxyphenyl)oxdiaz-
olate]Zn; Zn(TDZ)2 stands for bis[2-phenyl-4(2-hydroxyphe-
nyl)thiadiazolate]Zn; Zn(PhPy)2 stands for bis[(2,2'-hydrox-
yphenyl)pyridinate]Zn; Zn(BIZ)2 stands for bis[N-phenyl-2(2-
hydroxyphenyl)benzimidazolate]Zn; Al(ODZ)3 stands for
tris[2-phenyl-4(2-hydroxyphenyl)oxdiazolate]Al; and Alpq3
stands for tris(2-hydroxy-5-phenylquinolinato)Al.
A number of condensed aromatic and heteroaro-
matic compounds used in LEDs and solar cells incorpo-
rate 9-alkylfluoren and 9,9-dialkylfluoren, rubrene, pen-
tacene, perylenes, coumarin, and derivatives of phena-
zines and thiazines. Dye-sensitized photovoltaic cells are
quite promising at the moment, as are the subjects of a
wide range of research and development efforts.

Variants of solar cells and LEDs based on the dye–
redox system were developed at Jadavpur University in
Calcutta [33]. Different dyes—derivatives of thiazines,
phenazines, xanthenes, acridines, and triarylmethanes—
were examined. Their photoelectrochemical parame-
ters were investigated, and the feasibility of applying
phenazine dyes in solar cells was demonstrated. The
same team has shown that mixtures of dyes, phenosaf-
ranine (PSF) and methylene blue (thiazine derivative)
or PSF and fluorescein acridine orange (a xanthene
dye), have a considerably higher efficiency than indi-
vidual dyes (see Table 2) [34]. Semitransparent SnO2,
In2O5, and ZnO electrodes were used.

The development of photovoltaic systems based on
electron-rich phthalocyanines (Pc) (XIV) is now being
widely carried out [35]. These compounds are ecologi-
cally safe, cheap, and easily synthesized; and their elec-
trical properties are far from being fully exploited; this
circumstance points to the potential for considerably
broader use of these materials in electronics and for
increased efficiency in future R&D products.

Metallocyanines are molecular crystals whose
allowed energy bands have a small width (on the order
of the thermal energy kT). They have been widely
developed in recent years. Numerous phthalocyanines
(Pc) used in photovoltaic cells incorporate cations of
Cu, Co, Ni, Pd, VO, TiO, etc. The efficiency of the
energy conversion in Pc is rather low; it depends strongly
on the method used for the formation of layers with
effective electron acceptors and on doping (see Table 3).
As dopants, I2 and tetracyanoquinonedimethane were
described.

Two-layer PcCu/C60 systems for solar batteries
demonstrated a very high conversion efficiency η =
3.6%, with Isc = 13 mA/cm2, Voc = 0.53 V, and FF =
0.52; the highest quantum efficiency, η = 18%, is
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Table 2.  Performance of the solar cells

Layer Vos , mV Isc , µA FF P, µW/cm2 η, 10–2%

PSF 600 26.00 0.41 7.61 2.54

MB 425 7.92 0.64 1.79 0.10

AO 4 – – – –

PSF + AO 685 24.00 0.33 9.04 4.50

PSF + MB 665 22.75 0.32 6.05 3.02

Note: PSF stands for phenosafranine, MB stands for methylene blue, and AO stands for acridine orange; η is the conversion efficiency;
and P is the effective power.

Table 3.  Performance of the solar cells incorporating macrocycles

Solar-cell structure Isc , µA/cm2 Voc , V η, % FF Comments

Al/C60/OEP/OOPPV/ITO 1.4 0.15 0.01 0.3 ITO side

1.1 0.35 6 – Al side

TiO2/H2Pc/NiPc 0.56 0.24 0.02 0.64 –

Al/CuPc/ITO 0.25 0.4 9 – –

Al/CuPc/ITO 0.25 0.4 – – Ion implantation

SnO2/CuPc/BP/Ag 0.5 0.47 0.66 – White light

SnO2/CuPc/BP/Ag 0.21 0.47 0.33 0.19 –

Note: OEP stands for octaethylporphin, OOPPV stands for poly(2,5dioctyloxy-p-phenylenevinylene), and BP stands for perylene Bordeaux.
attained at 620 nm. Fullerene C60 acts as an acceptor
and serves as the electron transport layer [36].

Electroluminescent diodes containing substituted
Pc were fabricated by vacuum deposition at the Univer-
sity of Tübingen. The peak position and the relative
intensity of the luminescence are given in [37].
SEMICONDUCTORS      Vol. 37      No. 7      2003
A type of bridge macrocyclic complexes is repre-
sented by cofacial poly(phthalocyanato)metallooxanes
[PcMO]n (XV) (here, M = Si, Ge, or Sn). Their conduc-
tivity increases greatly upon stoichiometric doping
with I2. In recent years, conjugated ladder polymer sys-
tems were created on the basis of Pc.
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It is conceivable that systems with efficient charge
generation, separation, and transfer can be built around
cofacial Pc, and this attracts interest to this class of
materials [38]. The molecular structure of cofacial Pc
has a core with C2 symmetry and a planar Pc ring around
this core. The Si–Si spacing is 3.32 Å (or 3.14 Å accord-
ing to our own results). The Si–O–Si angle is 179°; the
angle of the ring rotation (oscillation), which is close to
that in PcNi and is very sensitive to the distance
between the rings and the substituents, equals 36.6°
(39.6°). The calculated value of the ionization potential
of Si(Pc)(OR2) agrees well with that determined exper-
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imentally (6.8N and 6.46N, respectively). These results
confirm that charge transport in [Si(Pc)O]n polymer
occurs mainly via the π system of Pc and the contribution
of polarons is of little importance [38]. In the case of
metallomacrocyclic conductors with cofacial arrange-
ment, a good transport layer may be formed by liquid-
crystal oligomers or polymers with conjugated reactive
mesogens [39].

As a variant, layers can be composed from V- or
T-shape oligomers with a rigid aromatic triad contain-
ing a 2,5-benzophenone (XVI) or 3,4-benzophenone
group at the center of the monomeric unit [40]; these
oligomers have high photochemical activity, transpar-
ency, and capability for light-induced texture changes
[41, 42].

CONCLUSION

The application of photoconductive organic materi-
als in photovoltaics has been widely investigated in
recent years. However, the attractiveness of this
approach is offset by the instability of the proposed
organic materials, the difficulties in producing them,
and problems in predicting the effect of doping on elec-
trical characteristics.

The creation of high-efficiency solar cells based on
organic composites requires (i) a modern approach to
polymer synthesis (at the stages of both monomer syn-
thesis and polymerization) and polymer design, and
(ii) high precision in the selection of all elements of the
complex organic composite system, with respect to
their chemical nature (taking account donor–acceptor
interactions) and optimization of the quantitative pro-
portions between the polymer and the low-molecular
complexes.

The possibility of choosing supramolecular assem-
blies combining several different types of molecules,
which have the potential capability to function as
microprocessors, along with the convenience in com-
bining inorganic and organic components in one sys-
tem, is responsible for the ongoing interest in using
organic materials in photovoltaic devices.

The diversity of available molecular assemblies, the
lack of a unified view of the energy structure of each
system component, and the unordered nature of poly-
mer matrices are factors preventing rapid progress
towards favorable results. Research in the field of
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C O
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n

XVI
molecular electronics and nanotechnology is mainly
directed at the creation of novel molecular systems for
the accumulation of light and electric energy and the
development of nanomaterials for LEDs. Almost every
new study leads to an understanding of certain previ-
ously unknown properties and the development of
methods for increasing the efficiency of LEDs and for
organizing ordered states of matter—in particular, imi-
tating the processes occurring in living species. It is con-
ceivable that the utilization of organic photoconductive
molecular materials will become one of the important
means in the effort to overcome the energy crisis.
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Abstract—The basic optical and electrical properties of polyamide acid and its complex with Tb+2 have been
studied. The occurrence of room-temperature photoluminescence (PL) with an emission peak at 520 nm is
established. The activation energy of conductivity at temperatures above 350 K is 2.1 eV. Polyamide acid is
comparable in PL intensity with an electroluminescent polymer, poly(p-phenylvinylene). © 2003 MAIK
“Nauka/Interperiodica”.
Recently, electroluminescence from organic poly-
mers have found increasingly wide and effective appli-
cation. The best studied electroluminescent materials
are polymers with conjugated bonds, poly(p-phenylvi-
nylene) (PPV) and its derivatives [1]. Of interest is the
search for other polymeric materials possessing a set of
properties required for the effective use of these mate-
rials in optoelectronics. In particular, of interest are
materials for creating hybrid organic–inorganic opto-
electronic devices. The promise of this approach has
already been demonstrated by examples of lumines-
cence from erbium ions in a polymeric matrix [2] or
emission from semiconductor quantum dots incorpo-
1063-7826/03/3707- $24.00 © 20816
rated in an electroluminescent structure based on
organic semiconductors [3].

With the above in mind, the study of optical and
electrical properties of polyamide acid (PAA) and a
metal–polymer complex based on Tb+2 (PAA + Tb+2)
was undertaken. PAA and (PAA + Tb+2) polymers,
polyamide acids with imide and biquinolyl units in
their main chain (which are denoted by indices n and m
in Fig. 1), are soluble, hydrolytically stable materials
which can be used to obtain transparent films. These
films possess good strength and deformational proper-
ties and thermal stability at temperatures up to 180°C.
The presence of biquinolyl units in the main chain allows
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Fig. 1. Structural formula of the metal–polymer complex of polyamide acid.
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these polymers to form stable soluble complexes with
transition metals (general formula is shown in Fig. 1).

The presence of sufficiently long segments with
conjugated bonds and the high degree of π-hybridiza-
tion of orbitals give reason to expect that electrical con-
duction and effective luminescence will be observed.

On being heated to 180–250°C, the polymers
undergo cyclization, being converted into high-strength
nonbrittle polybenzoxazinonimides [4]. The polymer
solution obtained was used to deposit films by casting
on glass substrates, after which the films were sub-
jected to drying at 100°C to constant weight. The thick-
ness of the films was in the range of 20–40 µm.

The following basic electrical and optical character-
istics of the material were determined: absorption spec-
trum in the visible range, PL spectra, electrical conduc-
tivity at room temperature, and temperature depen-
dence of conductivity.

The results obtained in studying the optical proper-
ties of PAA and (PAA + Tb+2) are summarized in Fig. 2.
The study of the long-wavelength optical absorption
edge demonstrated that the absorption coefficient (α)
changes by an order of magnitude, from 103 to 102 cm–1,
in the approximate wavelength range 410–450 nm
(curve 3), which corresponds to photon energies of 3 to
2.75 eV. On introduction of terbium, the absorption
spectrum of the material shifts noticeably to longer
wavelengths.

The PL from PAA and (PA + Tb+2) was observed
during excitation with 337-nm light. The PL intensity
(IPL) was on the same order of magnitude as that for
films of the standard photoluminescent material PPV
(recorded under identical conditions). The PL spectra,
which are peaked at 520 nm (2.4 eV), are shown in
Fig. 2. The PL peak positions virtually coincide with
the wavelength of the PL peak for PPV. As in the case
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Fig. 2. PL spectra of (1) the terbium complex of polyamide
acid (PAA + Tb+2) and (2) polyamide acid (PAA), and also
(3) the optical absorption spectrum of (PAA + Tb+2).
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of PPV, the luminescence spectrum observed lies at
much lower energies than the absorption edge [5, 6].
The metal–polymer complex (PAA + Tb+2) shows no
characteristic bands of terbium PL. The absence of
intrinsic terbium luminescence can be attributed to
insufficient electronegativity of the environment of the
terbium ion in the metal–polymer complex.

The dark conductivity of PAA and (PAA + Tb+2) is
low: ~10–13 Ω–1 cm–1 at room temperature (T = 300 K).
Figure 3 shows the temperature dependence of the elec-
trical conductivity of this material. It can be seen that
the conductivity is characterized by a constant activa-
tion energy (~2.1 eV) in a wide range of temperatures,
from 350 to 400 K.

Since the material used in organic electrolumines-
cent devices is in the form of thin films and a high cur-
rent density is ensured by carrier injection from the
contacts, the relatively low dark conductivity of the
material is not an obstacle to its application in optoelec-
tronic devices.
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Abstract—A set of new metal–polymer complexes has been synthesized on the basis of polymers containing
biquinolyl units in the main chain and Ru(bPy2)Cl2. The spectral and mechanical properties of these complexes
were studied, as well as their photosensitivity in the temperature range from 20 to 150°C. It was shown that the
photosensitivity of synthesized polymers is 2 × 104 cm2 J–1 and the quantum yield of carrier photogeneration is
η = 0.025. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In the context of the promising application of poly-
mer–metal complexes (the possibility of implementing
new physical principles for data recording and storing;
the photoconductivity, self-assembly, and self-organi-
zation of polymer structures; etc.), much attention has
been given to the synthesis of new polymers which
allow functionalization of polymer matrices by transi-
tion-metal ions.

From the viewpoint of various physical applica-
tions, the most attractive are metal–polymer complexes
based on divalent ruthenium. They feature a unique
combination of chemical stability, redox properties,
luminescence, and a long lifetime of the excited state
[1]. Recording materials produced on the basis of such
complexes are characterized by nonlinear optical and
photorefractive properties (the optical yield is 200 cm–1

at the field E = 0, the quantum efficiency is 0.2% at E =
106 V cm–1, the diffraction efficiency is ~1% [2]); high
resolution, which is characteristic of molecular media;
high carrier mobilities (~10–5 cm2/(V s) [3]); and pho-
tosensitivity (~3 × 104 cm2/J [4]). Concerning fabrica-
tion of electroluminescence devices [3], recording
media based on metal–polymer complexes have a
rather high luminescence efficiency (luminous emit-
tance) at relatively low operating potentials.

In our opinion, it is of interest to obtain metal–poly-
mer complexes on the basis of polymer matrices, fea-
turing high thermal stability. Such complexes are char-
acterized by the presence of biquinolyl units in the
structure of thermostable polymers. As an object of
study, we took polybenzoxazinoneimides, since (as
shown previously [5]) these polymers exhibit a unique
combination of hydrolytic stability of prepolymers and
thermal stability of corresponding products of their
cyclization.
1063-7826/03/3707- $24.00 © 20818
2. EXPERIMENTAL

The objects of study were soluble metal–polymer
complexes I (see Figs. 1a, 1c) produced by the interac-
tion between polyamide acid II (PAA) and Ru(bPy2)Cl2
(where bPy is 2,2'-bipyridyl) in N-methylpyrrolidone (the
method referred to as “assembling”) (see Figs. 1b, 1c).

PAA containing biquinolyl units in its main chain
was synthesized on the basis of 2,2'-biquinolyl-4,4'-
dicarboxylic acid dichlorides, N,N-diphenyloxide-bis-
(trimethylimido) acid, and methylene-bis-anthranil
acid by low-temperature polycondensation.

The synthesis of 2,2'-biquinolyl-4,4'-dicarboxylic
acid was carried out using the Pfitzinger reaction from
isatin and acetoin (see [6]). The synthesis of N,N-diphe-
nyloxide-bis-(trimethylimido) acid is described in [5].
The synthesis of dicarboxylic acid dichlorides,
Ru(bPy2)Cl2 complex, and PAA was performed accord-
ing to the procedures described in [5], [7], and [4],
respectively. PAA–Ru(bPy2)Cl2 complex was synthe-
sized at 190°C in N-methyl pyrrolidone according to
[8]. The polymer solutions obtained were poured onto
glass substrates to form films, which were dried at 80°C
up to a contrast mass. The thickness of films designed
for measuring the mechanical properties and photosen-
sitivity was 30–40 µm and 1–3 µm, respectively.

The technique for studying the photosensitive prop-
erties included measurement of the spectra of the pho-
tosensitivity S0.1 and the quantum yield of carrier pho-
togeneration η. The photosensitivity S0.1 was deter-
mined by such a criterion as the reduction of the surface
potential by 10% of the initial value. The measurements
were carried out in the electrophotographic mode in the
spectral range of 400–800 nm under electric fields of
104–106 V cm–1 using the technique [4]. The thermal-
ization length rt and the quantum yield η0 of bound-pair
formation were determined by the field-dependence
slope within the Onsager model.
003 MAIK “Nauka/Interperiodica”
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Fig. 1. (a) Metal–polymer complex I, (b) polyamide acid II, and (c) fragment R in Figs. 1a, 1b.
The mechanical characteristics of the films of
metal–polymer complexes were measured using the
technique [5].

3. RESULTS AND DISCUSSION

All of the synthesized polymers are characterized by
rather good deformation–strength properties (E = 2.8–
3.2 GPa, σp = 95–110 MPa, εp up to 20%). The presence
of ruthenium has almost no effect on the mechanical
properties of films. It is noteworthy that some decrease
in the elastic modulus of metal–polymer complexes is
observed, which is explained by the screening of hydro-

gen bonds by Ru(bPy  volume units.

Figure 2 shows the absorption spectra of synthe-
sized model compounds: complexes of bivalent ruthe-
nium with bipyridyl Ru(bPy2)Cl2, with bipyridyl and
2,2'-biquinolyl-4,4'-dicarboxylic acid (bqa)
Ru(bPy2)Cl2; metal–polymer complex I; and the initial
compounds: (bqa) and polymer II.

We can see from the spectra that polymer I (curve 4)
and bqa (curve 2) virtually do not absorb in the range of
400–700 nm. The spectrum of the low-molecular com-
plex Ru(bPy2)Cl2 (curve 1) contains two intense peaks
at 360 and 520 nm. The latter peak is caused by the metal-
to-ligand charge transfer (referred to as MLCT [1]). The
spectrum of Ru(bPy)2(bqa)Cl2 (curve 3) has a similar
shape, but its peaks are shifted to longer waves, which
is caused by the influence of the biquinolyl ligand itself

)2
2+
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and its carboxyl groups. The spectrum of PAA +
Ru(bPy2)Cl2 (curve 5) exhibits a broad peak in the
range of 470–560 nm, which indicates the formation of
metal–polymer complex II.

Figure 3 shows the photosensitivity spectra of the
synthesized materials. We can see that photosensitivity
increases by almost an order of magnitude (curve 2) in
the case of ruthenium complex formation in compari-
son with the initial polymer (curve 1) and is equal to
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Fig. 2. Absorption spectra of the synthesized compounds:
(1) Ru(bPy2)Cl2, (2) 2,2'-biquinolyl-4,4'-dicarboxylic acid
(bqa), (3) Ru(bPy)2(bqa)Cl2, (4) polyamide acid (PAA),
and (5) PAA + Ru(bPy2)Cl2.
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2 × 104 cm2 J–1. In the case of incorporation of fullerene
(a sensitizer increasing the electron mobility) into the
metal–polymer complex, the photosensitivity further
increases by a factor of 2–3 (curve 3) in comparison
with the complex without fullerene. The most signifi-
cant increase is observed in the long-wave length spec-
tral region. The quantum yield of carrier photogenera-
tion η of the metal–polymer complex is constant within
the absorption band and is equal to 0.025, which is
somewhat lower than that of similar biquinolyl com-
plexes with Cu [4]. The quantum yield of bound-pair
formation is η0 = 0.06, and the thermalization length rt

is 3.0 nm. This value is comparable to the value of rt for
complexes with copper. In the case of metal–polymer
complexes with fullerene admixture, η is higher than
that of complexes without fullerene by a factor of 1.5.
Thermal treatment of the polymeric materials under

103
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S, cm2/J

λ, nm

104

550500 600 650 700

3
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1

Fig. 3. Photosensitivity spectra of synthesized polymers:
(1)  PAA, (2) PAA + Ru(bPy2)Cl2, and (3) PAA +
Ru(bPy2)Cl2 + fullerene.
study (heating up to 150°C) does not decrease their
photosensitivity.

4. CONCLUSIONS
(i) New polyamide acids with biquinolyl units in the

main chain and their complexes with Ru(bPy2)Cl2 have
been synthesized. Their mechanical and physical prop-
erties were studied.

(ii) It was shown that the synthesized metal–poly-
mer complexes are characterized by a rather high pho-
tosensitivity, which can be significantly increased by
fullerene sensitization.

(iii) The developed method opens up wide opportu-
nities for synthesizing metal–polymer complexes,
which may be of practical importance for producing
photoconductive systems.
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Abstract—A new method for modifying polymers with side carboxyl groups by glycidyl ethers of hydroxyl-
containing azobenzene dyes has been developed. The spectral, thermomechanical, and photosensitive proper-
ties of dye-modified polyamide-imides have been studied as a function of the dye content in a polymer. The
films of polymers under study were shown to be almost transparent at wavelengths above 500 nm. The mobility
of side chromophore groups is rather high, which makes these polymers promising for nonlinear optical appli-
cations. The polymers are characterized by a photosensitivity of 103–104 cm2  J–1, which can be significantly
increased by doping with diphenylamide molecules, which transport charge carriers. © 2003 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

The development of polymers characterized by non-
linear optical properties is an urgent problem in the
chemistry of polymers, since such materials play a
decisive role in solving the fundamental problem of
interaction between laser radiation and matter, during
which the characteristics of the incident laser radiation
change [1]. Among thermostable heterocyclic polymers
used as matrices for photosensitive materials, polya-
mide-imides (PAI) have attracted attention. These poly-
mers are widely used in microelectronics due to their
solubility in amide solvents, as well as their rather good
physicomechanical, thermal, and insulating properties
[2, 3]. The possibility of introducing various functional
groups characterized by rather high dipole moments µe

in the excited state into the side chain, as well as optical
homogeneity and transparency, make PAIs promising
1063-7826/03/3707- $24.00 © 20821
for new optical technologies, in particular, for the fab-
rication of photosensitive and nonlinear optical (NLO)
media.

In this study, we investigated the optical properties
of newly synthesized comb-shaped PAIs produced by
etherification of carboxyl-containing PAIs by a gly-
cidyl ether of an azo dye. Such dyes are characterized
by efficient charge transport in the excited state, as well
as by high values of µe.

2. EXPERIMENTAL

The studies were carried out using modified PAIs
differing in main-chain rigidity. The modification was
carried out according to the following schematic dia-
gram:
O O

NCONROC
H
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The PAI modification by glycidyl ether of azo dye
was carried out using the technique of [4]. Hexa methyl-
ene diamine, phenol, N,N-dimethyl formamide (DMFA),
and N-methyl-2-pyrrolidone (N-MP) were purified by
distillation in vacuum. Thionyl chloride and epichloro-
hydrin were purified by simple distillation. 3,5-diami-
nobenzoic acid and dimethylbenzylamine (DMBA)
were purified according to [5]. Initial PAIs were synthe-
sized using the technique of [6]. 4-nitro-4'-hydroxya-
zobenzene and its glycidyl ether were produced using
the technique described in [7]. PAI solutions in N-MP
were deposited on glass substrates with a conductive
coating. After drying, the polymer-layer thickness was
1–3 µm.

The degree of substitution of carboxyl groups
(degree of etherification α) in PAI was determined by
potentiometric titration of solutions of reprecipitated
samples of etherified polymers in DMFA by an aqueous
solution of KOH using a pH-121 millivoltmeter.
Mechanical tests of the films were carried out using a
universal UTS-10 system in the uniaxial-tension mode.
The glass-transition temperature was determined ther-
momechanically using a UMIV-3 instrument under the
sample load σ = 0.01σp.

When estimating the photosensitivity of modified
polymers, we took into account the fact that introduced
dye fragments are characterized by a high efficiency of
charge separation within dye functional groups and do
not provide carrier transport through the sample, which
is necessary to attain a high photosensitivity. Therefore,
an aromatic nitrogen-containing compound with a low
ionization potential (ID = 7.0 eV)—diphenylamine
(DPA)—was added to the material. The DPA content
was 3%, which corresponds to a distance of ~100 nm
between DPA transport molecules, which provide
transport of free carriers. This compound allows a car-
rier (hole) mobility of 10–4–10–5 cm2/(V s). The photo-
sensitivity S0.1 and the quantum yields of carrier photo-
generation η and bound-pair formation η0, as well as
the thermalization lengths, were determined using the
electrophotographic technique [8] in the spectral range
of 400–700 nm.

3. RESULTS AND DISCUSSION

In the first stage of the study, optimum conditions
for PAI modification were selected by varying the reac-
tion temperature, the type of catalyst, and the dye–poly-
mer molar ratio. The optimum etherification conditions
correspond to a temperature of 60°C, DMBA as a cata-
lyst, and a double molar excess of chromophore. Under
these conditions, samples of modified polymers with
various degrees of etherification (α = 20, 40, 60, and
80%) were obtained.

Figure 1 shows the absorption spectra of the PAI-A
film (α = 80%) and a pure chromophore. Due to the
self-absorption of the polymer matrix in the range of
300–380 nm, the spectrum of the modified polymer
SEMICONDUCTORS      Vol. 37      No. 7      2003
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exhibits only a shoulder of the chromophore-absorption
maximum in this range. The absorption maximum of
pure chromophore is observed at ~370 nm, which is
characteristic of chromophores of this type [9]. The
optical transparency of both chromophore and PAI-A
films in the region above 500 nm ensures the promising
application of these systems as NLO active media when
using lasers with a wavelength of 1064 nm. This is also
indicated by the data [9] on the NLO activity of
polypeptides containing chromophores of this type in
the side chain. Since the use of chromophore-contain-
ing polymers in NLO processes of the second-har-
monic generation requires chromophore orientation,
whose efficiency heavily depends on the thermome-
chanical properties of the polymer matrix, we carried
out thermomechanical studies of the PAI-K and PAI-A
films.

These studies showed that both initial PAI-K and its
ethers have no pronounced transition into the high-elas-
ticity region. This does not allow chromophore-group
orientation, since such orientation is carried out at tem-
peratures close to the glass-transition temperature.
However, the thermomechanical curves of the modified
PAI-A samples show that all of these polymers are soft-
ened in the temperature range of 115–125°C. This
makes the PAI-A films promising for further studies of
their NLO properties, which are we planning to con-
duct.

The spectra of photosensitivity S0.1 are shown in
Fig. 2. We can see that S0.1 is maximum in the spectral
region λ < 550 nm and steadily decreases at longer λ.
The value of S0.1 of modified PAI-K is higher than that
of modified PAI-A by a factor of 2.5, which is caused by
the high electron affinity EA of the diimide fragment R1.
Therefore, the quantum yield of carrier photogenera-
tion η ∝  exp(EA/kT) increases [10]; hence, S0.1 ∝  Aη
(A is the film absorptivity) increases too. The value of
η was estimated to be about 5 × 10–3 for the permittivity
ε ≈ 4.5–5.0 [4]. The thermalization length was deter-
mined by the slope of the field dependence of η as rt ≈
1.5 nm; the quantum yield of bound-pair formation η0
is about 1.5 × 10–2.

When DPA is introduced into modified PAI-K, the
photosensitivity of the latter increases three times in
comparison with S0.1 of PAI-K with no DPA. This is
probably caused by efficient transport of carriers
(holes) via DPA molecules, since PAI-A layers (with no
transport DPA molecules) are also photosensitive.
Studies have shown that carboxyl groups in the PAI
structures give rise to photosensivity even in the
absence of DPA. Therefore, it may be concluded that
the transport of free carriers in the absence of transport
molecules also occurs and is most likely caused by
electron transport via unsubstituted carboxyl groups.

As the content of side chromophore groups (the
degree of etherification α) increases, S0.1 increases (see
Fig. 3, curve 1) by a factor of 2–2.5 as α increases from
20 to 80%. In this case, the dark conductivity of the
SEMICONDUCTORS      Vol. 37      No. 7      2003
layer, characterized by the dark decay of the potential
(see Fig. 3, curve 2), increases by more than three
times.
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Fig. 1. Absorption spectra of (1) 4-nitro-4'-hydroxyazoben-
zene and (2) PAI-A film (α = 80%).
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4. CONCLUSIONS

(i) New polyamide-imides were synthesized which
contain side chromophore groups of 4-nitro-4'-
hydroxyazobenzene.

(ii) The relationship between the photosensitivity of
synthesized PAIs and their structure was ascertained. It
was shown that the photosensitivity is 103–104 cm2 J–1

and increases threefold due to introduction of transport
DPA molecules.

(iii) The optical and thermomechanical properties of
these polymers make them promising for NLO applica-
tions.
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Abstract—The effect of oxygen on the intensity of erbium photoluminescence at λ = 1.54 µm in amorphous
a-SiOx:H(Er) films formed by dc magnetron sputtering was studied. The oxygen content in the gaseous
phase ranged from 0.1 to 12 mol %, with other parameters of deposition remaining constant. Analysis of
an a-Si:(H, Er, O) system showed that the range of homogeneity of amorphous a-SiOx:H(Er) is retrograde
(T = const). The range of homogeneity can be conventionally divided into two portions, each of which should
contain either of two differently charged [Er–O]n– and [Er–O–Si–O]m– clusters (m > n). This inference is con-
firmed experimentally: in the range of oxygen concentrations amounting to 5.5–8 mol % in the plasma,
unusual associative processes take place probably directly above the growing film surface; these processes
are caused by the appearance of [Er–O–Si–O]m– clusters in the plasma and at the surface. It is these processes
that account for the intensification of erbium photoluminescence as the oxygen content increases above 5.5 mol %.
© 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Erbium–oxygen clusters in amorphous hydroge-
nated silicon (a-Si:H) give rise to luminescence at a
wavelength λ = 1.54 µm. The luminescence intensity
depends on the content of Er in the amorphous host and
on the amount both of Er and O atoms bonded to each
other and the number of O atoms linked to Si atoms (we
do not consider here the effect of other impurities).

The composition and structure of the atomic net-
work in amorphous silicon, which is doped with erbium
and contains oxygen (a-SiOx:(H, Er)), are governed by
the fact that, at comparatively low substrate tempera-
tures (Ts < 300°C), the composition and geometric
parameters of intrinsic and impurity (erbium) clusters
existing in the gaseous phase of the plasma are repro-
duced to a great extent for the clusters formed in the
film produced by magnetron sputtering. It is this cir-
cumstance (as well as the special physicochemical fea-
tures of silicon, erbium, oxygen, and their clusters) that
governs the metastable state of a-SiOx:(H, Er) films
formed by dc magnetron sputtering.

The aim of this study is to determine the relation
between parameters of magnetron sputtering and com-
position and properties of formed a-SiOx:(H, Er) films.

2. EXPERIMENTAL

In the course of investigations, we varied the content
of oxygen  in the gas mixture (20%SiH4 + 80%Ar) +
O2 within 0.1–12 mol %. In all experiments, the areas S

CO2
1063-7826/03/3707- $24.00 © 20825
of the Er target (SEr = 3.2 mm2) and Si target (SSi =
2830 mm2), the plasma current, magnetic field, and
other parameters were kept constant. The erbium target
had the shape of a platelet 4 mm long and 0.2 mm thick,
was always positioned at the same site within the ero-
sion zone of the silicon target, and was never outside
this zone.

The erosion zone of the Si target had the shape of a
ring with an inside diameter of ~29 mm and an area of
~490 mm2.

The substrates made of borosilicate glass, Pyroce-
ram, and single-crystal silicon (c-Si) were always posi-
tioned at the same site of the substrate holder. The sub-
strates were heated by quartz lamps to Ts = 265°C
(to 320°C during degassing).

The pressure ( ) of the SiH4 + Ar + O2 gas mix-
ture was measured using a PMT-2 thermocouple vac-
uum gauge calibrated under atmospheric pressure. The

measured total pressure  was maintained constant in
all experiments and was equal to either 7.5 × 10–3 Torr
(the first run) or 4.5 × 10–3 Torr (the second run); the
pressure of residual gases was equal to ~4 × 10–5 Torr.
It was assumed that, at this pressure of residual gases in
the sputtering chamber, the partial pressure of O2 was
equal to  ≈ 1.3 × 10–5 Torr, which corresponded to

 ≈ 0.15 mol % if the SiH4 + Ar mixture was inlet to

a pressure of 7.5 × 10–3 Torr.
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In each experiment, the oxygen pressure in the sput-
tering chamber was set before switching on the magne-
tron using a PMI-2 ionization gauge; the 20%SiH4 +
80%Ar gas mixture was then introduced. Both gauges
(of the thermocouple and ionization types) were posi-
tioned side by side in the sputtering chamber and as
close as possible to the substrate.

The values of  and  were related by the for-
mula

(1)

Other parameters of the gas mixture in the initial
state (before the plasma was ignited) were determined
from the formulas below. In particular, the true value of
the total pressure Ptot =  + PAr +  was calcu-
lated using the formula

(2)

the partial pressure of oxygen was defined by

(3)

where

(4)

The correction factor q for the 20%SiH4 + 80%Ar
gas mixture was defined as

(5)

where qAr = 1.56 [1] and  ≈ 0.6.

Before each sputtering event, the surface of the sili-
con target was cleaned by plasma etching; to this end,
an oxygen-free SiH4 + Ar mixture was introduced into
the sputtering chamber. The annular anode was then
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Fig. 1. Representation of a hypothetical homogeneity
region for a-SiOx:(H, Er) and the relation between the inten-

sity of erbium photoluminescence  and the composition

of a-SiOx:(H, Er) films obtained at  = 7.5 × 10–3 Torr

and Ts ≈ 250°C.
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cleaned mechanically and was coated with an a-Si:H
film in a SiH4 + Ar plasma. The surface of the Er plate
was cleaned mechanically before each sputtering pro-
cess. The deposition time was equal to 1 h in all exper-
iments.

The elemental composition of the films was studied
using Rutherford backscattering (RBS) and nuclear res-
onance reactions (NRR).

The structure and content of hydrogen and oxygen
that bonded to silicon were studied using infrared (IR)
spectroscopy.

The photoluminescence of the films deposited on
Pyroceram substrates was excited with an argon laser
(λ = 514 nm) and was measured using a grating mono-
chromator and a Ge photodetector.

The optical band gap  was determined by
extrapolating the experimental curve to the intersection
with the horizontal axis in accordance with the depen-

dence (α"ω)0.5 = B("ω – ).

3. RESULTS AND DISCUSSION

In the c-Si–Al–P and c-Si–Al–Sb systems at equi-
librium, the joint solubility of Al and P and of Al and Sb
in c-Si at T = constant is retrograde [2]. This circum-
stance is attributed to the donor–acceptor interaction
between the atoms of the doping impurity [2].

Similar behavior of the homogeneity-region bound-
ary should also be observed in the c-Si–Er–O system at
T = const. This inference is confirmed by an increase in
the solubility of Er in c-Si when oxygen is added to the
system [3].

On the basis of general considerations, a similar
effect of joint solubility of Er and O2 in a-Si:H, caused
by chemical interaction of Er with O2

 

, should also be
expected in the case of the metastable 

 

a

 

-Si:H–Er–O
system: when erbium is introduced into 

 

a

 

-SiO

 

x

 

:H, the
solubility of oxygen in the system should increase.
At  the same time, the introduction of oxygen into

 

a

 

-Si:(H, Er) should also increase the solubility of
erbium in the system. Each of the aforementioned pro-
cesses in mutual influence on solubility should be char-
acterized by two branches of the boundary of the homo-
geneity region for 

 

a

 

-SiO

 

x

 

:(H, Er) (Fig. 1). Both
branches meet at the point that corresponds to the high-
est joint solubility of Er and O in  a -Si:H. In this way,
the retrograde property of joint solubility of Er and O in

 

a

 

-Si:H is specified (Fig. 1).
However, we should also take into account the dif-

ference between the factors that govern both the exist-
ence of homogeneity regions (which have retrograde
boundaries in the equilibrium and metastable systems
(

 

c

 

-Si–Er–O and 

 

a

 

-Si–Er–O, respectively)), the extent
of these regions, and the location of the point corre-
sponding to the highest joint solubility of the doping
elements.
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Knowledge of the causes of the above differences
will be conducive to gaining insight into the difference
between erbium clusters in an equilibrium c-Si–Er–O
system and those in the metastable a-Si:H–Er–O system.

In the equilibrium system, all of the above factors
are controlled by the existence of fairly efficient diffu-
sion of dopant atoms at high temperatures. As a result,
conditions are provided for the more active aggregation
of Er and O into clusters; for the buildup and associa-
tion of the latter; and (if saturation is attained) for the
appearance of inclusions of the second phase, for exam-
ple, Er2O3.

If the equilibrium c-Si–Er–O system is represented
using the Gibbs triangle, the composition with the high-
est joint solubility of Er and O in c-Si is most likely (in
analogy with a c-Si–Al–P system [2]) located at the
segment which links c-Si to Er2O3 (in a c-Si–Al–P sys-
tem, this composition is located within the c-Si–AlP
segment).

In the a-Si:H–Er–O metastable system, this sitiation
cannot be realized since, at the low substrate tempera-
tures (Ts < 300°C) used in the formation of a-Si, the dif-
fusion of erbium [4], oxygen, and (even to a greater
extent) their associations (clusters) is suppressed
(except for the diffusion of hydrogen [5]). At the same
time, in spite of low Ts, we may still assume that asso-
ciation- and rearrangement-related processes at the
growing film surface can be promoted somewhat as the
impurity concentration and the plasma parameters
increase. However, it is most likely that the contribution
of the above factors to the existence of clusters and their
associations in an amorphous film should not be of pri-
mary importance.

From general considerations, we should accept the
existence of a homogeneity region for a-SiOx:(H, Er)
(irrespective of the method for production). Deviation
from homogeneity in an amorphous host can be caused
by two factors.

1. The first factor is the saturation of the a-Si host
with erbium associations. This saturation sets in when
introduced impurities give rise (even at Ts < 300°C) to
the spontaneous ordering of silicon–silicon and sili-
con–oxygen tetrahedra in the metastable system under
consideration; simultaneously with this ordering, the
second “erbium” phase precipitates, since this phase is
soluble to a lesser extent in c-Si than in a-Si. Conceiv-
ably, the second phase is finely divided at the bound-
aries of c-Si grains, which precipitated from the amor-
phous host.

The above processes can be profoundly affected by
the presence of a certain number of hydrogen atoms in
the plasma and the film (in this study, the effect of
hydrogen on experimental results and the processes
under investigation is not considered).

2. The second factor is related to the specific fea-
tures of physicochemical processes that occur in
plasma. As a result, the second phase can appear even
SEMICONDUCTORS      Vol. 37      No. 7      2003
                                             

when the concentration of doping atoms is not suffi-
cient for true saturation.

Indeed, an amorphous a-SiOx:H film is a solid phase
in which an unordered arrangement of distorted sili-
con–silicon and silicon–oxygen tetrahedra is fixed to
certain extent [6, 7]. These tetrahedra likely form and
associate in the gaseous phase in the immediate vicinity
of the growing-film surface. Under certain conditions,
the sizes of corresponding associations can be on the
order of nanometers or micrometers in the plasma
[8, 9]. The processes resulting in the growth of silicon
clusters in plasma should also be similar to those for
erbium clusters.

Thus, new properties of the substance appear as a
result of the aggregation of clusters into nanoparticles
[10]; this fact suggests that the composition and struc-
ture of erbium clusters, which are uniformly distributed
in the amorphous host, cannot be identified with
erbium-based inclusions in the form of the second
phase.

Disorder in the a-Si:(H,Er,O) system implies that
higher ultimate individual and joint solubilities of Er
and O in the amorphous silicon host take place in the
above system compared to the solubility in the equilib-
rium c-Si:(H, Er, O) system. Thus, for example, separate
solubilities of Er and O (at Ts = 250°C) in c-Si are very
low: lower than 0.0004 at. % (<1016 cm–3) [2, 11, 12];
according to our estimations, these solubilities in
a-Si:H amount to ~0.14 at. % (~7 × 1019 cm–3) for
erbium and to ~67 at. % (3.35 × 1022 cm–3) for oxygen.
The existence of a fairly extended homogeneity region
in an a-Si:H–O system with the oxygen content as high
as NO = 67 at. % in combination with a relatively low
solubility of erbium in a-Si:H drastically distinguishes
the position of the composition with the highest joint
solubility of Er and O in the Gibbs concentration trian-
gle for an a-Si–Er–O system (NO ≈ 68 at. % and NEr ≈
0.5 at. %) compared to that in a c-Si–Er–O system. For
example, this composition should be found in the seg-
ment which connects c-Si and Er2O3 for a c-Si–Er–O
system and in the segment which is adjacent to the
a-Si:H–O axis and is sufficiently remote from a-Si:H in
the O direction for an a-Si:H–Er–O system.

Therefore, we should expect not only differences in the
composition of the host c-Si:(Er, O) and a-SiOx:(H, Er)
clusters but also in the composition of the oxygen-con-
taining neighbors of erbium. The closest neighbors of
an erbium atom should be treated as the main character-
istic of an erbium cluster. For example, in c-Si:(Er,O)
with NO = 1018 cm–3, in Er2O3, and in D-type Er2Si2O7,
the nearest neighbors of an Er atom are six oxygen
atoms [13, 14], with the Er–O interatomic spacing
being equal to 2.25 ± 0.03, 2.27 ± 0.03 [13], and 2.26 ±
0.03 Å [14], respectively. In other words, the nearest
neighbors of an Er atom in the above equilibrium crys-
talline hosts are almost the same.

The number of oxygen atoms neighboring an
erbium atom is decreased to two–three and the Er–O



828 UNDALOV et al.
spacing is reduced to (2.07–2.14) ± 0.02 Å [15, 16] in
the amorphized a-SiOx:(H, Er) host obtained using
magnetron sputtering, at least for x < 0.1 and NEr ≈ 0.1–
0.3 at. %. Furthermore, it was observed [15] that the
second maximum in the electron pseudodistribution
function in a-SiOx:(H, Er) (x < 0.1) corresponds to an
interatomic spacing of (3.10–3.17) ± 0.02 Å; this spac-
ing most probably corresponds [15] to the Er–Si spac-
ing in an erbium cluster which contains oxygen and sil-
icon. Nevertheless, it was concluded [15] that erbium
complexes which do not contain silicon exist in
a-SiOx:(H, Er) (x < 0.1).

However, in our opinion, the presence of plasma-
activated Si atoms in the gaseous phase [17] suggests
that both [Er–O]n– and [Er–O–Si–O]m– clusters can
exist under certain conditions in the gaseous-phase
zone, which is adjacent to the growing-film surface,
and, consequently, in the a-SiOx:(H, Er) film. In other
words, we assume that erbium clusters exist in the sec-
ond (silicon) and third (oxygen) coordination shells
around the erbium atom in a-SiOx:(H, Er). To a certain
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SiOx:(H, Er) and a-SiOx:H films and (d)  for a-SiOx:(H,
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NRR data and (3, 4) IR spectroscopy and (b) and (c) RBS
data; designations are the same as for curves 1 and 2 in
Fig. 2a. For other details, see text.
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CO2
extent, this assumption is consistent with the data [18]
on appearance of nanocrystalline inclusions in certain
a-SiOx:(H, Er) films; the structure of these inclusions
resembles that of one of the erbium silicates.

Indeed, the segment connecting a-Si:H to
a-SiOx:(H, Er) in an a-Si:H–Er–O system and corre-
sponding to the highest joint solubility of Er and O in
a-Si:H divides the homogeneity region of a-SiOx:(H,Er)
into two parts (Fig. 1). Thus, one of these parts
(region 1), which is adjacent to the a-Si:H–Er axis,
contains compositions that are enriched with erbium
and are depleted in oxygen and silicon in comparison
with the other (adjacent to the a-Si:H–O axis) region 2.
This inference can be easily verified if we compare the
compositions of regions 1 and 2 at NO = const, for
example at 68 at. % > NO > 67 at. % (or at NEr = const
in the range of 0.5 at. % > NEr > 0.14 at. %).

If we assume that the concentration of optically
active erbium is proportional to the total erbium con-

centration NEr, then, in a sample with  = const, the
compositions in region 1 (Fig. 1) should ensure higher

intensities of erbium photoluminescence (PL)  than
in region 2. This inference is true if erbium clusters of
only a single type (composition) exist in both parts of
the a-SiOx:(H, Er) homogeneity domain. However, we
experimentally observed the reverse situation: the PL
intensity of the films with a composition corresponding
to region 2 was higher than that of the films with com-
positions within region 1 (Fig. 1). We relate the latter
observation to the possible existence of two or three
types of erbium clusters in a-SiOx:(H, Er); these
include electroneutral clusters and two types of nega-
tively charged clusters. Apparently, one of the latter,
[Er–O–Si–O]m–, exists in region 2, whereas the other,
[Er–O]n–, exists in region 1 (where m > n). Apparently,
electroneutral clusters exist at the interface between the
aforementioned regions and also probably in each of
these regions, although in combination with charged
clusters in accordance with the domain of existence for
the latter. As the composition recedes from the bound-
ary, which conventionally divides the above regions,
the relation between the numbers of neutral and
charged erbium clusters changes apparently in favor of
the latter.

The above hypothesis that two types of negatively
charged clusters exist in a-SiOx:(H, Er) is supported by
the experimental observation of a drastic increase in

 at  > 5.5 mol % (SEr = 3.2 mm2) (see Fig. 2a

and [18]). In addition, the magnitude of a jump in 
amounting to about 25 at. % cannot be attributed to the
existence of a single (the first) oxygen-containing coor-
dination sphere around an erbium atom (especially at
NEr = 0.01 at. % or 6 × 1018 cm–3) in an erbium cluster;
moreover, the aforementioned jump cannot be com-
pletely related either to an increase in the number of
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NO
tot CO2

NO
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oxygen atoms  bonded to silicon atoms in an
amorphous matrix (the data of IR spectroscopy) or to an
increase in the concentration of OH groups [19].

In addition to the aforesaid, let us compare the con-

tent of oxygen (Fig. 2a) and  (Fig. 3) in a-SiOx:H
films (triangles in Fig. 3) with that in a-SiOx:(H, Er)

films (circles in Fig. 3) obtained at  = 7.5 × 10–3 Torr.

(i) In the a-SiOx:H films (triangles in Fig. 2a), the

dependences of  (curve 1) and  (curve 3) on

 are monotonic in the entire range of variation  =

1–12 mol % at  = 7.5 × 10–3 Torr.

(ii) In the case of a-SiOx:(H, Er) films (the data are

represented in Fig. 2a by circles for  = 7.5 × 10–3 Torr

and by squares for  = 4.5 × 10–3 Torr) for  = 5.5–

8 mol %, the dependence on  ceases to be mono-

tonic: a drastic increase in  by 25% is observed

(curve 2), whereas an increase in  is much smaller
(by 7.5%, see curve 4 in Fig. 2a).

(iii) In the ranges of  = 1–5.5 and 8–12 mol %,

the dependences  = f( ) are virtually the same
for a-SiOx:H and a-SiOx:(H, Er) (Fig. 2a; curves 3 and
4, respectively).

(iv) The curves  = f( ) increase monotoni-
cally and are virtually the same for the a-SiOx:H and
a-SiOx:(H, Er) films (Fig. 3).

We may conclude from the above that introduction
of erbium in combination with oxygen into plasma (in
the ranges of  = 1–5.5 and 8–12 mol %), in general,
affects insigificantly the content of oxygen in an amor-
phous (erbium-free) host.

(v) The value of the difference  –  for
a-SiOx:H (Fig. 2a) indicates that oxygen introduced
into plasma in our experiments (  = 0.1–12 mol %)
not only increases the oxygen content monotonically

(i.e., ) in the silicon matrix but that is also
involved in the formation of OH and other oxygen-con-
taining groups.

However, in the case of a-SiOx:(H, Er), these pro-
cesses are supplemented with the formation of Er–O
and Er–O–Si–O associations in the plasma (with subse-
quent transfer of these associations to the growing-film
surface). Notably, as can be seen from Fig. 2a

(curves 1, 2), variations in  in a-SiOx:(H, Er) differ
from those observed in a-SiOx:H obtained under the
same conditions in the entire range of .
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If the content of oxygen in the plasma is low (  <

5.5 mol %), the [Er–O]n– clusters, which are relatively
weakly accelerated by an electric field, are apparently
formed in the gaseous phase; a fraction of these clusters
are evacuated from the working chamber [16]. As a
result of the above reasoning, the total concentration of

oxygen  in a-SiOx:(H, Er) films increases relatively
weakly (from 9 to 10 at. %) in comparison with that in
a-SiOx:H (from 10 to 20%); at the same time, NEr (see
Fig. 2b) decreases from ~0.1 to ~0.01 at. % (from ~5 ×
1019 to ~5 × 1018 cm–3) for  = 7.5 × 10–3 Torr (curve 2)
and from ~0.2 to ~0.01 at. % (from ~1 × 1020 to ~5 ×
1018 cm–3) for  = 4.5 × 10–3 Torr (curve 1). The value

of  in a-SiOx:H differs only slightly from that in
a-SiOx:(H, Er) (compare curves 3 and 4 in Fig. 2a). By

comparing the difference between  and  for
a-SiOx:H and a-SiOx:(H, Er), we can see that this dif-
ference is larger in a-SiOx:H than in a-SiOx:(H, Er) in
the region of  < 6.5 mol %. The cause of this effect

is probably the same as that outlined above.

Starting with  > 5.5 mol %, oxygen introduced

into plasma ultimately brings about both a certain
increase (by ~7.5 at. %) in its content in the amorphous
silicon host (Fig. 2a, curve 4) due to the Si–O interac-
tion and the formation of oxygen-enriched and multiply
charged [Er–O–Si–O]m– clusters. This process is

accompanied by a drastic increase in both  (from 10
to 35 at. %) and NEr (from 0.01 to 0.1 at. %) in these
films. Notably, the rate of the increase in the concentra-
tion of these clusters at  > 5.5 mol % is apparently

much higher than that of OH groups (the latter reduce
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); as a result, the dependence  = f( ) suddenly
becomes much steeper (Fig. 2d).

In all likelihood, the structure of an [Er–O–Si–O]m–

cluster resembles that of a distorted fragment of a
D-type Er2Si2O7 structure; up to 18 atoms are present in
the third coordination shell of oxygen in the latter struc-
ture [14]. We should also take into account the fact that
oxygen in this shell is not of the bridge type [14];
bridge-type oxygen is characteristic of matrices con-
sisting of amorphous silicon and silicon and of silicon
and oxygen [20].

Taking into account the above reasoning, we believe

that the drastic increase in  is caused by the forma-
tion of erbium clusters with the third oxygen coordina-
tion shell [Er–O–Si–O]m–; these clusters are formed at

 > 5.5 mol %.

The onset of the drastic increase in  (as 
increases) (Fig. 2a, curve 2) corresponds to the trans-
formation of the film composition from region 1 to
region 2 (Fig. 1) and is accompanied by a drastic

increase in  (Fig. 2d) even if NEr decreases to
~0.01 at. % (Fig. 2b, curves 1, 2). In our opinion, this
observation is also indicative of the emergence of large-
size erbium clusters enriched with oxygen owing to the
appearance of the third oxygen coordination shell in
these clusters. The fact that erbium clusters in region 2
are charged negatively to a greater extent than those in
region 1 can also be attributed to enrichment of the
former with oxygen when the size of the clusters
increases. As a result, the flow of erbium clusters in
region 2 is accelerated by an electric field of the mag-
netron to a greater extent than that in region 1 (for the
plasma parameters maintained constant, including the
current strength).

Thus, acceleration of erbium clusters from region 2,
which are large in size and enriched with oxygen,
ensures an increase in the oxygen flow to the substrate;
apparently, this increase brings about the drastic

increase in  at  > 5.5 mol %. This inference dif-
fers from that reported in [1], where a drastic increase

in  at  > 5.5 mol % was attributed solely to an
increase in the concentration of OH groups. If this

inference were valid, the value of  both for  =

4.5 × 10–3 Torr (Fig. 2d, squares) and for  = 7.5 ×
10–3 Torr (Fig. 2d, circles) would decrease in this region

of  (since the OH groups reduce ) rather than
increase (as was observed experimentally, see Fig. 2d).

It is noteworthy that all dependences of , ,

NSi, and  on  at SEr = 3.2 mm2 are virtually no
different from each other and are rather weak (see
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Figs. 2a, 2c, 2d) in the entire range of  as 

decreases from 7.5 × 10–3 to 4.5 × 10–3 Torr. However,

if  = 4.5 × 10–3 Torr, the curve NEr = f( ) runs higher

(Fig. 2b, curve 1) than that at  = 7.5 × 10–3 Torr

(Fig. 2b, curve 2) in the range of  = 0.1–6.5 mol %.

Notably, at  ≈ 0.1 mol %, the value of NEr at  =

4.5 × 10–3 Torr is nearly twice as large as that at  =
7.5 × 10–3 Torr. At the same time, the dependences
NEr( ) practically coincide for  > 6.5 mol % in

the range of  under consideration.

In our opinion, this observation indicates that, in the
region  < 6.5 mol %, the concentrations of photoac-
tive erbium centers are virtually the same notwithstand-

ing the fact that the values of NEr are larger at  =

4.5 × 10–3 Torr than at  = 7.5 × 10–3 Torr. This behav-
ior can probably be attributed to a deficit of oxygen in the
plasma and to the fact that oxygen-poor [Er–O]n– clusters
exist predominantly in plasma.

In all likelihood, the observed decrease in the curve
NEr = f( ) at  < 6.5 mol % and its subsequent

increase at larger values of  is also caused by
changes in the composition of erbium clusters both in
the plasma and in the film.

This reasoning is consistent with the hypothesis that,

at  < 6.5 mol % and  = (4.5–7.5) × 10–3 Torr, the

oxygen-deficient [Er–O]n– clusters that form in the film
have a low optical activity.

We should also add that, in the range  = 5.5–
8 mol %, jumplike changes are characteristic of not
only NO and NEr but also of NSi (Fig. 2c) (and NH, which
is not shown in Fig. 2). In our opinion, these features
conclusively demonstrate that unusual associative pro-
cesses related to erbium occur in the plasma.

4. CONCLUSIONS

Analysis of the obtained experimental data allows
the following conclusions:

(i) The homogeneity region of a-SiOx:(H, Er) in an
a-Si:H–Er–O system should be retrograde.

(ii) The features of dependences of NEr, , ,

NSi, and  on  at  < 12 mol %, SEr = 3.2 mm2,

and  = (4.5–7.5) × 10–3 Torr make it possible to con-
clude that oxygen-deficient [Er–O]n– clusters are
formed in the plasma and in the film at  < 5.5 mol %,
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whereas oxygen-enriched [Er–O–Si–O]m– clusters are
formed if  > 5.5 mol % (m > n).

(iii) The largest values of  are observed for the
samples whose composition corresponds to the part of
a a-SiOx:(H, Er) homogeneity region close to that of an
a-Si:H–O system; we assume that the latter system
involves [Er–O–Si–O]m–-clusters, which have higher
photoluminescent activity than [Er–O]n– clusters.
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Abstract—Splitting of resonant optical modes in Fabry–Perot microcavities with distributed Bragg reflectors
is studied experimentally. The splitting was detected in polarized light at large angles of incidence onto the
external boundary of a microcavity. A theoretical model is developed which makes it possible to describe quan-
titatively all of the special features of the splitting observed. © 2003 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Recently, much attention has been focused on
Fabry–Perot microcavities (MCs) because of their
interesting physical properties [1]. Some examples of
the phenomena that were observed in MCs are given by
Rabi splitting due to the interaction of localized optical
modes with excitons in quantum wells [2], the splitting
of eigenmode frequencies in a system of two MCs cou-
pled by a common mirror [3], and the polarization split-
ting of eigenfrequencies of optical TM and TE modes
[4]. Most of the effects in MCs were studied at angles
close to normal incidence of light.

The aim of this study is a detailed investigation of
the optical eigenmode of a planar MC at large angles of
incidence. As experimental samples, we used MCs on
the basis of oxygen-saturated hydrogenated amorphous
silicon (a-SiOx:H) and tin oxide (SnOx). The splitting of
the optical-mode resonant frequency in one of the
polarizations of light is revealed. The value of splitting
and the polarization (TM or TE) in which it appears
depend on the optical constants of the individual layers
and the MC geometry.

EXPERIMENTAL

The microcavity under consideration is a thin-film
structure comprised of alternating layers of oxygen-sat-
urated hydrogenated amorphous silicon (a-SiOx:H) and
tin oxide (SnOx).

1 A schematic of the MC structure is
shown in Fig. 1. The upper (A) and the lower (B) dis-
tributed Bragg reflectors (DBRs) consist of two pairs of
quarter-wave layers of SnOx and a-SiOx:H (the respec-
tive thicknesses are λ/4n1 and λ/4n2) with a high (n1)
and a low (n2) refractive indices (n1 = 1.87 for SnOx and
n2 = 1.46 for a-SiOx:H). A half-wave active layer of
SnOx with the thickness λ/2n1 is placed between the

1 The detailed description of the MC design and fabrication pro-
cess are given in [5–9].
1063-7826/03/3707- $24.00 © 20832
two DBRs. The optical parameters of the layers were
determined from the interference pattern recorded
directly during the growth of the microcavity structure.
The properties of each layer were independently
obtained from ellipsometry measurements. The thick-
nesses of the layers were chosen so that the resonance
wavelength (λ) in vacuum at normal incidence of light

Z
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TE
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ϕ

λ/4n2

λ/2n1

λ/4n1

A

C

B

S

a-SiOx:H
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Fig. 1. Scheme of an SnOx/a-SiOx:H-based microcavity
consisting of two quarter-wave distributed Bragg reflectors,
the upper (A) and the lower (B), and a half-wave active SnOx
layer (C). S is the quartz substrate; ki and kr are the wave
vectors of the incident and reflected waves, respectively;
ϕ is the angle of light incidence; TM and TE are the polar-
izations of light; n1 and n2 are the refractive indices; and λ is
the operating wavelength of the microcavity.
003 MAIK “Nauka/Interperiodica”
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Fig. 2. Transmission spectra of the SnOx/a-SiOx:H-based microcavity at the angles of incidence ϕ = 60°, 70°, and 80° for (a) TM
and (b) TE polarizations. Circles show the experimental results and solid curves show the results of calculations.
lies within the range from 1.3 to 1.5 µm, which corre-
sponds to the range used by modern fiber-optics com-
munication devices.

The materials of the layers were selected so that the
microcavity structure grown had a fairly high optical
contrast 2(n1 – n2)/(n1 + n2), which allows one to
observe the MC eigenmodes with a minimum number
of periods within DBR. The latter circumstance plays
an important role in simplifying the technological pro-
cess of growing a multilayer structure.

Spectroscopic studies were carried out using a com-
puter-controlled grating monochromator equipped with
an InGaAs-based photodiode as a radiation detector.
We performed the measurements in the synchronous-
detection mode. The transmission signal was collected
from the surface area of 1 mm2. The angular aperture
did not exceed 0.7° during the measurements, which
enabled us to avoid undesirable broadening of reso-
nance lines as a result of collimation of beams passed
through the MC at different angles.

We measured the MC transmission spectra both in
TM and TE polarizations at different angles of inci-
dence in the range from 0° to 85°. The spectra were
recorded in the interval including the value correspond-
ing to the photonic band gap [1]. As long as the angle
of incidence is no greater than 70°, the spectrum shows
a clearly pronounced resonance peak, which is attributed
to the excitation of an MC eigenmode. At larger angles,
SEMICONDUCTORS      Vol. 37      No. 7      2003
a doublet structure of the resonance peak appears in TM
polarization; whereas, in TE polarization, such a struc-
ture is absent at any angle of light incidence.

The MC transmission spectra in the region of the
photonic band gap is shown by dotted curves in Fig. 2
for (a) TM and (b) TE polarizations and three angles of
incidence (ϕ = 60°, 70°, and 80°). It is seen that, in TM
polarization, the doublet structure is absent at ϕ = 60°,
arises at 70°, and becomes pronounced at 80°. The
splitting of the doublet increases with increasing ϕ. In
TE polarization, only one resonance peak is detected at
the same angles of incidence. The TE peak turns out to
be narrower than the TM peak. The photonic band gap
most clearly manifests itself in TE polarization as an
appreciable increase in the transmission coefficient at
the long- and the short-wavelength edges of the spectral
range considered.

Dots in Fig. 3 show the spectral position of the
experimental resonance peaks versus the angle of light
incidence. As the angle increases, the resonance wave-
length corresponding to the maximum transmission
decreases. For angles ranging from 0° to 70°, the reso-
nance frequencies for TM and TE polarizations coin-
cide. At the angles exceeding 70°, a distinct splitting of
the resonance peak is observed in TM polarization. It
should be noted that the appearance of the splitting is
threshold-like.
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In order to explain the experimental results, in what
follows, we suggest a model for the formation of trans-
mission spectra of an MC structure at large angles of
light incidence.

THEORETICAL MODEL

The transmission spectra of the structure studied
were calculated by the transfer-matrix method [10].
The calculated spectra (solid curves in Fig. 2) were fit-
ted to the experimental data by varying the refractive
index of SnOx and the MC layers’ thickness. As can be
seen, good agreement between the theoretical and the
experimental results was achieved. The calculated
curves reproduce all the special features of the experi-
mental spectra including the photonic band gap and the
resonance peak with its doublet structure.

The resonance wavelengths providing for the maxi-
mum transmission through the studied MC structure
(n1  > n2) versus the angle of light incidence were
derived from the calculated spectra for TM polarization
(solid line in Fig. 3) and TE polarization (dashed line).
The calculated values correlate well with the experi-
ment. The resonance wavelength decreases with
increasing angle of incidence. For angles in the range
from 0° to 70°, the resonance wavelengths for both
polarizations are very close (small polarization splitting
[11]). This fact is attributed to the relatively low value
of the optical contrast, as well as to the fact that the
optical thicknesses of the DBR layers and the active
layer are equal to λ/4 and λ/2, respectively, with high
accuracy.
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Fig. 3. Angular dependence of the resonance wavelengths
of the SnOx/a-SiOx:H-based microcavity for TM and TE
polarizations. Circles represent the experimental results.
Solid and dashed curves show the wavelengths of the reso-
nance transmission peaks obtained from the spectra calcu-
lated by the transfer-matrix method for TM and TE polar-
izations, respectively. The dot-and-dash line is the result of
calculating TM polarization according to analytical expres-
sion (3).
In order to establish the reasons for TM-peak split-
ting, we make a number of simplifying assumptions.
Let us assume the optical thickness of the active layer
and that of the DBR layers to be equal to λ/2 and λ/4,
respectively. The relationship between the refractive
indices of the MC layers is such that, at any angle of
incidence, the Brewster effect does not occur at the
interfaces between the adjacent DBR layers (nV >

1/ , where nV is the refractive index of the
external medium).

Analysis shows that, under certain conditions, a
constructive interference of waves (summation of
waves with the same phase) in the region of the photo-
nic band gap occurs at the internal boundaries of the
external quarter-wave layer of the upper DBR (this
layer is adjacent to the external medium). For TE polar-
ization, such interference occurs at any angle of light
incidence if n1 < n2 (see the arrangement of layers in
Fig. 1). In TM polarization, the interference becomes
constructive if n1 > n2 and the angle of incidence ϕ
exceeds the Brewster angle ϕBr = n1/nV) or if
n1 < n2 and ϕ < ϕBr. For angles of incidence close to 90°,
the reflectivity at the upper boundary of the external
layer tends to unity, which results in the formation of an
additional MC denoted as MCλ/4, in contrast to MCλ/2 in
the half-wave active layer. Thus, at large angles of inci-
dence, we obtain a system of two MCs coupled by a
common two-sided mirror, which is formed by the part
of the upper DBR between the active and the upper
(external) layers.

It is known that, in a system of two MCs coupled by
a common mirror, the frequencies of eigenmodes may
split [11]. Similar splitting should also be expected in
the system under study.

In the region of the photonic band gap, the energy
reflection coefficient of a DBR RDBR = |rDBR|2 is nearly fre-
quency-independent. The phase of the amplitude reflec-
tion coefficient rDBR varies nearly linearly [8, 11]:

where σ = TM, TE denotes polarization, ϕ is the angle
of incidence in the external medium, ασ(ϕ) is the pro-
portionality factor between the phase and frequency,

and (ϕ) is the “central” frequency of the photonic
band gap. The coefficient ασ(0) is inversely propor-
tional to the difference between the refractive indices:

where  = 2πc/ (0), c is the speed of light, n is the
refractive index of the medium from which the wave

falls on a DBR, and (0) ≡ (0) = (0) [12]. The
phase of the amplitude reflection coefficient at the fre-

quency (ϕ) is equal to zero (sign “+”) if n ≥ n1, n2
and to π (sign “–”) if n ≤ n1, n2.

n1
2 n2

2+

(arctan

rDBR
σ RDBR

σ iασ ϕ( ) ω ωσ ϕ( )–[ ]{ } ,exp±=

ωσ

ασ 0( ) α 0( )≡ λn1n2/ 2c n1 n2–( )n[ ] ,=

λ ω

ω ωTM ωTE

ωσ
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The amplitude transmission coefficient tMC of a
microcavity as a whole is described by the following
expression (from here on, we omit the index σ, which
denotes polarization):

(1)

where tBB and rB are the amplitude coefficients of trans-
mission and reflection of light of the DBR B in the case
of incidence of light from the side of the active layer;
tSV is the amplitude transmission coefficient at the sub-
strate–external-medium interface; Φ = exp(iβω) deter-
mines the phase increment of the wave as it passes
through an active layer with the thickness Lc, β =

Lc /c, nx = nVsinϕ; tcom and rcom are the ampli-
tude coefficients of transmission and reflection of a
common mirror placed in a medium with the refractive
index n1; ttop and  are the amplitude coefficients of
transmission and reflection at the interface between the
external layer of the upper DBR (A) and the external
medium. Symbol “~” indicates that the wave propaga-
tion is opposite the Z axis.

Analysis of the poles of expression (1) in the
approximation  ≈  (which is confirmed
by exact numerical calculations) indicates the existence
of a critical angle of incidence ϕSp; exceeding this angle
results in the splitting of the eigenmode frequencies. An
approximate analytical expression for ϕSp is given in
the Appendix.

With the use of (1), the MC transmission spectrum
in the region of the photonic band gap can be thought of
as the product of three resonance factors:

(2)

where x = exp{i[(α + β)ω – α ]} and A and x1, 2, 3 are
the constants governed by the MC parameters (see
Appendix).

The analytical expression for the splitting of the res-
onance transmission peak ∆ωr obtained on the basis of
formula (2) is presented in the Appendix. The frequen-
cies of the two resonance peaks  are determined as

(3)

where ω0 = (α  + π)/(α + β) is the resonance fre-
quency for uncoupled MCλ/2 and MCλ/4, i.e., when
|rcom| = 1.

The resonance-peak splitting arises either in TM or
TE polarization, depending on whether the refractive
index of the material of the external DBR layer is
greater or smaller than that of the other material com-
posing the DBR structure. Irrespective of the polariza-
tion type, the splitting is described by the same formu-

tMC

ttoptcomΦ3/2tBBtSV

1 r̃toprcomΦ– r̃comrBΦ2– r̃toprBΦ3r̃com/rcom*+
---------------------------------------------------------------------------------------------------------,=

n1
2 nx

2–

r̃top

rBarg rcomarg

TMC
A

x x1– 2 x x2– 2 x x3– 2
---------------------------------------------------------,=

ω

ωr1 2,

ωr1 2,
ω0 ∆ωr/2,±=

ω
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las (1)–(3) presented in this section and by formula
(A.1) in the Appendix.

The case considered is essentially different from
that analyzed in [11] for the system consisting of two
identical MCs coupled by a common internal DBR and
sandwiched between two identical external DBRs. In
the case under consideration, the system of two MCs is
substantially asymmetric since the role of one of the
external DBRs is played by the interface between the
external layer of the microcavity structure and the
external medium. The phase of the amplitude reflection
coefficient of this interface is frequency-independent,
and the reflection coefficient differs from that of the
lower DBR. Furthermore, the thicknesses of the active
layers in these two MCs differ by a factor of 2. This
asymmetry controls the new characteristic features of
the splitting, which will be discussed in the following
section.

DISCUSSION

Figures 3 and 4 show the results of calculation in
terms of the analytical model suggested in Section 3 in
comparison with the experimental data. The spectral
position of the TM-doublet components was deter-
mined from expression (3) with the use of the values
|rcom|, |rB|, , and α calculated by the transfer-matrix
method. The theoretical curve in Fig. 3 (dot-and-dash
line) closely correlates with the experimental points
and with the results of calculation by the transfer-
matrix method. When the angle of incidence is close to
70°, the splitting of the resonance peak manifests itself
both in theory and experiment. Thus, the analytical
model suggested allows one to interpret the observed
splitting of the resonance peak as the splitting of the
MC eigenmode frequencies, which arises at large

ω
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300

80

200

100

90
Angle, deg

∆ωr

Fig. 4. Angular dependence of the TM-peak splitting for the
SnOx/a-SiOx:H-based microcavity. Circles show the exper-
imental data, and the solid line is the result of calculation by
formula (A1).
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angles of incidence due to the interaction between two
MCs: one in the active layer and the other in the exter-
nal layer of the upper DBR.

The splitting of the resonance TM peak versus the
angle of light incidence is shown in Fig. 4 (circles are
the experimental data; the solid curve represents the
results of calculation by formula (A.1)). The splitting
process is of a threshold type. At the angles exceeding
80°, the splitting only slightly increases with increasing
angle of incidence.

The splitting ∆ωr is governed by two parameters: the
transmission coefficient tcom and the reflection coefficient

 under the condition that |rB| ≈ 1 (see Section 3). The
common mirror mixes two degenerate modes of the
system consisting of MCλ/2 and MCλ/4, thus lifting the
frequency degeneracy of the modes. The transmission
coefficient tcom controls the degree of interaction
between the two modes and the value of splitting [11].
In the region ϕ > ϕSp, this coefficient only slightly var-
ies with the angle of incidence and the splitting
increases mainly due to the increase in the coefficient of
reflection of the interface between the upper DBR and
the external medium .

An important parameter is the minimum angle of
light incidence at which the splitting of the resonance
TM peak is initiated. This threshold angle can be
reduced by increasing | | and decreasing |rcom|, which
is achieved by reducing the refractive index n1 of the
DBR external layer.

The calculation of spectra by the transfer-matrix
method shows that the reflection coefficient of the
lower DBR |rB|2 has only a slight influence both on the
threshold angle ϕSp at which the splitting appears and
on the value of splitting ∆ωr (if |rB|2 is larger than the
reflection coefficient of the upper DBR). With an
increase in the reflectivity of the common mirror, ∆ωr

decreases and ϕSp increases. The corresponding varia-
tion in the width of resonance peaks is small. The
absorption of light in MC layers results in additional
broadening of the resonance peaks.

The above results were taken into consideration
when choosing the MC parameters (refractive indices,
the number of DBR-containing layers, the active-layer
thickness) so as to make the threshold angle low
enough to be reliably detected in experiments.

CONCLUSION

A Fabry–Perot microcavity was fabricated on the
basis of SnOx/a-SiOx:H by plasma-enhanced chemical-
vapor deposition. The frequency of the resonance peak
of transmission of this structure was studied experi-
mentally as a function of the angle of light incidence in
the range from 0° to 85° in TM and TE polarizations.
Splitting of the resonance TM peak at large angles of
incidence was revealed.

r̃top

r̃top

r̃top
It is shown that resonance-peak splitting originates
from the splitting of the eigenmode frequencies in a
system of two microcavities coupled by a common mir-
ror. The first microcavity represents an active layer.
At large angles of incidence, the external layer of the
distributed Bragg reflector adjacent to the external
medium plays the role of the other MC. If the external
layer consists of a material with the highest refractive
index (from the refractive indices of the two materials
comprising the distributed Bragg reflector), an external
microcavity is formed only for TM polarization if the
angle of incidence exceeds the Brewster angle at the
interface between the external medium and the upper
layer. This condition was met in the experiment. If the
external layer is made of a material with a lower refrac-
tive index, an external microcavity is formed for
TE polarization.

Approximate analytical expressions for the reso-
nance-peak splitting and the threshold angle at which
the splitting arises are obtained. The results of calcula-
tions by these expressions are in good agreement with
the experimental data.

APPENDIX

Splitting of the Resonance Peaks 
in Transmission Spectra

At large angles of incidence, the DBR reflection
coefficients |rcom| and |rB| show only a weak angle
dependence and may be calculated analytically using
the formulas reported in [11] or by the transfer-matrix
method. With reflection coefficients taken for the inter-
val of angles where splitting is expected, one can find
an approximate value of the angle ϕSp at which splitting
arises. In TM polarization (the refractive index of the
external layer is n1),

where

In TE polarization (the refractive index of the exter-
nal layer is n2, n2 < n1),

where
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For both polarizations,
SEMICON
r̃top
1

2 2
---------- 27

rB

rcom
3

-------------- 18
rB

rcom
------------– rcom rB rB rcom

2 9–( )3/2 rcom
2 1–

rcom
3

---------------------------+–=
The splitting of the resonance peaks in transmission
spectra is expressed as

(A.1)

where

and µ is the sign of rcom at the photonic midgap. Under
the condition  = , the poles of expres-
sion (1) take the values x1 = u – a/3 – iv, x2 = u – a/3 + iv,
and x3 = –2u – a/3.
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Abstract—A kinetic model for doping gallium nitride with magnesium in the course of molecular-beam epit-
axy from plasma-activated nitrogen is suggested; the model parameters are determined. The theory relies on
competitive quasi-equilibrium incorporation of Mg and Ga into the Group III sublattice and accounts for the
main observed special features of doping, specifically, the dependence of Mg incorporation on temperature and
on the V/III ratio in the incident fluxes. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Nitrides of Group III elements are materials that find
increasingly wide application in modern solid-state
electronics. The unique properties of these direct-gap
semiconductors include a band gap that varies from
1.9 to 6.2 eV as the composition changes, the presence
of spontaneous polarization and a pronounced piezoef-
fect, high thermal conductivity, and the possibility of
obtaining doped materials of both the n- and p-types;
the above properties make it possible to use these mate-
rials for the fabrication of optical emitters (light-emit-
ting diodes and lasers operating in the blue–green and,
recently, ultraviolet spectral regions) and high-power
transistors, as well as other electronic devices operating
at high frequencies and temperatures and in aggressive
media [1].

The first nitride epitaxial layers had a high residual
n-type conductivity related to intrinsic point defects in
the material; this conductivity could not be converted to
the p-type conductivity by introducing relevant
dopants. The p-type material was obtained for the first
time in 1989 by a team headed by Akasaki [2], who
used magnesium as an acceptor impurity in GaN epit-
axy from metal–organic compounds (MOCs) (the so-
called MOC-hydride epitaxy). Akasaki ascertained that
irradiation of the grown GaN with low-energy electrons
leads to activation of Mg acceptors (a similar effect of
activation for Zn acceptors as a result of irradiation with
a high-current electron beam was reported in earlier
publications [3, 4]). In 1992, Nakamura et al. [5] sug-
gested using thermal annealing at 500–700°C in nitro-
gen atmosphere in order to activate magnesium; this
annealing was found compatible with the technology of
growing nitride structures from the gaseous phase. As
was found in subsequent studies, the cause of low Mg
activity in GaN grown from the gaseous phase was
related to hydrogen, which was introduced into the
1063-7826/03/3707- $24.00 © 20838
crystal during growth and passivated acceptors by
forming complexes with neighboring nitrogen atoms
[6]. In fact, both types of annealing (electron-beam and
thermal) lead to decomposition of hydrogen-containing
complexes, to extraction of hydrogen from the crystal,
and, as a result, to activation of Mg acceptors (see, for
example, [1]).

In contrast to gaseous-phase epitaxy, additional
annealing for magnesium activation is not needed in
molecular-beam epitaxy (MBE) because, in the latter
case, there is no hydrogen medium in the course of
growth. It has been experimentally ascertained that the
Mg concentration increases linearly as the incident Mg
flux increases [7, 8] and decreases with increasing
growth temperature, which is typically equal to 600–
800°C. The efficiency of introducing Mg into GaN
depends heavily on the V/III ratio in the incident fluxes
[8], so that the growth conditions which are related to
enrichment with Ga and ensure good morphology of
the GaN surface will be nonoptimal from the standpoint
of doping. Finally, it was mentioned in a number of
publications [7, 9] that the magnesium concentration
levels off at a value of ~(1–3) × 1019 cm–3 when the Mg
flux incident on the growth surface increases. However,
this phenomenon was not observed in other studies
where MBE was employed using either plasma-acti-
vated nitrogen [10] or ammonia [11] as sources. The
concentration of Mg introduced into the solid phase
was as high as ~(2–5) × 1020 cm–3 without any signs of
leveling off [10, 11]. Thus, the experimental pattern of
doping GaN with Mg in the course of MBE is found to
be rather intricate and requires a detailed analysis of its
basic mechanism.

To the best of our knowledge, a model that describes
doping of GaN and can interpret the aforementioned
experimental findings has not been suggested so far. In
order to explain the levelling-off of the Mg concentra-
003 MAIK “Nauka/Interperiodica”
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tion in GaN as the incident Mg flux increased, it was
assumed [8] that Mg adsorption occurred in two stages,
i.e., via the physical- and chemical-adsorption states,
with the number of chemisorption sites at the GaN sur-
face being smaller than the total number of sorption
sites by three–four orders of magnitude. We believe that
the existence of a physical-adsorption state for mona-
tomic gases (e.g., for Mg) is unlikely since physical
adsorption is typically associated with the van der
Waals interaction of a gas with the surface. In addition,
model [8] does not provide insight into the physical ori-
gin of limitation of the number of chemisorption sites,
which constitutes an important element of the theory.

A kinetic model of doping, in which various modes
of GaN MBE growth were considered separately, was
suggested by Sipe and Venkat [12]. This publication
was mainly aimed at explaining the inverse effect of
Mg on the growth kinetics (this effect is not typical of
the majority of experiments, see [13]). An important
element of the theory [12] consists in the assumption
that there is a high Mg concentration in the adsorption
layer, which is inconsistent with observations [14] indi-
cating that the lifetime of Mg at the GaN surface is
short.

In this study, we suggest an alternative model of
doping GaN with Mg MBE conditions; various modes
of crystal growth are considered from a generalized
standpoint in this model. We use this model to interpret
the majority of available experimental data and quanti-
tatively compare theory with experiment.

A description of the model and estimates of the
parameters used in this model are given in Section 2. In
Section 3, we report the results of comparing theory
with experiment and consider the main trends in doping
GaN with Mg using MBE with an activated nitrogen
source. Conclusions from our study and unresolved
issues are discussed in Section 4.

2. MODEL

In order to analyze the process of doping GaN with
Mg, we used a kinetic approach similar to that
described by Karpov et al. [15, 16]. This approach is
based on the assumption that there is a quasi-equilib-
rium between the atoms adsorbed at the surface and
those adsorbed in the crystal bulk. In fact, this assump-
tion implies that the processes of adatom migration at
the surface and the adatom incorporation into solid
phase occur much more rapidly than those of adsorp-
tion and desorption of corresponding gaseous compo-
nents. We also assume that Mg enters into the Ga sub-
lattice and forms a solid substitutional solution within
the Mg solubility limits in the solid phase. In this case,
basic equations describing both GaN growth and the
incorporation of Mg into the crystal can be written as

(1a)

(1b)

FGa kGaΘGa– Vg 1 xMg–( ),=

FN 2kNΘN
2– Vg,=
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(1c)

(1d)

(1e)

where FGa, FN, and FMg are the fluxes of Ga, activated
N, and Mg, respectively (measured in monolayers per
second); kGa, kN, and kMg are the desorption constants
for Ga, molecular N, and Mg, respectively; ΘGa, ΘN,
and ΘMg are surface coverage with gallium, nitrogen,
and magnesium, respectively (the values of Θ vary
from zero to unity); Vg is the growth rate expressed in
monolayers per second; xMg is the atomic fraction of
magnesium in the gallium sublattice; and γGaN and γMgN
are the activity coefficients for GaN and a hypothetical
MgN compound which is incorporated into the substi-
tutional solid solution. In the context of the model of
regular solutions, the activity coefficients can be writ-
ten as

(2)

where W is the parameter of interaction between GaN
and MgN in solid phase and R is the universal gas con-
stant.

Equations (1a)–(1c) account for conservation of the
number of atoms at the growth surface, whereas
Eqs. (1d) and (1e) describe the quasi-equilibrium
between atoms and the crystal [15, 16]. The constants
ηGaN and ηMgN can be expressed in terms of equilibrium
constants for reactions of formation of GaN and MgN
from the corresponding gaseous-phase components
[16] as

(3a)

(3b)

Here,  is the temperature-dependent coefficient
of attachement of molecular nitrogen to the GaN sur-
face [17].

The concentration of magnesium in nMg crystal is
calculated using the Mg atomic fraction xMg in the solid
phase; i.e.,

(4)

where NA is Avogadro’s number; MGaN is the molar
mass of gallium nitride; and ρGaN, the density of gal-
lium nitride.

FMg kMgΘMg– VgxMg,=

ΘGaΘN

1 ΘN–
---------------- ηGaNγGaN 1 xMg–( ),=

ΘMgΘN

1 ΘN–
----------------- ηMgNγMgNxMg,=

γGaN
W
RT
-------xMg
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2–( )2
,exp=

ηGaN αN2
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Temperature dependences of the constants describ-
ing the desorption of atoms and molecules from the
crystal surface usually correrspond to the Arrhenius

equation, i.e., kν = exp(–Eν/kT), where ν = Ga, Mg,
or N. The value of kN was determined experimentally in
[18]. It has been shown [16] that the values of kGa mea-
sured in a wide temperature range [19] are in good
agreement with the rate of gallium desorption from the
surface of the gallium liquid phase. Assuming that the
behavior of magnesium, which also leaves the surface
as a monatomic gas, is similar to that of gallium, we can
estimate the desorption constant kMg as the rate of mag-
nesium desorption from the surface of corresponding

liquid. The resulting coefficients  and Eν/k for the
desorption constants appearing in Eqs. (1) are listed in
the table.

Typically, the magnesium concentration in the crys-
tal is found to be much lower than the gallium concen-
tration; therefore, we may assume that xMg ! 1. As a
result, γGaN ≅  1 and Eqs. (1a), (1b), and (1d) form a
decoupled system, which define the crystal-growth rate
and the degrees of coverage of the surface with Ga and
N, ΘGa and ΘN.

At xMg ! 1, the quantity γMgN ≅  exp(W/RT) depends
only on temperature. We then use Eqs. (1d) and (1e) to
obtain

and

(5)

Substituting (5) into (1c) and taking into account
that xMg ! 1, we obtain

(6)

Expressions (6) make it possible to analyze various
modes of Mg incorporation into GaN. If Vg @ kMgωΘGa,
magnesium is directly trapped by growing crystal, so
that the magnesium atomic fraction xMg = ΓMg/Vg is inde-
pendenct of the growth conditions (of whether gallium or
nitrogen are dominant in the incident fluxes) and of tem-
perature. In the reverse situation (Vg ! kMgωΘGa),

kν
0

kν
0

ΘMg

ΘGa
---------

ηMgN T( )
ηGaN T( )
--------------------γMgN

xMg

1 xMg–
----------------- ω T( )

xMg

1 xMg–
-----------------= =

xMg

ΘMg

ΘMg ωΘGa+
-----------------------------.=

xMg

FMg

Vg kMgωΘGa+
----------------------------------, ΘMg

FMgωΘGa

Vg KMgωΘGa+
------------------------------------.≅=

Constants of desorption from the gallium nitride surface for
the gaseous-phase components

ν  (s–1) Eν/k (K)

N 1.50 × 1022 53000

Ga 2.43 × 1013 31448

Mg 7.71 × 1012 14994

kν
0

the  atomic fraction of introduced impurity xMg =
FMg/kMgωΘGa depends heavily on the V/III ratio in the
incident fluxes in terms of the surface coverage ΘGa and
on the growth temperature. The experimental data (see
Section 1) show that incorporation of magnesium into
GaN follows exactly this pattern. The magnesium con-
centration depends linearly on the incident flux FMg in
both above-considered cases.

The temperature dependence of the Mg concentra-
tion is governed by the quantity ω(T), which can be
treated, according to expression (5), as the magnesium
segregation coefficient. This quantity differs from the
generally accepted definition of the segregation coeffi-
cient as the ratio ΘMg/xMg in the factor ΘGa. However,
we believe that such an introduction of the segregation
coefficient ω(T) is correct since this definition accounts
for the thermodynamic features of competitive incorpo-
ration of Mg and Ga into the Group III sublattice of the
crystal.

Unfortunately, we cannot directly estimate the
quantity ω(T), owing to the lack of experimental data
on the equilibrium solubility of Mg in GaN. Therefore,
in this study we used the Arrhenius approximation
ω(T) = ω0exp(–Eω/kT) and determined the values of ω0
and Eω/k by fitting them to the experimental depen-
dence of the Mg concentration on temperature (the lat-
ter dependence was reported in [9]). As a result, we
found that ω0 = 3.523 × 105 and Eω/k = 21070 K. As the
temperature is increased from 600 to 800°C, the segre-
gation coefficient increases from 10–5 to 10–3. Since the
dependence ω(T) is governed only by the fundamental
properties of the material and gaseous-phase compo-
nents, which react at the crystal surface, this quantity
should depend only slightly on the technology used to
grow GaN.

3. RESULTS

The suggested model, where parameters were
defined in Section 2, was used to analyze the main
mechanisms behind the doping of GaN with magne-
sium in the course of MBE from plasma-activated
nitrogen.

Figure 1 illustrates the linear relation between the
Mg concentration in GaN and the incident flux of mag-
nesium FMg; this relation is observed experimentally
for an Mg concentration of ~2 × 1019 cm–3. According
to the data reported in [7–9], the Mg concentration in
the solid phase levels off as the incident Mg flux
increases further. Such behavior cannot be described in
the context of the suggested model. In our opinion, this
apparent change of the doping mechanism is most
probably related to the formation of a large number of
defects at a certain critical Mg concentration in the
solid phase. Indeed, it has been noted [20, 21] that the
polarity of a growing crystal changes at high Mg con-
centrations; this change should inevitably manifest
itself in the formation of antiphase domains. Since the
SEMICONDUCTORS      Vol. 37      No. 7      2003
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polarity itself affects Mg incorporation [22, 23] and the
boundaries of antiphase domains can act as sinks for
impurity atoms, it is hardly appropriate to state, under
these conditions, that there is a single dominant mech-
anism for the incorporation of acceptors. The fact that a
leveling-off of the Mg concentration was not observed
in other studies concerned with growing GaN from
both ammonia [11] and plasma-activated nitrogen [10]
can also be treated as support of the assumption that the
levelling-off of the magnesium concentration is related
to the degree of imperfection of the material.

The behavior of the Mg coverage of the surface in
relation to the Mg incident flux is illustrated in Fig. 1b.
It can be seen that the surface coverage with magne-
sium is found to be smaller than thate with gallium and
nitrogen by many orders of magnitude; this inference is
consistent with that reported by Ramachandran et al.
[14]. Such behavior is expected for the entire tempera-
ture range (550–850°C) of interest for GaN epitaxy.

We calculated the temperature dependence of the
magnesium concentration in the solid phase for typical
parameters of the growth process; this dependence is
shown in Fig. 2a. The appreciable decrease in the effi-
ciency of Mg incorporation with increasing tempera-
ture is related both to (i) enhancement of Mg desorption
from the GaN surface and to (ii) an increase in the seg-
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Fig. 1. Dependences of (a) the magnesium concentration
and (b) the degrees of surface coverage on the incident flux
of Mg. FGa = 0.30 ML/s and FN = 0.35 ML/s. In (a): (1) rep-
resent the data obtained in [7, 8], (2) represent the data
reported in [9], curve (3) represents theoretical results for
T = 750°C, and curve (4) represents theoretical results for
T = 700°C. In (b), the results correspond to T = 750°C.
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regation coefficient ω(T). As a result of factor (i), the
surface coverage with magnesium decreases gradually
with temperature, as is shown in Fig. 2b.

In order to gain insight into the effect of the V/III
ratio of the incident fluxes on the Mg incorporation, we
varied the activated nitrogen flux while keeping the
incident gallium flux constant (Fig. 3). As can be seen,
the most drastic change in the incorporation efficiency
is observed at the transition from Ga-enriched (FN <
0.3 ML/s) to N-enriched (FN > 0.3 ML/s) surface-
growth conditions. Notably, the N-enriched conditions
at the surface ensure far more (by an order of magni-
tude) efficient incorporation of Mg into the crystal,
which is in good agreement with experimental data
[8, 22]. This effect is caused by the appreciable varia-
tion in the Ga surface coverage in the course of transi-
tion from the Ga- to N-enriched surface-growth condi-
tions (Fig. 3b), which, according to (6), affects the effi-
ciency of Mg incorporation into GaN.

4. CONCLUSION

In this paper, we suggested a kinetic model of dop-
ing gallium nitride with magnesium, with GaN being
grown by molecular-beam epitaxy using plasma-acti-
vated nitrogen. The model is based on the assumption
that there is quasi-equilibrium between atoms in the
adsorption layer and those in the crystal bulk. The the-
oretical predictions of the model are in good agreement
with experimental data reported in a number of publi-
cations. We determined the basic parameters of the
model and their temperature dependences, which made
it possible to predict quantitatively the acceptor con-
centration in the solid phase on the basis of the GaN
growth conditions (temperature and incident fluxes of
gallium, active nitrogen, and magnesium). Theory
shows that magnesium incorporation proceeds in the
quasi-equilibrium mode; i.e., the magnesium concen-
tration in the solid phase depends weakly on the growth
rate of the crystal but depends heavily on both the rate
of Mg desorption from the surface and the coverage of
the surface with Ga. The latter factor allows for com-
petitive incorporation of the gallium and magnesium
atoms into the sublattice of Group III elements and, in
fact, brings about a strong dependence of the efficiency
of Mg incorporation into GaN on the V/III ratio in the
incident fluxes.

In this study, the segregation coefficient for magne-
sium ω(T) was determined empirically, i.e., by fitting
the results of calculations to the chosen experimental
data. Therefore, it is of particular interest to estimate
theoretically the above coefficient on the basis of the
difference between covalent radii of Mg and Ga, a com-
parison of the Ga–N and Mg–N bond energies, and so
on. Such an estimate, in combination with more
detailed experimental studie, would make it possible to
refine this (most critical) parameter of the model and,
correspondingly, to make more clear the mechanism of
doping, which is used as the basis for the model.
In our opinion, the suggested model of doping is
quite general and relies to a small extent on specific fea-
tures of the epitaxial process under consideration
(MBE). This circumstance makes it possible to gener-
alize the model to other methods for growth, i.e., vapor-
phase epitaxy and molecular-beam epitaxy from
ammonia. A comparison of the theoretical results
obtained for these epitaxial methods with experimental
data would provide additional corroboration of the the-
ory developed in this study.
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Abstract—A model describing the growth kinetics of the characteristic size of octahedral and platelike oxygen
precipitates in silicon is suggested. It is shown that the experimental data of various authors on the growth kinet-
ics of precipitates are adequately described by the assumption that their growth is limited by diffusion, while
the geometry of precipitates is characterized by constant eccentricity. © 2003 MAIK “Nauka/Interperiodica”.
It is well known that, depending on temperature,
oxygen precipitates in silicon can assume two different
shapes: a platelike shape at low temperatures and octa-
hedral shape at high temperatures [1, 2]. Data on the
geometry of oxygen precipitates are usually obtained
using in an electron microscope. The experimental data
of various authors are analyzed in [1], and it is shown
that the time dependence of the size of growing precip-
itates is characterized by the power law (t0.5) and that
this dependence is obeyed for both octahedral and
platelike precipitates.

In this study, we suggest a model describing the
kinetics of growth of oxygen precipitates with various
shapes.

A theoretical model of the precipitation of point
defects in crystals was suggested in [3]. It was shown
that the kinetics of precipitation of point defects in
semiconductors can be described by the differential
equation

(1)

where N(t) is the concentration of interstitial oxygen
unbound to precipitates, Nc is the concentration of cen-
ters of nucleation of oxygen precipitates, Ne is the equi-
librium concentration of interstitial oxygen in silicon,
and m is the number of oxygen atoms in the nucleation
center (it is assumed that m = 5). The parameter α
accounts for the geometry of precipitates (for the pre-
cipitates with a constant eccentricity α = 1/3 [3]). The
kinetic coefficient k0 is related to the diffusion coeffi-
cient D of interstitial oxygen by the formula k0 = 4πDa,
where a = 2.5 Å and can be calculated from the density
of the SiO2 phase.

dN t( )
dt

------------- = k0Nc
1 α– N t( ) Ne–[ ] N 0( ) mNc N t( )–+[ ] α ,–
1063-7826/03/3707- $24.00 © 20843
Asymptotics of Eq. (1) for long and short times are
consistent with the Ham theory and have the following
form:

(2)

(3)

The average number of oxygen atoms in precipitates
n(t) can be found from the law of conservation of the
number of oxygen atoms in silicon:

(4)

The average size of precipitates R(t) and the number of
particles in precipitates n(t) at the initial stage of precip-
itation are described by the following asymptotic
expressions [3]:

(5)

The temperature dependence of the concentration of
nucleation centers is determined from the data obtained
by electron microscopy [2]:

(6)

The temperature dependence of the equilibrium con-
centration of interstitial oxygen in silicon is given by
[2]:

(7)

N t( ) Ne–
N 0( ) Ne–
------------------------

=  Nc 1 α–( ) N 0( ) Ne–[ ] αk0t{ }
1

1 α–
------------

–
 
 
 

,exp

N t( ) Ne–

=  A Nc
1 α– N 0( ) mNc Ne–+[ ] αk0t–{ } .exp

n t( ) N 0( ) N t( )–
Nc

-----------------------------.=

R t( ) t
α

1 α–
------------

, n t( ) t
1

1 α–
------------

.∝ ∝

Nc 0.15 2.65/kT( ).exp=

Ne 9 1022 1.52/kT–( ).exp×=
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The kinetic coefficient in Eq. (1) was found from
proposed experimental data on the kinetics of oxygen
precipitation at various temperatures [3]:

(8)

Consider a platelike precipitate having a square base
with a side L and thickness d. We assume that the ratio
γ = d/L remains constant during the growth of a precip-
itate. The volume of a precipitate is

(9)

while the oxygen precipitate consisting of np molecules
of SiO2 occupies, in a silicon lattice, the volume

(10)

where v p = 4.5 × 10–23 cm3 is the volume occupied by a
single SiO2 molecule in silicon crystal lattice, and v  =
v p/2 is the volume per single oxygen atom in a pre-
cipitate.

Combining formulas (9) and (10), we can obtain the
time dependence of parameters L and d in the process
of growth of platelike precipitate with constant eccen-
tricity:

(11)

(12)

k0 3.08 10 8– 2.44/kT–( ).exp×=

V L2d γL3,= =

V npv p nv p/2 nv ,= = =

L t( ) v n t( )
γ

------------- 
 

1/3

,=

d t( ) v γ2n t( )[ ] 1/3
.=

104

101

105 106

102

103

104
Size of precipitates, nm

100

103

Time, h

1
2
3
4
5

Fig. 1. Dependence of average size of (1, 3–5) platelike and
(2) octahedral precipitates on the time of annealing at vari-
ous temperatures T = (1) 1050, (2) 1100, (3) 900, (4) 800,
and (5) 750°C. Simulation by formulas (11) and (14) is
shown by lines; experimental data [1] are shown by circles,
squares, and triangles.
 The volume of a precipitate shaped as an octahedron

with an edge length l can be written as

(13)

By equating expressions (10) and (13) we can obtain
the time dependence of the edge length l of growing
precipitate:

(14)

Using the idealized concept of spherical precipitates
and expressions similar to (11) and (14), we can obtain
the following relation for the average radius of precipi-
tates:

(15)

Solving Eq. (1) and determining the time depen-
dence of the mean number of particles in a precipitate
with the aid of the expression (4), we can determine the
average size of platelike (11)–(12) or octahedral (14)
precipitates at any instant of time t.

Figure 1 shows the results of numerical simulation
of the kinetics of the average size of platelike and octa-
hedral precipitates as compared to the experimental
data [1]. Taking into account the rather large error in the
experimental estimation of precipitate sizes, the agree-
ment between theory and experiment may be consid-
ered quite satisfactory. In accordance with expression
(11), the characteristic size of precipitates with constant
eccentricity varies with time at the initial stage of pre-
cipitation according to a power law (t0.5), which is con-
sistent with experimental data [1].

V
2

3
-------l3.=

l t( ) v
3n t( )

2
------------- 

  1/3

.=

R t( ) v
3n t( )

4π
------------- 

 
1/3

.=

8

101

Radius of precipitates, nm

9 10 11

102

103

1
2
3

7
100

12
104/T, K–1

Fig. 2. Equilibrium radius of oxygen precipitates as a func-
tion of reciprocal temperature. Simulation by formula (15)
is shown by the line. Experimental data [2] are obtained by
(1) neutron scattering, (2) chemical etching, and (3) light
scattering.
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We can also determine the temperature dependence
of the average size of precipitates subjected to long
annealing periods (equilibrium size). Since the geome-
try of precipitates varies with temperature, the calcula-
tions are performed using formula (15) assuming a
spherical shape of precipitates. Figure 2 shows the
results of numerical simulation of the average equilib-
rium size of precipitates compared to the experimental
data [2].

In summary, our calculations showed that the
growth kinetics of oxygen precipitates of various
shapes is adequately described by the model suggested
in [3] assuming that the growth of precipitates is limited
by the diffusion of interstitial oxygen and that the pre-
SEMICONDUCTORS      Vol. 37      No. 7      2003
cipitates themselves are characterized by constant
eccentricity.
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Abstract—Special features of electron spin resonance in the vicinity of the insulator–metal phase transition in
n-type 4H-SiC:N were investigated. It was shown that, in the insulating state, an antiferromagnetic phase of the
spin-glass type is formed in this region. As a result, with increasing doping level, the content of the paramag-
netic phase decreases, and, at an impurity concentration close to critical (corresponding to the transition), the
resonance line of nitrogen atoms disappears. Instead of it, a line of deep-level impurity centers is observed at
the same position in the metallic state. In addition, two new lines are observed in the metallic state in strong
fields; these lines are attributed to free charge carriers. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

To date, the magnetic properties of doped semicon-
ductors in the vicinity of the insulator–metal (IM)
phase transition have been much less studied than their
electrical properties. According to existing concepts
(see, for example, [1]), with increasing the level of dop-
ing of an n-type semiconductor with shallow-level
impurities, the approach to the IM-transition point
should substantially manifest itself in the appearance of
antiferromagnetic interaction, which transforms into
Pauli paramagnetism in the metallic state.

The experimental studies of electron spin resonance
(ESR) in various n-type semiconductors (Si:P, Si:As
[2–6], Ge:As [7], 6H-SiC:N [8–10]) showed that, at a
rather high doping level, the spins of individual atoms
indeed become collectivized. This phenomenon mani-
fests itself in the fact that a set of ESR spectral lines,
which corresponds to the spin of an isolated nucleus of
a shallow-level impurity center, transforms into a char-
acteristic exchange-narrowed single line. A further
increase in the concentration of donors makes the spin
density tend toward a constant value in Si:P [11] and
even results in decreasing spin density in 6H-SiC:N [9,
10]. Investigations of ESR in Si in the metallic state
near the IM phase transition [5, 11, 12] showed that a
noticeable decrease in an ESR signal occurs in this
region, which should be expected if Curie paramagnet-
ism transforms into Pauli paramagnetism.

In comparison with Si, ESR has been studied much
less in other semiconductors. With respect to Ge, the
reason is that the lines in the ESR spectrum of Ge are
fairly broad. In addition, in some cases, the spectral line
disappears in the vicinity of the IM phase transition
[13, 14]. ESR was observed in Ge near the transition
1063-7826/03/3707- $24.00 © 200846
point at a frequency of 63.2 MHz [15]. The ESR signal
decreased upon cooling Ge samples to ultralow temper-
atures and increased upon their uniaxial compression.
A number of special features was observed in the ESR
spectrum of compensated Ge in the vicinity of the IM
phase transition in [16]. Among these were the transfor-
mation of the line shape from Lorentzian into Dyso-
nian; narrowing of the line with increasing temperature;
the temperature dependence on the degree of line dis-
tortion; and the appearance of an additional line of
unusual shape, which rapidly shifts to stronger fields
with decreasing temperature. Thus, it turned out that
the behavior of ESR near the IM-transition point in Si,
which has been well studied, is not the only possible
variant and, in order to understand the whole variety of
processes that may occur in a semiconductor in the
vicinity of the IM phase transition, one should expand
the range of materials under study.

For such investigations, silicon carbide, in which
ESR can be easily observed, seems to be attractive.
However, the most abundant polytype 6H-SiC is not
very appropriate for studies near the IM-transition point
because, in the case of doping with nitrogen, which is a
donor impurity with the shallowest level, the IM phase
transition occurs at the concentration nc ≈ 1020 cm–3.
It is difficult to obtain such a doping level from the
technological point of view. As a result, investigations
of ESR in the vicinity of the IM phase transition in this
material are scarce [9, 10]. It has been shown that, with
an increase in the impurity concentration to the critical
value, the spin density decreases, whereas the ESR
spectral line broadens.

The polytype 4H-SiC, which is characterized by the
lowest activation energy of nitrogen (35 meV) among
other polytypes, is much more convenient for such
03 MAIK “Nauka/Interperiodica”
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investigations. The IM phase transition in 4H-SiC
should occur at the donor concentration, which can eas-
ily be obtained. The electrical characteristics of this
polytype have not been adequately investigated, espe-
cially for the case of heavy doping. However, its basic
parameters are known (see Table 1).

This study is devoted to the experimental investiga-
tion of special features of ESR in the vicinity of the IM
phase transition in 4H-SiC. Due to the large volume of
experimental data, the effects of spin interaction are
considered separately from the analysis of the width
and shape of resonance lines.

2. EXPERIMENTAL

For measuring the ESR spectra of 4H-SiC samples,
we used a Varian ESR E-112 spectrometer (operating at
a frequency of 10 GHz) in combination with an ESR-9
(Oxford Instruments) cryostat, which allowed us to
record spectra in a wide temperature range from 3.2 to
300 K. Generally, at temperatures above 100 K, the
spectra broadened and disappeared even in the case of
the most lightly doped samples.

The experimental samples were grown by the subli-
mation sandwich method [17] and had a nitrogen impu-
rity concentration in the range of 2.3 × 1017–2.6 ×
1019 cm–3. The impurity concentration was determined
Hall effect measurements at room temperature. It was
assumed that all impurities are ionized and the concen-
tration of intrinsic carriers is negligible at this tempera-
ture. This holds true for 4H-SiC, since the donor level
of nitrogen impurity is rather shallow and the band gap
is large for this material. The parameters of the samples
obtained from measuring the Hall effect are listed in
Table 2.

The sandwich method allows one to obtain single
crystals with a fairly large area, which are commonly
not quite uniform and highly strained. Generally, the
compensation by intrinsic carriers in SiC single crystals
amounted to about 20%. Since the calculation of the
impurity concentration from measuring the Hall effect
in the depletion region makes it possible to determine
only the difference between the concentrations of
donors and acceptors, it is this difference which is
meant when speaking of the impurity concentration in
what follows. Compensation and inhomogeneities in
samples lead to uncontrolled spread in experimental
data; however, as will be seen below, the trends in the
dependences measured can be traced quite distinctly.

Recording ESR signals involved specific features
caused by an increase in the conductivity of samples in
the range of liquid-helium temperatures. Specifically,
we observed changes in the resonator Q factor, which at
first decreased with increasing conductivity due to
increasing nonresonant microwave absorption. Then,
the Q factor started to increase when the absorption
diminished due to decreasing skin depth. In order to
take this feature into account, we used a resonator with
SEMICONDUCTORS      Vol. 37      No. 7      2003
two antinodes from a magnetic microwave field and,
when measuring the spin density, along with the ESR
signal from the sample being studied, the signal from a
Varian reference sample was simultaneously recorded
as well. The reference sample had a spin density of
2.58 × 1015 cm–1 and g = 2.0028 (the sample had the
form of a long cylindrical cell of 4 mm in diameter; the
above value of concentration is for 1 cm of the sample
length). The spin density was calculated by comparing
signals from the sample under study and the reference
sample.

In the calculations of spin density, we disregarded
the fact that, due to increasing sample conductivity, the
skin depth layer became less than the sample thickness;
therefore, the effective volume of the sample decreased
as well. The maximum dimensions of the samples stud-
ied were 3 × 1 × 0.3 mm3. At present, it is impossible to
calculate exactly the skin depth; however, we can esti-
mate the error appearing when the effective volume of
a sample is replaced with its total volume in calcula-
tions. It is known that the IM phase transition occurs in
Ge:Ga, Si:P, and 6H-SiC when the resistivities in these
semiconductors become as low as 0.1 Ω cm [18],
0.05 Ω cm [19], and 0.008 Ω cm [20], respectively. The
value of resistivity corresponding to the IM transition in
4H-SiC should be between the values typical of Si and
6H-SiC. In our opinion, we may assume with a fair
degree of confidence that this transition occurs in
4H-SiC when its resistivity attains the value of about
10–2 Ω cm. In this case, the skin depth should be about
0.05 mm. Consequently, the effective volume is about
1/3 of the total volume, and the measurement error in
determining the spin density is no larger than a factor of 3.
We disregard this error because it is insignificant in
comparison with the decrease in the spin density by two

Table 1.  Electrical parameters of 4H-SiC

Most probable localization
of the absolute minimum of the C band Near M–L

Most probable number of valleys 6

Band gap ∆Eg , eV 3.29 at T = 0 K

3.10 at T = 300 K

Ionization energy of shallow-level 
donors (nitrogen), eV

ED1 = 0.035

ED2 = 0.09

Anisotropy of conductivity (ρ||/ρ⊥ ) 0.9

Effective electron mass in a valley me, val 0.17–0.21

Effective mass corresponding to the
density of states in the C band

0.55–0.70

Electron mobility at 300 K, µn(⊥ c),
cm2 V–1 s–1

800

Hole mobility at 300 K, µp,
cm2 V–1 s–1

80

Relative permittivity 9.7
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Table 2.  Parameters of n-4H-SiC:N samples under study

Sample no. Conductivity σ,
(Ω cm)–1, at 300 K

Mobility µ,
cm2 V–1 s–1, at 300 K

Hall concentration
nH, cm–3 Spin density ns, cm–3

1 1.73 48 2.26 × 1017 5 × 1017

2 4.63 81 (3.3–3.85) × 1017 1.25 × 1018

3 24.1 38.8 3.89 × 1018 2.4 × 1018

4 49.3 53.5 5.76 × 1018 2.2 × 1018

5 47 40 (6.8–7.6) × 1018 3.3 × 1018

6 57 47 (7.3–7.7) × 1018 4 × 1018

7 48.3 39.4 7.66 × 1018 2.5 × 1018

8 56.7 43 8.32 × 1018 2.1 × 1018

9 51.8 38 (7.9–9.1) × 1018 2.3 × 1018

10 221 150 (8.3–9.7) × 1018 1.3 × 1018

11 63.1 42.5 9.3 × 1018 1.5 × 1018

12 65 40 1 × 1019 8.5 × 1017

13 62 38 1 × 1019 3.1 × 1017

14 63.5 35.5 1.1 × 1019 7 × 1017

15 67 35 (1.1–1.3) × 1019 1.2 × 1017

16 78.6 36 1.38 × 1019 9.6 × 1016

17 87.2 33 (1.5–1.8) × 1019 2.4 × 1017

18 110.5 28.6 2.42 × 1019 1.8 × 1016

19 107.4 26 2.53 × 1019 1.35 × 1017

20 129 32 2.53 × 1019 7.37 × 1016

21 118.9 29 2.56 × 1019 2.6 × 1016
orders of magnitude observed in the vicinity of the tran-
sition (see Table 2).

Changes in the resistivity of samples at the temper-
ature at which an experiment is performed, depending
on the concentration of nitrogen impurity, can be traced
by changes in the resonator Q factor, and, thus, the crit-
ical concentration at which the IM phase transition
occurs can be estimated. As is known, the amplitude of

0.8
2.5

0.6 1.0 1.2 1.4

2.6

2.7

2.8

2.9

3.0

log(ND – NA), 1018 cm–3 

logAV, arb. units 

Fig. 1. The product of the amplitude of the ESR reference
line and the volume of a 4H-SiC sample studied as a func-
tion of the impurity concentration.
the reference ESR signal A is proportional to the reso-
nator Q factor, which, in turn, is inversely proportional
to the conductance Σ of a sample when its resistance is
high. Thus, the relation for A can be written as

(1)

where V is the volume of a sample and σ and ρ are the
sample conductivity and resistivity, respectively.

Figure 1 shows the dependence of the product A × V
on the electron density. It can be seen that the resonator
Q factor has a minimum at an electron density of about
1.1 × 1019 cm–3. This means that the conductivity of
samples with such an electron density becomes fairly
high at liquid-helium temperatures and that the IM
phase transition should occur somewhere in this region.
The increase in the Q factor with a further increase in
the density of charge carriers is due to the decrease in
the thickness of the skin layer.

3. RESULTS

Figure 2 shows how the ESR spectrum recorded at
T = 3.2 K changes with the concentration of uncompen-
sated nitrogen impurity increasing. One can see that,
with increasing donor concentration, a number of radi-
cal changes occurs in 4H-SiC, as well as in other semi-
conductors. At a low impurity concentration, in accor-

A Q 1/Σ 1/σV , AV 1/σ∝ ∝∝ ∝ ρ ,=
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dance with the value of the nuclear spin of the nitrogen
atom (S = 1), the spectrum consists of three lines of
hyperfine structure (spectrum 1). In addition, two
weaker lines from donor pairs of nitrogen atoms, in
which one electron interacts with two nuclei in the trip-
let state, are observed between these three lines. The
nuclear spin of such pairs (S = 2) should yield five lines
of hyperfine structure; however, the positions of three
of these lines coincide with the positions of the main
lines. The other two are located between the three
above-noted lines and are well resolved in the ESR
spectrum. The presence of such lines directly points to
some interaction between donors in 4H-SiC even when
their concentration N = 2.3 × 1017 cm–3.

When the donor concentration increases to 3–4 ×
1018 cm–3, the hyperfine structure vanishes completely,
and the spectrum is transformed into a homogeneously
broadened single line (spectrum 2). This effect, as
applied to 6H-SiC, is considered in detail in [8]. With
the impurity concentration increasing further, this line,
remaining single, begins to distort and acquires a Dyso-
nian shape (spectrum 3). This means that, at such con-
centrations, the sample conductivity begins to affect the
line shape at the liquid-helium temperature. In this
region, the spin density begins to decrease with the Hall
concentration increasing (the procedure for determin-
ing the spin density is given below). Let us denote the
line in spectrum 3 by the index I. In the next stage
(spectra 4, 5), a narrower undistorted line appears
against the background of the main line and gradually
begins to dominate in the spectrum. We denote it by the
index II. The width of this line does not change with
increasing impurity concentration, whereas the main
line decreases in amplitude and broadens.

Finally, at a concentration of about 1.4 × 1019 cm–3,
the next radical change in the spectrum is observed
(spectrum 6). The main line broadens so much and
becomes so distorted that it begins to resemble a disper-
sion line. An additional broad, positive low-field wing
arises in it. Apparently, this wing is also observed at
lower concentrations, but turns out to be much weaker
than the negative strong-field wing. The presence of
these features is the consequence of the Dyson theory,
but, in the theory of the line shape for metals, the ampli-
tudes of additional wings turn out to be much smaller
than those of the main lines; hence, the additional
wings are disregarded. In our case, these additional
peaks are comparable with the main line.

In addition, two additional lines begin to manifest
themselves in strong fields in the same concentration
range: a narrower line III and a broader line IV, which
are observed as single lines only when H || c. At other
sample orientations, the lines split into several compo-
nents. A further increase in the impurity concentration
leads to disappearance of the broad line, which was
dominant at low concentrations. At such concentra-
tions, the ESR spectrum of 4H-SiC consists of the nar-
row line II at approximately the same position where
SEMICONDUCTORS      Vol. 37      No. 7      2003
the central line of hyperfine structure was observed at
low nitrogen concentrations and of two lines in the
strong-field region: line III, which is narrower and
stronger, and line IV, which is broader and weaker
(spectrum 7).

Thus, in the vicinity of the IM phase transition, the
ESR spectrum of 4H-SiC radically changes.

4. ANALYSIS AND DISCUSSION

4.1. Concentration- and Temperature-Related Changes 
in Spin Density

Mott suggested [1] that, by increasing the concen-
tration of impurities in a semiconductor, either ferro-
magnetic or antiferromagnetic ordering of spins due to
the interaction between charge carriers should occur
even in the insulating state. Notably, the antiferromag-
netic state arises in an electron subsystem with a sym-
metric s-type wave function. In the ESR, a decrease in
the spin density with an increase in the Hall concentra-
tion corresponds to a transition which was observed
previously in 6H-SiC [9, 10]. However, this phenome-
non was only observed in a small number of samples,
and it was not traced directly to the critical concentra-
tion, because it was impossible to heavily dope 6H-SiC
(above 1020 cm–3). In 4H-SiC, because the nitrogen
impurity has shallower levels it is quite possible to
attain the critical concentration (see Table 1), even
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3450 3490
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Fig. 2. Transformation of the ESR spectrum of 4H-SiC at a
temperature of 3.2 K in the vicinity of the IM phase transi-
tion; the impurity concentration ND–NA is (1) 2.3 × 1017,

(2) 3.9 × 1018, (3) 9.3 × 1018, (4) 1 × 1019, (5) 1.1 × 1019,
(6) 1.4 × 1019, and (7) 2.5 × 1019 cm–3.
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though the value of the critical concentration is still
unknown.

Figure 3 shows the dependence of the spin density ns
on the Hall concentration nH = ND – NA at a temperature
of 3.2 K. The spin density was determined by double
integration of the narrower weak-field part of the ESR
line and then comparing the result with the similarly
integrated spectrum of a calibrated Varian sample.
In order to find the error arising due to disregarding car-
riers responsible for the broader strong-field wing of
the Dysonian absorption line, we also performed dou-
ble integration of this part of the line for several sam-
ples. It turned out that the double integrals of both parts
of the Dysonian absorption line only slightly differ
from each other, but, since the strong-field wing is
broader, it is less convenient for integrating. Accord-
ingly, we estimated the spin density using the weak-
field part of the line. When additional (narrow) lines
were present in the ESR spectrum, their double inte-
grals were summed. However, the corresponding cor-
rection was small, since additional lines were signifi-
cantly narrower. For the case of the most heavily doped
samples (17–21), when the broad line completely dis-
appeared, the plot in Fig. 3 shows the spin density
obtained by double integration of the narrow symmetric
line II.

Two parts can be clearly distinguished in this depen-
dence: at low nitrogen concentrations, the spin density
increases with increasing Hall concentration, and, at
high impurity concentrations, the situation is reversed.
In order to make the data more illustrative, the straight
line ns = nH is shown in the region of increasing spin
density in Fig. 3. It can be seen that the spin density
somewhat exceeds the Hall concentration when the lat-
ter is lower than 1018 cm–3. It is most likely due either
to the fact that the additional ESR lines coinciding with
the central nitrogen line are ignored or to some under-
estimation of the values of nH measured at room tem-
perature. At ND – NA ≅  3 × 1018 cm–3, the spin density

1018 10191017

ND – NA, cm–3

1017

1018

1019

Spin density, cm–3

2
1

1016

Fig. 3. (1) Dependence ns = nH and (2) dependence of the
spin density on the impurity concentration in 4H-SiC.
levels off, and, beginning with nH ≅  6 × 1018 cm–3,
abruptly starts to decrease and becomes lower than the
Hall concentration.

The cause of the observed decrease in the spin den-
sity is, most probably, antiferromagnetic interaction
between spins, which is enhanced when the IM phase
transition is approached. Due to this circumstance,
when the impurity concentration is about 2.5 × 1019 cm–3,
the measured value of the spin density is only 2.5 ×
1016 cm–3, i.e., about 0.001 of the concentration of
introduced nitrogen impurity.

The temperature dependences of double integrals of
lines for a number of samples with different concentra-
tions of impurity are shown in Fig. 4. These depen-
dences govern the behavior of the paramagnetic sus-
ceptibility χ'' in these samples. As can be seen from
Fig. 4, for all concentrations at which the main ESR
line appears (dependences 1–4), χ'' is approximately
proportional to 1/T. After the main broad line I disap-
pears, the remaining narrow line II behaves somewhat
differently. The width of this line is independent of tem-
perature; hence, the double integral is proportional to
the line amplitude. Curve 5 represents the temperature
dependence of the amplitude of this line. The depen-
dence χ''(T) for this line is also almost linear at low tem-
peratures, but transforms into a quadratic dependence
at high temperatures.

The behavior of the new lines III and IV, which arise
in strong fields at a rather high doping level, is also
unusual. The width of both lines is independent of tem-
perature. Therefore, the dependence χ''(T) can be
expressed in terms of the temperature dependences of
the corresponding amplitudes of the weak-field wing A.
They are also shown in Fig. 4 (curves 6 and 7, respec-
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Fig. 4. Temperature dependence of the paramagnetic sus-
ceptibility χ'' at impurity concentrations (1) 3.9 × 1018;
(2) 7.7 × 1018; (3) 1.1 × 1019; (4) 1.38 × 1019; and (5–7)
2.53 × 1019 (for lines II–IV, respectively) cm–3; dashed line
(8) represents the Curie law (χ'' ∝  T–1).
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tively). It can be clearly seen that the amplitude of the
weaker line decreases approximately proportionally to
the root of temperature, and the amplitude of the stron-
ger line is characterized by a more complex depen-
dence: at low temperatures, it obeys the Curie law, and,
at higher temperatures, it decreases more steeply. In
addition, the g factor of both lines is anisotropic. We
should note that the shape of the strong line III is also
unusual because its derivative has only positive values.
Notably, its central part, which generally decreases
superlinearly with increasing field, decreases sublin-
early in the case under consideration.

4.2. Antiferromagnetic Interaction between Spins

The characteristic dependence of the spin density on
the impurity concentration, shown in Fig. 3, indicates
unambiguously that, in the insulating state in the vicin-
ity of the IM phase transition, coupling of spins with the
formation of an antiferromagnetic system of the spin-
glass type occurs at low temperatures. This coupling is
characterized by the magnitude of the exchange inter-
action, which depends exponentially on the distance
between spins in a pair. Evidently, with increasing con-
centration of a randomly distributed impurity, the spin
coupling begins at pairs in which the spins are located
closest together.

If we assume that pairs are formed by centers the
distance between which is smaller than some value R0
and are occupied with electrons, we can estimate the
density of such pairs by recognizing that the probability
W of the nearest neighbor being located at a distance
from r + δr is determined by the expression [8]

(2)

where N0 = ND – NA is the concentration of occupied
impurity centers.

Then, the relative concentration of impurity centers
forming coupled pairs, the distance between the spins
of which is smaller than USSR, is determined by the
integral

(3)

The relative density of free spins involved in reso-
nance absorption turns out to be exponentially decreas-
ing with increasing impurity concentration:

(4)

It can be seen from (4) that the dependence
ns/N0) = f(N0) should be linear. Figure 5 shows the

corresponding portion of the concentration dependence
of ns (Fig. 3). We can see that, beginning with a nitrogen

W 4/3– πr3N0( )4πr2N0dr,exp=

N /N0 4/3( )πr3N0–( )4πr2N0exp rd

0

R0

∫=

=  1 4/3( )πR0
3N0–[ ] .exp–

ns/N0 4/3( )πR0
3N0–[ ] .exp=

(log
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concentration of 7.2 × 1018 cm–3, the points fall into a
straight line with fairly good accuracy. This confirms
the statistical nature of the coupling mechanism consid-
ered above. In addition, the characteristic distance,
which governs the interaction between spins, can be
found from the plot. This yields the following estimate:
R0 = 5.1 × 10–7 cm. It turns out (see below) that this dis-
tance has the same order of magnitude as the average
distance between impurity atoms at which the IM phase
transition occurs.

Since the ESR signal is formed by unpaired spins
located in the regions where the number of spins is rel-
atively small in the vicinity of the IM transition, it is
quite reasonable to assume that the temperature depen-
dence of the paramagnetic susceptibility χ'' is similar to
the Curie law in these regions; i.e., the subsystem of
free spins is nondegenerate. This is confirmed by the
fact that χ'' decreases approximately in inverse propor-
tion to T (Fig. 4) in all samples from which a signal
formed by unpaired spins of nitrogen atoms was mea-
sured.

However, with increasing temperature, the antifer-
romagnetic coupling of spins must cease to exist and
they must convert to the paramagnetic state. This cir-
cumstance should weaken the temperature dependence
of χ''. Figure 4 shows that, with increasing impurity
concentration, this dependence indeed tends to weaken
(dependences 1–3). Nevertheless, even in the most
heavily doped samples (curve 4), this dependence again
becomes stronger. This circumstance points to the
appearance of an additional mechanism of decay of the
paramagnetic state at the impurity concentrations close
to those at which line I vanishes.

For the lines that remain in the spectrum after the
main nitrogen line disappears, other temperature
dependences are observed. We will discuss these below
when considering the origin of these lines.

4

10–2

ND – NA, 1018 cm–3
6 8 10 12 14

10–1

100

ns/nH

Fig. 5. Dependence of the relative spin density ns/nH on the
concentration of uncompensated nitrogen impurity ND–NA.
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4.3. On the Origin of Additional ESR Lines in 4H-SiC

We will now discuss in more detail the possible ori-
gin of the additional ESR lines, denoted previously by
the indices II–IV.

Line II appears even in the ESR spectra of relatively
lightly doped samples and is present in the spectra up to
the highest nitrogen concentrations. The main feature
of this line is that it retains its high-symmetry shape
even at the concentrations at which line I becomes
strongly distorted and disappears. The g factor of line II
is very close to that of the calibrated reference sample
(g = 2.0028) and is independent of the crystallographic
direction.

Since the theory of distortion of the Dysonian line
shape is based on the concept of freely moving spins
[21–23], we may suggest that the high symmetry of line
II points to the fact that the spins responsible for this
line are localized at certain impurity centers. This local-
ization also remains in the metallic phase; thus, we may
conclude that the localization centers are deep-level
defects. The fact that the amplitude of this line is inde-
pendent of the doping level is also in favor of this con-
clusion.

It follows from our measurements that the concen-
tration of such defects is about 1016 cm–3 and that, at a
nitrogen concentration in the range of 1017–1018 cm–3,
line II is obscured by a strong, narrow nitrogen line. In
some cases, upon increasing temperature, when the
nitrogen line begins to broaden, this line can be distin-
guished against the background caused by nitrogen in
the form of a certain change in the slope of the deriva-
tive of line I. In addition, as can be seen from Fig. 2, the
central line in the ESR spectrum at a nitrogen concen-
tration of 2.3 × 1017 cm–3 is not quite symmetric (it is
disturbed), which is also indicative of the presence of
an additional line in the ESR spectrum at relatively low
concentrations of a shallow-level impurity. The origin
of defects with deep states related to line II remains
unknown.
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Fig. 6. Dependence of the amplitude of line III on tempera-
ture on the scale log (A) = f(T); (sample 20).
Lines III and IV become distinct only at concentra-
tions exceeding 1019 cm–3, when the material trans-
forms into the metallic state. Therefore, they are most
probably related to the metallic phase. A line similar to
line III was previously observed by us in the spectrum
of compensated Ge [16], where it had a number of spe-
cial features. First, this line was observed only when the
sample became insulating in its entirety and the metal
conductivity remained only in isolated clusters; in other
words, this line appeared in the insulating phase in the
vicinity of the IM phase transition. Second, this line
appeared at temperatures below 4.1 K. Third, it mani-
fested itself in the splitting of the main resonance line
and rapidly shifted to stronger fields with decreasing
temperature.

The important general feature of the split-off line in
the spectrum of Ge and of line III is that both have an
unusual shape. Specifically, the negative part of the
derivative is completely absent, and the falloff of the
positive part is retarded as it approaches zero; i.e., the
line itself is shaped as a step or is highly asymmetric in
shape with an abrupt increase and very gradual falloff.
(In the latter case, the negative part of the line cannot be
observed due to insufficient sensitivity of measure-
ments.)

We should also note that line III is located in the
strong-field region; i.e., its g factor is significantly
smaller than 2. This line is observed as being a single
one only when the field is directed along the c axis. At
other directions of the magnetic field, this line splits
into three, one of which does not change its position
under rotation around the axis perpendicular to the
c axis, and the other two shift to weaker fields. The
measurements showed that g⊥  = 1.9383, g||1 = 1.9556,
and g||2 = 1.9584. The relationship observed, g|| > g⊥ ,
indicates that it is electrons that are most probably
responsible for this line [24]. For electrons, the g factor
is directly related to the effective mass. The relationship
g|| > g⊥  is consistent with the anisotropy of conductivity
in 4H-SiC, for which ρ||/ρ⊥  = 0.9. We could not rotate
samples in the C plane; therefore, the extent of anisot-
ropy of the line in this plane is not accurately known.
However, it is clear that the components gx and gy
should not differ significantly from the values of g||
obtained.

The temperature dependence of the amplitude of
line III is also unusual. At low temperatures, it obeys
the Curie law (Fig. 4, curve 6); i.e., the density of spins
responsible for this line remains constant in the low-tem-
perature region. At higher temperatures (T > 10–12 K),
the falloff becomes appreciably more steep. Since the
line width remains constant in this case, this phenome-
non should be attributed to the decrease in the density
of spins responsible for this line. The analysis of this
dependence in other coordinates showed that its high-
temperature part becomes close to linear in the coordi-
nates A) = f(A) (Fig. 6).(log
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Such an unusual temperature dependence of line III
resembles the Shubnikov–de Haas effect, in which the
amplitude of oscillations also decreases with increasing
temperature and obeys the same law due to the fact that
the Landau levels become diffuse with increasing tem-
perature [25]. We may suggest that, in our case, the den-
sity of spins responsible for line III also decreases due
to the temperature-induced spreading.

We suggested previously [16] that a line with such a
shape is due to free electrons moving with different
velocities in an external electromagnetic field. Interact-
ing with fluctuations of the potential at the bottom of
the conduction band, a free electron is affected by alter-
nating electric fields, whose frequency depends on the
velocity of the electron itself and, consequently, on its
energy. The higher the energy of an electron, the higher
the frequency of the field it is affected by and the higher
the magnetic-field strength required to satisfy the reso-
nance conditions

(5)

where ν is the frequency of an external microwave
field; ν0 is the frequency arising due to the motion of an
electron across spatial potential fluctuations; and ∆H is
the strength of an additional magnetic field required to
satisfy the resonance conditions for a free electron.

In addition, in the case of antiferromagnetic interac-
tion between electrons, when impurity centers form the
spin-glass state, regions of local magnetic fields arise in
a semiconductor between magnetically coupled but
spatially separated spins. A moving spin, passing
through such regions, also perceives their magnetic fields
as alternating. These fields, along with the fluctuations of
electric fields considered above, must shift the resonance
line to stronger fields according to relation (5). Thus, in
the vicinity of the IM phase transition, there may exist
two systems of spatially nonuniform internal fields in a
semiconductor, which shift the resonance line to stron-
ger external magnetic fields.

We may assume that, when a system of spins trans-
forms into the metallic state, only a very small fraction
of these spins are involved in the resonance absorption
of energy, since the major fraction of spins are antifer-
romagnetically coupled. Due to this circumstance, the
amplitude of line III is much smaller than that of line I.

In contrast to line III, line IV splits into three lines
and shifts to stronger fields when the direction of an
external magnetic field does not coincide with the
c axis. For this line, g⊥  = 1.9268, g||1 = 1.9004, and g||2 =
1.8846. Concerning shallow-level impurities in semi-
conductors, such a relationship between g|| and g⊥
(g|| < g⊥ ) is typical of holes [25]. The ESR for holes was
observed in Si upon uniaxial compression, which
removes the degeneracy at the top of the valence band.
In the 4H-SiC samples under study, internal stresses are
sufficiently strong to remove the degeneracy at the top
of the valence band. However, it is unclear how holes
can appear in heavily doped and moderately compen-

h ν ν0+( ) gµB H ∆H+( ),=
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sated n-type material. Thus, the origin of line IV
remains unclear.

5. CONCLUSIONS

(1) The main resonance line I is due to microwave
absorption by individual spins and is observed only in
the insulating state. With increasing doping level,
absorption increases linearly with increasing donor
concentration; however, at a nitrogen concentration of
~2–3 × 1018 cm–3, this dependence levels off and, at
N ≥ 6 × 1018 cm–3, abruptly falls off, turning to zero in
the vicinity of the IM phase transition.

(2) The abrupt falloff of the resonance line I can be
attributed to spin coupling and the formation of a state
of the type of antiferromagnetic spin glass. The IM
phase transition occurs specifically from this state.

(3) In the metallic state, new resonance lines arise in
4H-SiC samples in strong magnetic fields (with a
reduced g factor); these lines have noticeable anisot-
ropy (lines III and IV). Line III is attributed to the
appearance of free spins (in the upper Hubbard band).
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Abstract—The dependence of properties of quantum dot (QD) arrays in an InAs/GaAs system on the InAs
growth rate has been investigated theoretically and experimentally. The derived kinetic model of the formation
of coherent nanoislands allows the calculation of the average size, surface density of islands, and wetting layer
thickness as functions of the growth time and conditions. Optical properties of InAs/GaAs QDs have been stud-
ied for the case of two monolayers (ML) of the material deposited at different growth rates. Predictions of the
theoretical model are compared with the experimental data. It is shown that with two ML of the deposited mate-
rial the characteristic lateral size of QDs decreases and the thickness of the residual wetting layer increases with
rising growth rate. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The spontaneous formation of coherent nanosize
islands in heteroepitaxial systems is currently used for
the production of quantum dot (QD) arrays exhibiting
3D quantization [1]. Growing attention to QD semicon-
ductor heterostructures is due to their unique optical
properties defined by the atomic-like energy spectrum
of electron states. The optical properties of semicon-
ductor light-emitting devices with an active region
based on QD heterostructures are defined, among other
things, by the average lateral size, shape, size unifor-
mity, space ordering, and surface density of islands [2].
The necessity to control the geometrical parameters of
the QD arrays by modifying the growth technology
parameters has stimulated theoretical [3–5] and experi-
mental [6, 7] studies dealing with the kinetics of coher-
ent island formation.

In this study, a theoretical model of the kinetics of
QD formation in mismatched heteroepitaxial systems
[4, 5] is developed. The model offers analytic depen-
dences of the average size and surface density of islands
at the kinetic stage as functions of the surface tempera-
ture and growth rate. Growth experiments in the
InAs/GaAs system were performed, and the photolumi-
nescence (PL) spectra of QDs grown at different rates of
InAs growth at a fixed temperature of the surface were
studied. The predictions of the theoretical model were
compared with the obtained experimental data.

2. THEORY

The free energy of formation of a strained coherent
island of i atoms by the Stranski–Krastanow mecha-
nism is [4, 5]
1063-7826/03/3707- $24.00 © 20855
(1)

Here, ∆Felas is the difference of the elastic energies of
i atoms in an island and in the wetting layer, ∆Fsurf is the
difference of the surface energies of an island and the
area of wetting layer covered with it, ∆Fattr is the differ-
ence of the energies of the attraction of the deposited
atoms to the surface in an island and on the wetting
layer surface. Further, an island is assumed to be a pyr-
amid with a square base with a side L and base angle θ.
In this case, the lateral size L and the number of atoms
in an island i are related by

(2)

where α = (6h0 /l0)1/3, h0 is the monolayer height,
and l0 is the average interatomic distance at the surface.
According to [4, 5], the free energy of the island forma-
tion F ≡ ∆F/kBT (T is the substrate temperature; kB is the
Boltzmann constant) expressed in thermal energy units
is given by

(3)

Here, σ(0) and σ(θ) are the specific surface energies of
the base and lateral facets of a pyramid with account for
the renormalization caused by the lattice mismatch [1],
z is the θ-dependent relaxation coefficient of the elastic
energy in an island [8], λ is the elastic modulus of the
deposit, ε0 is the lattice mismatch, Ψ0 is the density of
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wetting energy on the substrate surface, and k0 is the
relaxation coefficient of the attractive force between
atoms and the substrate [9]. The expression in square
brackets in (3) is the difference of the chemical potentials
of atoms in a wetting layer and in an island. The equilib-
rium wetting layer thickness is defined by the ratio of
wetting to elastic forces, in accordance with the Müller–
Kern criterion [9]:

(4)

The transition from 2D to 3D growth may occur
only when h > heq, i.e., when the decrease of elastic
energy in the system exceeds the energy expended to
form an additional surface of an island and to overcome
an attraction force. Introducing the degree of metasta-
bility ζ = h/heq – 1, using (2), and linearizing (3) in ζ,
we obtain a representation that is common in the theory
of first-order phase transitions

(5)

The constants A and B are defined as

(6)

The obtained expression for the free energy of the
island formation yields the following for the principal
parameters of the classical theory of condensation [10]:

(7)

Here, ic is the number of atoms in a critical nucleus,
F(ζ) = F(ic(ζ)) is the activation barrier of nucleation,
and –F''(ic) is the inverse half-width of the nucleus for-
mation energy in the near-critical range.

The island nucleation rate is determined by the
Zel’dovich relation [4, 10]

(8)

where W+(ic) is the number of atoms incorporated into
a critical nucleus in unit time. Taking into account (5),
we obtain the rate of the island growth νi = di/dt in the
overcritical range

(9)

Apparently, two mechanisms of island growth are
theoretically possible: the consumption of a material
from the metastable “sea of adatoms” on the wetting
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layer surface [11] or directly from the wetting layer
[4, 5]. In the former case, the wetting layer thickness
remains invariable or increases, in the latter it decreases
in the course of island growth. The experimental data
obtained by ellipsometry in the Ge/Si(110) system [4]
show that the wetting layer thickness decreases with time
after reaching a critical value. Therefore, theoretical
models [4, 5] assumed material consumption from the
wetting layer to be the principal growth mechanism. In
this case, the rate constant W+(i) can be approximated by
the expression

(10)

where D is the volume diffusion constant in the wetting
layer and ν is the cutoff parameter for the elastic-stress
field.

Using the Kuni method [12], the evolution equation
for the island size distribution in the overcritical range
can be expressed in terms of a natural variable for
which the rate of island growth is size-independent. As
follows from (9) and (10), the natural variable of the
problem

(11)

equals the island base area in (αl0)2 units. The equation
for the distribution function g(ρ, t) is [4, 5, 11, 12]

(12)

Taking (10) into account, the characteristic time τ is
defined by the expression

(13)

The steady-state distribution

(14)

is proportional to the nucleation rate and depends very
strongly on the degree of metastability. Expression
(14) is obtained by substitution of (10) into (8) with
account of (13); the constant a ≡ 3/4(πA)1/2. The instant
of time t = 0 corresponds to ζ = 0 and h = heq; i.e., the
time is counted from the instant when the equilibrium
thickness of the wetting layer is reached. The boundary
condition for Eq. (12) is set at the point ρ = 0, because
the near-critical islands are small and their contribution
to the material balance equation is insignificant [11,12].

Equation (12) for the size distribution of islands
contains an unknown function ζ(t), which can be found
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using an equation for the material balance on the sur-
face,

(15)

where i = ρ3/2 is taken into account. The left-hand side
of this equation defines the total amount of material
deposited onto the unit surface area by the instant of
time t; the integral term on the right-hand side gives the
total volume of islands per unit surface area by the
instant of time t. Below, the growth rate V expressed in
monolayers per second (ML s–1) is assumed to be con-
stant at t ≤ t0 and zero at t > t0, where t0 is the instant of
growth interruption. Considering the definition of ζ(t),
equation (15) can be transformed into

(16)

where G(t) is the total volume of islands divided by heq.
The function Φ(t) defines the law according to which
the amount of deposited material varies with time:

(17)

where t∞ = heq/h0V is the time necessary for the forma-
tion of the wetting layer of equilibrium thickness.

Equations (12) and (16) constitute a closed system
of equations for determining the island size distribution
function g(ρ, t) and the degree of metastability ζ(t). As
shown in [12], an extremely steep dependence of the
island nucleation rate on ζ and the independence of the
island growth rate of their size allow an analytical solu-
tion of this problem. The physical prerequisite for the
solution is the hierarchy of times of different stages in
island formation. The duration of the nucleation stage,
∆t, is much less than the time tR of relaxation of the
island-size distribution, which, in its turn, is much less
than the time t∗  of the formation of a wetting layer of
critical thickness. Therefore, the nucleation of islands
and the formation of an essential part of the size distri-
bution proceed at a virtually constant wetting layer
thickness corresponding to the maximum degree of
metastability ζ∗  ≈ Φ∗ . During the time interval ∆t, the
surface density of islands reaches its constant value N,
which remains unchanged during subsequent island
growth. Further, we will present the resulting relations
[5] for the principal characteristics of the island forma-
tion process as functions of the energy parameters A
and B and the control parameter Q = t∞/τ.

The critical wetting-layer thickness h∗  = (Φ∗  + 1)heq,
where

(18)

The time t∗  of formation of the layer with critical
thickness is Φ∗ t∞.
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The surface density of islands on completion of the
nucleation stage is given by

(19)

The time dependence of the average island size is
given by

(20)

Here, l(t) ≡ L∗ (t)/LR, L∗ (t) is the average size corre-
sponding to islands that were nucleated at the instant of
time when the critical wetting layer thickness was
reached. The time of relaxation of the size distribution
tR = 0.47t∗ /ln1/3Q.

The characteristic lateral size of islands upon com-
pletion of the relaxation stage is defined by the expres-
sion

(21)

The time dependence of the wetting layer thickness
is h(t) = (ζ(t) + 1)heq, where ζ(t) ≈ Φ(t) at t < t∗  and

(22)

Taking into account the definition of the control
parameter Q, Eq. (13) for τ, the definition of t∞, expres-
sions (6) for energy parameters A and B, and approxi-
mating the temperature dependence of the diffusion
constant by the Arrhenius equation, we obtain from
(19) and (21) the dependences for the average size and
surface density of islands as functions of the surface
temperature and growth rate:

(23)

(24)

In these expressions, ϕ = 1000 K/T is the dimension-
less inverse temperature, k ≡ TD/2000 K, TD ≡ ED/kB is
the characteristic diffusion temperature, ED is the acti-
vation barrier for diffusion in the wetting layer, ϕ0 =
1000 K/T0, and λ is the constant determined by refer-

ence values of  and N0 at the temperature T0 and
growth rate V0. For the majority of heteroepitaxial sys-
tems, the control parameter Q is very large, usually in
the range from 103 to 105, thus ensuring the applicabil-
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ity of the classical theory of condensation to the
description of the QD formation process and giving rise
to the hierarchy of times for different stages in this pro-
cess [5]. As follows from (23) and (24), the theoretical
model predicts decreasing lateral size and increasing
surface density of islands with rising growth rate by
approximate power laws 1/V1/2 and V3/2, respectively.

Figure 1 shows the average lateral size of the size
distribution upon completion of the stage of relaxation
which is calculated from (21) and (23). Figure 2 shows
time dependences of the wetting layer thickness at dif-
ferent growth rates, which are calculated using rela-
tions (20) and (22) with the parameters of the heteroepi-
taxial InAs/GaAs system. The equilibrium layer thick-
ness is 1.07 ML. The figure shows the results calculated
for V = 0.03, 0.05, and 0.1 ML s–1. The corresponding
calculated critical thicknesses are 1.74, 1.76, and
1.79 ML; i.e., their dependence on the growth rate is
weak. In the figures presented, the time is counted from
the instants (30.8, 18.5, and 9.2 s, respectively) when
the equilibrium layer thickness is reached.

3. EXPERIMENT

Growth experiments were performed in an EP1203
MBE machine with semi-insulating singular
(100)GaAs substrates. After the oxide layer removal at
630°C and the GaAs buffer growth, an active region
consisting of an InAs QD layer with an effective thick-
ness of 2 ML was grown. The active region was con-
fined within Al0.3Ga0.7As/GaAs short-period superlat-
tices (25 Å/25 Å, 10 pairs) to prevent the transport of
nonequilibrium carriers to the surface and substrate
regions in the course of optical studies. On top, the
structure was covered with a 50-Å-thick capping layer.
The active region was grown at a substrate temperature
of 485°C. To prevent the evaporation of In from the QD
layer, a 50-Å-thick GaAs layer was grown immediately
after the deposition of the active region at the same sub-
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0.04 0.06 0.08 0.10

20
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30

35

V, ML/s

LR, nm

Fig. 1. The average island size upon termination of the stage
of relaxation of the size distribution vs. the growth rate at
T = const and λ = 2 × 106.
strate temperature. Further, the substrate temperature
was raised and the remaining part of the structure was
grown at 600°C. To study the fundamental aspects of the
growth of the InAs/GaAs QD system, a set of samples
was grown with the In deposition rate varied from 0.01
to 0.1 ML s–1. In all experiments, the residual pressure of
As4 vapor in the growth chamber was 1.8 × 10–6 Pa.

The deposition of InAs QDs was monitored by
recording and analyzing RHEED patterns. An analysis
of how the RHEED patterns vary has shown that a char-
acteristic (of the Stranski–Krastanow mechanism)
sharp transition from a streaky diffraction pattern,
which corresponds to planar growth, to a pointlike pat-
tern, which corresponds to 3D growth, was observed
after the deposition of a 1.7–1.8 ML thick InAs layer in
the entire range of growth rates under study.
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Fig. 2. Time dependences of the wetting layer thickness cal-
culated for the parameters of an InAs/GaAs heteroepitaxial
system for T = 485°C and different rates of InAs growth, V:
(a) 0.03, (b) 0.05, and (c) 0.1 ML s–1. The wetting layer
thicknesses corresponding to two ML of the deposited
material are shown.
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Fig. 3. PL spectra of samples with 2.0-ML InAs QDs deposited at growth rates of (1) 0.1 and (2) 0.01 ML s–1, recorded at room
temperature (300 K). Inset: a spectrum measured with enhanced excitation density in the spectral range corresponding to the emis-
sion from the wetting layer (wetting layer, GaAs) for a growth rate of 0.01 ML s–1.
The PL was excited using an argon-ion laser (λ =
514.5 nm, the excitation density ~100 W cm–2). The
emission was detected with a cooled Ge photodiode.

The obtained spectra show that a PL peak related to
recombination via QDs shifts steadily to longer wave-
lengths, from 1126 to 1196 nm, as the deposition rate
decreases from 0.1 to 0.01 ML s–1 (Fig. 3). Figure 4
shows the dependence of the PL peak position on the
growth rate. The red shift of the PL peak is associated
with the increase of the lateral size of QDs, which
occurs upon deposition for a longer time at a lower
growth rate. A similar red shift of the PL peak is clearly
pronounced when submonolayer migration-enhanced
epitaxy [13] is used. In this case, the growing structure
is kept for a certain time in an arsenic flow and the
metal flow is interrupted, which enhances the surface
migration of adatoms, thus making larger the lateral
size of nanoislands. Hence, the red shift of the emission
wavelength agrees qualitatively with the trends follow-
ing from the results of theoretical calculations, which
are shown in Fig. 1.

At a lower rate of InAs deposition, the PL spectra
exhibit a second peak at a higher energy, which is
increasingly pronounced at lower growth rates. This
peak lies ~70 meV away from the main peak, and it can
be associated either to the existence of excited levels in
InAs QDs or to the appearance of two groups of nanois-
lands which differ in lateral size. To elucidate this
SEMICONDUCTORS      Vol. 37      No. 7      2003
effect, we are going to apply transmission electron
microscopy to study the structural properties. The PL
integral intensity decreases at lower rates of InAs dep-
osition, which is presumably related to the decreasing
of the surface density of nanoislands, and agrees with
the theoretical predictions given in Section 2.

To determine the wetting layer thickness experi-
mentally, we have studied PL spectra with the pumping
density enhanced to 2 kW cm–2. In this case, the spectra
exhibit a line related to optical recombination in the
wetting layer (see the inset in Fig. 3). The “effective”
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1140
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1200
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0
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Fig. 4. The position of the PL peak related to InAs QDs vs.
the InAs deposition rate.
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wetting layer thickness can be calculated from the posi-
tion of this peak in the approximation of a thin
InAs/GaAs QW.1 In this approximation, we neglect the
local fluctuations of the wetting layer thickness in the
areas where finite-height QDs are situated; all of these
contributions of QDs to the QW thickness are regarded
as “averaged” over the sample. Since the QD density is
not high (~1010 cm–2), the error introduced by heteroge-
neities, i.e., QDs, to the wetting layer thickness is also
not too significant. Figure 5 shows the experimentally
determined wetting layer thickness in the InAs/GaAs
system as a function of the InAs deposition rate and the
results of calculations (solid line). As seen, the wetting
layer thickness increases steadily from ~1.15 to ~1.36 ML
as the growth rate increases from 0.01 to 0.1 ML s–1,
which is in good agreement with the theoretical calcu-
lations carried out in Section 2.

4. CONCLUSION

The dependence of the properties of QD arrays in an
InAs/GaAs system on the InAs growth rate has been
investigated theoretically and experimentally. The
derived kinetic model of the formation of coherent

1 Locally, the wetting layer consists of surface regions one-two
atoms high. However, at room temperature, the PL spectral peaks
related to corresponding QWs are superimposed. Therefore, here
we use the term “energy position of the wetting layer peak”
implying the superposition of peaks contributed by one- and two-
atom surface areas with corresponding surface densities. It is nec-
essary to note that the probability of thermal transport of carriers
between the wetting-layer areas of different thicknesses is high at
room temperature.
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Fig. 5. Wetting layer thickness vs. the InAs deposition rate.
Solid line: calculated dependence.
nanoislands allows the calculation of the average size,
surface density of islands, and the wetting layer thick-
ness as functions of time and conditions of growth. The
optical properties of InAs/GaAs QDs fabricated at dif-
ferent growth rates have been studied, and the predic-
tions of the theoretical model are compared with the
experimental data.
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Abstract—The effect of the growth temperature on the density, lateral size, and height of InAs–GaAs quantum
dots (QD) has been studied by transmission electron microscopy. With the growth temperature increasing from
450 to 520°C, the density and height of QDs decrease, whereas their lateral size increases; i.e., the QDs are
flattened. The blue shift of the photoluminescence line indicates decreasing QD volume. The observed behavior
is in agreement with the thermodynamic model of QD formation. The effect of lowering the substrate temper-
ature immediately after the formation of QDs on the QD parameters has been studied. On lowering the temper-
ature, the lateral size of QDs decreases and their density increases; i.e., the parameters of QD arrays tend to
acquire the equilibrium parameters corresponding at the temperature to which the cooling is done. The QD
height rapidly increases with cooling and may exceed the equilibrium value for a finite time of cooling, which
enables fabrication of QD arrays with a prescribed ratio between height and lateral size by choosing the time
of cooling. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The prevalence of structures with unidimensional
localization of carriers, i.e., quantum wells (QW), in
modern semiconductor electronics is largely connected
with the simplicity of their 2D bandgap engineering,
which allows varying the width and composition of
QWs and the bandgap of a matrix. Quantum-cascade
lasers—very complex devices demanding a strictly
defined band structure—have been proposed and
designed. As further progress in semiconductor elec-
tronics will be associated with the wide application of
structures with 3D localization of carriers, i.e., quan-
tum dots (QD), the development of the bandgap engi-
neering for these structures is an important fundamen-
tal and applied problem.

A recent breakthrough in the technology, physics,
and device applications of QDs is associated with the
use of self-organization processes in the course of epi-
taxial growth. It was shown experimentally and in the-
ory that an array of elastically strained islands ordered
in shape and size can be formed on the surface during
the heteroepitaxial growth of strained layers [1]. Cur-
rently, the InAs-GaAs system, in which QDs are
formed via Stranski–Krastanow growth mechanism, is
the best studied and the most important for device
applications. In spite of the fact that the self-ordering
represents a decisive factor which enables the use of
QDs as an active region in semiconductor devices, this
effect imposes serious limitations on the possibility to
1063-7826/03/3707- $24.00 © 20861
control the shape and size of islands and, correspond-
ingly, their band diagram. To overcome these limita-
tions, a variety of techniques have been proposed, such
as the formation of vertically-coupled QDs [2], the dep-
osition of an initial layer of stressors [3], and the acti-
vated decomposition of a solid solution [4]. These tech-
nological approaches allowed for substantial progress
in controlling the parameters of QD arrays. It is neces-
sary to note that in all of the above-listed methods a
layer of initial dots is formed at the first stage and sub-
sequent growth is determined by the elastic field
induced by this layer. Thus, control over the shape, size,
and density of QDs in the Stranski–Krastanow growth
mode can offer additional versatility in the application
of more sophisticated technologies. In the present
study, we have investigated the impact of temperature
conditions on the height, lateral size, and density of
InAs–GaAs QD arrays, and demonstrated that chang-
ing the temperature after the deposition of QDs allows
the tuning of their parameters to be controlled.

2. EXPERIMENT

The structures were MBE-grown on semi-insulating
(100)GaAs substrates. After removing the oxide from
the substrate, a GaAs buffer layer was grown at the sub-
strate temperature Ts = 600°C. To prevent the diffusion
of nonequilibrium carriers into the substrate, a six-
period GaAs/Al0.25Ga0.75As (20 Å/20 Å) superlattice
was grown on the buffer-layer surface. Further, a
003 MAIK “Nauka/Interperiodica”
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0.1 µm-thick GaAs layer was grown, and then the sub-
strate was cooled to the temperature of the QD deposi-
tion. Next, three InAs monolayers (ML) were deposited
at temperatures of 520, 500, 470, 450, or 420°C. The
formation of islands began at approximately 1.7 ML
InAs. The formed QD layer was overgrown with a
100-Å-thick GaAs layer at the temperature of InAs dep-
osition after a 10-s-interruption of growth. The 10-s
interruption was necessary to improve the size unifor-
mity of the island arrays [5]. Further, the substrate tem-
perature was raised to Ts = 600°C, and a 400-Å-thick
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Fig. 1. Average (a) lateral size l, (b) height h, and (c) density
N of QDs vs. the substrate temperature Ts. (1) Structures
grown at fixed Ts; for structures grown with Ts lowered
immediately after QD deposition, the growth temperatures
and the final temperature of cooling are indicated.
GaAs layer, a superlattice similar to the lower one, and
a capping GaAs layer were grown in series. Another
batch of samples was grown with the substrate temper-
ature lowered after the deposition of QDs. In the modes
used, the substrate was cooled for 120 s: from 520 to
420, 500 to 450, or 470 to 420°C. The QDs were over-
grown with a GaAs layer at the final temperature.

The PL was excited by an argon-ion laser (λ =
514.5 nm, the excitation density 500 W cm–2) and
recorded using an MDR-23 monochromator and a
North Coast E0/817R Ge p–i–n photodiode. A Philips
EM 420 microscope with 100 kV acceleration voltage
was used for transmission electron microscopy (TEM).
The samples in planar (001) and transverse (110) and
(010) configuration were prepared by standard thinning
technology, i.e., grinding, polishing, and final sputter-
ing of the material with Ar+ ions at grazing angles to the
sample surface.

3. THE EFFECT OF GROWTH TEMPERATURE 
ON THE PARAMETERS OF QD ARRAYS

Figures 1a, 1b, and 1c show, respectively, average
values of the QD lateral size l, height h, and density N
as functions of the substrate temperature. These depen-
dences were obtained from an analysis of TEM images;
typical images are shown in Fig. 2. As seen in Fig. 1,
raising the substrate temperature from 420 to 520°C
results in an increase in lateral size of QDs and a
decrease in their density. The dependence of the QD
height on Ts is more complicated: it is 4 nm for Ts =
420°C, decreases from 7 to 4.5 nm in the range 450–
500°C, and at 500°C it is 6 nm. It is noteworthy that the
values of the lateral size and height of an island deter-
mined from TEM images are very sensitive to the con-
ditions of image recording, as well as the film thick-
ness. Thus, the data shown in Fig. 1 indicate only a gen-
eral tendency under similar conditions of image

(a)

(b)

(c)

Fig. 2. TEM images of structures grown at (a) 450°C and (b)
500°C, and (c) cooled from 500 to 450°C for 120 s. Left:
plan view images obtained under multiple-beam conditions
along (001) zone axis; right: cross-sectional (010) images
obtained under double-beam conditions with (200) reflec-
tion excited.
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recording. It should also be noted that the density and
average lateral size were estimated based on the analy-
sis of planar images containing several hundred QDs,
whereas the height was determined from several cross-
sectional images with the number of QDs an order of
magnitude smaller. Therefore, the density and lateral
size were determined with higher precision than the
height.

To analyze the temperature dependence of the aver-
age QD volume, we can use the position of the PL spec-
tral peak, i.e., the localization energy of the electron-
hole pairs, Eexc. The localization energy depends on the
QD volume and shape. The effect of the QD shape on
the optical transition energy was calculated in [6]. It
was shown that, for a fixed-volume InAs QD in a GaAs
matrix, the change in its shape from a pyramid to a flat
island results in a red shift of about 30 meV. Figure 3
shows the PL spectra of QDs grown at different temper-
atures. The temperature increase in the range from 450
to 520°C results in a blue shift of the PL spectrum,
which indicates decreasing QD volume. Taking into
account the increasing QD lateral size with rising sub-
strate temperature (Fig. 1), we can conclude that the
blue shift related to the decreasing QD volume and the
red shift associated with decreasing QD height cancel
one another.

It is evident that the experimentally observed
decrease in the volume of islands contradicts the kinetic
models of self-limited growth in the Stranski–Krast-
anow mode [7–9], which predict increasing island vol-
ume with rising temperature, due to a high coefficient
of surface diffusion of adatoms and a weaker effect of
the diffusion barriers at higher temperatures.

According to thermodynamic theories [10–13],
arrays of 3D islands ordered in shape, size, and relative
positions are a new class of equilibrium surface struc-
tures. According to the thermodynamic model, the
effects of entropy make a smaller volume of islands
more favorable at elevated temperatures [14]. For flat
2D islands of fixed height and different lateral sizes, the
theory yields an approximate dependence of the island
volume V on temperature Ts in the following form:

(1)

where the characteristic temperature Ts ch depends on
the island volume and has a value >800 K (530°C) for
islands containing more than 1000 atoms. The observed
decrease in the average volume of islands with rising
temperature emphasizes the role of effects related to
entropy, therefore being, in agreement with the thermo-
dynamic model of island formation. Notwithstanding
the fact that a real system of 3D islands with different
shapes requires more sophisticated theoretical treat-
ment than the one in [14], the general tendencies are the
same because the effects of entropy in an equilibrium
array of islands are responsible for a smaller volume at
higher temperatures.

V Ts( ) V 0( ) 1
Ts

2Ts ch
-------------– ,≈
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It is necessary to note that the attainment of an equi-
librium QD volume at low temperatures is possible
only with prolonged interruptions in growth, because
the exchange reactions at the surface are hindered. The
small volume of the QDs grown at 420°C is due to the
fact that, in our case, the same short-term interruption
was made during the growth of all of the structures after
InAs deposition. The increasing QD height at 520°C,
which was observed in TEM images, can be attributed
to broadening of the composition profile at high growth
temperatures [18], which is confirmed by the blue shift
of the PL line.

4. THE EFFECT OF DECREASING
THE TEMPERATURE AFTER InAs DEPOSITION 

ON THE PARAMETERS OF QD ARRAYS

We have studied the behavior of an array of islands
in the case of prolonged interruption of growth, and
also in the case of lowering the temperature immedi-
ately after the deposition of InAs (prior to overgrowing
with GaAs). The interruption of growth for 10 s
improves the size uniformity of QDs [5]. Raising the
period interruption to ~120 s at a fixed temperature
does not modify the size and density of QDs, but results
in the formation of large, randomly arranged clusters.
With the interruption time made even longer, the den-

1.0

Intensity, arb. units

Photon energy, eV
1.1

0.34

440 480

Eexc, eV

Ts, °C

0.38

520

520°C

500°C

470°C

450°C

0.36

0.32

1.2 1.3

:5

×3

Fig. 3. PL spectra of QDs grown at different temperatures.
Inset: the exciton localization energy in a QD, Eexc, with
respect to the GaAs matrix. The spectra were recorded at
T = 300 K.
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sity of large islands increases and that of coherent
islands decreases [14, 5]. This effect can be accounted
for as follows: according to the thermodynamic model,
there exists a probabilistic size distribution of QDs.
Though the probability of formation of large dots is
low, a certain number of these exists on the surface. If
the volume of an island exceeds some critical value,
dislocations can develop within it. Such islands can be
formed also due to nonideality of the substrate, i.e., the
presence of defects and dislocations. The islands with
dislocations attract In from small coherent islands
located nearby. It is interesting to note that, even upon
prolonged interruptions of growth, the size and shape of
coherent QDs undergo only small changes, and no
islands of intermediate size are observed. Thus, despite
the fact that the applicability of the thermodynamic
approach is, strictly speaking, limited by the presence
of islands with dislocations, it appears to be valid for
the subsystem of coherent QDs in this case as well.

Now we will discuss the effect of lowering the tem-
perature after QD formation on the density, lateral size,
and height of QDs. As seen from Figs. 1 and 2, cooling
induces a decrease in the lateral size of QDs and a signif-
icant rise in their density. These trends are in qualitative
agreement with the thermodynamic model, because, on
lowering the temperature from  to , the parame-
ters of an array of islands tend towards the values cor-
responding to . Owing to the finite time of cooling,
the lateral size and density of dots do not have enough
time to reach their equilibrium values corresponding to
the final temperature. It is noteworthy that the average
heights of QDs in structures grown with cooling signif-

Ts1
Ts2

Ts2

0.9

Intensity, arb. units

Photon energy, eV

InAs
GaAs

GaAs

GaAs

GaAs

InAs

InAs

In In In In
InxGa1–xAs

1.0 1.1 1.2 1.3

485–430°C

485°C

a

b

c

Fig. 4. PL spectra of QDs grown by activated decomposi-
tion of InGaAs solid solution at a fixed substrate tempera-
ture Ts = 485°C with the substrate cooled from 485 to 430°C
after QD formation. Inset: the scheme of activated decom-
position. The spectra were recorded at T = 300 K.
icantly exceeds the heights of dots grown either at the
initial or at the final temperature. This effect, which is
presumably associated with the specific kinetics of
attaining the equilibrium size by QDs, invites further
study. The increase in the QD volume during cooling is
confirmed by a strong red shift of the PL in the struc-
tures grown with the substrate temperature lowered in
the course of deposition (Fig. 4).

Cooling the QD array immediately after InAs depo-
sition offers new ways to control the density, lateral
size, and height of QDs. For example, the density and
lateral size of QDs grown at 500°C and cooled to 450°C
nearly coincide with those for dots grown at 470°C, but
the former are nearly two times higher. We believe that,
with proper choice of the cooling rate and time, the
parameters of QD arrays can be varied within certain
limits.

We have also studied the effect of cooling on the
properties of QDs produced by more sophisticated
technology, specifically, the stimulated decomposition
of InGaAs solid solution [4]. In this growth process, the
initial InAs–GaAs points obtained by depositing a DIS
InAs ML are overgrown with InxGa1 – xAs with an aver-
age thickness H (usually, DIS = 1.7–3.5 ML InAs, x =
0−0.3, H = 0–6 nm). In the course of overgrowth with
InGaAs, it is more energetically favorable for In atoms
to diffuse toward QDs, in which the lattice constant is
closer to that of InAs, and for Ga atoms to diffuse to
inter-QD regions, in which the lattice constant is closer
to that in GaAs. This process entails an effective
increase in size of the initial QDs, with a corresponding
red shift of the PL line. The inset to Fig. 4 schematically
shows the activated decomposition of a solid solution.
The fact that QDs are buried under the InGaAs layer
provides an additional contribution to the red shift of
the PL line because of a decrease in the band gap of the
matrix and a redistribution of strain fields within QDs.
The existence of several parameters of growth (DIS, x, H)
opens the way to efficiently control the parameters of
QD arrays, in particular, to obtain an emission wave-
length of 1.3 µm, while maintaining the high structural
and optical quality of the samples.

Figure 4 shows the PL spectrum of a structure with
QDs grown by activated decomposition of a solid solu-
tion at 485°C. In this case, the initial InAs islands
obtained by depositing 2.4 MLs were overgrown with
InxGa1 – xAs (x = 0.15) with an average thickness of
6 nm. Cooling the structure to 430°C (after the forma-
tion of dots) resulted in a red shift of the PL line by
~30 meV. Thus, the general trends which are valid for
the Stranski–Krastanow growth mode are also observed
for QDs produced by more complicated technology—
the activated decomposition of a solid solution.

5. CONCLUSION

The effect of substrate temperature on the parame-
ters of QD arrays (density, lateral size, height) and on
SEMICONDUCTORS      Vol. 37      No. 7      2003
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the position of the PL spectral peak has been studied.
As the temperature rises from 420 to 520°C, the lateral
size of QDs increases from 13 to 23.5 nm and their den-
sity decreases from 9.2 × 1010 to 1.9 × 1010 cm–2. The
blue shift of the PL line, which is observed as the tem-
perature rises from 450 to 520°C, is indicative of a
decrease in the QD volume with rising temperature.
The increasing lateral size with decreasing volume
means that the dot height decreases, i.e., dots become
flatter. The conclusion on decreasing QD height is con-
firmed by the TEM data (a slight increase in the height
at 520°C observed in TEM images can be attributed to
the broadening of the composition profile at higher
growth temperatures). Decreasing QD volume with ris-
ing substrate temperature is in agreement with the pre-
dictions of the thermodynamic model for the Stranski–
Krastanow growth mode, which predicts the existence
of an equilibrium shape, volume, and density of QDs
for a given substrate temperature. The small height of
QDs at 420°C is accounted for by the low rate of
exchange reactions at the surface, which results in a
long time being required for QDs to reach the equilib-
rium size.

When the temperature is lowered immediately after
the formation of QDs, their density, lateral size, and
height tend to the equilibrium values, which correspond
to the temperature at which cooling is done. In our
experiments the time of cooling was limited (120 s), so
the density and lateral size of QDs reached values inter-
mediate between the equilibrium parameters for the ini-
tial and final temperatures. At the same time, the height
of QDs increased very rapidly and exceeded the equi-
librium value corresponding to the final temperature.
Thus, the appropriate choice of the rate and time of
cooling allows fabrication of QD arrays with the pre-
scribed ratio between the height and lateral size of QDs.
The choice of the growth temperature and the use of
cooling immediately after the formation of QDs pro-
vides the opportunity to control the QD parameters in
the Stranski–Krastanow growth mode, and also in the
case of more complex technologies such as the forma-
tion of vertically coupled QDs [2], growth in the strain
field of the initial layer of stressors [3], and activated
decomposition of a solid solution [4].
SEMICONDUCTORS      Vol. 37      No. 7      2003
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