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An attempt is made to analyze the most important physical properties of manganites of the
La-Ca-Mn-O type, which exhibit the colossal magnetoresistance effect. The primary focus is on
the peculiarities of these compounds which are reflected in their crystalline, electronic, and
magnetic structures and which determine the possible mechanisms by which an external magnetic
field can exert a substantial influence on the transport characteristics of the current carriers

in manganites. The combined effect of these factors is to create the necessary conditions for a
metal-insulator phase transition that is sensitive to an external magnetic field. Another

major topic in this review is a discussion of the scientific problems confronting the physics of
manganites. ©€2000 American Institute of Physids§1063-777X00)00103-1

1. INTRODUCTION of the concepts of a strong electron-electron correlation in-
) xabl q bolic that the |  th herent to transition-metal oxides and the resulting crossover
It is remarkable and symbolic that the last year of theg ., |ocalized to delocalized behavior of the electrons as

20th century is the anniversary of one of the most interestingtheir concentration changes. However, the sudden and unex-

aEd’ _as.|t_ halsggj(;ntid ogt,tnr? ntr|V|aI_ phe?olmehna_lr_l ?oll‘]d-s}(at ected discovery of high-temperature superconductivity
physics. n € bulch expenmental physicists Jonke HTSO), which is peculiar to the oxides of only one transi-

and Van Santen discovered an unexpected and interestin o

. S : .. tron metal—copper, was an indication that the overall level

correlation between doping-induced electrical conductivity . o .

: o . . of the theory was inadequate for describing, in a manner

and ferromagnetism of the initially insulating mang‘fjmeseconsistent with the available experimental information, both
perovskitegmanganitesLaMnLOs, in which the rare-earth P '

metal was replaced by an alkaline-earth substittiénthe copper oxides and. oxides of gther transition meaislud-
initial three-component composites LaMg@nd AMNO;, ing manganesewhich, as multicomponent systems, must be

whereA=Ca, Sr, or Ba, are antiferromagnéssFMs) with classified as complex compounds. Moreover, the obvious

spins localized at the sites occupied by the manganese i0n§i,milarity of certain of their properties, viz., the strong inter-
while the compounds of the four-component stoichiometryaCtion of the carriers with lattice and spin excitations, the
La, ,AMnO; with intermediate compositions (GsX change of the transport properties under the influence of ex-

<0.5) not only become strong ferromagnets but also maniternal factor(fields, temperatuje and the ability to undergo
fest conductivity of the metallic type, which is observed only @ metal-insulator transition, and, possibly even more impor-
below the Curie temperatufg. . This unusual simultaneous t@ntly, the differences, particularly the fact that the HTSC
radical change in their magnetic and electri¢aicluding  effect is observed in only one oxide, while a ferromagnetic
transport properties is, all by itself, sufficient to generate metallic state is observed in the other transition-metal oxides,
interest in manganites, in particular, and in transition-metaflearly show that our understandifeven qualitativgof the
oxides in general, from the standpoint of both experimentaProcesses occurring in these systems cannot be considered
and theoretical research. Surprising as it may seem, this irfatisfactory. In particular, the Fermi-liquid theory, which is
terest continues unabated to the present day. valid for many metals(and an even more simplified
The reasons for this interest are obvious—the interweawersion—the nearly free fermion theorurns out to be in-
ing, in one type of compound, of the diverse properties ofapplicable in practice for metallized transition-metal oxides,
metals and insulators, ionic and covalent crystals, system@nd it requires substantial refinement.
with ferromagnetism, antiferromagnetism, and, as it turns  The situation became even more serious after the discov-
out, orbital and charge ordering, systems with intermediatery of yet another “supereffect*®—the exceptionally
valence and disordered media and, finally, systems that cestrong influence of an external magnetic fielcon the elec-
undergo phase separation. The aforementioned features atiital resistivityRy(T) of manganites in the neighborhood of
the phenomena associated with them have been studied the Curie point) This effect has come to be called the-
detail, and by the end of the 1980s and beginning of thdossal magnetoresistan¢EMR), and its valugsee Fig. 1in
1990s they had been interpreted one way or another in termsag s/Ca, 3MNnO; films reaches(in modulug ~10°% at
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1500 a i2 b (in(_:luding com_mercial of the _colossal magnetoresista_lr_lce,
which make it extremely likely that highly sensitive
sensors—a new generation of materials for magnetic record-
sk ing, storage, and readout of information—can be created.
§ This, in turn, requires new technologies for obtaining high-
c quality and reliable samplégsingle-crystal, ceramic, granu-
<o al lar, etc), which are also needed for purely scientific pur-
poses.
In this review article, which is devoted to the physics of
M A N manganites, an attempt is made to describe the current status
100 200 300 -4 04 and understanding of the topic, and also to discuss the most
T.K H.Tn important results of the recent period, concentrating on cer-
FIG. 1. Temperature dependence of the rdfy—R,]/Ry (@) and the  tain unsolved problems. Any presentation of limited length
magnetic-field dependence of the resistivitb) in Lag 5:Ca 3MnO, films requires that a selection be made from the body of informa-
of thickness~10° A, annealed in an oxygen atmosphéwt the maximum  tion available, and therefore cannot help but depend on the
(T=Tc) the ratio ~ARy(T)/Ry(T)~127000%, while=AR\(T)/Ro(T)  personal tastes and priorities of the authors, \idre would
99.9%. like to think) nevertheless attempt to be objective. Still, there
are many paperg§possibly quite important and interesting
that will not be mentioned, and therefore the list of refer-
T~10°K, " which is much larger than the values that hadences should not be considered exhaustive. In spite of this
been obtained in other known systefh©f course, such an  gpyious incompleteness, we hope that this review will be

unusual sensitivity of the electrical resistarfeghich, gener-  seful for those who have the opportunity to become ac-
ally speaking, is smallof manganese perovskites to the turn- qyainted with it.

ing on of an external magnetic field has generated a booming

interest, as in the case of HTSCs, and, as a result, an enor-

mous number of publications in the scientific and especiallf' GENERAL INFORMATION ON THE CRYSTAL STRUCTURE

the engineering journals, a large number of reports and corf:ND MAGNETISM OF MANGANITES

ferences devoted to manganites on the whole or even to Before turning to a systematic description of these ex-
some particular properties of them. tremely complex compounds, we must make a few opening

The discoveries of high-temperature superconductivityemarks: the number of ternary perovskites of the type
and colossal magnetoresistance at nearly the same time haR®10; (R is a rare-earth metal, M is a transition mgialin
brought about a renaissance in the study of varioustself quite large. But when one takes into account the pos-
transition-metal oxides, bringing into this field of study new sibility of varying the rare-earth eleme®=La, Pr, Nd, etc.
methods, new approaches, and new ideas. It became rathatd considers in addition the practically unlimited set of so-
obvious that none of the physical states peculiar to thesgitions R;_,A,MnOs, the number of compounds becomes
compounds or the phenomena accompanying them could textremely large indeed. Although they are all transition-
considered in isolation, as unrelated to other properties, anghetal oxides, or, in other words, members of a group of
that localized and delocalized carriers are not mutually exapparently physically related compounds, they turn out to be
clusive but coexist in them. The features of the so-callediifferent, even in their initia(undoped states. For example,
exotic properties of the oxides are a direct reflection of theyhile LaMnO; with M=Ti, V, Cr, Mn, Fe, and Co are an-
intimate relationship of the orbital, charge, spin, and latticetiferromagnetic insulators, those with#Ni or Cu are para-
degrees of freedom in these compounds. However, their ifmagnetic metal§see Ref. 11 On the other hand, the com-
dividual features(which are manifested, not least impor- pletely doped systems SrMp@re metals for all transition-
tantly, in the aforementioned differences among transition-metal elements except Ti and Mn. This “unpredictability”
metal oxidey cannot be ignored. Therefore the study of eachonce again emphasizes beautifully that the “input” data—
specific oxide compound must proceed along the stated linahe chemical formula and especially the number of electrons
and take into account the specific physical parameters chain the partially filled 3 shell of the transition metal—are
acterizing this compounéhe composition, type of lattice, important characteristics determining the “output” proper-
the main interactions, spectroinand the existing external ties of the respective oxides.
conditions(fields, temperature, eic.

At the same time, one can hope that as such dispéatite
first glance phenomena as high-temperature superconductiv- In accordance with the stipulated limitations, here we
ity and the isotropic negative colossal mangetoresistance amoncentrate solely on the four-component manganites
studied further, it will be possible to establish the depth ofLa; _,A,MnO;, and among these, mainly on the best-studied
the analogy between these systems belonging to the samsgstem: La—Ca—Mn—-0O. This is the simplest representative
physical class—transition-metal oxides—and the reasons fdicorresponding tm= ) of the Ruddlesden-Popper family—
their differences. There is no doubt that the study of theithermodynamically stable layered perovskites with the gen-
fundamental properties is one of the most important fields otral formula (R_,A,),+1Mn,03,.1 (N=1). As an ex-
modern solid-state physics and its subfield—the physics oAmple, Fig. 2 shows the structure of the undoped ternary
strongly correlated metals. oxide of this series witm=1, i.e., RMO,. Not surprisingly,

No less remarkable, in principle, are the potential usest is identical to the lattice of the first HTSC L@uQ,. As
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FIG. 3. Ideal cubic structure of the perovskite RYI@) and its basic
elements: cubic cells with central transition-metal idbs and rare-earth
ions (c).

FIG. 2. Crystal cell of the firsti{=1) term of the Ruddlesden-Popper

series, the compound,RO,, which has a pronounced layered structure. In

this and subsequent figures the radii of the circles and the distances between

them correspond to the relative scale of the ionic radii and inter-ion dis-well known'>*that it is determined entirely by the ground

tances in the manganite lattices. electronic ternfits degeneracy or nondegenerpoythis ion
in the cubic crystalline field. If this term is degenerate, then
the degeneracy will quickly be lifted by distortion of the

follows from the general formula and can be seen from theoctahedra(the cooperative Jahn-Telle@dT) effec), the
figure, the oxides of this family consist of “cuprate” layers amount and symmetry of this distortion being dictated by the'
MO, separated by relatively large gaps that are increasinglfymmetry of the degenerate states and the strength of their
filled with RO layers as increases. In copper oxides the coupling with the collective vibrational modes, and, ulti-
coupling between layers is relatively weak, so that the electately, by the maximum reduction in energy. _
tronic and magnetic properties of the system have a pro-_ It \_/vould not be worthwhile to examine all the poss_lble _
nounced D character, the role of which in high-temperature distortions here, as there have been many papers on this topic
superconductivity is generally acknowledged and is ofter{®d-, Refs. 15-22 We will only mention that the initial
considered to be decisivé. cubic system can underg@epending on the form of the

A successive increase in the number of RO layers, or, iileformation and the axis of rotation of the octahedeirag-
other  words, synthesis of  the Compoundsonal, orthorhombic, or rhombohedral distortion, and all of
(R;_yA)ns1MN, 03,41, leads to a systematic decrease inthese can be found among the various mixed transition-metal
the spatial anisotropy of the lattice, and in the limit it ~ ©Xides. o
becomes maximally isotropic—cubit. However, in spite of the fact that the form of the lower-

The overall form and fragments of the ideal structure ofing of the symmetry of the basiee., undopegllattice of the
RMO; are shown in Fig. 3. The main unit of this structure RMOs perovskites can, in principle, be established on the
(like that for the lattices of HTSGss a rather rigid M@, ba_s,ls of group theory?*#3it is rather_dn‘flcult to obtain a
octahedron(this last subscript is meant to emphasize that'€liable value by means of a calculation. An even more un-
each ligand is divided between nearest-neighbor octahedr§€rtain situation exists for the solid solutiong RA,MnO;,
because of these “shared” bonds it is impossible to havdor which it is hard to obtain reliable information not only
isolated or independent deformations or rotations of an octa@Pout the size of the distortions but even about their charac-
hedron taken individually It is also seen in Fig. 3a how and t€r- In such a case one uses a different approach and, on the
to what extent one can lower the cubic crystal class by disPhenomenological level, characterizes the deformation field
placing the ions from their equilibrium positions in the cube that arises by the so-called tolerance fadigr. This factor is
by means of regular rotations and deformations of the octadefined variously: either in terms of the ionic radii
hedra, which have a transition-metal ion at the center. The
actual lowering cannot be established in general form with-  f —=—————
out specifying the particular transition-metal ion, since it is V2(rgt+ro)

ri+r
A_O 2.1)
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0 \ . " . FIG. 5. Direction of the deformational JT displacements of the oxygen
114 1.18 122 octahedraa@) and the doubledfor simplicity the slight orthorhombicity is
' < > B‘ ' ) not taken into accouptstructure of the basal plari®) for the compound
R™” LaMnGQs;. The indicated values are those of the long and short axes of the

o ) . __distorted octahedra. The heavy lines are the directions of the most strongly
FIG. 4. Resistivity of manganites as a function of the volume-averaged ionigyypridizedp andd orbitals of the oxygen and manganese i¢ascording to
radius of the rare-earth elemertg)=(0.7—{x ory})r a+{x ory}rpqmy Ref. 25.
(Ref. 26.

or in terms of the distance between atoms in the |&tite o _ . . _
which it is hard to find another such informative physical

_ Tao 2.2 characteristic that can provide quantitative evidence of an
_‘/er_o' ' integral change of their lattices under the influence of some

, ) ) dopant or anothefsee, e.g., Refs. 27-29
In both cased, has a simple geometric meaning and

o . . Figure 5 shows the lowering of the symmetry of the
qualitatively describe§or arbitraryx, the volume-averaged . : . . .
o . . ) cubic structure to orthorhombic, with a doubling of the unit

degree of deviation of the lattice from the ideal cubic struc-

ture. for which f€=1 while the angle between M—-O cell, that is observed in La,CaMnO; for x<1, including
bonds in each—t((j)l—M t}iple is 180°. Rotations and defor- X=0- Itis seen that the JT shift of the ligands brings about an

mations of the octahedra, which cause a lowering of théasDGCi"’IIIy strong deformation of the octahedra in (@)

space group, makéw.#fig.”b), and, although actuallyf, plane, and, in addition, because of additional rotations of the

_ f£8|Ub)|<1, knowledge of  in (2.1) in the case of mixtures octahed_ra in opposite directions, thg axis is Ios_t, so that
or in (2.2) for pure but distorted structures enables one noth€ basis vectors are noay ,=a+b, and the cubic manga-
only to assess the type of crystal-averaged deformation butite is transformed into the so-called orthomanganite, with
also to estimate its value. two transition-metal ions in the unit cell. The orthorhombic-
For doped structures, however, it is practically impos-ity of the structure corresponding to the host compound
sible to predict the latter, since for a heterovalent substitutioh-aMnQ; is characterized by the rat@a; <v2 (the so-called
(R®*"—A?") the lattice distortions are caused by several fac-O’ structure?® which is preserved in La ,CaMnO; up to
tors. First, there is a different ion radius at some ditdgmi-  x~0.1. In the region 0&£x<0.4 it is replaced by the O
cal pressurg sincer ,#rg, which leads to local distortion. structure, in whichc/a;>v2 on account of the fact that the
Second, even if these radii are chosen as close as possibigcorporation of Ca atoms tends to restore the cubic symme-
the difference in the charge states of the main and substituegy,.
ions gives rise to microscopic Coulomb fields that must be | the concentration region 0s5x<0.8 these com-

compensated, and this compensation is effected mainly by,ynds on average have a rhombohedral structure with a
displacements, rotations, and deformations of the octahedrep || admixture of monoclinic distortions, which in the limit

which are the most labile structural units. Third, the dopant __ ; again goes over to an orthorhombic structure. The lat-

atoms are distributedt least, for smalk) quite randomly, tice symmetry observed in manganites is determined not

and, hence, the dlstqrtlons are of a statistical character: F'dnly by their composition but also by the temperature: in
nally, charge neutrality of the system as a whole requires

. : : garticular, Refs. 30 and 31 report that increasingprings
changes in the valence of one of the constituent ions of th bout a temperature-stimulated disproportionaticedistri
lattice, and this change is undergone by the transition-met out a temperature-stimuiated disproportiona st

ion and is accompanied by a change in its electronic radiu _utlon of the charge statesf the transition-metal ions, so

+ 4+ 2+ ; ;
The effect of all these sources of deformation and interinat 2MrP " —Mn**+Mn*". This also alters the point sym-

nal stress is difficult to control, anél, becomes a rather metry of the lattice, affects the v?rious bond lengths, and, as
convenientand sometimes the onlyjuantitative parameter @ result, changes the value f;.* We shall not dwell any
characterizing the elastic state of the perturbed lattice. Man{Pnger on the structural featufésnd the character of the
observable quantities can and, as experiment ShOWS, do d@_Cal distortions of manganites; the interested reader is re-
pend onf,. As an example, Fig. 4 shows the dependencderred to a recent collection of papers on these topiase
(taken from Ref. 2Bof the resistance ofy, in the form(2.1)  note only that it is extremely unlikely that the lattice defor-
for a number of manganites. The tolerance factor become®ations, which are described to a greater or lesser degree by
even more indispensable in the study of layered manganites tolerance factor, are among the main causes underlying the
(members of the Ruddlesden—Popper series witl), for CMR effect.

tol
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2.2. Manganese ion in the crystalline LaMnO g AMnO4

The states of this variable-valence ion in crystalline }ezg ——}e,
fields of various symmetries have been the subject of many 9
publications(see the monographst*3§. We shall therefore
briefly mention only the information that will be needed be- }tzg — }t2g

low. First, it is readily verified that the charge balance in the
compounds RMn@requires that the manganese be found in Mn3* Mn4 Mn** Mn3*

the valence Mdll )EMn3+' while in the compounds AMng) FIG. 6. Single-ion spectra of manganese in compounds containing one hole
; — 4+ + - 0. -
it r_nUSt have the valence MN)_Mn , the Mr? SE&te (LaMnO;) and one electron (AMng). It is seen that the spectrum of the
being somewhat less stable chemically thar*Mar Mn**. Mn** ion in LaMnQ; is split (pseudodegeneratand that the splitting of the
Since nonisovalent doping, or the substitutioA™ A+ La®", Mn®* spectrum in AMnQ is smaller than in LaMn@ where it is due to the
causes charge exchange Ma->Mn3*, positive charges ap- collective JT effect.
pear in the subsystem of transition-metal ions. This indicates
directly that the c'urrent' cariers in the conducting phases 0(]éloubling of the unit cell, but there is also an additional rota-
complex manganites witk<0.5 should be holes. However, _.

. . t|9n of each octahedron, so that the Mn-O bond angle be-
since the charge of the carrier depends on both the dopan

and host elements, when AMg@ doped by the substitution comigcsc,)llgmly (tjloﬁersgatflrj?nn:lcﬁ%i.cal calculatidh® and
La®>* —A?*, for example, one must speak of electrdtise g g

H 41
transition Mri* —Mn**) and an electronic type of conduc- spectroscopic dafg;"" the lowest energy belongs to tizé

. . . component of the double¢y (the z axis here is chosen
tivity (provided, of course, that a conductivity appears !
: . locally—along the long axis of the octahedjorinterest-
These simple and seemingly correct arguments nevertheless . . L .
. ) 4 T : ingly, in HTSC cuprates in the same situation—with one
sometimes do not find confirmation in experiment. In par-

. . . _ 2 _
ticular, at high enough the Hall effect and the thermopower hole in theeg doublet—the ground state is t.IXé y com
o ) ; ponent of this doublet, and the octahedron is stretched along
of thin films of manganites withx<<0.5 correspond to a

negative sign of the carrier charge. A reasonable ex Ianatiotr?ec axis. Here both an individual Gt ion in the cuprates
gative sig . g€ . . P and the corresponding Mn ion in the manganites, after the
for this is the aforementioned disproportionation and the on

. . . o . eformation has occurred, become pseudo-JT ions. This term
set of divalent manganese ions in addition to the tri- an
] ) ) Is understood to mean that even the complete removal of an
tetravalent forms; these divalent ions correspona-type I )
L . . electron from the M#" ion in the LaMnQ crystal, which
conductivity, or electrons. The latter have a high mobility - : . .
. has a finite stiffness, does not lead to restoration of the cubic
and account for the observictharge of the carrief.

. . . structure of the octahedron surrounding this ion. Thus the
Returning to the single-ion states, we recall that the NeUZ eraiess.» .» ande.» remain nondegenerate. although the
tral Mn atom has the electronic configuratiod®as?, and gie,e—y z 9 ' 9

the free ion MA™ therefore corresponds to the configuration splitting between them is undoubtedly reduced to a pseudos-

2 . 3 . plitting on account of the tendency of the octahedron con-
Cics o e unfled sholls i o o yetal e Goulomaning the Mit ion o assume a igher degree of ymmety.
field exerted by the charaed li andsz%nearest to the Appreciable deformations are attained only in the collective

. Y \arg 9 . JT effect.

transition-metal ion, which form an octahedron around it, The situation is different for the compound at the oppo-
and the strongest component of this field is the cubic com-. . : P > 0Pp

. . . . site end of the series, viz. AMnQ where the transition-
ponent. It splits the fivefold degenerate single-particle states i h he el . f. iod? d th
of the 3 shell into two multiplets: a triplet,,=xy, xz and Metal fons have the electronic configuratiod™3 anc the
vz and a doubleg,=x?— y? 322_'r2222 f/sith a’splitting states of the doublety, because they are not occupied, can

g 1 - L]

. = 1314 remain degenerate, and the Mgpoctahedra preserve their
of ey Ctyg Lev. As a result, the electrons occupy initial cubic symmetry” The introduction of a L& ion con-

first thet,q and then thesy multiplet. _ _ verts one of the Mf" ions to Mr#*, which, under conditions

In addition to the crystalline field, the single-ion states ¢ 5 rigid medium, is again unable to manifest fully its JT
are shaped by the electron-electron correlation, the Coulomfag e in other words, the local deformation of the surround-
part of which shifts the correspondimgelectron term 8" as  jyqs near such an isolated JT ion should be substantially
a whole, and the exchandat the same occupatipsplits — gmgjier than in LaMn@ where the deformation is of a co-
different terms according to the value of the total electron|c0per<.mve character. However, when the deformations can
spin S of the ion. And if the electron-electron interaction in combine in such a way that the statds-y? andz? in sys-
the ion does not exceed the strength of the crystalline fieldems of the type La »A,MnO; with x>0.5 are split, the
then the sequence of states will obey Hund's empirical ruleg;gation changes so much that even the pseudo-JT effect can
the lowest term is the one with the highest possible SBin, ¢5,se such interesting effects as orbital ordetseg Para-
=n/2. This means that the Mh has spins=2, while Mrf‘_+ graph 4.). The qualitative form of the single-ion spectra of
hasS=3/2. The first corresponds to an electronic configurap 1,3+ and M in the corresponding matrices LaMp@nd
tion tgg, which, owing to the twofold degeneracy, causes 8AMNO, is shown in Fig. 6.
static JT deformation of the octahedfz’ Here the instabil-
ity is such(see Fig. 5 that the octahedra are stretched con-
siderably ¢5,_o~2.19A) in the basal planéd02); the in-
terplanar couplings are less strongly affectedy, (o Knowing the electronic and spin states of the ion in
~1.96 A) 28 This collective deformation not only causes a some particular lattice structure, one can frame the question

2.3. Exchange interactions and magnetic structures
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of spin ordering and the spin excitations corresponding to it
as the problem of finding the lowest-ener@ong with the
vibrationa) branches of elementary excitations of the sys-
tem. Of course, this problem is not a new one either in gen-
eral or specifically for manganites, and a reliable theoretical
foundation for it was laid in the pioneering papers by
Andersorf?> Anderson and Haswgawd, Dzyaloshinski**
Moriya,*® and many otherg§see the monograph). In the A B
simplest situation of two identical neighboring cation spins
S, and S,,, (n and n+p are nearest-neighbor sijeshe
Hamiltonian has the Heisenberg form:

1
Hex=5 2 ‘]n,n+psn' SI’H—p! 2.3
2 n,p
in which the exchange constady . , is determined by the I G

superexchange interaction via tipg and p, states of the
anions(as a rule, these are the ion€ Qor F~, which have FIG. 7. Basic magnetic structures of the_ _manganite@LAXMnO& The
the same electronic configuratio®s22p®) and most of-  YPEC structure is shown for the compositiar- 3/4.
ten have an antiferromagnetic charactarthe notion of Eq.
(2.3 this means thal,, ,, ,>0). Such a situation is realized
in AMnO5 compounds, where the ordering of spBis 3/2in  (with the doubled unit cell of the crysiaare collinear, i.e.,
the undeformed cubic structure is related to the two-have FM order. The global AFM structure of the crystal,
sublattice NaCl type: each spin moment of a given directiorhowever, survives on account of the relatively weak interpla-
is surrounded by nearest-neighbor spins of only the oppositear exchange, in which the contribution from the non-nearest
direction. On a fundamental level the theory also permitsneighbors turns out to be comparable to the nearest-neighbor
calculation of the anisotropy of the Dzyaloshinskii-Moriya contribution, which favors having oppositely directed mag-
exchange interaction in those cases when it is allowed byetizations on neighboring planes.
symmetry? Regardless of the predictions, the spin structures and the
However, the deformation and rotations of the octahedrdattice parameters of the manganites; LgA,MnO; of a
in the lattice lead to an appreciable change in the interatomitarge number of compositionswere established experimen-
distances, especially in the basal plane, to the aforemerally back in 1955 by Wollan and Koehfrusing neutron
tioned bending of the line of ion-ion bonds in the triples of diffraction. Since that time the observed types of magnetic
neighboring ions M—-O-Mn, which affects the superex- ordering, the main features of which have agreed with the
change of the Mn—Mn pairs, and also to the splittisge  calculations of Goodenougfi,have become generally ac-
Ref. 12 of all the p levels via which the virtual transfers of cepted. The main ones of these are illustrated in Fig. 7. We
electrons take place. All this destroys the simple and unamsee that increasing the doping brings about a significant
biguous formation of exchange interactions of only the AFMchange of the magnetic order, of the type
type between transition-metal ions, and, as a result, the coAFM«—FM«<—AFM. Here the FM systems on the whole exist
responding exchange constant for certain neighbors can aut a relatively narrom(aroundx=~0.35 interval of concen-
quire a FM character while still being of a superexchangdrations of the divalent metal. Interestingly, in that detailed
origin, i.e., occurring via the states of the ligands. paper, which was destined to become an extremely important
Calculations of the exchange interactions between localwork, it was emphasized that the FM order coexists with
ized spins with the participation of the states of bothége AFM regions, and that it is only in the vicinity of~0.35
andt,y multiplets of the transition metal are extraordinarily that the AFM Bragg peaks have a vanishingly small inten-
laborious and do not always give values close to thesity; this circumstance, which we think is of key importance,
observed*® Therefore, for finding the possible magnetic has been overlooked by many investigators. In that pioneer-
phase states it is simpler and more constructive to describieg study they also measured the critical temperatures of the
the exchange Hamiltoniaf2.3) of the system by proceeding magnetic phase transitions. Although these temperatures de-
from physical arguments and representing the various megend onx and have since been corrected slightly, let us give
surable quantities by phenomenological parameters. Thetthe values as reported in Ref. 4Dﬁ~140 K, T(B:~250 K,

following Goodenoug>** we will assume thad>3, , and  Tg~140K, Tg~130K.
JJ2372 have AFM signs, whiled23?, has a FM sign(the We conclude this Section with the general and nearly

superscripts indicate the spiBs-2 and 3/2 of the MA" and  universally accepted form of the phase diagram of the mag-
Mn“* ions, respectively This, however, is insufficient, and, netic states of the a—A—Mn—Omanganites. According to
as we have said, the lattice distortions can alter the generéthe current ideassee Refs. 25, 50, and Blirrespective of
rule. the type of dopante.qg., its electronic radius, which deter-
In particular, in Refs. 46 and 47 where the LDA method mines the value of the tolerance fact@rl)] this diagram, as
was used to calculate the possible magnetic structures @f rule, contains several main regions, which are shown in
LaMnG;, it is shown that the most stable is the so-called Fig. 8. These regions correspond more or less accurately to
structure(see Fig. 7, in which the spins in the basal planes the following crystal structures:<©9x=<0.3 to orthorhombic;
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X Un(=Ugq,U,) is the Coulomb(for A\=\" the Hubbarg re-
. . . _ ,Hpulsion at the siteJy is the Hund exchange, which is im-
FIG. 8. Generalized phase diagram of the manganites: AFM insulator wit

a structure of thé\ type (regionA); FM insulator with a structure of thB portant Only for the tr_an3|t|0n-metz_il |ons_; the Opermqu,a
type (B1); FM metal BM); AFM insulator with a structure of th€ type ~ Creates an electron in the statewith spin o at the siten

and charge ordering@+ CO); AFM insulator with a structure of th& (since the role of the lattice doubling is not taken into ac-
type(G). The vertical dashed lines qualitatively reflect the phase boundariespqnt here. there is no index for the crystal sublattice: see
while the dotted curves outline the region of the CMR effect. Fig 5 ’ ’
The main inter-ionic process, cation-anipd hybridiza-
tion, can be represented by an operator of the form

0.3=x=0.7 to tetragonal, wittt<a,b;0.75=x=<0.9 to te-

tragonal, withc>a,b; and 0.9<x=<1 to cubic®? thb=n2 > s B oBnt p o (3.2
P NN o

in which th, , is the amplitude of the intersifed transition
from the state\ to the stateN’. The Coulomb and direct
exchange interactions of the electrons on different ions are
neglected for the sake of simplicity.

The Hamiltonian consisting of operatof3.1) and(3.2)
is none other than the Hamiltonian of the many-band theory
of metals in the tight-binding representation, whose applica-

3. FORMATION OF THE INSULATOR AND METALLIC
PHASES OF MANGANITES

Up till now we have tacitly assumed that the héoddec-
tron) created at one of the sitéef the 3d ions remains in
place. Of course, this is not completely true in reality; owing ™ . : ) k X
to the strong overlap of thed3functions with thep functions ~ Pillty t0 manganites, in particular, derives from the pro-
of the 22 hole, if it is not expressly forbidden to do so, it will nounced localized character of thel 3unctions (as com-
pass to one of the oxygen sites of the surrounding octahd?@'€d t0s functions, for example The total operatoH

dron, from which it can move to another transition-metal ion. = Hhyo ™ Hsi is assuredly of the Hubbard type, since it con-
In other words, a carrier introduced into the system will tend>'Sts of two competing terms, the second of which, charac-

to become “smeared out” over the crystalline medium,terized by the intra-atomic parametéys andJy, is larger

thereby decreasing its kinetic energy. However, its presumetfian the first. 53 o
free motion is limited by at least three circumstances: the ~AS We know.” for Ug>|t|=[tir. | the system has a

. . nn+pl = . .
AFM order existing in the crystal, the JT barrier to migra- t€ndency to become insulating. This inequality holds in

tion, and, finally, the Coulomb potential of the dopant thattransition-metal oxides, and therefore in the undoped state

has produced the carrier. Before taking these up in order, I¢f'€Y &reé AFM(Mott-Hubbard insulators with a localized
us discuss the question of the states via which an extra hofgharacter of the charges, and the neighboring spins of the

could move if the aforementioned impediments were no{atter(we have in mind the unfilled ionic shells of the tran-
present. sition metal are coupledsee Eq. 2.Bby a superexchange

- o interactionjn,n+p~t4/U§ (Refs. 54 and 56 In the insulating
3.1. Hamiltonian of a carrier in a crystal phase all of the states are mixed states, and its ground state,

The initial states for the actual electrons are agairtghe OWing to the presence of inter-ion covalent bor21£j|ng, is at
and e, states, hybridized with the, and p,, orbitals; the ~minNimum a linear combination of the MnO?" and
latter are thep,, p,, andp, states of the & ion, the de- Mn“ O™ configurations nearest in energy.
generacy of which is lifted by a crystalline field of lower ~ The contribution of each of these depends not only on
than cubic symmetry. The simplest Hamiltonian, howeverUd but @lso and to an equal degree on one other extremely
takes into account only th#? andp,, states(i.e., only those Important quantityAcr=eq—&p, which is the energy dif-
2p functions of the ligands whose “lobes” are directed ference of the bare levels, or the charge transfer gap. Analy-
along the Mn—O bondsand we will omit the other states, SiS of the many variants arising heisee, e.g., Refs. 56-58
including all those of the rare-earth and alkaline-earth ionsimplies that in the process of creation and transfer of the
Then the single-ion localized states are described by thearrier, the states of the cation and anion compete with one

hole is preferable. This is the situation that exists in the cu-
HsFE HS!- (3.1) prates. If the opposite inequality holds, then the carrier will
no " have a predominantlg character.
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At the present time there is no firm opinion as to the type

of the carrier in manganites, and one can find experimental
evidence in favor of both the firStand secontt scenarios of
metallization. There are other configurations mixed in:
Mn** 02~ —Mn®* 0"~ (33 e I N
od 29
in LaMnO; with an extra hole, or x2_y2 el
Mn®*0?"—Mn** O~ (3.4
8 ”
in AMnO; with an extra electroriwe note that the mixing F

shown in Eq.(3.3) corresponds to the ground state hera
other words, it is seen that in both cases the carrier has con-
tributions from both thed and p states. Nevertheless, the
majority of investigators are inclined toward the view that
the carrier in the metallic phases of manganites of the La—
A—-Mn-0 type are closer to thettype and move mainly via

gy states.

Of course, to separate thleand p subsystems on the
basis 0f(3.3) and(3.4) in the case of their strong hybridiza-
tion is impossible, and to assign the carrier to only one of
these is only partially correct—it simply reflects the larger
contribution of the corresponding state to the wave function
of the delocalized carrier. Judging from Fig. 5, we would say
that the JT deformation of the octahedra leads to a rather
noticeable inequivalence of the ligands with respect to the
transition-metal ion, and this cannot help but affect their
guantum states. Therefore, it is not ruled out that the wave
function of the carrier is a hybridized orbital consisting of
states of the most strongly coupled triple O—Mn+a@cord-
ing to Ref. 25, these are the ions lying along the long axis of
the octahedron However, to use such functions in a con-
crete calculation is complicated by their nonorthogonality in LaMnO4 AMnO,
the crystal. Figure 9 shows a simplified and almost univer-

. . - FIG. 9. Schematic diagram of the electronic density of states of undoped
sally used energy diagram for the manganites, CorresI:)('mdIr{n@anganites. The shaded regions correspond to electron-filled bands. It is

to d hOl(f,'S in LaMnQ and .tO d_ electrons in AM”Q: Th? seen that the admixture of a divalent dopant to LaMigads to the emp-
change in the type of carrier in LaMr@n doping in this  tying of the z2 band and its gradual merging with thé—y? band in

scheme would only mean that tpeband comes to lie closer AMnO;, where these bands are degenerate.
to the Fermi levek( than does the? band.

More precisely, the question of the type of carrier in
oxides containing Mn most likely does not have a unique3‘2' Double exchange
answer. Unlike the cuprates, for example, where, according Knowing or assigning the carrier type, it would seem to
to numerical calculations that have been confirmed by exbe extremely simple to transform in the standard way from
periments, one can with a high degree of certainty regard the wave functions in the coordinate representation to the
hole as being an oxygen hole, sindg>Ac (there is no  wave functions characterized by the wave vedtpwhich
contribution from the valence state €y, the manganites describe the motion of a free particlearriep in a transla-
belong to an intermediate type. The wave function of thetionally invariant medium. As we have said, however, the
carrier in the manganites, owing to the relatively close valuesheory of the metal-insulator transition in manganites is not
observed forUy and A1 (e.g., according to Ref. 63)4  yet fully developed, although many details of their metalli-
~3.5-5eV, Act~3-4.5eV should contain comparable zation have been explainddee Refs. 11, 53, 63, and )64
contributions from the states of the cations and anions. Thihe difference between these compouridad transition-
mainly pertains to the, states, which are hybridized with metal oxides in generahnd ordinary metals is primarily that
the p states of ther type. The states of thig, electrons, on  many of the actual interaction parameters in theee Para-
the contrary, are hybridized more weakly with the latter andgraph 3.}, including the widths of the bands, belong to the
thereby maintain their relatively localized nature. Thereforesame energy scale. At the same time, in metals and doped
the delocalization in La_,A,MnO3 with increasingk occurs  semiconductors the widtW=2tz, wherez is the number of
via the bands of the, orbitals. But whatever the type of nearest neighbors, is much greater than all the other interac-
carrier in manganates, it remains indisputable that their magions (electron-electron, between carriers and other excita-
netic and conducting properties are the result of a competiions, etc).
tion between the localized and free behavior of the hybrid-  There is one more difference—the proximity of the elec-
ized e4 electrons. tronic state of manganites and cuprates to the metal-insulator
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S§¢=2 §%=-3/2 S%=3/2 S§%= -1 a
Mn 3+ 0% Mn4t  Mn3* 0~ (Mn3+)  Mn?* 02-  (Mn3*y
s§¥=2 §%=3/2 S§%=3/2 s’=2 b
Mn 3* 02 Mn4*  Mn3* 0" Mn 3* Mn4* 02" Mn 3+

FIG. 10. Scheme of the two-step transfer on an electronic configurétamiep between transition-metal ions having opposig or the samegb) spin
directions. In both cases the inter-ion transition of an electron is allowed and is not limited by the conservation of spin, although in the fiessbEéise on
ions in the final state is in an excited (M)* state(nonresonant transfeor else the transition is accompanied by the creation of a spin excitation in the
crystal.

transition, which is the reason for the relatively low densityMn** and Mr#* ions. Only the first corresponds to a reso-
of mobile carriers created exclusively by dopifgsides the nant (without energy costtransition, which occurs in two
introduction of divalent ions for trivalent ions, sometimes stages with the participation of the ligaridee Fig. 10b
superstoichiometric oxygen is ugéd Zener called this real inter-ion tunneling of a carrituble
Even taking into account these rather general and wellexchangen order to distinguish it from the superexchange
known circumstances, one must provide an answer to thgteraction, where all the transitions of a carrier between ions
following question: how can a carrier go from one transition-are virtual. Superexchange can coexist with double ex-
metal ion to another if it is located in an AFM medium? The Change' at least on account of tt}% electrons, but th@g
transition of a carrier, whether an Kfhhole in LaMnQ, or electrons can also contribute to it.
an Mr** electron in AMNnQ, always involves the charge Ultimately, on a qualitative level the metallization of
exchange Mfi" ~Mn®" (see Fig. 10 And if this transition  manganites has been interpreted as a self-consistent and
occurs in an AFM ordered crystal between nearest neighborgarrier-induced rearrangement of the spins from the collinear
with opposite orientations of the spirigig. 109, then it ~ AFM state to a saturated FM phase; this rearrangement low-
inevitably leads to a final state of the other multiplet type,ers the energy of the system on account of the appearance of
which, in accordance with Hund's rule and the large value ofstates corresponding to delocalizéeke) carriers, or, what is
Ju, is highly excited. Thus in a collinear AFM the hole or the same, conduction bands of finite width. This interpreta-
electron is “trapped’{unless one assumegmnotion overits  tion presupposes the conditiai,>W, which leads to a
own magnetic sublattice, or the participation of non-nearestrictly parallel arrangement of the spins of all the ande,
neighbors, ii the contribution of spin excitations, leading to electrons within each iofi.
incoherent transfer, jithe influence of the spin-orbit inter- Zener’s arguments as to the stabilization of the metallic
action, which lifts the spin forbiddenngssince the transi- state through the establishment of FM order was based on
tion to any neighboring transition-metal ion involved a largeone-electron transfer between a pair of ions; the problem for
energy cost and therefore is substantially suppressed. a crystal was first considered by de Genffesising the re-
However, as was clearly established way back in Refs. bults of Ref. 43 on the dependence of the double exchange
and 2, the conductivity and ferromagnetic moment of thepn the anglet,— 6, , between the spin directions of the
system La_,A,MnO; appear practically simultaneously on jons involved in the tunneling, . ,=t co§(6,— 6, ,)/2],
increasingk. More precisely, there is still a lack of complete he wrote an expression in the quasiclassical approximation
clarity and reliable quantitative data as to whether one ofor the energye (per unit cel) of the homogeneous state
these effects is attendant on the other or whether this is agy,— On+ = 0) Of a two-sublattice AFM withx carriers:
tually a simultaneous transition in terms of concentration and
temperature. For this reason the temperature lines of the me- 0
tallic and magnetic transitions are not distinguished in Fig. 8. &~ ~€(0)Xxcos5 +1apuz S coso, (3.9
The question of the possible mechanism of the metalli-
zation of manganites was first raised by Z&Rer an attempt  where £(0) is the energy of the bottom of the conduction
to provide an interpretation for the results of Jonker and Varband, with a dispersion relatiore(k)=tzy(k); (k)
Santen. Zener considered the two characteristic situations for 2‘12p exp(k- p) is the structure factog is the number of
a moving carrier—for parallel and antiparallel spins of thenearest neighbors from the other magnetic sublattigey,
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=l,n+, IS the interaction constant of the AFM superex- “bad” metals group(see Paragraph 3,4for the description

change interaction between the spins ofMions separated of which the standard theory has limited possibilities. Be-
by a vectorp. We see from(3.5) that the first term decreases cause of this non-Fermi-liquid behavior, the reasons for
and the second increases the energy, and the minimum ewhich remain essentially unclear, they are often considered

ergy corresponds to the value strange objects. As an example, we note the following: it
would seem that, under conditions of complete spin polariza-

cosfz tx 3.6 tion, the carriers in a half metal at low temperatures should

2 4|AFM52’ ' be described well by the Landau theory of a Fermi liquid.

. However, the optical conductivity of La,A,MnO; systems
which leads to a FM momeril =2Scos6/2~x, whereS  ¢ontains a large incoherent contribution, which depends on
corresponds  to the direction of the sublatticethe frequenc{’ 7’ and is evidence of the existence of a
magnetizationd? A simple estimate shows that the SUSCeP-rather strong spin scattering of the carriers, which, as is
tibility remains the same as in the AFM state, and this agreegiated in the review by Imadzt al.®* contradicts the double
with the data of Ref. 49. In addition, the observed behavioréxchange modéP
of the canting angle as a function gfis satisfactorily de- Calculations of the canting angles in the framework of
scribed by relation3.6) in the interval 0.5x=<0.2. As &  this model have been carried out for many specific situations.
physically obvious result, expressi¢8.6) does not contain  Egsentially, however, these studies have not advanced be-
the FM exchange, although the latter sometimes determin%nd the de Gennes results on the gradual, smooth, and uni-
the type of AFM structure that is realizégee Fig. 7. Here  form variation of this angle. Reports that the double ex-

the slope of the curve of ca#2(x) depends ot andiarm,  change can initiate the formation of a helical magnetic
but not onl gy, and it therefore cannot be estimated from thegtrcturé® 7 have not been confirméd.

values ofW and Ty, since the latter contains contributions More interesting is the recent paper by Van der Brink

from both exchanges. It is probably unnecessary to repeafnq Khomskid! which raises the question of the “charge”
that a carrier introduced in the lattice by doping can movessymmetry of the behavior of manganites with respect to
freely via sites having the same spin direction as the carrieinejr doping by holes and electrons. Using the de Gennes
This indicates that in the existence region of fstructure, approach, those authors made use of the degeneracy &f the
La; _xAMnO; should be a metal with a rather anisotropic orpjtals of the manganites AMnQ(see Paragraph 2.2n
(close to 2D conductivity: the motion along the FM layers is expjicit form and generalized the double exchange model,

free, while transverse motion is impossible. representing its Hamiltonian by the expressieae(3.2)]
It should be noted that in the AFM sublattices the cant-

ing angle(3.6) which is due to quasiparticlése., to current b oA

or charge excitations does not depend on the structure of HDE:HeX_‘JHn%T Snnx,0T8nx 0

the crystal, and the AFM exchange is the only factor resist-

ing the complete collapse of the spin subsystem. In this sense B 2 2 PN gt g / 3.7)
relation(3.6) is reminiscent of the canting of the AFM sub- nn+pn,cn+p\’ o .
lattices in an external magnetic field, where the role of the

latter is played by the produdk, while the critical (and, ~ Which hybridizes all the, statesH., is defined in2.2) & is
genera”y Speaking,T_depender)t concentration for the the Pauli matriX, an(ﬁ«l refers to the IOW-Spin state of the

“spin-flip” transition, xg,, is determined by the point at Manganese ion). We note that, for the operatéfpe in the
which 6=0. form (3.7) the states of the ligands are assumed to be ex-

There is an important difference, however: while thecluded, and this Hamiltonian must therefore be regarded as
double exchange depends only on the first power ofgs ~ Phenomenological, in which an inter-ighetween transition-
the AFM exchangd ,gy~co< 6/2. If it were not for this ~metal iong hop of electrons corresponds to their tunneling,
difference, the energg.5) would not contain the competing While the spin-carrier interactiofthe second term ii3.7)]
terms that lead to the presence of a minimum. Moreovercorresponds to the operator of the Kondo lattice model.
since the external field, in inducing the FM moment, does  Taking into account the symmetry relations between
not alter the conductivity of the initiglundopedl AFM sys-  these effective transfer integralﬁ;rﬁ;p for {N\'}={x?
tem, the FM statgsaturated or notin the framework of the —y?,z%} (Ref. 82, the authors of Ref. 81 were able to ex-
double exchange model can only be metallic. This is one opress the latter in terms of a single paramétand then, for
the factors that make the metal-insulator transition in manthe casel=0, to find the eigenenergies of the system and
ganites uniqué? the equilibrium angles for AFM structures of typAsandC

As a result of the onset of an angle not equalitbe-  (Fig. 7), which are observed in Nd,Sr,MnO; and
tween the sublattices, the system is no longer a completelpr; _,Sr,MnOg3, respectively, near £ x<1. The main theo-
ordinary metal: it is distinguished from the familiar FM met- retical result of Ref. 81 was the phase diagram of the
als (Fe, Co, Ni, eta. by the presence of a conduction band electron-doped manganites in the variabtesx, although
with carriers of only one spin polarization, since the oppositethe fact that the JT character of the #rion was not taken
one corresponds, as we have said, to the high-lgistate of  into account in that study makes it to some extent open to
the transition-metal ion and, hence, to another band of thisriticism.
metal. Such conducting systems have been given the name We conclude this Section with two remarks. The first
half metals'? which are already the subject of a wide litera- concerns the assumption, made in the overwhelming major-
ture (e.g., Refs. 47 and 72-Y4These are members of the ity of papers, that the free carrier moves via the transition-

e AN o
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metal subsystem. If this assumption is abandoned and and it was concluded that they are incapable of causing the
“oxygen” (in general, anionconcept is adopted, then the observed drop in the electrical resistariRg(T) nearT. in
AFM order will no longer be an obstacle to the carrier an external magnetic field. Moreover, in such an approach
motion'? and the causes of the ferromagnetism will again behe value ofRy(T), even for T somewhat less thafl,
an open question. It must be kept in mind, however, that theontinues to grow before starting to fall. And although the
strong pd hybridization must necessarily “switch on” the function R4(T) on the whole reflects the experimental pic-
states of the transition metal, and the double exchange modelre in a qualitative way, neither the value Bf(T¢) (the
actually retains its conceptual basis in application to mangadifference is several orders of magnityder the field de-
nites. pendence oR,(T¢) is reproduced. As a result, it was con-
The second remark pertains to the polarizing effect ofcluded in Ref. 85 that it is necessary to look for fundamen-
the carriers on the AFM spins, which has been re-examinethlly new mechanisms for the CMR, and a deformation
on more than one occasion after Zerisee Ref. 6and, mechanism based on the JT effect was proposed as a possible
e.g., in the theory of the one-band Hubbard model is theandidate.
subject of the Nagaoka theoréthfor U= andT=0 even That paper launched a new stage in the study of the
a single carrier completely polarizes the spin subsysten€MR of manganites by making use of the concepts of static
along which it moves. A rigorous proof of this theorem for and dynamic JT instabilities, JT polarons and bipolarons,
the more realistic case of a finite but small concentration ofirtual phonon exchange between carriers, band insulators
mobile charges has apparently never been given. Moreovefthe band insulator model can in principle be used to de-
one can find analytical and numeri¢ak well as experimen- scribe the ground state of the undoped compound LaMnO
tal) results which suggest that the FM state of a stronglywith allowance for the JT doubling of its
correlated metal is not the lowest state, and that the AFMattice).!>2275-7786-99rhe influence of the vibrational de-
state cannot be spatially uniform hdisee Sec. 4 below grees of freedom on the transport and magnetic properties of
On the whole, one can state that the investigation of thenanganites became even more obvious after the discovery of
phase diagrams of manganites continues, but there is rhe colossal isotope effecor the shift T(*%0)— T<(*0)
longer any real hope that the double exchange model in its20 K, in various LaA—Mn—O compounds upon the total
simplest form(in particular, the role of the JT doubling of substitution'®0—*80 (Refs. 100 and 101
the LaMnQ, lattice (see Fig. % in the metallization process The necessity of taking into account the local restructur-
has not been sufficiently studiedan serve as a basis for ing of the lattice is already evident in relatio3.3) and
even a qualitative, much less a quantitative, description 03.4). In fact, despite the aforementioned large percent cova-
the observed features of the metallic states of these content character of the bond in the ion-ion interaction in man-
pounds. ganites, each hop of a carrier between sites occupied by
transition-metal ions causes a local change in the valence
(charge fluctuation which is “sensitive” to the completely
symmetric(breathing modeA, (which is ordinarily ignored
on account of its high frequen);yand also an entangling of
Thus the initial AFM order is one of the factors that do ¢ e, states due to the twofold degenerate quadrupole
not allow a carrier to move freely along the lattice in lightly (shea)r modeE, (Refs. 13, 14, and 33In both cases the
doped manganites. Another, no less important factor, is thgnaracteristic modes of the octahedra are meant.
JT character of the Mh ion in a cubic crystalline field. The corresponding phenomenological interaction opera-
Although this property of the Mt ion is well known3¢:84 tor of such a carrier, belonging to the subsystem of

for quite a long time it was not considered to have any relyansition-metal ions, with local deformation-related dis-
evance to the CMR effect. The first to invoke the JT effect i 'nPIacements of the ligands can be written in the fSiT#

the description of the electric and magnetic properties o
manganites were Millis, Littlewood, and Shraiffar(see '
g " Hyr=9s7 2 [ > an)\(r a (Dan o

3.3. The role of lattice deformations and the Jahn—Teller
effect

also Ref. 5], which showed that the use of the double ex- nf=12 |\ % o
change model alone leads to appreciable quantitative dis-
agreement between the calculated and measured quantities T,
(particularly of the resistance in the vicinity 3%). = QnlD+—==Qr() |,
The treatment in Ref. 85 was based on the simplest one-
band Hamiltonian of the double exchange ma@sisentially ~ whereg; is the elastic]T interaction constan(j) is the
corresponding to the Kondo lattice Hamiltonigsee(3.7)]  operator of theth normal mode of thdT vibrations of the
for \=\'=2?). After calculating the effective FM exchange, octahedr&in the first term the notation indicates th@t(j)
those authors estimated the Curie temperature o a matrix in the space of the doubkg)) at siten, and«;r
La; ,CaMnOg; in particular, forx~0.2 andt~0.2eV the andM ;7 are their elastic constant and reduced mass.
Curie temperature has the vallig=tzx~0.25 eV¥ which The Lang—Firsov shift transformatideee Ref. 10Rcan
is practically an order of magnitude greater than the valuegliminate from the operatdfl .x=H;r+Hpg the trilinear in-
known from experiments; 10° K (see Fig. 8 In addition to  teraction[the first term in Eq(3.8)], which in the mean-field
the estimates of -, that paper also gave a calculation of the approximation for the lattice renormalizes the double-
contribution of spin fluctuationfor S=3/2 they were con- exchange integral: t—t exyf —A5{(1+2ny)]=tyr<t (A ;7
sidered in the framework of a classical approachthe elec- =g;1/Q ;7 is the dimensionlesdT coupling constant, and
trical resistance of the system in the double exchange modeh,;t is the average number &fT phonons with frequency

(3.9
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Q1= Vk37/M;7). We see that the width of the barid/;;  manganitegsee, e.g., Refs. 51 and 9%\t the same time, it
=2t;1z, depends ol as a result of the polaron narrowing can hardly be regarded as conclusively proven that these de-
(even without allowance for the spin degrees of freejom formations are critical for the CMR effect. Such a peak of
here an inhomogeneous distribution of angles of rotation oRy(T) accompanies the magnetic phase transition in many
the spins near the carrier is also possifeThus, in a crystal  FM semiconductor$* that do not contain any kind of JT
a carrier becomes a chargesagnetoelastic polargnor a  ions. Therefore, we believe that the kinetics of the carriers in
phonon- and magnon-dressed carrier, and these dressings dideformable and magnetically fluctuating medium requires
rectly influence the effective mass; the double exchangéurther study.
model is thereby generalized to include both the static dis-
placements of the ions and the rotations of their spins.

The self-consistent calculation of the average magnetizas.4. impurity states in manganites
tions of the localized and delocalized subsystéorsone of Formally neither the AFM nor the JT effect can impede

these and the ang® demonstraté§:®’ that the experimental . . .
. . the free propagation of a carrier through an ideal crystal,
and theoretical data can agree only in the case of a suffi-

ciently large constank ,r(=1), and the dependence of the provided that one is not interested in the width of the corre-
y larg IR ) P . sponding conduction ban@r the effective mass of the car-
latter on the mas# ;7 also permits a consistent interpreta-

. ! ) - rier). And if one remains within the conceptual framework of
tion of the colossal isotope effect. Analysis of the various ) P

. . the double exchange modekith or without allowance for
regimes in those papers showed that for lbandx=0.2 the vibrationg, it is impossible to understand why a hole located

system is always a FM metal. However, its behavior in theIn the magneticA structure of LaMnQ will not be free, at

region (,)f hhighT(N,T,C) nﬁw dempends Oy, _agdbonly for_ least within the FM planes & — 0. The answer is actually
Ay7>1 Is the transition througiic accompanied by a maxi- simple: it is localized in the attractive Coulomb field of the

mum on theRy(T) curve and its rather rapid dropH#0.  joyant as was mentioned by de Gennes back in Refs&®

~ These and other studid@cluding experimental 0onés 554 Ref. 95, As x increases from zero it is impossible to
give convincing evidence that an integral part of the CMRy544 through a phase of localized electronic states. No less
effect |n.mang'an|tes is some manifestation of the coup!mg Olmportant, however, is the fact that each carrier in doped
the carriers with the lattice. However, the valggr of this  yides has “its own” dopant, and this, in turn, indicates that

coupling, its dependence on(which can be very substan- yiges (manganites, HTSGsare bad metals, for in them

tial), and even the sign of the charge remain among the UM Faop—1 (Where Taq~x~ 3 is the average distance be-
answered questions. Moreover, as we have said, the appegjeen dopants, anklx is the Fermi momentuim whereas

ance of carriers in the lattice leads to pseuddens M, evenin “dirty” ordinary metals this quantity is much greater
and therefore the expectation of a too-large constgaand  than unity.

large JT deformations is problematical. True, one can't help | et ys consider an isolated dopant Asubstituting for
but notice that in aggregatior(®r clusterg of JT ions the  R3* i the RMnQ lattice (see Fig. 11 In the simplest ap-
corresponding lattice deformations should be collectivizedproximation one can assume that the Coulomb potential of
In other words, if it is assumed that valence-inhomogeneoughe A2* jon will influence only its nearest neighbors, the
states can form, then the elastic energy advantage in thepayels of which will be shifted by an amountAec,y rela-
can already be significant. tive to the levels of the other ions of the matrix. The hole can
There is one more difficulty—the thermal stability of move without impediment over each FM square in the first
polarons, which is a nearly universal assumption in the thecoordination sphere of tha structure, even when the local
oretical works(see Refs. 86—88, and Pan scarcely be JT distortion at each of the sites is taken into accdtihere
ensured even in the region nedg, where the energy this distortion is “symmetrized,” taking on a collective char-
95/Qy7 of the JT coupling is apparently slightly above acter. We note that if,r> Q7 then the lattice will respond
107 K. Moreover, there is experimental evidence thatxas to the motion of the hole only adiabatically, remaining in a
increases, thaT distortions rapidly vanis and that the FM practically static deformed state.
ordering also suppresses them stroridly. The motion of a carrier over the four sites splits its level
The specifics of manganites are such that not only the Jinto three: two nondegenerate, with energiesAecyy
deformations affect the width of the conduction band; addi-+2,;, and a twofold degenerate level with energy
tional narrowing occurs on account of the increasing average Ae,,. If it is taken into account that,;=0.1 eV 3%62
amplitude of the thermal rotations of the octahedta then only the lowest level, with energy Agin,=Azcoy
~cose,”>*® where the differencer— ¢ corresponds to the —2t;;, will actually be occupied. Its twofoldwith respect
angle between the directions of the nearest Mn—O bondtp the number of squaredegeneracy is lifted by the double
containing a common ligandand also expansion of the lat- exchange, with the result that a local FM moment,,
tice (recall that the Gmeisen coefficient in manganites is =2<Sz>cosa,mp/2, arises, for which the condition cég,,/2
anomalously large'®!9 All of this also promote localization =t/ sy Will hold, wherel sy is the only exchange hav-
of the carriers with the formation of polarons, the lifetime of ing AFM sign that exists between the FM ordered planes in
which should decrease on account of their thermal déitey  the A structure!® and thez axis is chosen along the initial
thermally activated transition to the free band state AFM vector. It is quite likely that by virtue of the strong
To summarize, one has to acknowledge that the unitingnequalityt;> Ty a saturatedor nearly saturated=M state
of the JT deformation and the double exchange has advance(;,~0) of the center arises, and the observed canted phase
considerably our understanding of transport phenomena ifsee Ref. 2bis only a consequence of the anisotropic ex-
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whereWs? is the width of the this band with allowance for
the JT renormalization. Thus an electronic state localized
near a charged dopant has a radius

re=ayWir/gimp (3.10

(a is the lattice constajptIn the case of manganites, how-
ever, there is another impurity radius—the magnetic
radius—which specifies the inhomogeneous distribution
0(r)=1/2(m— Oimp)exp(=r/rmag and is related only to the
exchange interactiond’ The relationship between,, and

I mag determines which transition, the metal-insulator or FM-
AFM, will occur first as the doping is increased. Clearly, for

I ™ T magthis will be the first of these transitions, while in the
opposite case it will be the second. And, since many experi-
ments(e.g., Ref. 26; see also Refs. 25 and Blicate the
existence of a narrow region of concentratiorfer which a

FM insulator existysee Fig. 8 the scale of .4 is appar-
ently somewhat larger than that of;. In practice, however,

it is ordinarily assumed that the two transitions, the magnetic
and electronic, occur simultaneously, especially when one is
talking about a finite temperature at a constant composition;
that corresponds to the assumption that these scales are simi-
lar, making the transitions close together.

Following Refs. 106, 107, and 110, it is easy to write the
critical concentration of the transition from the insulating to
the metallic state. This transition and the corresponding
abrupt change in the electronic resistance of the system occur

R 3+ . M 3+ whenx reaches a valugy, = (a/r)?, where the radius,, is
n given in(3.10. From the observed value of the concentration
O ca?t o M3t -Mn** xwi=~0.16 (Refs. 50, 90, 95, and 1})Iwe findr,~2.5a, or,

in other words, the electronic impurity states of the manga-

FIG. 11. Directions of the perturbed manganese spins nearest td tHem\ nites must be CIaSSIerd_aS ratfegep statesn the en_ergy
in R;_,A,MnO,(x<1) without (&) and with (b) allowance for the double ~Scale, and on the spatial scale, as statesnoéll radius
exchange(for completeness of the picture, in the second case the spins ofvhich begin to overlap only at relatively high dopant
_the ngarest-neighbor environment are also indic)aféld_a c)_rientatipn_ of the concentrationé? Of course, it is rather easy to satisfy the
impurity magn_etlc moment forme¢microferron spn) is isotropic in the inequalityr g>l’ here. and indeed the magnetic transition
plane perpendicular to the AFM vector of the matrix. ma el ) )
to the FM insulator phase can slightly precede the metal-
insulator transition in concentration. This, in turn, means that
the magnetic impurity states already overlap in the FM sys-
change interaction inherent to the orthorhombic structure ofem, but each hole moves within the confines of its own
LaMnQ;. cluster.

It is easy to see that each such ceritarNagaev's ter- For x=xy,, the overlap of the wave functions of the
minology, ferrom® and in the given casenicroferron is  electronic impurity states reaches a value such that a metal-
found in a zero mean exchange field produced by the unpefnsulator transition occurs, free carriers arise, and a Fermi
turbed spins surrounding it. The subsystem of these rarevel is formed in the metallic phas&’ However, even then
domly distributed centers in a regular lattice, owing to thea portion of the carriers occupying the deep levels near and
indirect (for x<1) alternating-sign interaction through the below the bottom of the conduction band continue to remain
spin excitations of the matrix must necessarily fal@gainst  in localized stateglocalized at fluctuational aggregations of
the background of the long-range AFM orgler spin-glass  dopants®*!19. Most likely this is the reason why an appre-
phasé® (see also the revielR), the existence of which in  ciable numbefup to 20%% of localized(i.e., not participat-
manganites withx<0.1 at sufficiently low temperatures has ing in transport carriers are observed in the metallic phase,
been reported more than ornce-%81%? along with local deformations that are peculiar to the insu-

If we once again restrict consideration to small values ofiating phasg?113114
x and to theA structure corresponding to them, the conduc-  Knowing the values ok, andr and using the known
tion band will be two-dimensional. In this case any ionic value of the band widtiw~ 1 eV,3%%2 we obtain the value
level shifted by a finite amountthis also pertains to the |g,, |~0.1eV, which turns out in fair agreement with the
deformation shift creates in the crystal a localone- values obtained for the activation gaps from measurements
impurity) electronic state with energy of the thermopowet;> this is generally consistent with the

. . assumption of the existence of localized states contributing

&imp= — Wit exp( —Wir/Agimp), (3.9 to the thermally stimulated transfer of energy and charge.



184 Low Temp. Phys. 26 (3), March 2000 V. M. Loktev and Yu. G. Pogorelov

The metal-insulator transition in manganites is alsoeventually leads to the complete destruction of the FM re-
rather peculiar in that the system as a whole goes from a 2Qions, with the result that the resistance begins to fall off,
AFM insulator to a 3D ferromagnet metal. Its inherent FM and a maximum appears on tRg(T) curve in the critical
properties(magnetic susceptibility, the spectra of spin exci-region. Ultimately, it is concluded that the CMR effect itself
tations, their relaxation, magnetization processes) et is due entirely to the presence of static disorder caused by the
important areas of study in the physics of manganites. Fovarious impurities(not only dopants Finally, Gor'kov (see
example, the spin-wave band is well establish@d¥(q)  Ref. 99 analyzed a percolation mechanism for the metalli-
= Qgapt D2, With Qg,=0.35-0.75 me\E? 2 mev5-117  zation and CMR of manganites as inhomogeneous solid so-
and D = 130-188 me\?” the width of which in the calcula- lutions and showed that approach also to be consistent with
tions for the cas& =0 is determined by a single parameter the available experimental dald.

(or ty7). It determines the intensity of the interaction of spin ~ This result will be confirmed or refuted by further study;

excitations with the carriers and is thus a characteristic oflowever, one cannot help but notice that the experiments in
one of the sources of electrical resistance in the metalligvhich record values of the CMR have been observed in man-

phase of these compounds. ganite films have used extremely imperfect films with high
In regard to the problems of the transition of manganitesiefect densities. Nevertheless, the almost total neglect of the

from the FM to the paramagneti®M) phase, it should be Many peculiar features of manganites in these approaches

noted that because of the presumably strong coupling of thB1akes their implication somewhat difficult to check.

electronic and vibrational degrees of freedom in them this

transition may easily be first-ordéas was reported in Refs. 3.5. Pseudospin (Hubbard ) operators in the description

91 and 118 and for that, rather trivial, reason. of manganites

_ Actually the same picture of the formation of the impu- Starting with the paper by de GenA&snd the later
rity state should be preserved if one is considering a |OV\baper by Kubo and Ohafd.the electric and magnetic prop-

concentration of La in AMpQ or for. X_fl in the com- erties of manganites have been described usingsthex-
pounds La ,A,MnO;. The difference lies in the structure of change model of Vonsovkii, Shubin, and Kasugee Ref.

such a centgr, wh|ch no longer has a Iayered structure, SINGB (). However, unlike the limiting case>J,; studied in
the surrounding ions 'of the matr|?< form a simple AFM strgc- those papers, which leads to the Kondo effect, manganites
ture of theG type (Fig. 7). In this case a FM moment is enresent an example of real objects for which the opposite
apparently not formed, because, as we have said, it would Bgequality holds. That inequality corresponds to the complete
necessary for a single carrier to keep a relatively large AFMine tuning of the spin of the “free” carrier to the spin of the
cluster in the FM statéwe recall that the inter-ion hopping core, Seore, Since they always maintain complete mutual fer-
matrix element is also subjected to AT reduction tot;), romagnetic collinearity J,<0). In the case of manganites
and it may be that the metal-insulator transition in the regiorine free carrier is assumed to be that which moves vi@jhe
of electron-doped manganites cannot be brought about. AGgates (degenerate or otherwisewhile the spin S iS
tually, it is confirmed by the experiment that the systemformed from the spins of the electrons of the half-filleg
La; xAMnO; in the composition interval 0s5x<1 re-  myltiplet or is just the spirs=3/2 of the Mrf™ ion. Here the
mains in the nonconducting phase. temperature behavior of the spins of the free carriers and that

Returning to the half metal (0.36x<0.5), we note that = of the carriers united into the core are often treated indepen-
the quasiparticle excitations at the Fermi level in it are al-dently(see, e.g., Refs. 69, 85 and 121—],24/en though the
ways damped on account of the scattering of carriers on thetrong Hund exchange in the framework of the Kondo model
strongly fluctuating regions of short-range ordercluding  makes the assumption of their independence somewhat arti-
microferrong nearTc . However, the detailed dependence of ficial, since the state Mii can be considered to be one of the
this residual(for T—0) damping or(which is the same basis states in the sequence Mrin®", Mn*". Therefore,
resistance in manganites on the dopant concentrations, maghe so-called free electron should not even adiabatically fol-
netization, and external magnetic field has not been investiow the spins of the core, and it would seem that the states of
gated, as far as we know. the ions should determin@ the case of narrow-band metals

A somewhat different approach to the problem of thesuch as manganitethe form of the Hamiltonian correspond-
CMR, but which is also based on the presence of defects ifhg to the motion through the crystal not of the true carriers,
the crystal, was developed by Nagd@¥®who finds a like s electrons, but of ionic states.
close analogy between manganites and degenerate FM semi- Such a Hamiltonian is not difficult to write on the phe-
conductors in which a portion of the collectivized electrons,nomenological level in the tight-binding approximation, by
interacting with static fluctuations of the density of ionized introducing pseudospin operators, which have been used suc-
donors, can be trapped by localized states. The remainingessfully in the theory of excitons in magnetic insulators.
carriers undergo only scattering. If the system on the wholéhese pseudospin operators can be constructed for any spin
is magnetic, then, on the assumption that the free carriers arghd number of states, but to avoid being burdened by the
localized spins of the magnetic ions form different sub-details(generalization is awkward but does not present any
systems, it is asserted that the decay of the magnetic order fandamental complicationslet us consider an idealized ver-
the neighborhood of impurities that scatter carriers will besion.
slowed'® Moreover, increasing the temperature up to a cer-  Let the ion have two nondegenerate levels 1 and 2,
tain point even increases the scattering intensity, and conse¢hich in the AFM insulator phase are occupied by two elec-
qguently Ry(T) increases. Increasing further, however, trons in such a way that the total spin of the ionSs 1
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(projectionsM¢=*+1,0. The appearance of a hole means 1 11 a1
that the higher-lyingby assumptionstate 2 is emptied, and Hex:§n2 (InnspSn SheptInnipOn Onsp).  (3.19
thereforeS,,= 1/2 (its projectionso= = 1/2). We introduce °

pseudospin operators according to the definitions The operatoHg, in (3.14 does not contain the Hund ex-
11 0T change, which in a number of papers has been considered as
Xa ™ =11)n(1/2], Xy *=[0)y(—1/2, (311 the source of the interaction of the mobile carrier with the

spin of the core, while the operator (8.15 does not contain

which formally couple all of the existing configurations with : ) . . .
y CoLp g 9 fhe static exchange interaction of mobile holes with the sur-

different numbers of electrons and thereby change the mu ) . S .
tiplet type of the ions. Among the pseudospin operators ar ounding spins, which is provided by the double exchaffge.

those which lead to the creation of a singlet two-electron n the other hand,. the energy d|fferel|tcge' €1 between the
state, the inclusion of which would expand the ba8id 1) eigenstates .Of the ion must necgssarlly mclude both its Hund
meaning only that a “non-Hund” state, i.e., the finiteness ofCOhStam{WhICh was mentloned_ in Ref. 9and |ts_ Coulomb
Jy in comparison with, is taken into account. The commu- (Hubbard constant, and thus in the pseudospin representa-

tation relations for the pseudospin operators belonging to th&°" the single-ion Hamiltoniails, has the diagonal form
same site follow directly from their written forfisee(3.11)], that is usual even for the multl_band Hupbard modgl. .
while the commutation relations for those belonging to dif- Indeed, the operatoPy() in (.3'14) 1S the. prgjectlon
ferent sites, as one would guess, are of the Fermi type. In thgperator onto the doublet state with spin projectiariThe

sense the pseudospin operators are similar to the Hubbap&eratorsPn(Ms) for the spin triplet can be specified in an

operators, which are also used in a similar model. Their com‘:’,‘nsl?sveﬂs way. Together they satisfy the natural “conserva-

mutation relations with the spin operators are easily writterf'©

from the action of operators in the bracket representation:

S"=v2(|1)(0]+[0Y(—1]), etc. 2 Pro(Mg)+ 2 Py()=1, (3.16
Actually, the simplest effective Hamiltonian of the S 7

double exchange model for electrons realizing transitions besince (by definition the ion does not have any other eigen-

tween ions of different AFM sublattices and, hence, withstates. Besides conditio8.16), it would seem very well

different characteristic quantization axes, can be representgdstified to assume that there are also “partial” restrictions

by the expressiohsee Eq(3.2)] making it possible to relate the average of the projection
operators with the carrier densityin the system, specifi-
Hpe= —tE z (Cosen_ 0n+pa§20an+p20 c_ally: if, as occurs in 'ghe_manganit_esiRAanOg, the car-
np o 2 " - rier (hole) creates an ionic state with a lowered value of the
0.—0 spin, then it is clear that the following inequalities must be
+ SinnTwartzganng) , (3.12 satisfied[see(3.10)]:
whereo=—o. Now writing the eigenfunctiongwith Hpg <2 Pn(0)> =X,< ME Pn(Ms)> =1-x, (3.17
o S

not taken into accoupt y>Me in the form it

:a:ﬂa:mm)’ etc., and ‘b:corev"' in the form l11%/2,1/2 where(...) denotes configurational and thermodynamic aver-

=a,;,|0), etc.(noninteracting ions we easily transform the agingr.] i v valid for th
operator(3.12 to The same relation3.17) are actually valid for the op-

erator of the longitudinalin the local coordinate systems
spin projections:(o2)=x(c%)1 and (S5)=(1—x)()r,
from which we obtain the spin projection averaged over the
crystal: S5,=x{o%)t+(1—x)(S%)1, which is identical to

- 9r‘l+p

0
Hpe= 12 |c0s——= (X Xt Yo Yos )
P

Nl " the value obtained by another method in Refs. 69 and 85. It
sin 2 (Xn YnipT Yo Xnep) |, (313 determines the magnetization of the crystal, the dispersion
_ relation of the two(according to the number of spins; see
X =XY21 X120 5, also Ref. 12¥branches of spin excitations, and also the shift
- (~SZ,) of the bottom of the conduction band.
Yo =X X092, What is important for the carriers, however, is not so

which, according tq3.12, describes transitions of a carrier much the shift of the edge of the conduction band but the
’ g 7 ._behavior of its widthw (or W;7), which also changes at the

gi?(\;vrii? :lljlngo\;slgl]iesggt::blevels of wo ions found Neurie point, and this change can be of a critical character.
Lo o . Indeed, according to the commutation relations of the pseu-
The HamiltonianHpg of the inter-ion hops must be . o .
. . dospin operatorg3.11), the projection operators and their
supplemented by the single-ion energy operasee(3.1)], .
which in the present case has the form averages become factors on which the valué\obflepends
P (see Ref. 12b This means that the latter is a function not
only of (S); as a spin-wave band, but also (fs%)?)+,
He=(e2—&1) 2 Pn(0), (3.14 7\3 !
sl 2781 Fn ((S9)°)1, etc. Here the averages of even powers, which are
' nonzero even in the PM phase, allow the carrier to move in
and the exchange interaction opera@:3) which, however, the region of the spin-disordered state, although the value of
must take into account the two spin states of the ion: W in it will be substantially smaller. At the poifc and in
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its close proximity the averages of the odd powers of the spin A
operators, including the first pow¢the magnetization be- X
gin to arise in a critical manner. Here the width of the con-
duction band increases rather sharply, and it is not ruled out
that a tendency of the carriers toward localization at impuri- Q((
ties or polaron levels specifically in the fluctuation region X
gives way to a tendency toward their free motion, i.e., in Y
places where the influence of the external magnetic field is
particularly strong. This is important, since in the interpreta- a b
tion of the experimental transport data the temperature be- &, A
havior of the band width is ordinarily ignored, and it is as-
sumed (see review’® that W can depend only on the &5 _
composition of the system and the tolerance factor. s e

The above-described dynamics of the carrier motion in a ' Cé
magnetic medium has not yet been investigated, and there-
fore the foregoing discussions are basically qualitative. How-
ever, the applicability of the pseudospin operators in the + &4 P«
theory of magnetic narrow-band metals, including various
kinds of statistical model¥° is not in doubf” Transitions © d
between different spin sublevels of the ionic basis in a halfic. 12. Form of the charge orderirig) and the possible types of orbital
metal are brought about through the participation of spirprdering corresponding to ib-d) in the system R ,A,MnO; in the case
excitations(magnong by introducing into the theory an in- ©°f half doping &=0.5).
teraction of the latter with the carriers. In this case it is not
small, being determined by the same matrix elen{see ) ) ) _
(3.13] as the band width itself. In addition, one can in prin- (€€ Fig. 6. In the region of low L&" concentrations, i.e.,
ciple include JT deformations and lod@hpurity) Coulomb 1—x<1, the JT ions occupy random positions, and the local
fields in the Hamiltonian of the system, although the problenfléformation, which, as we have said, is of the pseudo-JT
then becomes extraordinarily difficult, and a completely conlYPe. is relatively small. A decreasesnor an increase in the

sistent treatment on the whole scale is scarcely feasible at tf/mber of rare-earth ions, will lead to the interaction of
present time. close-lying Mri* ions, the density of which is progressively

increasing, and their effecténcluding on one anothgmre
compelled to be coordinated in such a way that the stresses
arising in the lattice are reduced, and the global deformation
In the paper by Wollan and Koehl&twhich we have due to the JT distortions is optimized. As long as the con-
cited in several places previously, in addition to the types ofentrationx=0.5 the compound La ,CaMnO; remains an
spin ordering in the manganite lattices, it was noted that thénsulator for the reasons discussed above; this means that
diffraction patterns of some La,CaMnO; samples with there are no mobile charges in it, and, hence, the deforma-
relatively largex>0.5 exhibited superstructural peaks unre-tions created by the different dopants are not averaged out
lated to the magnetism. Then Goodenough proposed a qualiby the carriers, at leasbut largely remain localized and
tative explanation based on the mutual ordering of thé Mn static.
and Mrf" ions2® Moreover, it was pointed out that charge The interaction between MA ions has two
order of this kind is inextricably linked to another type of components—a Coulomb componéint an ionic insulator it
order—orbital, one example of which is clearly seen in Fig.is weakened slightly on account of the dielectric permittiv-
5b, where the ordering of the orbitals lying in theab basal  ity) and a deformation component. The first is isotropic and
plane of LaMnQ leads to its doubling. Recently a number of most likely should govern the charge ordering. The second,
experimental facts have appeared which not only tend to supvhich is also long-ranged, is anisotropic, and it is the over-
port Goodenough's hypothesis but also contain new anéapping elastic fields from various sourcéthe JT ions
somewhat unexpected information about the behavior oMn®") that determine the form of the mutual ordering of the
doped manganites and oxides in general. z? orbitals in the basal plane. Essentially, we are talking
about the appearance of one more microscopic scale having
dimensions of length, which specifies the period of the or-
One of the first sufficiently reliable observations of this dering of charged elastic quadrupoles in the cubic medium
effect was apparently made in Ref. 130, in which the systentor of the analogous quadrupoles on a square lajtite
Lay Ca sMNnO; was studied. The composition correspondingdirection of the axes of these multipole moments being
to it (see Fig. 8 borders between the metallic and insulator “tied” to the axes of the lattice.
regions, and the conductivity has semiconductor temperature The charge ordering of the PM ions of different valences
behavior. The spin order observed here belongs t&thype  which is observed in experiment at an equal number of each
AFM structure(Fig. 7). Substitution of the L& ion for the  is shown in Fig. 12a; it has a simple AFM form. The spins
C&" ion in the cubic lattice of CaMngcreates in this crys- S=2(Mn*") andS=3/2(Mn*") of this subsystem also form
tal a JT ion Mi*, which tends to deform the ideal octahe- an AFM lattice, although the magnetic correlation length in
dron on account of the splitting of the now occupigdevel  each of the sublattices is differefif In addition, FM chains
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4. NONMAGNETIC TYPES OF ORDERING IN MANGANITES

4.1. Charge and orbital orderings
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of spins are observed along tleeaxis. More interesting
physically, however, is the orbital ordering, which is ordi- o4 "8\ ¢ p—
narily understood to mean the arrangement of the long axes ;J f“/cij\'* })

of the octahedra containing Mh ions (or, equivalently, of

the doped holes surrounded by local JT distortions of the ,,/O\:\O/\:py\%(

quadrupole typewith respect to one another in tiad plane Ny V\d‘/

(this is sometimes called ordering of JT polarons; see, e.g., A /}%\

Ref. 131. Ny rg\”\({“

Figures 12b, 12c, and 12d show three of the possible 2o
configurations of this type, which are difficult to choose D/Vf((%:%r
among solely on the basis of general arguments. For ex- L%,o
ample, Fig. 12b corresponds to a doubling of the lattice ow-
ing to the appearance of inequivalent #¥nions (more or La1/3Ca2/3 MnO,
less close spacing of the ligand&igure 12c¢ also shows a
doubled structure, but the M ions are in noncentrosym- =5 r&
metric positions and are slightly displaced from their initial X
positions at the sites of the square lattice. Finally, Fig. 12d (X((
shows a structure without doubling, in which the deforma-
tion created by the different M ions add together and the %({/
lattice becomes orthorhombic, but the crystal as a whole )>\
should become twinned, separating into domains with defor- {'
mation axes perpendicular to each other. The neutron- o
scattering data indicate that the structure shown in the Fig. A X
12c is realized; this might be further checked by examining = Ku
the optical spectra of the M ion, which should contain
lines that are dipole-forbidden in centrosymmetric lattices. Lay/sCagy MnO 4

Even more unusual are the results obtained recently fo}gIG 13 Orientati 4 veriods. of o of the FM® M
compounds withx>0.5, viz.,. La\\,_33.Cao.67l\{ln03 (x=2/3) and stripes and g‘lasnoait:zno?br}talpciﬂ%riigoc;?rzzgé%gir?g toethe Iatr:er-inr:he basal
Lag 25Cap 7sMNO3 (x=3/4), in which stripe structures(or  piane of different manganiteghe undistorted octahedra are not shawn
simply stripeg were observed®? These stripes, which were —Mn**; @—Mn®*.
first discovered in lightly doped perovskite compounds
(nickelate$, which are close in their crystal and electronic
structure to HTSC&?® and then later in HTSC cuprates with — M3+ — Mn®* — Mn** —Mn**, and iii) Mn3* —Mn**
less than Optlmal dOpinghe so-called undel’doped regime — ,\/|n4Jr — ,\/|n3+ — '\/|n4Jr — Mn4+, and at first glance it seems
are now attracting a great deal of attention. Although thehat the most regular of these, the third, should be observed.
experimental information on the stripes is not yet sufficientowever, experiment shows that the second type of se-
for developing a complete and consistent theory, there arguence is realized. Here the main structural element—the
indications that the stripes correspond to a separate region @fripe “sandwich” Mr** —Mn** —Mn3*—retains its spe-
the phase diagram of copper oxides, and it is not infrequentlgial stability in other commensurate structures as well. This
conjectured and even blithely stated that these stripes are ngidicates that between two JT deformed chains of¥Mn
only connected with the initial AFM order in cuprates but there are forces, undoubtedly of an elastic origin, which link
also with the phenomenon of HTSC itselfsee the them into a single stable stripe, a necessary unit of which is
reviews**'3). However, whereas in cuprates the strip@s  another, intermediate chain of isotropic fAnions. Appar-
cording to the present ideaare peculiar to their anomalous ently, these already formed stripes of three chains predomi-
(striped metallic state, in manganites the stripes form, existnantly repel one another, and this prevents their further
and are observed in the insulating phase, in which the distri“condensation” and tends to make the distance between
bution of the transition-metal ions of different valences alongthem the maximum possible for each given composition. It
one of the crystal axes becomes nonuniform. As inwould seem that the latter is reminiscent of the “Wigner
Lay sCay sMnO;, the corresponding charge ordering alongcrystallization” of triple chains, which was conjectured in
the **° direction (the diagonals of the square lattice in Fig. Ref. 130. However, one can scarcely agree with this com-
123 in La; - ,CaMnO; compounds with so-called commen- pletely, since the maximum distance of the MaMn**
surate concentrations remains chainlike. The orbital ordering- Mn3" stripes from one another is observed only in com-
also retains its form, but the chains formed by quadrupolesnensurate compositions or in compositions that can be rep-
with different orientations of the principal axes go in an ir- resented as periodically alternating striggansverse-stripe
regular mannefsee Fig. 13 structure.

The point is that the cell of the doubled structure with Experiment, however, show¥ that in samples of in-
x=2/3 should contain two Mt and four Md* ions. In that commensurate compositiofs.g., forx=5/8) there occurs a
case the following sequences of ions are possible in the basdecomposition into domains having the closest stable com-
plane in the direction perpendicular to the chainsMn®* mensurate composition@n this casex=2/3 and x=1/2,
—Mn3* —Mn*T —=Mn** —Mn*" —=Mn**, i) Mn®"—Mn**  which occupy 75% and 25% of the volume, respectively,
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since for 0.7% 2/3+0.25x 1/2=5/8). In this case no group- erty of lightly doped oxides, or are they a side effect of some
ing into stripes containing more than two chains of JT ionsexternal factors? What ordering, if any, arises in e\

was observed. The lengths of the observed stripes rangeibsystem?For example, in the form of the same or nearly
from 200 to 500 A. In addition, measurements with a tunnelthe same stripe structure, but chiefly, a nonuniform ordering
ing electron microscope have shown that the pefisd.5  corresponding to the charge distribution of the dopants over
A) in the Mt —Mn*"—Mn3" chains is considerably the manganite samples, since in the insulating pHase
smaller than the average=5.5 A), while in the stripes of Paragraph 3)4the introduced charge, or the transition-metal
Mn*" ions it is greatefup to ~6.5 A). A crude estimate of ion of a new valence, and the dopant providing the charge
the Coulomb energy cost?(4.5 '—5.51) gives around attract each otherHow precisely is the oxygen stoichiom-
0.6 eV/Mr** ion, which is comparable to the gain in the JT €try maintained in oxides, and, finally, one of the most im-
energy. Then the correlation length of the stripes in the difortant questions: how are the stripes related to such phe-
rection perpendicular to the chains-is(2—3)x 107 A (in nomena as CMR and HTSC? This last problem, of course, is
the planes in which they ljeand up to~10°A (along the Not just for experimentalists.

planes formed by the triple chai® From what we have

said, we conclude that the fluctuations of the stoichiometry

of the dopants can and should also influence the formation of.2. Phase separation

a periodic chair(stripe ordering in transition-metal oxides. In the previous Subsection we spoke of a specia—

di Tnlsd_pfu_[)m? dOf JtT cdha:ns:[ \.N'th Fhe Iformgtlon o:;perl:[h stripe—type of inhomogeneous ordering in the insulating
odicafly distributed extended SHIpes IS a1So 0DSEIVedin oMeh, qq of doped manganites. Before that, in discussing the

manganlte_s; as1s stated in Ref. 1.32’ this pairing IS In neeq roblem of their metallization, we described the possibility
a re-examination or at least a refmgment of the SP'” orderin at it is a metal-insulator transition in a disordered medium,
prop<osedhby Vt\)/ollan ;md I:(oehlerflnﬁRxAx_l\/lpO? V(;’_'th 2'5 where the impurity states, which are beginning to overlap,
<x=<1. The observed collapse of the strip@scluding for cause a delocalization of the carriers, the motion of which

_ 92 ; H : 6
x=1/3*in a magnetic fielt* or under external pressuré through the AFM medium is brought about by the turning on
is possibly due to the onset of conductivitp an increase in ¢ the double exchange. But this again raises the question:
the probability of the charge exchange Wn joes this transition occur in the entire volume of the sample

4+ 4+ 3+ : :
—Mn™"Mn™"—Mn>" on account of the fine rotations of o 4o the metallic regions in manganites coexist with insu-
the spin$ or, what would have the same effect, to a decreas?ating regions(something like the case of cuprafes

in the JT deformations and the resulting lowering of the en-  The first scenario of metallization was implicitly as-

ergy. sumed above. However, the structure consisting of insulating
For these reasons the Fin—Mn*"—Mn®" stripes in  (AFM) and metallic stripegdomaing, which are present in
manganites cannot be 1D metals, for any charge transfgjTscCs, raises the question of when and in what cases is the
within a stripe is reflected in the elastic part of its binding separation into domains preferable to a homogeneous state?
energy and should lead to the decomposition of the structurg conclusive answer to this question has not yet been found
itself. In other words, the appearance or disappearance of thgee Ref. 13
stripes depends on the outcome of the competition between Ag to the manganites, it was long assumed that the ob-
the JT deformations, which are created by charge-localizegeryed nonuniformities of the metallic state are largely due to
polarons, and the double exchange, which comes into plaghe structural disorder in the samples themselves or to the
when the carriers are free. developed fluctuations of the magnetic order, which are
The existence of the stripe phases described above or @hanifested in pronounced FM correlations near and above
stripe structures of a different sort having periods of a mi-TC, where the CMR effect in itself is manifested in the
croscopic scalgin both manganites and cupratesas not  highest measure. Nevertheless, we recall that a superposition
predicted by any of the existing theories. Therefore, theof AFM and FM neutron scattering peaks in certain samples
causes of the formation of conducting and nonconductingvas noted many years aé?).
stripes, their properties, and the physical effects resulting Therefore, it is not accidental that a rather large reso-
from these properties are still waiting for a theoretical inter-nance was created by the results of Ref. 141, which convinc-
pretation. This problem is of lively interest and topicality for ingly demonstrated that the FM and AFM regions in doped
the development of the theory. It should also be taken inta.a, _,_,Pr,CaMnO; with x=3/8 and G<y=<0.25 are in-
consideration that the stripes in manganites are insulatorgeed spatially separate and form metallic and insulating do-
and that practically any external influenéehether it be a mains, respectivelysee Fig. 1% In the metallic, unlike the
static magnetic field or an alternating electromagnetic fieldinsulating domains, no charge ordering of any kind was
pressure, temperature, étcan relatively easily bring about present, for the reasons discussed alive holes are delo-
in them a metal-insulator transitidf® the properties of calized. Both kinds of domain were irregular in shape with a
which for such elastically and electronically anisotropic ob-rather large average size=6x 10°A), and the magnetiza-
jects are practically unknowfthe study of the magnetism tion vectors of the different FM regions were disordered. In
and metallization of “spin ladders” in HTSCs has not in- an external magnetic field there was a percolation transition
cluded any specifics as to deformations, including JT(in the terminology of the authorso a metallic phase, ac-
oneg. 139140 companied by the CMR effect. Here the AFM domains are
Experimental studies must also answer a number ohot “consumed” by the FM domains, and the separation into
guestions. Is the formation of stripe phases an inherent proglomains has a stable character.
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H=4 k3 large repulsive Coulomb potential, and this has been called
into question in the paper by Ivanov and one of the present
authorst** There, in addition to a discussion of some models
of domain formation in doped oxides, it was shdiththat
the separation into metallic and insulatifigcluding stripe
domains(even though their shape and magnetic state were
not consideredis a common property of metals with a low
density of delocalized carriers. It is important that the do-
mains in the stable inhomogeneous state of the system be
neutral. Neutrality can, in particular, be provided by dopants
(as we have said, practically nothing is known of their be-
havion, which are also, generally speaking, capable of being
redistributed over the sample under the influence of Cou-
lomb forces during its growth, or by nonstoichiometric oxy-
gen, the mobility of which in oxide lattices is generally high,
FIG. 14. Submicron domain structure of the doped manganiteOr ,by R vacanuge)s, which inevitably arisé in the prepa-_
La,_,_,Pr,CaMnO; (x=3/8) 14! The dark regions correspond to the AFM Fation of sample$? The authors of Ref. 141 gave special
insulator domains, the light regions to the FM metallic domains. The arrowsemphasis to the circumstance that no volume segregation of
indicate the random directions of the magnetization of FM domains in theg|ectric charges was observed in their samples and that on
absence of an external magnetic field=€0) and their alignment in a field average the domains were charge neutralized. It can be sup-
H=4kOe. posed that the condition of electrical neutrality is critical for
the formation of domains in both the insulator and metallic
phases of transition-metal oxides. The shape and size of the
In the analysis of these experiments in Ref. 142, thejomains are the result of the kinetics and thermodynamics of
authors called attention to the relative ease with which thene formation of the structure of the solid solutions. On the
charge ordering is suppressed by external influerises  ther hand, as was shown by Gorkov and SoRaf, the
Paragraph 4)] and it was concluded that the free energies ofiattice (J7) component is not neglected in the overall energy
the insulating AFM and metallic FM domains are close topgjance, then the electrical neutrality of the domains can in
each other. In this regard, their stable existence over a Widﬁrinciple be dynamically violated. Here, however, the do-
range of manganite compositiofia Ref. 141 the substituent mains can exist only in the form of “droplets,” i.e., they

used was Pr instead of La, in order to create an internghst pe very small, governed by the Coulomb energy.
pressure, which, through the tolerance factor, influenced the  op the whole, the problem of domain formation in

transport characteristics but did not eliminate the macroyansition-metal oxides still requires clarification, and one

scopic domain structuyewas called unprecedented in Ref. can agree that the novelty and unexpectedness of the results
142. As an additional reason for this conclusion they nameg), the stripe structures of manganites, in particular, and also
the large mismatch between the elastic stresses arising at th& rate at which information is being revised, make it im-
metal-insulator boundary. The richness of the self-organizinqbossime to reach reliable conclusions about the results of
structures in lightly doped oxidelassical and quantunis  some particular experiment. It can only be said with certainty

too great and unexpected to permit such a rapid recognitioRnat the intensive efforts of investigators should produce
explanation, and description. fruit, possibly soon.

At the same time, in continuing the comparison of man-
gapltes_ and cuprate_:s, it should be noted that the phase se%g-CONCLUDING REMARKS
ration in the metallic state of the latter has already been
studied for several years, and it has been shown that charge It may seem strange that in a review article on the sub-
separation is in principle possibisee the review® and the ject of the colossal magnetoresistaf@MR) we have not
references cited therginMoreover, charge separation is in- devoted a special Section to the CMR itself. This was delib-
voked to explain the process of domain formation in dopecerate. First, there are already the review articles, still current
layered HTSC oxides, on the basis of a comparison of thand valuable, by RamireZ, Gor'kov,”® and Nagaev!® the
energies of different charge distributions. In manganites it idirst of which deals mainly with the available experimental
due to the double exchange, which in the presence of eesults and methods of studying the CMR, and the second
strong intra-ion(Hund) exchange interaction and an inter-ion and third of which set forth the authors’ ideas about the
exchange interaction can make a nonuniform distribution opossible causes of this effect. Second, practically all the the-
carrier density preferable to a uniform distribution. Here theoretical approaches and proposed models of the CMR that
elastic contribution from the JT deformations is thought to bewe know of in one way or another rest on the concept of
nonneligible. In Ref. 143see also Ref. 25a list of around  double exchange, and there is now a firm consensus that this
twenty different experimental results is presented whichmechanism is inadequate for describing the CMR. Any new
would directly or indirectly support the assumption that theideas are apparently not yet fully ripe. Moreover, in light of
charges are spatially separated. the experimental facts that have appeafadd continue to

However, here it must be kept in mind that if charge emerge, there is a justified suspicion that even the founda-
separation really is present, it will inevitably lead to regionstions of the theory may need to be revised to take into ac-
with a high density of charges of one sign, and hence to @ount the various defects and inhomogeneitigeluding
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fluctuations. The plausible, but still in need of verification, must include such new factors asthe coexistence of struc-
hypothesis that the CMR is a consequence of a metaltures with severalincluding nanometgrspatial scalesii)
insulator (semiconductor transition under suitable circum- the competion of the AFM and FM ordering in the presence
stances(the presence of an external magnetic field and thef a strong electron-phono@T) interaction;iii) the influ-
proximity of the critical temperature of the specific— ence of well-developed fluctuations and the tendency of the
AFM—FM—magnetic transformation Therefore, we have system to form domains with different characters of the con-
considered it useful tdy) attempt to generalize the accumu- ductivity; iv) certain chemical and, possibly, technological
lated information about the main physical properties andaspects which are essential for the formation of sam(es
phase diagram of the manganites, which as far as we knov@ther words, the history of the samplestc.

has still not been set forth in a unified forin) present the It would not be an overstatement that the CMR, like
most recent experimental results which demonstrate the nofd TSC, has issued a challenge to the theorists, and they have
standard properties of the manganites, in which the lattice)0t yet been able to answer it. Finding a way out of this
magnetic, and electrical properties are intimately and nonsituation(and not waiting around for the next big anniversary
trivially interwoven;iii) present arguments as to the interac-to do thi would not only make it possible to put this re-
tions and mechanisms that cér cannot have relevance to markable effect to use in a more expeditious and predictable
the CMR effect. While the experimental data remains incon¥vay but would also stand as an achievement for all of physi-
sistent in the detailgquantitatively and sometimes even Cal science.

qualitatively), they basically confirm the presence of the One of us(VML.) thanks Prof. J. Bessa Sousa for kind

aforementioned connection, and chiefly, the unconditionalyyention and hospitality during his stay at the University of
existence of a very large and jumplike increase in the coNpqq M. A. lvanov for a discussion and helpful comments,
,dUCtiVity of the samples in the ngighborhoocha‘ underthe  gnq g v, Gomonay and S. F. Mingaleev for assistance in the
influence of an external magnetlc f'eld'_ preparation of the manuscript. This review could not have
~ We wanted to draw certain analogies between mangarkeen written were it not for the program PRAXIS XXI 2/2.1/
ites and cuprates, but we have to report that in the absence pfs/302/94 and support from the grants NATO Fellowship in

a deep understanding of their properties it is extremely difPortugaI CP(UN) 13/C/99/PO and PRAXIS XXI BPD/
ficult to do this. It must be mentioned, however, that even the 4226/97.

concept of a pseudogap, an attribute so specific to the elec-

Fronic (%]d spin structure of HTSCs, is _now being *g_mail: vioktev@bitp.kiev.ua

invoked’ for the description of the photoemission spectra** E-mail: ypogorel@fc.up.pt

of a number of manganese oxidésand that nanostructures YThis phenomenon was first observed by Searl and VWdng their reports

. . remained practically unnoticed, and, unfortunately, are seldom mentioned
of successively alternating layers of HTSC cuprates andas being among the pioneering papers.

manganites are being prepared and investigated. Both @Recall that, for example, in metallic films consisting of layers of magnetic
these types of oxide compounds, which are members of theand nonmagnetic metals, the analogous change, which is called the giant
same class of solids and have “super” properties, are perov_magnetoresistandéBMR), ordinarily does not exceed 4% atT~4.2 K

. . . . . (see Refs. 7 and 10
skite systems with a strong electronic correlation, and in bOtb,)AIthough at the present time not much can be said about why this should

systems the insulator phase has AFM ordering and the physine, it is hard to ignore the fact that the perovskites possessing truly unique
cally most important ions Cd and Mr?" have a JT nature.  properties—HTSC and CMR—lie at points of the Ruddlesden—Popper se-
In these systems nonisovalent doping brings about a transilies which are infinitely far apart with respectitoTrue, a smaller CMR
tion to a metallic state. the structure of which. as a rule haseffect is also observed in layered manganites with2, and these com-

. ! . ! ’ "~ pounds have been intensively investigated in the last 2—3 years.
an inhomogeneous—domain—character, and the magnetiSingeed;r,, 2+ ~0.85 A, r 3+ ~0.7 A, andr ya+~0.5 A: for comparison,
of the conducting regions is differefalbeit in different some other radii are z+~1.2 A, rce+~1.05A, andrpz-~1.4A. One
ways from the initial. In both cases the dopants introduce can see how strong the doping-induced local distortion can be.

5)

; ; We will mention one thing: the measured values of thér@isen coeffi-
s_tructu_ral and magnetic disorder to the system, and th(_aciem in LgysCat oMNO, vary from 85(40 KeT=260K) to 250
ligand is oxygen. However, the consequences of these physi-

T . . . ~600 K),'®1% whereas in most solidéone of the rare exceptions being
cally similar processes in transmon-m.etal oxides are the fyjierite)®2 it has a value of 2-5.
CMR effect (in manganites and HTSC(in cupratey and  ®Here is an appropriate place to mention that in Ruddlesden-Popper com-
these effects do not have an obvious commonality. pounds withn>1 the ionic composition of the transition metal is not so
The question of what models will be retained as the simple. In particular, it is easy to see that for 2, for example, or in the
. layered system fMn3;0,, the manganese ion, even in the insulating phase,
theory is developed further—double exchange, Jahn—Teller, v ystem §nO7, the mang o - nsuiating p
. . should exist in states of different valend&n?" and Mrt") with equal
KOQdO_, band o I_\/Iott—Hub_bard msu_lator, polaron, bipolaron, oncentrations. The substitution of divalent alkaline-earth ions for the rare-
statistical, impurity, etc.—is not so important. Each of them, earth metal in this compound should give rise to mobile holes in the
by illuminating some aspect of some oxide or other, makes it transition-metal subsystem, but it remains unclear which of the charge
X i ! 3+ 3+ _ Mn*t i f
possible to penetrate more deeply into the properties of thes&xgr:a”ge processes, Rin-Mn*" or Mn®*—Mn®, is responsible for
systems. Thanks to t.he aforem_entloned. overlap 'Of the7)Actually the octahedra suffer small rotations, which mix the states of the
HTSC and CMR regions, certain questions of solid-state multipletse, andt,, ; these are usually neglected, and the lattices of these
physics are seen in a new light. For example, there is the fa%lsystems are assumed completely isotropic. .
that bad(including half metals in certain situations may not It should be noted that for many compounds, including pure Laj/ku@

obey the Landau theory of the Fermi liquid, and no other AMnOs and also LaCu0, the anisotropic exchange, owing to the rota-
.tions of the octahedra, is actually allowed and gives rise to a weak ferro-

approach as general and effective has been developed. It Ifhagnetic momerf® However, as in the case of the magnetic anisotropy, it
almost beyond doubfsee, e.g., Ref. 150that the theory s hard to imagine that its existence is reflected in the basic physical prop-
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erties of transition-metal oxides, in particular, CMR or HTSC.

9Recent optical data indicate tha;~1.5 eV, while the transfer integral
~0.1 eV;® although nowadays it is assumed to be somewhat hf§f#ér.
Meanwhile, abandoning the conditidp— (more precisely, taking into
account the finiteness df;) leads to the formation in the AFM crystal of
a narrow W~t2/J,) band, which is ordinarily neglected, for under real 20
conditions it cannot provide coherent transport of fermions through the
crystal.

OA quantum calculatioff of this angle gives the formula c@#2= (S
+1/2)/(2S,,+ 1), whereS, is the total spin of the pair an§l,,, is the
spin of the manganese ion in the low-spin stétethis case it is the spin
of Mn*").

Winterestingly, the influence of the currentless excitations—excitons—on
the magnetic state of the system would be somewhat different. In fact, the
width of the magnetic exciton band in antiferromagnetic insulatiike
the exchange interaction between localized 9piiss proportional to
cog 4/2 (Ref. 71. Consequently, increasing the concentratignof such
excitations can only change the sign of the coeffici¢ot | ,pSz
—Wx,) multiplying the cosine and thereby cause a first-order transition
from the collinear AFM to the FM structure.

2These should not be confused with semimetals, which are systems of @
completely different physical nature. In them the conduction band is char-
acterized by an anomalously small Fermi surface, irrespective of magne+
tism (which is generally not presentAnother important difference is that 2
the conduction band of a semimetal had places for electrons, while a 3
half metal hasN; this has a general resemblance to the case of Hubbard
subbands in strongly correlated metals.

Bt is hard to agree with this, for the large Hund exchange consiaiin
manganites does not allow one to treat the carrier as isolated from the ion
on which it is found, although this is almost always assurfses: Para-
graph 3.5.

¥The value given can be assumed to be somewhat overestimated. First,
calculationg® show thatt is at least a factor of two lower, and second, the !
valuez=6 corresponds to a cube, which possibly has not yet formed at
x~0.2. Nevertheless, the main assertion as to the inadequacy of the
double exchange model for explaining the CMR effect remains valid.

BWe are not talking about the local distortions caused by theidn itself,
which are quickly reflected in the tolerance factor, the change of whichio
we are neglecting. 1

19ts relatively small value may explain why the FM phase in L&,MnO, 12
is shifted into the regiox<0.5. On the AMnQ side the carriergelec-
trons must contend with the AFM exchange from all the neighbors in the 13
cubic lattice at once.

"The same physical conclusion was reached by the authors of Ref. 112 by
proceeding from an experimental study of the transport properties of a
large number(including fluorine-substitutedorthomanganites. Another
finding of that study, that there is no direct link between the resistancel®
magnetoresistance, and ferromagnetism in conducting and nonconducting
manganites, cannot be regarded as conclusive and requires verification16

BWe note that the spin—spin FM correlations are also suppressed more
weakly in the microferrons described above than in the matrix. 17

91t is appropriate to note in this regard that the increase in the number of
microferrons with increasing and their joining into a single infinite me- 18
tallic cluster are also consistent with a percolation approach.

20In some paperge.g., Refs. 119 and 126 is assumed that a hole occu- 19
pying ap orbital enters into such a strong exchange interaction with the
spins of neighboring M ions that it forms a bound complex with
them—a small-radius magnetic polaron, for which the double exchange
model no longer applies. However in such a case it is more logical to usé*
it not for oxygen holes but for the motion of such polarons over the AFM
lattice.

2UThe phenomenological approach proposed in the paper of Lyuksyutov antf
Pokrovsky?® for describing the CMR admits correct incorporation of the
thermodynamic relations between the number of delocaliaathg to the
formation of polaronscarriers and localized polarons while conserving
the total number of each. In that approdske also Ref. 128he transi-
tion of the PM insulator to a FM metal occurs specifically by the thermal 2°
redistribution of carriers between their free and boulodalized states, 26
and this, in turn, can depend ¢h

21t should be kept in mind that the stripe structure pertains only taathe
planes. Being correlated, the stripes of differabplanes themselves form
ac or bc planes with ordering of the corresponding character.

It is pertinent to point out that the CMR depends appreciably on the
technology used to obtain the reé@hcluding granular and/or defect-
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containing samples. For example, in Refs. 145 and 146 it was shown for
the particular case of La,Sr,MnO;_4(0.15<x=<0.3) that the drop in

the CMR at the transition point depends on technological parameters such
as the sintering temperature. These measurements again attest to the fact
that the macrostructure of manganites, if it is not the direct physical cause
of the CMR effect, undoubtedly influences its value.

In that paper the pseudogap is identified with the decrease in the quasi-
particle weight seen in ARPES experiments, the explanation for which is
similar to optical transitions in molecules, where in the case of strong
coupling with vibrations the intensity of the zero-phonon transition is
suppressed in comparison with its phonon wing. From a comparison of
the frequency of this Franck—Condon transition with, the part of the
density of states corresponding to polarons is carried over to the region of
the multiphonon continuum. It is thought, however, that such observations
do not justify the use of the term pseudogap in a situation where the
causes of the formation of the gap itself are not appaisee also Ref.
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The present-day analysis of the theoretical adaptation status of the experimental curves of the
magnetization and the static magnetic susceptibility as functions of the external
parameters H and (H is an applied external magnetic field aids a temperatuneis made for
granulated ferromagnetic systems. Once more it is pointed that the consideration of the
energy of magnetic anisotropy of a ferromagnetic matéaalagainst the methods of the adapt
used everywhepeplay an essential role for the understanding of the magnetic behavior of

the systems mentioned above and allow us to investigate the magnetoanisotropic behavior of
granulated magnetic systerfat certain granule distribution functioriby their volume

and orientatiopas regards the external magnetic field is shown that the use of the “blocking”
concept is not necessary for the investigations of the thermodynamically equilibrium

magnetic properties of the above systems. 2@D0 American Institute of Physics.
[S1063-777X00)00203-4

1. INTRODUCTION in’s classic theory is described by the function of the same

Granulated magnetic material&MM) have long been name. '_rhus, the magnetizatige{H, T) of a gas of identical
magnetic momentg can be expressed #8.g., se€)

subject of intensive and quite successful research. They con-
sist of small ferromagneti=M) particles(clusters, granulgs
in a nonmagneti¢weakly magnetic matrix. The subject of _ w
) X . w(H,T)=N|ulL ,

research can be dielectric materials of the FM component kT
and matrix as well as conducting materiais.

The renewed interest in GMM-materials is explained bywhereN is the number of atomic magnetic momepti the
the recent observation of the so-called effect of giant maggas unit volumek is Boltzmann's constant and(x) is the
netoresistancéGMR) in such conducting systenfs. Langevin function. It is necessary to note that the description

It is not hard to understand that the GMR-effect is con-of a magnetic particles system with the help of the Langevin
nected with an additional channel of current carriers scatterfunction (as in the present cases decisively based on the
ing on FM granules and is secondarily related to the uniqueact that magnetic energy of each particle of the ensemble
magnetic properties of GMM materials. Therefore, below, asossesses only one minimuin its orientation dependenge
the first stage of research, we limit ourselves to the analysighich corresponds to the orientation of the particle magnetic
of the equilibrium magnetic properties of the systems conmoment alongside the direction of the applied external mag-
sidered above. netic field. It is important that this orientation dependence is
described by a function of- cos 6, where 6 is the angle
between directions of the magnetic moment and the field.

c) All real FM materials are magnetically anisotropic

a) The object under investigation is a solid heteroge-ones. This means that the magnetic moment of each particle
neous systenan ensemble of FM particles incorporated into of the ensemble in the absence of external magnetic field
a nonmagnetic solid matix As a rule, these are systems tries to orientate itself alongside the so-called directions of
with a small(volume content of the FM component which is “easy magnetization.” For reversing the magnetic moment
essential when interactions between particles of the systewf each of the ensemble particles from one of these directions
are neglected. In other words, FM particles of the GMM-to another onéunder the influence of some external faciors
system can neither rotate nor move forward nor change theit is necessary to overcome an energy barrier. The value of
volume (the state of thermodynamic equilibrium is meant, of this barrier is determined by the magnetic anisotropy energy
course. of the particle(and, consequently, by its volumé and ex-

b) As is known, the dependence of a magnetic momenternal factors.
or a magnetizatiorti.e., magnetic moment per unit volugne d) If a GMM system consisted of magnetically isotropic
of a gas of noninteracting paramagnetieM) particles on  FM patrticles, i.e., if a corresponding energy barrier did not
external parametef@bsolute temperatufBand the value of exist, the description of its magnetic properties would be
external magnetic fieltH) within the framework of Langev- possible with the help of the Langevin function. In so doing

L(x)=coth(x)— % (1)

2. OBJECT OF RESEARCH AND ITS MAIN FEATURES

1063-777X/2000/26(3)/7/$20.00 194 © 2000 American Institute of Physics
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the temperature-field dependence of magnetizdgog., see of a separate-particle with the volumeV; and saturation
Ref. 1] of a system-ensemble of identical volume particles inmagnetization of granules of FM substancgrepresents the
this case is written as: sum of a magnetic anisotropy energy; and its Zeeman
MSVH) energyey; in the external magnetic field, i.e.,

kT

u(H,T)=pudl 2

gi=€aiten;- (4)
where s is the saturation magnetization of FM substance As is known, the expression

usV is the value of the magnetic moment of the particle with 5

the volumeV. GMM systems whose magnetization is de-  €ai= —KenVi(xi,&,) )

scribed by expreSﬁlo(Q)”(w(gh the addition OI_ bIo;k;;g can be written for magnetic uniaxial particles, where the con-
concep) are usually calledsuperparamagnetican ese stantK . represents the density of effective uniaxial mag-

concepts were first introduced into the physics of magneti(hetic anisotropy energyl, = .V is the value of magnetic

phenomena by C. Bedn. moment ofi-particle of the ensembley; ,e, are unit vectors

th ¢ EtY‘Tn if ]:N'Gtkl\'/lf\qe hzlp gf an tgxt(?[_rnaltrr?agnetlc f'gld N along the directions of the magnetic momémt and Carte-
€ particies o underinvestigation th€ energy Damelg;,, axisi along which the magnetic anisotropy axes of all
connected with the energy of magnetic anisotropy is de

. . . system particles and external magnetic field are oriented. The
stroyed, the orientation dependence of magnetic energy

. . . : eeman energy of thieparticle is

system particles is not described by the @finction (ex- 9y P
cept in the limiting case of “a very strong external magnetic  &.,;=— uViH(y;,€,). (6)
field” which will be treated below. ) ] ) )

f) Thus it can be stated that the GMM systems with!n @ spherical system of coordinates with the polar axise
granules of real FM material that we consider cannot behave
generally speaking, described by the classic theory Langevin.
This circumstance was also noted earlier also by LelRé&°
Yu. Reicher, M. Shliomi¥" N H=(0,0H) 7

g) Nevertheless, up to now, attempts at describing real . o
GMM systems with the help of the Langevin function have @nd the expression for the full energyafparticle is written
continued to be madésee Refs. 1-5, for exampleHow- @S

ui=(cosg; sin 6; ,sing; sind; ,cosb;),

ever, it should be npted Fhat, in order to describe peculiarities &= — Mg, (coL 6+ 2h cos)), ®)
relating to magnetic anisotropy of the FM component, the

concepts of “blocking volume” of particles at a fixed tem- uH H

perature and “blocking temperature” of fixed volume of par- ~ Ag,i=KeVi>0, h= K. AL

ticles were introduced into the physics of magnetic phenom- eff @

ena. The value ofAe,; determines the energy barrier in the ab-

h) In a real GMM system there are FM component par-sence of the external magnetic field that is to be overcome in
ticles of different volume, i.e., in the system, there is a cer-order to change the orientation of magnetic moménfrom
tain function of their distributionf (V) by volumeV. It is  one of the “easy” direction®d;=0, 7 to anotherd,= ,0.
evident therewith that the full volume of FM substance inthe It is not difficult to show that the value of the energy
system is barrier in the external magnetic field of selected orientation
Vi decreases with the increaselofalue by the law
vmang Vf(V)dszi f,V;, (3)

min ASiZASai(l—h)z. (9)
whereV i, and V., are the minimum and maximum gran- At last, when the value of the external magnetic fiéld

ule volumes existing in the GMM syster¥; is the volume  reaches the value of the so-called magnetic anisotropy field
of the i-granule, f; is the number of granules with volume H,, i.e., h=1, the energy barrier disappedsee Eq.(10)]

V;. In Eq.(3) we gave both continuous and discrete descripand in the energy of the particlg just one minimum is left
tion of the subsystem of FM substance granules in the GMNht 9, =0, i.e., the only one equilibrium state. In this external

system. magnetic field, the energy of the particleis

— 2
3. MAGNETIC ENERGY OF GRANULES, ENERGY BARRIER gi= —Aegy(cosf+1)°—1]. (10

AND FREE ENERGY OF THE SYSTEM While the value of the external magnetic field increases fur-

The object for investigation is placed in an external mag-her, there is only additional deepening of the single mini-
netic field, the direction of which coincides with that of mag- mum in the particle energy; at 6,=0.
netic anisotropy axes. Néwas the first to consider such a Based on the above uncomplicated arguments, the fol-
geometry of the problertf. At the initial stage of research we lowing conclusiongvery important ones for further discus-
neglect the interaction of FM component granules with eaclsion) can be drawn:
other. Moreover, all the particles of the GMM system are 1. Granules of different volumes have different values of
supposed to be unidomain, i.e., magnetized homogeneouslgorresponding energy barriers. This makes it possible, if
It is evident that, when there is no interaction betweemeeded, to introduce the concepts of “volume” and “tem-
particles(and only in this cage the full magnetic energy; perature” of blocking.
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2. Energy barriers in the granules of different volumelt is necessary to emphasize that additivity of free endrgy
disappear in one and the same external magnetic field whicti6) of the system(and the expression for partition function
is equal to the field of magnetic anisotropi, [condition  Z (14) as the produgtis conditioned by our neglecting of FM
h=1 from Eq.(9)]. granule interactions with each other. As will be seen below,
3. Orientational dependence of the energyi gbarticle  the magnetic moment of the system will also possess the
€;, even at energy barrier disappearance, is rather far froradditivity property. It is mathematically reflected in the in-
being ~cos # [see EQq.(10)]. In other words, even in this dependence of some direction of tith cluster magnetic
case, generally speaking, the Langevin description of thenoment from the state of other system particles.
GMM system does not seem to be correct, although all the
particles of the system are “unblocking,” i.e., they behave in

a W‘Zy (r)eslemb"ng a S%Pegpan?rga%”e“c Or:e't A belor - MAGNETIC MOMENTS OF SYSTEM AND GRANULES, ITS
nly in casegwhich will be demonstrated belg CONSTITUENTS, MAGNETIZATION AND STATIC

>maxAe,} andH>H, can one use the Langevin descrip- \yaAcNETIC SUSCEPTIBILITY
tion of the system W|thout doubt.

Thus, the energy of thigh particle of the GMM system As is known, the magnetic moment & (H,T) of the
is described by expressidi8). The granule ensemble con- system at temperature differing from absolute zero is ex-
tainsf; particles withV, volume, wheref; is the function of  pressed by
granules distribution by volume and the full volurve,,, of _
the FM component i$3). The full energy of the GMMgsys- M(H,T)==dF(H,T)/oH, (17
tem (the energy of noninteracting granules ensembén be  or, accounting for the geometry and symmetry of our prob-
written as lem,
E=E fo. 11) M(H, T)=M(H,T)e,,

! M(H,T)=—9dF(H,T)/oH. (19
whereg, is determined by expressids).

At finite temperatures the probability of detecting the
system (having thermodynamic equilibriumwith energy
E(X;) in the volume element of generalized coordinates

ITdx; is determined by the Boltzmann exponent
[

Taking into account expressidi6) for the system free en-
ergy, it is easy to obtain frorfiL8)

M(H,T)=2 fiM;(H,T),

—E(x)/KT]. 12 _ AN _
exd — E(x)/kT] (12 M,(H,T) TaHln[AIL)idQ,

In our case, it means that the probability for thparticle
(granule with volumeV; to have the direction of magnetic
moment M; in the element of space angla(;
=sing dg,do is

ASai
Xex;{ﬁ(cos’- 6;+2h cosé;) ] (19
Further on, it will be convenient for us to use the so-called
13) reduced parametefas regards the internal parameters of the
system, namely as regards the value of energy barrier in the
where A, is some constant. It is clear that in this case the absence of external magnetic field and the value of magnetic
d anlsotropy field

Asai
dw;=A ex W(coé 6,+2h cosé,) |dQ

corresponding statistical suihof the system is determine

by an expression as=Ag, [kT=KgqV; /KT, h=H/H,,
As.: fi _
z=1] {AJ inexr{%(cosz 6,+2h cosé,) ] Ha=2Ker/ ps. (20)
: 2 (14) This is convenient because, e.g., for GMM systems with

various FM componentsi.e., different values oK and
and the free energl of the system ws) but with identical functions of particles distribution by
their volume f(V) and identical V.4 and proportion

F=-TInz (15 . o - .
Keit Vo /KT, whereV, is the position of function maximum
takes the form: Vf(V), the curves of reduced magnetization
-1
F(HT)=2 fiFi(HT), (16) m(a?,h)= (E fiMi(H, T))(MSZ fivi> (2D)
I
where as functions of reduced magnetic fidgldust coincide.
It is not difficult to show that, when the variabl€20)
Fi(HyT):_TIn[AiJ dQ; are used, the expression for the system magnetic moment
Qj (19) can be written as
Ae
Xex;{ kTa } M(H,T)= 2 fiM(a?,h),
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a?
M;(a?,h)= 7'[ f dQ; exd a?(cog 6,
Q

_1 (9
+2h cosai)]} a_hf dQ;
Q;

x exd a?(cog 6,+2h cosé,)]. (22)

In the case of continuum description

exda?(1+h)?]—exd a?(1—h)?]
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m(H,T)=

Jvmafo(V)QD[aZ(V),h]dV)

min

X (23

Vmax -1
f Vf(V)dV)
Vimin

where m(H,T) is the reduced magnetizationn{(H,T)
<1|), and

1—exp(—4a’h)

2 —
P = e (erfla 1+ b+ erfa -]}

In expression(24) for the function®(a?,h) both special
functions

2 X
erfi(x =—J’ dtexp(t? 25
(%) 7o o) (25)
and the Dawson integral were used
X
FD(x)=exp(—x2)j dtexp(t?). (26)
0

Thus, from expression@3)—(26) it is clear that equilibrium

curves of magnetization of a real GMM system consisting o

magnetic anisotropic FM material granulés this case of
magneto-uniaxia) and, consequently, all equilibrium mag-

netic parameters of such a system in the whole range o

external parameters chan(gé¢ andT) can be described only

by thed)(aiz,h)—function and cannot described by the Lange-

vin function L(2ah) =L (usV;H/KT).

There are quite substantial reasons for believing that i
real GMM systems the so-called Lifshitz—Slyozov—Wagner

logarithmically normaklog-norma) distribution?*3 of par-

ticles by volume is implementedee, e.g., Refs. 12—-14.e.,

1 IN2(V/V,)
f(V)=\/ZV exp[— 552 } (27

In expression27): o is dispersion(half-width) of the corre-
sponding distribution whilé/, is the volume corresponding
to the maximum of the functiovf(V). It is necessary to
note that the using of the log-normal distribution functida
propertie$ gives us the possibility of extending the limits of
integrations in(23) to the whole interval of volumef, c}.
The temperature parametef can be expressed by the
so-called blocking temperature. As is knowsee, e.g';),
the blocking temperature of the particle with volurde in
the absence of external magnetic field is determined as

T
T

: (28)

Tg,'i=KeﬁVi/kIn( -

where 7 is relaxation time and- is observation timdas a

rule, in the usual experiment to measure static magnetic

equilibrium properties Inf7)~25 is used Then, it is evi-
dent that we have

- 2a;{Fp[a;(1+h)]+exp —4a’h)Fpla(1—h)]}

—h. (24)

ai2=(T8|’i/T)In( ) (29)

r
70
However, the following should be noted. The temperature
and volume of blocking are introduced into the physics of
GMM systems when their equilibrium properties are de-
scribed in order to break the sums or integrals in the numera-
tors of expressiori24) into two parts, the first of which re-
lates to “blocked” particles, the second parts relates to
“unblocked” particles. In so doing, “blocked” particles are
described as showing “ferromagnetic” behavior, while “un-
fblocked” ones, with the help of the Langevin function, as
showing “superparamagnetic” behavior.

The use of the functiorb[aiz(V),h] instead of Langev-
ip’s function eliminates all the noted contradictions and com-
plications and we do not think it is necessary to use the
concept of blocking(at least when describing thermody-
namic equilibrium magnetic properties of the GMM sysjem
The argument of exponera!‘-z(l—h)2 and the argument of
r?unctions erfi[a;(1—h)] and Fp[a;(1—h)] completely
takes into account the competition of heat energy with the
full magnetic energy of the particle of any volume at any
significant parameterBandH. This moment is thought to be
quite significant and it is connected with the magnetic anisot-
ropy of granules of the FM material. This more realistic de-
scription of magnetic properties of GMM systems was pro-
posed by F. G. Wektin 1961 (see also, Ref. J6and was
forgotten afterward.

Static magnetic susceptibility of a system is determined
as

x(H,T)=dM/oH (30
or, taking into account that
J _ Ms J
JH 2K oh’ (3D
we obtain from Eq(30)
,U~2
X(HT)=5—2> fiVi¥(af.h)
eff |
2
Mg Vmax 5
= Vi(V)¥(as(V),h)dV, (32
2K9ﬁ Vimin
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where m
1.0} .
watn) 23 1ih) exda?(1+h)?]—exda?(1—h)?] o Jooe AR R
a ,n)=—(1+ . - L ) .
i Jn erfila;(1+h)]+erf[a(1—h)] 0.8l ;e ® More realistic fu.n:::n-023
-m W
7 [exda?(1+h)?]—exga?(1—h)?]) 2 s et -
T 8| effla(1+h)]+erfla(l—h)] | o6 ° "
(33 0.4l .*:!, ff-“.«— Langevin function
In conclusion of this section we would like to recall that o ',t* e—V=10"2cm® T=10K
when describing the GMM system as a superparamagnetic 0_2_%,&‘ o o —V=1022 c¢m3 ,T=10K
one, I;;f w — V=107 cm3, T=300K
M(H,T)= s>, fViL(2a%h) E 2 3 4 5
I
Vmax FIG. 1. Dependencies of the magnetizatios w/ s of GMM system with
:,U«sf VH(V)L(2a%(V)h)dV, (34 identical particles on the Langevin parameter u VH/KT for different
Vmin volumes of particles and temperatufgg=10° Gs, K =1 erg/cn¥). The

Langevin description of all GMM systems is the saftiee different regions

and the static magnetic susceptibility of the lowest curve

2

/'L ]
X(HT)= 2= fiViE(af,h)
2Kt 5
W2 v f(V)~8(V—Vy). (40)
= ZKS fv f(V)E(a*(V),h)dV, (35 Here, the reduced magnetizatiof(H,T) of the GMM sys-
eff = Yimin tem has the form
h
wnere m(H,T)=d(a3,h), (42)
ViH
2a’h= MTGI' (36)  and the static magnetic susceptibility
2K
the argument of the Langevin function corresponding to the eﬁX(H,T):\p(ag,h), (42)

Langevin classic theory, while Hs
2_
sinh(2a2h) — 4a*h? WhergaO—KeﬁVo/kT.
E(a?h)= g 5 L ) S (37) Figures 1-4(as the examplgspresents the results of
2a7h”sinh(2a7h) numerical calculation of curvem(H,T) vs the Langevin

It not difficult to show that, for example, in the case whenparameter a’h=u VoH/kT and curve(h) andx(t) for a

the orientation of the applied external magnetic field is perGMM system consisting ofeal FM granules of the same
pendicu|ar to the magnetic anisotropy axis of granu|es théizevo at different correlations of external and internal pa-
(I)(ai ,h)-function in expressiong) has the forn'(this case rameters of the system. In general, it is seen Clearly that these

corresponds td o <0) results differ essentially from those that were obtained with
) 5 ) 5 the help of the Langevin function. Especially significant to

®(a h)— iexd —ai(1+h)’]—exd —ai(1—h)7]} “h note is a substantial increase in the initial static magnetic

t \/;ai[Erf{ai(lJr h)}+Erf{a;(1—h)}] ' susceptibility of the GMM system(as compared to the

(38 Langevin ong x(h=0) in the range of low temperatures
Ket Vi H
2_| effl Vi _Ms
ai = KT h 2| Keff| ) (39)
. ) 0.08
where Erf(x) is the error function. baa,
- -
2 0-07T =834, — The more realistic case
5. SOME SPECIAL CASES. COMPARISON WITH LANGEVIN o =
CLASSIC THEORY 20.06r _
= The Langevin case—
e 0.05}

a) GMM system with granules of identical sizes N |

Under these conditions, it is evident that in a discrete 0.04
description of the GMM system there is only one valud of
different from zero that corresponds to the volume of gran- 0-030 2 4 6 8 10
ulesVy, and it coincides with the total number of granules in h

the system. When the GMM system Is described in Con-FIG. 2. The static magnetic susceptibiligye=dM/dH of a GMM system

tinu_um, the distribution function of the system of particles by with identical particles as a function of the reduced applied magnetic field
their volume has the form of the Diragfunction h=H/H, at “high” temperaturest =kT/K 4 V=10>1.
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20f c) H>H,(h>1).
In these conditions, taking into account thabosd<1
- and neglecting the unity as compared hdn expressions
|\ =— The more realistic case (13), (14), (16), (19, and (22), we come to the Langevin
classic theory. And this is not surprising as it is under these
conditions that the energy barrier in all the particles of the
GMM system disappears and the orientation dependence of
full magnetic energy of the systefisee Eq.(9)] becomes
<— The Langevin case quite near~ cosé.
----- The same result can be obtained by using asymptotic
— expressions for the above mentioned special functions at the
0 0.2 0.4 h 0.6 0.8 1.0 corresponding conditions.
d) h=0.

FIG. 3. The static magnetic susceptibilig=dM/dH of a GMM system In accordance with the general postulates of equilibrium
with |dent|ca‘! pa’r’tlcles as a function of the reduced applied magnetic f'eldthermodynamics in this situation, at any temperatures, the
h=H/H, at “low” temperaturest=kT/KV=0.1<1. ~ ; . ! ’ N

system under investigation must be demagnetized, me.,
=0. It is this result that comes out of the expression for the
function tb(aiz,h) [see(24)] ath=0, as the numerator of the
first term is equal to zero, its denominator is equal tm2

Keit Vo/KT>1. This can be essential when GMM objects are
used in devices to record and read out an information. : .
= a . PR erfi (a;) and the second term is equal to zero.
b) The casef;V; = const{/f(V)=const) is a specific dis- ) ; .
Lo . ; . e) Let us consider now the region of temperatures which
tribution of the system particles when particles of any size

. : are so “high” that one can think that, f@; parameters of all
contribute equally to the magnetic component volume of thq[ . . 2 !
GMM system. he system particles the conditioag<1, ai<1 are fulfilled

It is not difficult to show that, in these cases, the reduce nd the region of values of the external magnetic field is such

o : hat ai2h<1 (this corresponds to the case @fV;H/kT<1,
magnetization of the system can be expressed in the form K Vi /KT<1). Using expansions

Vmax
mH,T=—f ®[a?(V),h]dV. 43 1
SRR VS v Vinin [a*(V).h] “3 exfa’(1=h)?]=1+af(1xh)*+ sal(1=h)’+ ...
Using the theorem of integral calculation on the average (46)

Vimax ~ and
JV _ ®[a*(V),h]dV= (Ve Vmin ®[2%(V),h]  (44) 1
m erffa;(1+h)]=a;(1+h)+ za(1+h)3+...
we come to the expression 3
it is not difficult to obtain

where V is some value of the volume from the range @(af,h):%Zaizh:%Mi{['H
[Vmin anax]r i.e., Vmingvgvmax-

In other words, this GMM system with such a distribu- Which coincides with the expansion of the Langevin function
tion function behaves as a GFM system consisting of identiwhen 2a°h=uV;H/kT<1. Accidentally, it also follows
cal granules with the volumé¥. Considered below are some from this that at any temperature differing frofm=0 at
limit cases for values of the system’s external parameters h—0 the magnetization of each FM granulnd therefore
andT. of the whole GMM systemtends to zero.

Thus under these conditions, every granule of the GMM
system and the system as a whole can be described by the
- classic Langevin theory, i.e., the phenomenon of superpara-

A magnetism takes place.

The above expressions show that when the conditions
a’<1, 2a’h<1 are implemented, the presence of the energy
301 -« The more realistic case barrier in the GMM system granules is not esseriiatan

m(H,T)=®[a?%(V),h], (45)

(47)

=
Jo [ use the Langevin descriptipn
220 \
§m10: \\‘ 6. CONCLUSIONS
-The Langevin case == It has been shown that, in a general case, real GMM
' : ' ' systems with a magnetic anisotropic FM component cannot
0 0.05 0.10 t 015 020 025 be described with the help of the Langevin classic theory,

FIG. 4. The static magnetic susceptibilig=dM/dH of a GMM system I'e"_ their the_rmOdynam_IC_ _eqU|I|br|um magnetl_zatlon and
with identical particles as a function of the reduced temperatureStatic magnetic susceptibility cannot be described by the

t=kT/K4V at “weak” external magnetic fielth=H/H,=0.01<1. Langevin function and its derivatives.
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Phase diagram of a strongly anisotropic biaxial ferromagnet and the spectra of coupled
magnetoelastic waves
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The spectral and thermodynamic properties of a biaxial ferromagnetic crystal are investigated at
different temperatures. It is shown that, depending on the direction of the external magnetic

field, in the case of a large single-ion anisotrdpyuch greater than the exchange interagtibere

can be both a reorientation phase transition and a transition involving a decrease in the

modulus of the magnetization vector. In the first case the elastic and magnetic subsystems actively
interact, which leads to the softening of a transverse polarized phonon mode at the point of

the orientational phase transition; in the second case the magnon and phonon branches do not
interact, and the phase transition takes place through a magnon mode. The phase diagram

of a highly anisotropic biaxial ferromagnet is constructed for an arbitrary orientation of the external
magnetic field and for arbitrary temperatures. 2000 American Institute of Physics.
[S1063-777X00)00303-7

1. INTRODUCTION magnetic field, and a wide range of temperatures.

.The most popular theorepcgl model for studying Mag", DISPERSION RELATION OF A BIAXIAL FERROMAGNET
netic systems is that of a uniaxial magnet. Its popularity is

due to the transparency of the results and the relative sim- As a model system we consider a biaxial Heisenberg
plicity of the mathematical description of this modslee, ferromagnetin an external magnetic fiédddirected parallel
e.g., Ref. 1. However, technological progress has led to theto the @2 axis. The Hamiltonian of the system is written
creation of a number of new magnetic materials with B B
anisotropies more complicated than the uniaxigl. Thgse ma- H=-Hy, S+ 712 (S2)2+ 722 (S)2
terials are mainly low-temperature magnets in which the n n n
single-ion anisotropy is comparable to or even greater than Bs 1
the exchange interaction constaetg., the singlet magnet + ?Z (S)2— EE J(n—=n")S,Sy
CsCrBrg (Refs. 2 and Band a number of others n n.n’

Such magnets can exhibit purely quantum efféctshe

presence of which can have a substantial influence on both +vo; (Sin)zun(n)+01; S, Shuij(n)
the dynamics of the system and on its phase states. In par-
ticular, they can have phases with a tensor order parameter— N
dri=2> uZ+u> U} (1)
so-called quadrupole-orderd@O) phases(see Refs. 1, 7, 2 < ST e Vik (s
and 8. '

The onset of QO phases in these systems is due to 4hereB; are the single-ion anisotropy constanién—n’)
change of the ground state and inversion of the energy levels; 0 i the exchange integral; are the magnetoelastic cou-
The latter depends substantially on the orientation of the exPling constantsy; are the components of the strain tensor,
ternal magnetic field relative to the crystallographic akes. @nd\ andu are elastic constants.

In addition, taking the magnetoelastic interaction into ~ 1he c()alltl:ulat|ons are done in terms of the Hubbard
account leads to a number of interesting results, e.g., to gperatorél. ** For simplicity we assume that the spin of the
fundamental change of the spectral properties in the neighfh@gnetic ionS=1. However, the proposed calculational
borhood of the orientational phase transitions, specifically, t$¢heme is also valid fag>1. .

a softening of the phonon branch of excitations and the ap- Separating out in the exchange par{dfthe mean field
pearance of a magnetoelastic gap in the magnon speéftum (S due to the ordering of the magnetic moment, we obtain
In this paper we construct a microscopic theory ofthe one-site Hamiltoniaf,(n), which in terms of the Hub-

coupled magnetoelastic waves in a biaxial ferromagnePard operators has the fottn

(FM); this theory is able to take into account the large single-

ion anisotropy and the magnetoelastic coupling for an arbi- Ho=; % AuHY 20 AXq . 2
trary orientation of the external magnetic field and over a “

wide temperature interval. The phase diagram of these magdere Xﬁer",’"Mz |, (M) ¥,(M)| are the Hubbard op-
nets is obtained and investigated for different relationships oérators describing the transition of a magnetic ion from the
the material constants, an arbitrary orientation of the externatateM’ to the stateM (M =—1,0,1); H,'Y'Exr’:’”‘" ; aare are

1063-777X/2000/26(3)/6/$20.00 201 © 2000 American Institute of Physics
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the corresponding root vector¥,,(M) are the eigenfunc-
tions of Hamiltonian2). For a magnet witls= 1 the general

form of the functionsW,(M) was established in Ref. 6.

Solving the Schrdinger equation with Hamiltoniaf2) we

Mitsa et al.

strain tensor, which describes the vibrations of the crystal
lattice, and quantizing the dynamic part in the standard
way? we obtain from Hamiltoniar(2) a Hamiltonian de-

scribing the processes of transformation of magnons into

obtain the energy levels of the magnetic ion with allowancephonons and back:
for the magnetoelastic interaction:

2B1+ B2+ B3 X Z EPMYM+E Yo
=g —(uxx+u yF2u5) =3, Y
where
EO: BZ—;ﬁ?» + Uo( U)C()X+ Ugy), (3)
Puiw=2 (b +b i DTV NIWN;
2/31+/32+,33 X ki
E—— —(uxx+u yF2U5)+ 3,

b*, , andby , are the creation and annihilation operators for
phonons with polarization, TM(®)(k,\) are the transform
amplitudes, and\ is the number of sites in the crystal lattice.

The spectrum of elementary excitations is determined by
the poles of the Green function, which in our case has the
form

=[2x0—volugy—uy,)sin 2012+ vj(ug,—uy )?cos 26,

(4)

H=H+J(0)(S%. G (n, 70", 7)=—(TY2(NY,* ().

cosf= — —————,
V2xo(xo—H) (6)
The spontaneous straing are determined from the condi- HereT is the Wick operatorY?(r) is the Hubbard operator
tion that the free energy density be minimum. in the Heisenberg representation, and the averaging is done
The spin operators and the Hubbard operators are relatggsing the total Hamiltoniart. All the calculations below

by will be done in the mean-field approximation.

/5 cosBXO— X0~ 1) 4 v sin (X =104 O The equation for the Green functigf) has the form of
S coSO(Xy n ) sind(Xs n ) Larkin’s equation® Solving it, we obtain the dispersion re-
S, =(SS)", (5) lation for coupled magnetoelastic waves:
St=cos 20(Hr—H, Y +sin 20051+ X 1, J(k

n (Hh=Ha D) O n ) det||5”+ (k) Go(wn)b(a)ayj(a)
9=10- 95,

J(k)
Uo(Uxx— Uyy)COS 20 + 5 BoT “(k, N)G§(wn)b(a)TA(—k,\')

CoSo=

V2X[x—2x0+ 2(Ugy—Uyy)Sin 261

Representing the components of the strain tensor in the

form ui;=uf+ul", whereu(" is the dynamic part of the

X Gf(w,)b(B)a;(a,B)|=0. @)

In Eq. (7) we have introduced the following notation:

Bo= Orion Qi =T*(— kM) G§(@n)b(a) T~ *(k,\)
1-Qu/Dyi(kwp)’ ’ orTn Y
2y(a)y(—=p) yi(a)vi(B) Yi(@)y (=B)

aj(a,f)=| 2v.(@y(=B)  y()yI(B)  yi(@)y. (=B)

2y (—a)y(=B) Yi(—a)yI(B) Yi(—a)y, (=P

The funcnonanD(a) are determined from the relation when the wave vectokl0Y. In this geometry the nonzero
between the spin operators and Hubbard operators. components of the phonon polarization unit vector efe

Dispersion relatior(7) is valid over a wide temperature €%, ande?, and dispersion relatiov) decomposes into two
interval, and also for arbitrary values of the material con-equations, which determine the spectra of the “longitudinal”
stantsg; andJ,. and “transverse” vibrations, respectively:

3. SPECTRA OF COUPLED MAGNETOELASTIC WAVES 1+Xo, Xo3

(1+x59) =0, )

Let us analyze Eq(7) for the most interesting case, Xz2  1+Xa3
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where sible value{(S*)=1 and is given by
IK) - o aT-a BTB S~ E
Xij=—5—[Ggb(a)ay(a)+BoGET “(K)b(a)GT <>~E'
X(—Kk)b(B)ajj(a,p)]. This decrease is due to the fact that the ground state of

_ _ _ _ _ the crystal is a superposition of the stafBsand|—1) of the
This “decoupling” of Eq.(7) is possible because in our case operators’. The larger the value d, the larger the contri-

v1(@)(B)=0 for all a, B. _ bution from the|—1) state, and that leads to a decrease in
At low temperatures T—0) we only need to consider (SP).

the lowest energy level. As an analysis of the spectra of coupled magnetoelastic

The ferromagneti¢FM) phase in which the S}/stem Un- \waves shows, in this case there do not exist values of the
der study may be found is stable in two casesB3>B1  magnetic field for which the quasiphonon branch would

> PBa; 2) B1>Ps> B These cases actually correspond 10 agpten This means that the system does not undergo an ori-
rotation of the magnetic field: in the first case the field ISentational phase transition, alg?) remains always parallel

perpendicular to the easy axis, and in the second case it {§ the (7 axis and decreases in modulus as the magnetic field

perpendicular to the easy plane. This can easily be seen RY i decreased.
representing the energy of the single-ion anisotropy

) . : 5 5 Let us now consider the second case, when the single-
in Hamiltonian (1) as (81— B3)(S9)“/2+(B,— B3)(S)“12,

) ) ] _ion anisotropy constants are related @&s> 85> B,. Here
using the well-known quantum-mechanical identity y,o magnetic field is parallel to the “hard” magnetization

2 2 2_
(89°+(9) +($Z) =S(S+1). ) . . axis. The case of small single-ion anisotropy leads to results
Let us consider these cases in more detail. If the singleg, o+ 4re analogous to the cagg> B,> 3,.

ion anisotropy constants are relatedsss- 5> 5, then the Let us now examine the spectra of coupled magnetoelas-
magnetic fieldH is parallel to the “medium” magnetization . waves in a highly anisotropic biaxial FMB(Jo).

axis. Solving the dispersion relatid8), we obtain the spec- As was shown in Refs. 1, 4, and 5, in the case when the
tra of the “longitudinal” and “transverse” branches of ex- gjngje.jon anisotropy energy becomes equal to the exchange
citations, which in our geometry have the form energy, besides the FM and quadrupole-ferroma¢Rem)
phases there can be phases with a tensor order parameter

ei(K)=VE, 1(Ey 1 +23(K)sir? 20); (QO phases
We assume that at the field$., and H.3 there occur
, o Eiqt 2J(k)sir? 26+ 2a, cos 26 orientational phase transitions from the QO phase, character-
o (K)= i (k) —— ; (9)  ized by a tensor order parameter, to the QRMed) phase
Ey-1+2J(K)sir? 26 and from the QFM phase to the FM phase, in which the
magnetic moment is directed along the field.
e (k)= \/[E10+ J(K)(1+5sin 20) [[E1o+ (k) (1—sin 20)]; Let us study the spectra of the coupled magnetoelastic
waves in the field intervalbl >H.; andH<<H,.
, L EsotJd(K)(1-sin 2"é)+a1(1+sin 0) Eor H>H.; the mean magngtizationjs directed along
o7 (K)=wi(k) = ; the field. The ground state in this case¥s,(1), and the
E10tJ(k)(1-sin26) lowest energy level isE;. The mean magnetic moment
10 (g)~1.

where E;; = E,— E,(i,j = 1,0~ 1); a0=v§/2,u, a1=v§/2u; The spectrum of quasiphonons in this phase is

(k) and w (k) are the spectra of longitudinally and trans-
versely polarized noninteracting acoustic waves, respec- 2 (k)= w?(k)
tively.

In the case when the largest parameter of the syste 4 it softens in the low-wavelength limit fod =H 3= 8
under study is the exchange interaction constadg ( = (2B, Bs=PB,)/4. A magnetoelastic gap 81(0)

>B;,a;H), i.e., in the case of small single-ion anisotropy, = . .
the system undergoes a reorientation phase transition from ¥221J0A/ 8 appears in the quasimagnon spectrianH

the FM to the tilted phase. The soft mode in this case is a ' ¢’ . .
transversely polarized quasiphonon branch, and a magneto- Let us consider the spectrum of magnetoelastic waves
elastic gap appears in the quasimagnon spectrum. This coRl H<Hc,. Inthis field interval there occurs an inversion of
responds to the known results for uniaxial magh&tghen '€ €nergy levels and, as follows from Ee), the lowest
the corresponding renormalizations are taken into account,/€V€! Of the magnetic ion is,, and the ground state is
The most interesting situation is when the single-ion an_descrlbed by the functio ,(0). )
isotropy constants are comparable to or even greater than the It follows from Eq.(7) that thel- and 7-polarized acous-
exchange interaction constant. In that cesee, e.g., Refs. 1, tic modes do not mteract_wnh the f_“ag”e“c subsystem, and
4, and 5 the system can manifest purely quantum effectd©" the spectrum of~polarized quasiphonons we have
such as the “quantum contraction of the spin.”
If B>J,,H, then the mean value of the magnetization, 02 (K)= 0%(K) —5—— —
as follows from Eq.(5), is smaller than the maximum pos- T ak®+HE—H 43,

ak?+H—H
ak2+ H - HC3+ al

(11)

ak?+Hg,—H?

(12
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where H;
~ ~ M
a;=2a;(B—p—2Jo), Hes
Heo= V(B+B—2ay)(B—B—2Jo). Hi b
At H=H, a magnetoelastic gap appears in the quasimagnon
spectrum, with the value OFM

2.(0)=2a,J0B(B~B)B. Hor T
Analogous results have been obtaifietbr uniaxial fer- Heo

romagnets with large single-ion anisotropy. As we see from
Egs.(11) and(12), atH=H; the system undergoes a phase
transition from the FM to the QFM phase, andHatH ., QO
from the QFM to the QO phase.

Let us examine the behavior of the system at arbitrary
temperatures. Suppose we start in the FM phase near the line 0 Ter T
of the orientational phase transition from the FM to the QFM
phase. At first glance it seem that in this phase the change G- 1. Phase diagram of a biaxial ferromagnet H0Z.
behavior of the system will be determined solely by the tem-
perature dependence ¢8), which leads to a decrease in
(S?) with increasing temperature. However, in addition to  Itis not possible to solve E16) exactly in the arbitrary
this there are purely quantum effects at work. Indeed, if afase. However, in the case of large single-ion anisotropy
low temperatures the lowest energy level in the FM phase i§8>J,)
E,, then as the temperature increases, the IEyéhcreases,
while Ey decreases. At fields

% Tcr——‘)%; =6’ (7
- 2)¢1 (BIB)? (13) 3 In(A=5) 3

The phase diagram corresponding to the situation con-
the energy level€; and E, become equal, and the mean gjgered above is shown in Fig. 1.

II"IV_

spin atH =H;,, has the value Analogous phase diagrams are obtained for easy-plane
1 _ FMs with large single-ion anisotropfsee, e.g., Refs. 1, 5,
(SZ>H:HWE§\/1—(,8/B)2. and 14. However, in those papers there is no inversion of

the energy levels in the FM phase.

This decrease is due not to the temperature dependence of We note that the linéd ., separating the QO and QFM
(S?) but to the inversion of the energy levels in the FM phasephases depends very weakly on temperature, and it is only in
for H<H,,, . the neighborhood of, that this dependence is noticeable.

With further decrease in the magnetic field and increasd his is because of the weak temperature dependence of the
in temperature the value 4% decreases, and &t=H,  quadrupolar order parametegr=3((S%)%) — S(S+1).
andT=T,, it goes to zero{S*) = 0. The values of the critical
field and temperature are determined from the spectra of eI

. PHASE DIAGRAM OF A BIAXIAL FERROMAGNET
ementary excitations and the equation ¢&f):

- - Let us consider the casg,;>B,> B3, when the mag-

Hea=(B-B)(B+B—2Jp). (14 netic field lies in the plan€0X at an anglex to the @7 axis,

and we construct the phase diagram of the investigated sys-

fem. The limiting cases of this geometry are considered
above(a=0, o= 7/2). We assume that the single-ion anisot-

If we setB,=85=0, then expressiofil4) goes over to
the corresponding result of Ref. 14, which was obtained fo
an easy-plane FM with a large single-ion anisotropy.

From the relation(5) between the spin operators and "OPY is large B>J0).

Hubbard operators it follows that We rotate the coordinate system around theaxis by
an anglea such that the new quantization axiZ'@0Z’IIH)
exp(—E./T)—exp(—E_,/T) is parallel to the magnetization vector. In this local coordi-

(S?)=cos 2

exp(—E,/T)+exp—Eqo/T)+exg—E_1/T)"  nate system we introduce the new spin opera&irS! , Sz,
(15  in terms of which the one-site Hamiltonig@) without al-
From the conditiofS?)=0 atH=H,, andT=T,, and with lowance for the magnetoelastic coupling has the form
allowance for(14), we obtain an equation for finding,: 8
T 2
L 287, 3, Ho(n)=—HS+ <SZ>2 S (8)7+ <SX)2
Joexp T —(2,8—Jo)expT—=4(B—Jo), (16)
cr cr

+ sin 2a($5+ %), (18

Bz~ P
whereJy=Jo(B+ B)/B. 4
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Hg

Hes 1

H02

2
0 H2x Hix Hx 0 Terz Tera Tert
FIG. 2. Phase diagram of a biaxial ferromagnet for an arbitrary orientatiorFIG. 3. Phase diagram of a biaxial ferromagnet for an arbitrary orientation
of the external magnetic field in the plad®X(T—0). of the external magnetic field in the pla@®X and for arbitrary tempera-
tures.
where
o= 1B1+Bs—2B;
Bl=,81C032a+/33Sin2a; 8 ﬁl_IBZ '

and the equation of the tangent to line 2 at the point 0 has the
form cos 2v=J,/8'.

If the angle « satisfies the inequality-Jy /B’ <cos 2
<Jo/B’, then the system can be found in the FM or in the
QFM phase, depending on the value of the external magnetic

Bs= 3, Sir? a+ B3¢0 a. (19

Expression (18) differs formally from the one-site
Hamiltonian without allowance for the magnetoelastic cou-
pling by the presence of the last term, proportional to gin 2

. L . . field.
Therefore, if we limit consideration to the cases-0 and ,
. . i If, however, cos &>J,/8', then the system can be found
a—ml2, then we will return to the situation considered .

previously (see Sec. Bwith the replacementg,—B; and in any of three phase§M, QFM, and QO, depending on

. the value of the field. It should be noted that on lines 1 and 2
B3s—Bs. The phase diagram of the system at low tempera- . .

L . - (Fig. 2 the system undergoes second-order phase transitions,
tures (T—0) in this case is presented in Fig. 2.

Line 1, which separates the FM and QFM phases, passq\'é”th the unstabldsoft” ) mode being the transversely po-

through the points Hy [see Eq. (11)] and Hy, arized_ quasiphon_on branch, and a magne_toelastic gap ap-

=4/9(H.3)%?, and the tangent to this line at the point 0 is pears in the quasimagnon branch of excitations.

determined by the equation cos2-J,/3, where Based on what we have said, in the case of finite tem-

B’ =(B1— B3)l4 0 peratures the result can be presented in the form of a phase
- 1 3 .

In the case when cos —J,/f’, the system is found in diagram in the coordinatesti(,,T), where H,=Hf(«),

; ; several cross sections of which are shown in Fig. 3. For the
the FM phase, and only at the point 0 does it undergo & =0 cross section the form of the phase diagram was given
transition to the QO phase, and not by a rotation of the magEY P 9 9

S ; previously in Fig. 1 and corresponds to the situation consid-
netization vector but by a decrease of its modulus to zero. : . .
. . ered in Sec. 3. Increasing the angléeads to a change in the
Line 2, which separates the QFM and QO phases, passes - .
through the point$ ., [Eq. (12)] and values of the critical f|elds_ and_ temperature. Th_us the values
c2 ' of He,, Hes, He, @nd T, in this case are functions of the
angle a, which specifies the direction of the external mag-
netic field H. Their explicit form is determined by the fol-

lowing expressions:

1— ) _ 1/2
Hzxz[p{ﬁl( PIEsP Bz_4a4[ﬂ,(l_2p)_\]o]} |

Heo=2V[ B cof a+Bsir? a—a,|[(B—B)cos 2e—Jg];  Hes=3Bcof a—B—B;

2Hgy 3HZ,
In(A-5)’ Bcod a+Bsita

HC,=2\/[B cof a+ Bsir? a+b(az)a;|[(B—B)cos 2u+b(ag)dy]; Te= (20)
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Using these expressions, one can easily trace the evolueorientation type or to phase transitions occurring by a de-
tion of the system as the angteis increased. As we see crease in the modulus of the magnetization vector.
from Eg.(20), as the anglex is increased, the corresponding .
expressions foH,, H.3, H¢, and T, decrease, i.e., the
diagram is shifted downward and is compressed in tempera————
ture. For « satisfying the equation caes={1+J,/[2(B 'V. M. Loktev and V. S. Ostrovski Fiz. Nizk. Temp20, 983(1994 [Low

_7 ; _ Temp. Phys20, 775(1994].
A2, the fieldH,=0, and the QO phase degenerates t02B. Leunberger, H. U. Gudel, R. Horne, and A. J. Duyneveldt, J. Magn.

the lineH,=0. Magn. Mater.49, 131 (1985.

3B. Leunberger, A. Stables, H. U. Gudel, R. Feile, and J. K. Kjems, Phys.
Rev. B28, 6300(1984).

4Yu. N. Mitsa and Yu. A. Fridman, Fiz. Tverd. Teld_eningrad 32(8),
361(1990 [Sov. Phys. Solid Statg82, 1345(1990].

. . L. S5F. P. Onufrieva, Fiz. Tverd. Teldeningrad 26, 3435(1984 [Sov. Phys.
This studies have shown that biaxial FMs have a number ¢ ;. State26, 2062 (1984)].
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highly anisotropic magnets. In that case, as we have showg(1978 [Sov. Phys. Solid Stat20, 1779(1978].

above, phases with a tensor order parameter can arise. DeYY- N- Mitsa, Yu. A. Fridman, O. V. Kozhemyako, and O. A. Kosma-
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. . L. Phys. Usp26, 593(1983].
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The experimental diffraction patterns from Kr cluster beams are compared with the diffraction
functions calculated for rare-gas clusters with dimensions>1@ and 1x 10* atoms/

cluster. The experimental results are found to correlate well with the calculation if it is assumed
that the clusters have a face-centered cubic structure with a constant number of intersecting
stacking faults. Additional confirmation is obtained for the decisive role of the kinetic factor in the
formation of the crystalline phase of the clusters. Conjectures are offered concerning the
possible reasons why the densitometer traces presented by M-F. de Feraudy, G. Torchet, and
B. W. van de Wall at the conference ISSPI®98 showed no substantial changes

when the cluster size was increased by more than an order of magnitud200O®American

Institute of Physicq.S1063-777X00)00403-3

Theoretical calculations based on the maximization of the A study of the structure of Kr clusters which are free
particle binding energy indicate that a noncrystalline phasérom a substrate was carried out on an apparatus consisting
in rare-gas clusters is stable all the way to sizes ofof an supersonic cluster-beam generator and a high-energy
~10° atoms/cluster. This makes it difficult to explain the electron diffraction device. A description of the experimental
mechanism of transition of the non-crystalline phase to th@pparatus, geometry, and procedures is given in Refs. 4 and
characteristic face-centered culffcc) structure of massive 6. Figure 1 shows the diffraction patterns from Kr cluster
samples, since in large atomic aggregations such a restrubeams with average cluster sizes NE2x10° and 1.5
turing would require an expenditure of energy comparable to< 10* atoms/cluster. For clarity the curves have been shifted
the heat of fusion of the crystal. Particular attention is paid tcalong the vertical. Plotted along the abscissa are values of the
the idea that the kinetic factor plays a key role in the forma-diffraction vector s=4m sin®/\, where \ is the electron

tion of the crystalline phase of the cluster. According to thewavelength and® is the Bragg diffraction angle, and along
ideas developed in the theoretical papefshe coalescence the ordinate, in arbitrary units, is the diffraction intensity
or intergrowth of icosahedral clusters during the growth of al (s) multiplied by s*. In the experiment the diffraction in-
rare-gas cluster creats regions having an fcc lattice withiensityl(s) was determined. It was then multiplied by for
stacking faults. The presence of intersecting stacking faultsonvenience in comparing the experimental curves with the
gives rise to atomic steps on the surface of the cluster whichalculation.

are not overgrown during the growth, the these steps pro- The simulated diffraction functions are presented in Fig.
mote the subsequent rapid and defect-free growth of the fcg. Curves a and ¢ were calculated for defect-free fcc rare-gas
phase. As a result, the density of stacking faultdecreases clusters containing 3281 andx110* atoms/cluster, respec-

as the cluster grows. This hypothesis has been confirmeively. Curves b and d were calculated for the same cluster
experimentally in Refs. 3 and 4, in which stacking faultssizes but with two intersecting stacking faults. It follows
were detected in clusters of heavy rare gases and the densftm a comparison of Figs. 1 and 2 that the diffraction pat-
of these stacking faults was found to decrease during growtterns observed in the electron-diffraction experiment are sub-

of the aggregation. In a recent reﬁoﬂhe diffraction func-  Stantially different from diffraction functions a and c in Fig.
tions calculated for Ar clusters withh=10*atoms/cluster 2, which were calculated for clusters with a defect-free fcc

were presented. A simulation was carried out for clusterstructure. Whereas on the model functions the fcc peaks are
both with stacking faults of various configurations and with-completely resolved, this is not the case for the experimental
out stacking faults. Previously a similar calculation was cardiffraction patterns in the interval of values investigated.
ried out for Ar clusters witiN~3x 10° atoms/clustef:? On the diffraction pattern for clusters with~2x 103

In the present study we compare the different patterng@toms/clustefcurve a in Fig. 1 the close-lying peaks, such
obtained in an electron-diffraction study of krypton clusteras 111/200, 311/222, and 331/420, are practically unre-
beams with the model diffraction functions given in Refs. 1,solved. When the average cluster size is increased to
2, and 5 in order to further test the theoretical ideas develN=1.5x 10* atoms/clustercurve b in Fig. ] these peaks
oped in Refs. 1 and 2. (except for 331/42Pare noticeably split, but the degree of
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FIG. 1. Diffraction patterns from Kr cluster beams with an average cluster
sizeN, atoms/cluster: X 10° (a); 1.5x 10* (b).

their resolution is much lower than for the curve calculated

for defect-free clusters withl=1x 10* atoms/clustefcurve

c in Fig. 2. Thus it becomes perfectly obvious that the struc-
ture of the clusters formed in a supersonic jet do not have a
defect-free fcc structure. This conclusion is confirmed by a
comparison of the experimental diffraction patterns with the 3l
model functions b and d in Fig. 2, which were calculated
under the assumption that the clusters had two intersecting
stacking faults. It follows from a comparison of the experi-
mental and theoretical curves that the degree of splitting of .
the peaks on the diffraction patterns is similar to that on the 2 4 6 8 10
corresponding calculated curves. It should be noted, how- s, A

ever, that there is some disagreement between the heights of

. . IG. 2. Simulated diffraction functions calculated for the case of defect-free
the individual peaks on the eXpe”mentaI and Calcwate(i:c clusters withN = 3281 atoms/clustet$ (a) and 10 000 atoms/clusfefc)

curves. For example, on the model curve d in Fighe<(1 and for fcc clusters containing two intersecting stacking faults, with
X 10* atoms/cluster) the 331/420 peak is considerably loweN=3281 atoms/clustet2 (b) and 10 000 atoms/clustéra).

than the 311 peak, and the 422 peak is lower than the 511/

333 peak, whereas on diffraction pattern b in Fig. N (

=1.5x 10* atoms/cluster) the height of the 331/420 peak ison the resultant diffraction pattern is increased substantially,
greater than that of the 311 peak, and the 422 peak is highand it becomes higher than the 311 peak. The different con-
than the 511/333 peak. This discrepancy is most likely due téribution to the heights of the diffraction peaks from the
the following circumstance. The simulation of the diffraction monomer component also accounts for the raising of the 422
function was carried out for a cluster of definite size, withoutpeak above the 511/333 peak.

allowance for the influence on the diffraction pattern of the  Thus, a comparison of the experimental data with the
scattering of electrons on monomers, which were alwaysesults of the calculation confirms that Kr clusters with
present in the supersonic jet in our experiments. It follows=2x 10> and 1.5< 10* atoms/cluster have an fcc structure
from Ref. 7 that the scattering curve for the electrons orwith intersecting stacking faults. The somewhat wedksrit
monomers in the coordinatedl -s is bell-shaped. The posi- appears to yssplitting of the 111 and 200 peaks and the 311
tion of the maximum of this curve nearly coincides with the and 222 peaks on the diffraction patterns in comparison with
position of the 331/420 peak. On account of the summatiorthe simulated functions may be due to the presence of more
of the scattering intensities, the height of the 331/420 peakhan two stacking faults in the clusters. This is confirmed by

311 &l

420

111

N=10000

220
222

200

.
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the data of Ref. 4, according to which the number of “de-of their formation in the jet, which was produced by a sonic
fect” planes in rare-gas clusters is equal to four. nozzle in Ref. 5 and by a supersonic nozzle in Ref. 4.

An analysis of the results obtained in this study raises
the question of the reasons for the absence of splitting of them"mail: sktb@ilt kharkov.ua
111/200 and 311/222 peaks on the densitometer traces from———
Ar clusters as the cluster size was increased fildm3 1B, W. van de Waal, Phys. Rev. Lei6, 1083(1996.
x 10% to 8x 10* atoms/clustefthese traces are shown in Ref. 2B. w. van de Waal, J. Cryst. Growtt8 153 (1996.
5). It is possible that in that case the resolution of the dif- °S. I. Kovalenko, D. D. Solnyshkin, E. T. Verkhovtseva, and V. V.
fraCtion. patterns was pOOI.’, for a number of reasonsthé 4?9?.1?';3&225:' ghyé ngﬁ]?/si?(ign(,lglgeA. Bondarenko, and E
short distance from the diffraction zone to the detector; 2 yerkhoutseva, Fiz. Nizk. Tem23, 190 (1997 [Low Temp. Phys23,
those authors did not directly measure the intensity of the 140(1997].
diffraction peaks but the blackenir®of a photoemulsion by ~ °M.-F. de Feraudy, G. Torchet, and B. W. van de WaaRioceedings of
the beams. In the case of electrons, however, the rel&tion :gesmgglgtlfgznsnyggggum on Small Particles and Inorganic Clusters
~I7 (whereris the exposure timedoes not hold in practice  ¢s_ |, kovalenko, D. D. Solnyshkin, .ET. Verkhovtseva, and V. V. Er-
for the majority of photoemulsions, but inste&e-k log |7, emenko, Fiz. Nizk. Temp20, 961 (1994 [Low Temp. Phys.20, 758
where the coefficienk depends on the electron energy and (19941 _
the type of photoemulsion. In addition, it is possible that the = Raoult and J. Farges, Rev. Sci. Instru, 430(1973.

defect structure of the clusters is influenced by the conditionSranslated by Steve Torstveit
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The problem of crowdion motion is formulated and analyzed as a dynamical problem of a three-
dimensional crystal lattice formed by atoms of several kinds, which interact with each

other by means of short-range pair potentials. It is explained that in order for the the crowdion
excitations of the close-packed atomic rows to be distinguishable against the background

of small dynamic deformations of the crystal as a whole, the microscopic parameters of the crystal
structure must meet certain stated requirements. The equation of motion of a crowdion in an
arbitrary elastic strain field of the crystal is derived in the Lagrangian formalism. Expressions are
obtained which relate the effective mass and the rest energy of a crowdion with the

geometric and force parameters of the crystal lattice.2@O0 American Institute of Physics.
[S1063-777X00)00503-X]

INTRODUCTION tial models the interaction of this row with the other atoms of
the crystal, which are assumed immobile. The properties of a
Many rather complex crystal structures contain closecrowdion as a solitary wave of displacements in a three-
packed atomic rows relatively weakly coupled with their sur-gimensional crystal have been analyzed in a series of papers
rounding environment. An intrinsic interstitial atom in such py Kosevich and Kovalev and their co-workéfs!” They
row forms a specific configuration—a smeared clump Ca"ecbroposed and analyzed a model in which a close-packed

a crowdion, and the vacancy also becomes delocalized, fomé{tomic row is embedded in a highly anisotropic elastic con-

ing a smeared rarefaction region that can be called an antiz .um. One of the main results of those papers is the con-

crowdion. These defects move rather easily along the Clos‘?ﬂusion that the strain field of the crowdion in a three-

packed tr.ows; tthe mOtC'jOT‘ ?f (zerWd'otnfl |sd_(f-:‘fssen:|?lly O];hadimensional elastic medium is substantially delocalized in
cooperative hature and 1S tundamentally ditierent from ecomparison with the exponentially localized deformations
diffusive motion of localized interstitial atoms or vacancies.

. : . “"created by a soliton in a one-dimensional Frenkel—
Crowdions can play an important role in the dynamics . .

L L P Kontorova crystal. The second interesting result was a de-
and kinetics of radiation defects, in diffusion processes, an%Cri tion of the acoustic emission from a moving crowdion
in several other inelastic deformation phenomena inInt pth bulk of a crystal®15 9
crystals'™’ In the physics of crystals a great deal of impor- OH € bulk o 3.0 ystal. fh i f the relationshi
tance is placed on the widely discussed and physically rich OWEVET, a discussion ot the question of the refationship

analogy between a crowdion and the elementary carrier Otgelfweenbtlhe prop(Tme(sj Ogla crowdlqn n ? thre?-g_wr:ensmnal
plasticity—the dislocatioi®° In addition, the displacements d€formable crystal and the properties of a solidisloca-

of the atoms of a close-packed row during the motion ofi®™ in t_heélflrl(esnkgl—Kontorova model meets with certain
crowdions is an example of a solitofmonlinear solitary cgmplegme i | |t-not at a.lll glear whether it is p033|'ble-to
wave, and the mathematical description of crowdions dy_dlstlngwsh a crowdion exc!tatpn fr.om the other excitations
namics therefore has a direct relation to the problems off the crystal: free harmonic vibratiorighonons or forced
modern nonlinear mechanics and its applicatidns. deformations of the crystal lattice.

For a qualitative description of the basic properties of a A special discussion and analysis is warranted for the
crowdion, the Frenkel—-Kontorova model of a one-Problem of deriving the equation of motion of a crowdion
dimensional crystal is widely used in the physics of crystalsand describing the interaction of a crowdion with dynamic
This model is a chain of mutually strongly interacting atomsand static deformations created by other defects or excita-
which undergoes one-dimensional motion in a relativelytions of the crystal and by external forces. A soliton in a
weak static periodic potentiaf.Various aspects of the non- Frenkel-Kontorova crystal behaves like a particle with ef-
linear dynamics in the Frenkel-Kontorova model are dis-fective values of the self-energy and mass, and the motion of
cussed in a recent reviet¥.In comparing this model with a its center in the field of forces acting on the mobile chain of
real crystal, it is assumed that the mobile chain correspondatoms is governed by an equation analogous to the one-
to a close-packed row of atoms and that the periodic poterdimensional equation of motion in the classical

1063-777X/2000/26(3)/8/$20.00 210 © 2000 American Institute of Physics
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® ] ® o FIG. 2. Bending of a close-packed row of atoms as a result of elastic
R(Ot) deformations of the crystalD—equilibrium positions of the atoms in the
undeformed crystal@—instantaneous positions of the atoms in the de-
formed crystalp* +u(p,t) —u(p—b*,t) is the vector specifying the direc-
. ’ . ‘ . ‘ tion of the crowdion displacement at the sjie

FIG. 1. Fragment of a crystal structure with a close-packed row of atoms

(two-dimensional diagrajnb* andb are respectively the elementary vec- . - .
tors of translations inside and along the distinguished ewand R(*) are We assume that the interatomic interaction in the crystal

the corresponding equilibrium positions of the atoms of the distinguishedS described by a set of short-ranged pair potentiblg, (r

row and the crystal matrix surrounding it; O is the coordinate origin. —r’) (r andr’ are the coordinates of two arbitrary atoms
and each individual atom with coordinatean also be acted
on by time-varying external forces, which correspond to po-
tentialsU‘(r,t).

We note that all of the main results obtained in an analy-
sis of the model described above carry over without substan-
tial limitations to the case of ordered rows of impurity atoms
. jnside a crystal or to rows of adsorbed atoms on the surface
In this paper we formulate and analyze the problem Ot a crystal, and also to the case of two-dimensional crystals

g_rowdm_n n|10t|0nt ﬁstt'a dwamlcal_dproblem of a thlree-or guasi-one-dimensional structures of the double-polymer
Imensional crystal latlice. VVe consider a rather general casq, ;, type. In the case of molecular structures the “atoms”

of crystal structure, formed by atoms of several different f the model will of course be molecules or relatively
kinds, interacting with one another by means of short-range rigid” monomers of the molecular chains, the internal de-
pair potentials. We formulate the requirements on the paranb-rees of freedom of which can be neglect,ed

etﬁlrsh of th? crystal dgepme'.[nr/] ahnd mte(r;ltomm llnte'ract|on The atomic displacementg(R,t) from the equilibrium
which permit one to distinguish the crowdion excitations o itions in the ideal crystal are written in the form

f
0S
the close-packed atomic rows against the background d?

mechanics:**8However, a rigorous derivation of the equa-
tion of motion of a crowdion in a three-dimensional de-
formed crystal, something similar to Kosevich’s derivation
of the equation of motion of a dislocatidhhas not yet been
given.

small dynamic deformations of the crystal as a whole. We _ bz(pt) "
obtain expressions relating the self-energy and the effectivg(R’t)_U(R’t)+ b* [b™ +u(p,t) =u(p=b" 1)1,
mass of a crowdion with the microscopic parameters of the 1)

crystal. We derive an equation of motion for the center of 8 ere

o ; . L Sik Is the Kronecker deltay(R,t) are arbitrary small
crowdion in an arbitrary elastic strain field of the crystal. Ik au(R.1) y

displacements satisfying the conditign(R,t)—u(R’,t)|
<|R—R’|; z stands for additional dimensionless displace-
1. STATEMENT OF THE MODEL, THE DYNAMICAL ments describing the propagation of a crowdion excitation
VARIABLES, AND THE LAGRANGIAN FUNCTION along the distinguished atomic roR=p. It is important

Let us consider a complex multiatomic crystal lattice in here that the crowdion displacements described by the sec-
which a close-packed row of identical atoms can be identiond term in(1) are directed at all times along the vector
fied. The chemically different species of atoms are enume* +1(p,t) —u(p—b*,t), i.e., along the tangent to the in-
ated by an indexy, and we assume for the sake of definite- Stantaneous configuration axis of the distinguished atomic
ness that the atoms of the distinguished row have index row, which is bent by the elastic displacemen(®,t) away
=1. The spatial orientation of the distinguished atomic rowfrom its configuration & in the ideal crystalFig. 2. The
and the period of translations within it are specified by thenucleation and motion of a crowdion are accompanied by
vectorb*, while the vector of translations of the crystal in changes in the dimensionless displacen®hy an amount
this direction is denoted blg; in complex crystal structures |z]<1.
these vectors can differ in modulus. The equilibrium posi- ~ We believe that the displacement structure specified by
tions of the atoms in the ideal crystal structure are specifieelation(1) best reflects the physical meaning of a crowdion
by a set of vector®, and we separate it into sets of vectorsand makes it possible to separate correctly the nonlinear
of two types:R={p,R¥}, wherep and R(*) are, respec- crowdion excitations from the linear natural or forced defor-
tively, the equilibrium positions of the atoms of the distin- mations of the crystal.
guished row and of the crystal matrix surrounding it. The ~ We denote the mass of the atoms oy, and start by
origin of the coordinate system for the vectgrandR(®) is  considering the total displacemenigR,t) and velocities
conveniently chosen to lie at one of the atoms of the distinn(R,t)=d#n(R,t)/dt as the dynamical variables. Using the
guished row, that for which the energy of coupling with the notation introduced above for the interatomic interaction po-
lattice is maximum(Fig. 1). tentialsU .,/ (r—r") and the potentials of the external fields
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U®(r,t) and taking into account the special role of the dis- (R,
tinguished row of atoms, we write a general expression for Uik(R,1) = (9—Rk;
the Lagrangian of the problem in the form
z(pt)=z(p" V=(pi—p)viZ' (p.1),

ﬁz} > ma[U(R(“),t)]zﬂL}E mi[7(p,t)]?
2 = 2%

J
@R 2'=—12, p=vX. (4)
1 ' . . :
-3 > Y Uy [R@-RE@) 4 yR@, 1) Hereu;, (R,t) is the tensor of elastic distortions of the crys-
a’)

a,R®) o Rl tal, b*z’ is the local crowdion deformation of the distin-

1 guished atomic row, ang is the unit vector in the direction

—u(R®)H)]-=> D Uylp—p +5ipt) of that row; summation over repeated coordinate indices is
2% implied. We note that the use of relatio@® means that we

are neglecting the higher-order spatial derivatives of the dis-

- n(p’,t)]—E > Ui [p— R+ 5(p,t) placements andz, i.e., we are neglecting spatial dispersion
PR effects in the equations of motion of the crystal lattice.
Clearly equationg3) are equivalent to the inequalities

_ (a) — (erp(a) (a)
u(R@ )] a%w UER@ +u(R@,t),t] U l<l, b*|z/|<1. )
The above-formulated requirements on the external
— 2 UPlp+ n(pt).tl. (2)  forces allow us to consider the time derivatives as well as the
P spatial derivatives of the displacements to be small, which is
This way of writing the Lagrangian is convenient in that equivalent to neglecting effects of retardation of the acoustic
there are separate expressions for the kinetic and potentiglaves in the dynamical processes under consideration:
energies of the matrixthe first and third termsand of the
distinguished atomic rowthe second and fourth terpnand
for the interaction energy of the atomic row with the matrix wherec is the characteristic sound velocity.
(the fifth term. In expression2) it is relatively easy to make The short-range character of the interatomic potentials
appropriate simplifications for the problem under study,and the smallness of the deformations allow us to represent
without which further analysis would not be possible. the Lagrangian(2) in the form of a Taylor series expansion
in the derivativesy;,, z', U;, andz or the finite differences
corresponding to them. The main approximation of the dy-
namical theory of crystals corresponds, as we know, to tak-
ing into account the quadratic terms in this expansion. This
Let us begin by discussing the main approximation ofaccuracy is also acceptable for solving the problem which we
crowdion theory, without the use of which it would be alto- are addressing here, although, in doing the expansion, we
gether impossible to introduce correctly the concept of gnust take into account that in the presence of a crowdion
crowdion excitation: the qualitative assumption that the eneXxcitation the difference of the displacements of the atoms of
ergy of interaction of the atoms within the distinguished rowthe distinguished row and of the crystal matrix surrounding it
[the fourth term |n(2)] is |arge Compared to the energy of contain the terrTbZ, which cannot be considered to be a
interaction of this row with the external matfishe fifth term  small quantity:
in (2)]. In our modgl this postulate allows us to assume that’rh(p,t)—ui(R(“),t)zbiz(p,t)+ui(p,t)—ui(R(‘”,t)
like the elastic strains of the crystal, the crowdion deforma-

|u|<c, b*|zl<c, (6)

2. SIMPLIFIED LAGRANGIAN

tions are also small, i.e., we have the two simultaneous in- b b*
equalities: + 5= 2 Lui(p,t) —ui(p—b*, 1]
[u(R,t)—u(R’,t)|<|R—R’|, =biz(p,t) +[ pe— R(ka)
b*|z(p,t) =2 (p" D) <|p—p'l. &) +0z(p,t) Jui(prt). @

A quantitative criterion which refines the conditions under  The potential of the external forces acting on the atoms
which the second of inequalitie®) holds, will be written  of the distinguished row can be simplified by taking into
below [see Eq.(20)]. We also note that the satisfaction of 5ccount thatz|<1 and assuming that*|z|<|p+ ul:
equationg3) is reliant on the requirement that the potentials © 2
of the external forcefthe last two terms iri2)] be small and Ui [p+n(p,t),t]=~U; " [pt+u(pt),t]
have a sufficiently smooth dependence on space and time. (ea)
. . . - —b,F; +
Satisfaction of inequalitie§3), as we know, allows one biF ™ [ptu(p.t),tz(p.),

to pass from a discret@attice) to a continuum approxima- (o) J o

. . . . . . o —

tion in the description of the dynamical processes or static " (LU==—--U, (r,0). ®
deformations in a crystal, by replacing the finite differences . )

of the displacements by derivatives: In this expansion we have neglected terms of order

, FDy,, since we have stipulated that the external forces
Ui(RH) —ui(R", 1) = (Re— R ui(R, 1), F(D are small.
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Expanding expressiof?) in the derivativesy;,, z', u;, dynamical variablez has a more general meaning than the
andz to terms of second order, taking into account the condisplacement of the atoms in the Frenkel—Kontorova model,
sequences of the translational symmetry of the crystal, andince in the general cazalescribes the displacements along
regrouping the terms for our future convenience, we obtaina bent close-packed atomic row. Furthermore, as compared

with the Frenkel-Kontorova model, the parameteaind the

L= 12 m,[U(R,t)]2— 12 E Aflgw lattice potentiald(z) also acquire a more general meaning:
24R 24R 4R w is no longer determined only by the interaction of nearest
neighbors, and the periodic functieh(z) can be very dif-
X (R—R)U(R,HU(R’ ) — >, U®IR+u(R,1),t] ferent from the sinusoidal dependenbéz) ~ sir? 7z used in
a,R

Ref. 12. We note that the different features that arise in the
1 nonlinear dynamics of a one-dimensional crystal when a
+ 52 {mib?[z(p,t)]?—wb?[z' (p,t)]>—2D[z(p,t)]}  complex form of the potentiab(z) is used are discussed in
P the aforementioned reviel.
Finally, the last term in Eq(9) describes effects due to

+ 2, {mbili(p, 1) 2(p,t) — bwiuy(p,H)Z' (p,t) the interaction of linear and nonlineéguadrupolg excita-
P tions of the crystal and the influence of external forces on the
—Ui(p, ) Dy [z(p,t) ]+ bi|:i(61>[p+ u(R,1),t]z(p,)}. motion of a crowdion. It is clear that the possibility of effec-

tively separating these excitations arises in those case when
©) the last term in(9) can be regarded as a small correction to
In writing expression9) we have used the following nota- the other terms.
tion: We conclude this Section with a discussion of the salient
properties of the lattice parameters and the functigi®

2
Ai(;?“’)(R)= _ L‘*’(R), from the standpoint of the analysis below.
IR IR 1. The most important property of the paramatechar-
1 acterizing the interatomic interaction within the distin-
w=— EE A (p)pipk, guished close-packed atomic row is its positive definiteness
P (w>0), which ensures the stability of the crystal structure.
1 The function®(z) =0 is also positive definite, as is ensured
Wi = — 52 ARY(p)prpi by the choice of the reference point for the measurement of
P the interaction energy of an individual atom of the distin-
guished row with the crystal matrigsee Sec. 11
D(2)= 2 [Us(R@+hz)—Ug,(R)], 2. A direct consequence of the symmetry properties of
a R the crystal and of formulagl0), which define these func-
dU1,(R@+hz) tions, is their periodicity, their vanishing at the poiats n
Di(z)= 2 : W(Rﬂa”r by2) =0,+1,%+2,..., and their evenness:
a,R'Y i i
AU (R " O(z+n)=D(z), Py(z+n)=Dy(2);
T Re R (10 ®(n)=0, P;(n)=0;
In expression(9) we have neglected terms of second  P(2D=P(=2), Py (2)=Py(—2). (11)
order in the small deformations, 3. A consequence of the properties listed above is that

the first derivatives ofb(z) and ®;(z) go to zero at the
pointsz=n, and the validity of the following expansions in
the neighborhoods of these poirtfsr |[z—n|<1):

2 [AR(R@+h2) =~ A (R™) JuinUm

Q’R(Dl)

<[hwiuyz'|, 1 5 PP (2)
. ) . . ®(2)=sk(z—n)+..., k= > >0; (129
assuming the stipulated smallness of the interaction of the 2 zc |,_,
distinguished row of atoms with the crystal matrix: )
1 ) I Di(2)
(1) (@) o(a) Pi(2) = ki(z=N)"+.., K= 7 —
2 ARTREORIRE < wil.
a,R@ (12b
Turning to a discussion of the expressi@) which we 4. In the particular case of centrosymmetric interatomic

have obtained forZ, we recall that the lattice vectoR  potentialsU,,(r)=U,,(r) the matricesw;, and ®;(2)
={R(“),p} runs over all equilibrium positions of the atoms are symmetric with respect to the coordinate indices:
of the.complex crystalllattice, and that the quanm&'“ ). Wi =W =Wrive, DPi(2)=Di(2). 13
X(R) is the force matrix of the crystal. Therefore, the first
three terms in9) describe the dynamics of an ideal harmon!c 3. CROWDION IN A RIGID CRYSTAL MATRIX
crystal with allowance for the effects of external forces on it.

The fourth term in(9) is analogous to the Lagrangian of In the previous Section we saw that in a crystal capable
a one-dimensional Frenkel—Kontorova crystal. However, thef undergoing elastic deformationsa(R,t)=0), the field of
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the nonlinear displacements(p,t) cannot be rigorously The parametek has the meaning of the half-width of
separated from the linear excitations of the crystal. One cafhe crowdion: the relative local deformation of the atomic
only hope that such a separation can be done using perturb&w, b* z{[ ¥(x—X) | is appreciably different from zero only
tion theory***® provided that there exist small parametersnear its center, on an interval=\, and reaches its maxi-
that permit one to treat the last term(® as a small pertur- mum value at the center of the crowdion:

bation. Therefore, as a zeroth approximation of perturbation [\ 12

theory it is natural to treat the crowdion as a topological — maxb*z{|= o F( )
soliton on the distinguished row of atoms in the absence of s
external forces E(®¥(r)=0), assuming that the crystal ma- This relation, together witkiL0) and(12), enables us to write
trix is absolutely rigid ((R,t)=0). This approximation cor- the basic condition for the existence of crowdiob$,|z’|

w

responds to the Lagrangian <1, in terms of the lattice parameters:
1
Lo=5 2 [MbA(2)2~wh?(z)?~20(2)] (14) (b)2e==(b")? 2, A"(R)biby<b’w
p a,R'*

and the equation of motion that follows from it: b2 an
. == 52 A (p)pip. (20
P
m;b2z—wb?z’+ —®(2)=0. (15) - ,
dz The additional energy of the atomic row due to the ap-
. Pearance in it of a crowdion wave r(x—xg)]=z(p

The topological soliton of interest is a solution of equ S
—ps), wherep,=wvx;=wut, is given by

tion (15) in the form z(wx,t)=zJ »(X—Xs)] Xs=vt, vs
=cons}, which satisfies the following boundary conditions . 5 . )
at the ends of the atomic row: Eo=§2 {mibz(p—ps)I“+WbTzs(p—ps)]
P
Z(—©)=0, zgw)=s, z(F»)=0. 16
(7220, (=)= Hlxe) (10 +20(2(p—po)]}. (21)
In performing the summation over the vecforbelow,
will just use the continuum approximation:

The symbols=*1 denotes the sign of the solitdarow-
dion): the values=1 corresponds to a delocalized vacancy,,q
ands=—1 to a delocalized interstitial in the atomic row.
The procedure of integrating E¢L5) is well known and is 2

described in detall in the literature: if the functidn(z) is (.. )_f b* ( )-
even[®(s2)=®d(z2)], positive definite, and satisfies the con-

dition ®(0)=®(s)=0, then the first and second integrals In this approximation the energg, takes the forrt

can be written in the form of the following relatiorisee 1 5
Refs. 8 and 1B Eo=5 MsoVs T €s0;
2 1/2
Co 2d(zy) , W b (1 e
= =— _ 172 _ s0
LTS 2 | O my (17 e0=px fo [2wd(2) Mz, meo=my—. (22)
sz dz c2 l/ZX—XS The parameters,, and mg, have the meaning of the self-
, Xs=vst. (18  energy and the effective mass of the crowdion, and the center
112 \J2P (c3 b i i
(Z 0 U w of the crowdion can be treated as a pseudoparticle endowed

Relation(18) defines the center of the crowdion as the pointWith those properties. When inequali€z0) holds we have
X=X at which the displacement(0)=s/2. As>Db*, eo<w, andmgy<m;.

In what follows we will consider only comparatively
slow (“nonrelativistic”) crowdionsv ;< ¢y, since, according
to Eq. (17), for vg—cq the basic initial assumptiob*|z’|
<1 is violated, and we can no longer use the simplified In the last Section we saw that a close-packed atomic
expression(9) for the Lagranian. Since at large distancesrow placed in an absolutely rigidindeformablgcrystal ma-
from the center of the crowdiox—xs— =, according to  trix can support a crowdion whose center moves with an
conditions(16) the value of the potentiaP(z) can be re- arbitrary constant velocitys. We shall assume that the in-
placed by the expansiofi2a), from relation(18) we easily  teraction of such a crowdion with a deformable crystal ma-
obtain the asymptotic expressions for the displacementgix and a system of sufficiently weak external forces pre-

4. CROWDION AS A SOURCE OF ELASTIC FIELDS

z[v(x—Xs)] for the slow crowdion: serves the soliton properties of the crowdion excitation but
1 X— X, can lead to changes in the shape of the crowdion and disrupt
—ex;{ ) X<Xs—\s; the steady motion of its center, i.e., it can lead to a change in
sz v(X—xg)]= 2 As the vellocityvs of the crowdi_on during its motion. This as-
1 X—Xsg sumption allows us to consider the coordinate of the center
1- Eexr{ e ) X=Xsths, of the crowdion to be some, in general nonlinear, function of

time x¢(t) and to consider, in addition to the elastic displace-
mentsu(R,t), velocitiesu(R,t), and distortionsu; (R,t),

(19 the functionsxg(t) anduv¢(t) =Xs(t) as dynamical variables
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of the crystal. The formal substitution of the solitan not including the retardation of the elastic wayvésese dis-
=zJ p—p<(t)] described in the previous Section into the placements are the d_ecay|(mg; dlstanc_es far from the center
function (9) converts it to a function of the set of dynamical of the crowdion solution of the equation
variables indicated above:

. (aa’) D’ ’ _ )

EZ£CS{U(R!t)lu(th)vulk(R,t);Xs(t)yvs(t)} ’ER’ Alk (R R )UE(S)(R ’t)_FI(s (R’t)

The expression thus obtained will be considered as the _ Caa) .
Lagrangian of a crystal containing a crowdion and will de-Assuming the(tensoy Green functionG;, °(R) is known
termine the combined space-time evolution of the elastic disfor the equation of eqL(Jg)Ilbnum. of the nyS)taL one can write
placements of the atoms of the crystgR,t) and of the the displacement field®(R,t) in the fornf
crowdion centexg(t).

Treating the motion of the center of the crowdion as (R t)= Gi(ﬁ"')(R—R’)Ff(S)(R’,t).

specified and using.s, we can obtain a Lagrangian equa- a' R’
tion of motion for the crystaf? _ . . .

After substituting expressio(26) into this formula and
d|[dL. d (L aﬁcs_ doing some straightforward manipulations, we can write the
dt\ a0, | oR\ auy ) au; =0. (23 gisplacementi® in the form

The transition from this equation to the equation of motion © L () )
for the displacementsi(R,t) in Newtonian form for the Ui (R,t)=§; My Zg(p' = ps)DKGi (R—p")
slow-crowdion case under consideration can be done in an ’
approximation linear in the velocityg, neglecting terms of +bwinzi(p' — ps) + Dl zs(p' — ps) 1]
order v2/c?<1 and effects of retardation of the elastic P
Waye.s. In this approximation the following relations are X—G§§1)(R—p’) _ (28)
valid: JR
Z=—vgZi, Zs=—0gZL. (24)  An explicit relation between these displacements and the co-

ordinate and velocity of the center of the crowdion can be
obtained at distancd®R— pg >\, taking into account the
exponential localization of the functiong/(p—ps) and

®; [zs(p— ps) ] on the & axis around the center of the crow-

Substitutingz= z p— ps(t)] into Eq.(9) and using Egs.
(23) and(24), we obtain

m,Ui(R,t) + E AR (R=R)U(R' 1) dion p [see the asymptotic expressiofi®b) and (19)] and
@R the smooth(power-law character of the coordinate depen-
=FEIR+u(R,1),t]+FE(R,1), (25)  dence of the Green function and its derivative:

. J u®(R,t) = g GV (R—pg)o
F?S)=5Rp[mlbivszs<p—ps>+a—f)k@ik[zs(p—ps)] | ST T Pl

17
p (AWt ¢kn) 55~ G (R=ps), (29
+bwiz—2zi(p—ps) |- (26) "
Ipx _
. . |R_ps|>)\51
On the right-hand side of Eq25) are the external forces

F(¢» and also the forc&®, which determines the additional sb bw'2 (1 @, (2)
elastic deformation of the crystal under the influence of the =—=Db>, z.(p), i =—f dz
y Qs b* ; s(p) Pik 0 \20(2)

*
crowdion. In writing this force we have neglected the term .
In the absence of phonons and external forces, the total

zboFV/oR;, which takes into account the above-
stipulated long-wavelength character of the external forces'displacements of the atoms of the distinguished row in which
the crowdion is located are described, according to(Ey.

The long-wavelength character of the fordeé§® and
the relatively small values of the phonon and crowdion dis-,
placements allow us to assume tHef®)~FEI[R+u® by the formula
><(R,t_),t]. In this approximation the general solut_ic_)n of ni(s)(l),t)=Ui(S)(P,t)Jr[bi+kai(|f)(P,t)]Zs(P—Ps)- (30)
equation(25) can be written in the form of a superposition of
three types of displacements: From formulas(28)—(30) we obtain a qualitatively new

U= (P 4 (@) 4 () 27) feature of the deformation fields generated by a crowdion in

a three-dimensional crystal in comparison to the crowdion
Here u® are the free vibrations of the cryst@coustical  (solitor) deformations in a Frenkel—Kontorova crystal. The
and optical phononsu(® are the displacements under the components of the distortion tensxq([f)(R,t) that correspond
influence of the external forcg®®®, andu(® are the dis- to the displacement&9), both in the bulk of the crystal
placements arising as a result of the presence of the crowdigfiR=R(®)) and inside the distinguished atomic roR p)
in the crystal. fall off with distance from the center of the crowdig as

In this Section we are mainly interested in the displacethe spatial derivatives of the components of the Green func-
ment fieldu®(R,t). In the quasistatic approximatiofe.,  tion, i.e., by a power law, whereas in a one-dimensional
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crystal the crowdion creates only exponentially localized de- PG (p—p)
formationsz,(p— ps). We note that the conclusion that the M= Mg+ 2m4b > o3 vivmZs(p)
elastic fields created by the crowdion fall off by a power law pp' PacPm
far from the center was first stated in Refs. 14-17. X{bWinzZ(p') + Pl zo(p) 1} (32)
ACE )
=gt 2 —————{bwj,z
5. CROWDION EQUATION OF MOTION 57 850 pzp pndPm {bWinZs(p)
Expression27) uniquely determines the deformation of + Dl zs(p) IH{bwnzi(p") + P zs(p") ]} (33

the crystal if the law of motiorpg(t) of the center of the

crowdion is known. However, in order that the description ofAnalysis of these expressions shows that renormalization due
the dynamics of a crystal containing a crowdion be com-0 the self-effect is not weak: the additional termg32) and
pletely self-consistent and closed, it is also necessary to givid), generally speaking, are quantities of the same order as
the equation determining the functipg(t) at specified elas- Mso and ey . In order for the renormalization effects to be

tic deformations of the crystal, i.e., the equation of motionWeak, it is necessary that the properties of the crystal meet
for the center of the crowdion. certain special requirements in order that the components of

H 11
A crowdion in a three-dimensional crystal, as in athe Green function tens@f; " be anomalously smalin the

Frenkel—Kontorova model crystal, is a self-trapped collecterminology of Refs. 14 and 15—strong anisotrppy
tive excitation of the atomic displacement field, and its equa- ~ EXpression(31) is the Lagrangian of a crowdion execut-

tion of motion will therefore be of a field origin. The method NG & slow motion in specified external fields. Havifigand

of obtaining field equations of motion was developed byfollowing the general rules of the Lagrangian formalism, we
Lorentz in a derivation of the equation of motion of the ¢an write the equation of motion of a crowdion in the form

electron, and in the physics of crystals it was used effectively

by KosevicH® in a derivation of the equation of motion of a 2(5_55) — ,7_[,5 =0.
dislocation. We will also use a variant of this method for the ~ dt IXs

solution of th_e problem Of. Interest to us here. .. In going from(34) to the Newtonian form of the equation of
We consider a crowdion as a particle whose motion in

the bulk of the crystal can be described by the dynamica[‘nS %t;?n,,ltz;]sa :;ilgru L:c;hfi;jnggnz,c(c Ofnt )thaende ();p_o[n;?tla"y
variablesps=vx4(t) andps=wvs. We assume that the crys- P s\P™ Ps ikl Zs\P

tal contains free vibration&coustical and optical phonons —ps)] against the backgrounq of the smgoth coordmat.e de-
(ph) . . . pendences of the external fields, as this was done in the
uP’(R,t) and driven displacements excited by external

forces,u®(R,t), and we treat these fields as specified func-derlvatlon. formula(29). Thf lets us take the values of the
external fields at the poigi= ps out from under the summa-

tions of the coordinates and time. Substituting the expressiogOn overp. As a result, the equation of motion of the crow-

z=z{p—ps), the general expression for the displacement,. )
fields (27), and the expression for the displacement field cre-dlon takes the final form
ated by the crowdior§28) into the Lagrangiar(9), we can

separate off from it the last two terms as a separate £iit

o (34)

Mg 5= QSUiFi(El)[Ps+ u(e)(Ps 0,
2

which will depend on the dynamical variables of the crow- N 9 o L y®
dion and will include the external fields and forces as param- GsMavi g2 [UF(ps 1) + Ui (ps, 1) ] = (Wi
eters. Some of the terms of this separate unit can be inter- P
preted as the energy of interaction of a crowdion with the + o) —TuPh (e)

: . ) ®ik) 7 [Ui(ps,t) + Ui (ps, ) . (35)
external fields, while the terms due to the displacemafits ) xg kP HiPs

describe its self-effect. The quantity; assumes the usual
form of the Lagrangian of a particle in classical mechanics
L= L{Xs,v5;uPV+u® FEY if it is constructed in the
guadratic approximation in the velocitieg and the terms
proportional to the acceleratian in (28) are neglected in
the description of the self-effect.

Taking into account the self-effect of the crowdion
through a crystal having a finite elastic compliance leads to ?he
renormalization of the bare values of the effective mass
and rest energyq:

Expressions for the constants of the lattice-crowdion interac-
tion w;, and ¢ are given in(10) and(29).

Now turning to a discussion of the equations obtained,
let us mention a few of the important features of the influ-
ence exerted on the crowdion by fields and forces external to
it.

1. The main part of the terms on the right-hand side of
equation of motiori35) is proportional to the parameter
gs=bs/b*, which plays the role of an effective “charge” of
the crowdion with respect to the external fields. Thus the
1 directions of the corresponding forces are different for posi-

_- 2 rrei(ph) - (e) tive (s=1) and negative = —1) crowdions. In addition,
55_2 Msls ™ 8s z,, (M bl (p O+ there is also a force component due to the elastic distortions
, (oh @ of the crystal, which does not depend on the sign of the

X(p,0]zs(p=po) T [Uii (P, D) + Uik (p,1)] crowdion. It should be noted, however, that this force is

X[bwiz,(p— po) + Pix(z) ]+ biFi(e)[P+ u® comparatively smal_l, since in th(—_} m(_)del unt_jer stut_jy the con-

stants of the crowdion-deformation interaction satisfy the in-

X(p,t),t]zg(p,t)}. (3D  equality| @] <|w;.
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2. For quasistatic deformations of the crystal a crowdion ~ We have derived the equation of motion of a crowdion
is acted on by the deformation-related forces only in thein a nonuniformly deformed crystal in the framework of the
presence of gradients of the elastic distortions. If the interLagranian formalism and have discussed the physical nature
atomic interaction is not centrosymmetriav;(# Wy , @ik of the forces acting on the crowdion.

# ¢yi), then forces arise under the influence of both nonuni-  We have obtained equations relating the self-energy and
form deformationsu® +u{? and nonuniform rotationa!®  effective mass of a crowdion with the microscopic param-
—u®. eters of the crystal.

3. The deformation of the crystal in an essentially dy-  The authors thank A. M. Kosevich and A. S. Kovalev for
namic regime gives rise to specific forces of an inertial ori-helpful discussions and constructive criticism which led to
gin, proportional tod?u®/4t?>. The appearance of these a deeper understanding of the issues touched upon in this
forces is completely natural, since the crowdion excitationpaper.
moves within an atomic row, which, in turn, moves under the
influence of the external fields.

4. One should also note an important feature of the‘E-mail: natsik@ilt.kharkov.ua
coordinate-time dependences of the fofe&!). Even for ;* E-mail: nazarenko@ilt.kharkov.ua _ _
small deformations of the crystal?] <1 the cortesponding 1o SSeTeeness e accounteads o 2 caecton o e cracior
displacementsi® of individual parts of the crystal can be pgieris energy for a dislocatidi?
rather large. Therefore, in the description of the influence of'The static Green function of the crystal in the lattice approximation is
external fields on the crowdion it is necessary to take into determined by the equations ,» e AfF*(R-R") G “(R"~R")
account the possible large movements of its center in space 8,1 Orr 6ik @and by the natural condition that its components go to zero
together with the corresponding parts of the crystal. at|R=R'[ .

Let us conclude with a discussion of another important———
guestion that has direct bearing on the dynamical properties
of a crowdion. The equation of motiai35) obtained above L1 R Paneth. Phve. ReG0. 706165
takes into account only forpes _of elast_|c origiso-called ™ Téwoé:zitlﬁhys.yzevleoa' 61( 1(958.0'
conservative forcgsin real situations various nonconserva- ;. redel, dislocations[Pergamon Press, Oxford964; Mir, Moscow
tive (frictional) forces are present and can play an important (1967].
role. These include phonon and electron drag, radiative'J: R. Manning,Diffusion Kinetics for Atoms in Crysta[d/an Nostrand,
losses, etc. Taking the frictional forces into account will give ;NeW YOrk (1968; Mir, Moscow (1971)].

. L. . . . A. Seeger, Phys. Status Soli8, 235(1970.
rise to additional terms in the equation of moti@6), and &\ Brown, Scr. Metall.8, 1045 (1974).
these will be analyzed in separate publications. ’C. H. Wao and W. Frank, J. Nucl. Matet37, 7 (1985.

In addition’ in certain cases an important role in the SA. M. Kosevich, Physical Mechanics of Real Crysta[a'n Russiaﬂ,
CI’OV\(diOﬂ dyn.amics can be_played by a c_onseryative forc%Eéﬁ?\fosD:\m:ﬁ’TﬁI:gégi?.the Crystal Latticg¢in Russiani, Vishcha
not included in(35—the Peierls force, which arises when  shkola, Kharkou1988.
the discreteness and translational symmetry of the crystafG. L. Lamb Jr. Elements of Soliton Theofyiley (1980); Mir, Moscow

is taken into account in greater detésee footnote 1 from (19831, o
A. S. Davydov, Solitons in Molecular System&nd ed.[Kluwer, Dor-

Sec. 3 drecht(1992; Naukova Dumka, Kie\1988].
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A numerical investigation is made into the dynamics of steady-state oscillations of an isolated
dislocation loop over a wide interval of forced oscillation frequencies and at different

levels of damping. The dependence of the dislocation-related strain and power dissipation on the
external stress is found for different levels of damping. The amplitude dependences of such
integral characteristics of the dynamics of dislocation motion as the internal friction, the elastic-
modulus defect, and the ratio of the two are investigated. A critical value of the damping

level of the dislocation loop is found at which the dislocation hysteresis begins to lose its static
character and starts to take on dynamic traits. The features of the formation of dislocation
hysteresis under conditions of its transformation from a static to a dynamic type are established.
© 2000 American Institute of Physid$$1063-777X00)00603-4

The quasiviscous drag on dislocations when a pulse ofveak damping of the dislocation loop. We note that the in-
some kind of elementary excitation is applied is sharply refluence of the level of damping of the dislocation loop on the
duced on going to the low-temperature region. This changéternal friction was investigated analytically in Ref. 12, but
is especially strong for superconductors at Hetransition.  the complexity of the equations of motion did not permit a
In turn, the quasiviscous drag, which is characterized by &letailed analysis of the phenomenon or a determination of all
damping coefficienB, has a substantial influence on the pro-the characteristics of the internal friction. The influence of
cess by which dislocation loops overcome local pinning centhe viscosity on the dislocation-amplitude-dependent internal
ters and, hence, on the dislocation-related inelastic propertidgction was investigated by numerical methods in Refs. 15
of crystals(elastic-modulus defect, internal frictipr ?0One ~ and 16 for the case of pinning centers distributed over the
expects that increasing the frequempf the external force entire gllde plane. In Ref. 15 the results of the simulation
will not only lead to quantitative changes but will qualita- Were presented only for one frequenays 10° Hz, and four
tively alter the way in which the inelastic properties areValues ofB; consequently, there was no systematic analysis
formed. In this connection it is important to study the of the influence of the damping level on the internal friction.

dislocation-related inelastic phenomena over wide ranges of'€ Note that in Ref. 15, unlike Ref. 13, the dislocation loop
values ofB andw. In particular, studies of this kind can yield did not have sites of rigid attachment, and for this reason the

information about the influence of the forced oscillation fre_IF|enefarlteSS|on exerted ncl) resf’ltorlngh force. Thl,JS t?)e mode| ﬁf
quency on the change in the dislocation-amplitude-Re" 5 does not correctly reflect the connection between the

dependent internal friction at ti¢Stransition and also about Ievellitofdda;mplngd antd th? dlsllocstlﬁnirfselflgeddlosses |r; the
the change in the dynamic characteristics of a dislocation agn;p II ut Z'.egsn en Fetg';?”- N et i ef ecremen ffwas
the electronic viscosity coefficient decreases. A theoreticaftfia culated In the quasistalic approximation Tor a zero efrec-

. : ) . . ve frequency of the external stress. For this reason, in Ref.
analysis of the influence of viscosity on the dynamics of .
) : . . . g 16, as in Refs. 13 and 14, the treatment of the energy losses
dislocations and the dislocation-related internal frickidd . . .
in the amplitude-dependent region did not include the cases

shows that the physical picture of the phenomenon in the o
of practical importance.

general case is complicated. In particular, it is found that a .
: . o S The goal of the present study was to carry out a numeri-
viscosity-related renormalization of the depinning stress of

dislocation seaments oceurs. that the depinning process docgl analysis of the dynamics of oscillation of a dislocation
9 ’ P gp! ?op and of inelastic effects over a wide range of oscillation

not always have a catastrophic character, that the influence ??r . :

. L . : equency and viscosity.

the viscosity is a substantially nonlinear effect, and that the

dislocation hysteresis loses its static character and begins E:OOMPUTATIONAL MODEL AND PROCEDURES

take on dynamic traits as the damping level incred$a@$e

results of the well-known Granato-tke'®> and Roger¥ We analyzed the behavior of an isolated dislocation loop

theories, which describe the amplitude-dependent lossesf length Ly with rigidly fixed ends and and having weak

turn out to be valid only in the particular limiting case of pinning centers along its initially rectilinear position. The

1063-777X/2000/26(3)/7/$20.00 218 © 2000 American Institute of Physics
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coordinates of these centers along the dislocation line walsrgest time step. Whenever possible, the results obtained by
specified by a pseudo-random number generator, which letthe numerical methods for steady-state oscillations of the
to an exponential distribution law for the dislocation seg-loop were compared with the data from an analytical treat-
mentsL . with respect to lengthd_.. is the distance between ment. The calculated characteristics were not affected by
weak centers The analysis was carried out in the well- changes in the initial conditions in E¢l) and remained
known linear-tension approximation for an activationless de€onstant in any subsequent oscillation period fort,
pinning of the dislocations from the weak centeltg; was  wheret, is the time required for the transient oscillations to
varied over the interval I1—~10 “m, and the ratid_y /L.  die out. The value of, depended on the values efandB

was varied from 10 to 150. For the computations a sheaand was found by an empirical method. The maximum ve-
modulusG = 10'°Pa was adopted, along with a Burgers vec-locity of the segments of the loop did not exceed 800 m/s.
tor b=3%x10 °m, a linear tension of the dislocatioB  The energyAW dissipated by the dislocation loop over an
=10"°N/m, and a linear effective mass density of the dis-oscillation periodT was estimated as the area of thé&)
location A=10"°kg/m. The viscosity was varied over the hysteresis loop:

interval 10 8 N-s/mf<B<10 3N-s/n? (typical values in

most materials range from 10 to 10~ *N-s/n?).* The ex- AW fti+TU(t)d8(t). .
ternal stress varied as= o sin(wt), whereoy is the ampli- t;

tude of the alternating stress, aad=27v was varied over
an interval corresponding to frequencies®Hx<p<2
x10°Hz. The flexure of the dislocation loop always re-
mal_neo! much smal_ler tha_n its length. The equation of the o —gp|,, (4)
oscillations of the dislocation loop had the form

The dislocation-related strain was determined from the area
of the figure under the dislocation loop:

] where
Ad?ul 9t2+ Baul gt + Co?ul 9x*=b o Sin( wt)

n U=(1/LN)fLNu(x)dx. (5)
b2, 7l (X=X1)/Xg, (U= ;) ug], (1) 0

The following expressions were used for the logarithmic

wherer; is a term describing the stress arising as a result ofjamping decremens and the modulus defedG/G:
the interaction of the dislocation with the pinning center at

the coordinatesx ,u;) andx, andu, are the characteristic 8=AWG/o}, (6)
dimensions of the interaction region of a pinning center with

a dislocation in thex and u directions (they had a value AGIG=G/(ma, )Fﬁs(a)sin(wt)d(wt) %)
10°~10 " m). For a description of the interaction of a dis- Jo '

location with a pinning center we used the approxim&ﬁon ) ) L
For presenting the results in a compact form it is helpful

708(1—9s)" for |s|=<1, to transform to normalized dimensionless parameters. Since
0 for |s|>1 (@ the individual results were to be compared with the data of
Refs. 12—-14, and also because of the form of @gand its
for n=2 andn=500, wheres= (u—u;)/uy. The maximum  boundary conditions, we chose the following normalized co-
interaction force of a dislocation with a pinning center wasordinates¢ and » and normalized time:
always much smaller than the linear tensiGn and the
“angle of attack” did not exceedr/10. E=xILy;n=ulLy;0=(t/Ly)(C/IA)Y2.

In the framework of the above model we calculated the
dynamic characteristics of a dislocation loop during its oscil-
lations with various amplitudes and also the integral charac- 1 5 5 1, .,
teristics of the loop, such as the hysteretic internal friction ¢ 7l 96+ yinl 60— 297 3
and the elastic-modulus defect. We investigated the follow-

7(u)

Equation(1) in the normalized coordinates has the form

ing relationships describing the dynamics of a dislocation "

loop: =S+ 2 Gl &€, (= m)l 7o), (8)
the dependence of the shap) of the dislocation loop

on time and on the external stress where y=BLy/[4(AC)Y?] is the normalized viscosityS

the dependence of the phase shift of the displacements efboLy/(4C) is the normalized stressh)= (bLy/4C) [ (&
different parts of the dislocation loofwith respect to the —¢&)/&,(n—n;)/ 7] is the force law of the interaction be-

phase of the external strgsm the damping level; tween a weak pinning center and the dislocation in the nor-
the dependence of the mean dislocation steaon o; malized coordinates, ang, and 7, are the normalized di-
the dependence oa of the powerP dissipated by the mensions of the interaction region of a pinning center with

dislocation loop. the dislocation in the and » directions. The expression for

For integration of the equation of motiafl) we used the normalized frequency has the forfh=wl \(A/C)*2
three numerical methods which gave good agreement: Mad¥ith this normalization of the variables the dimensionless
so’s method, and explicit and implicit finite-difference quantity Q) determines the level of damping of the disloca-
methods:® The main results were obtained by an implicit tion loop and matches the analogous parameter used in Ref.
finite-difference method which permitted working with the 12. Although the characteristics of the inelasticity and dislo-
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cation dynamics are presented as functions of the normalized 1.2
variables, in the discussion of the results we will also use the

~—

real values of these variables. -
X
w

RESULTS
0

The oscillations of the dislocation loop and the inelastic
phenomena at different damping levels were investigated in
the amplitude interval & Sy<5S,., whereS,. is the nor- 0.7 b
malized critical stress amplitude above which the activation- T
less depinning of the dislocation loop begins. The following
relationships were established. It was found that the depin-
ning of the dislocation loop always had a catastrophic char-
acter, both in the initial state of the loop along the pinning
centers and in the repinned state during the motion. The de-
pinning started at the pinning center with the maximum sum g

(AG/G) K]
o

of the lengths of the adjacent segments and then propagatec C
along the whole length of the loop. The propagation time of - 4 /5

the depinning was always less than a quarter of the oscilla-

tion period except for the case with the largest values of the -8 2 3\ 6

producty€). The shape of the dislocation loogé), the am- = \\ ~ /\ 7~

plitude dependence of the internal frictia¥(Sy), and the 0 \I — . .
modulus defecA G/G(S,) changed qualitatively ag andQ 0.95 1.05 1 15 1.25 1.35
were varied but remained constant under the conditith O/S

=const. This was observed in the entire intervalSgf in-
IG. 1. Amplitude dependence of the damping decren@nimodulus de-

cluding in the amplitude-dependent region, and therefore th - .
data on the influence @& and e on the investigated charac- ect (b), and their ratiar = 5, /(AG/G) (c) for different values of the prod-
a ® 9 uct ¢€2: 0.000031(1), 0.031(2), 0.31(3), 0.53(4), 0.95(5), 1.2(6), 2.0(7),

teristics are presented as functions of the producg(®f 3.1(8), 4.1(9), 6.2(10), 9.3(11), 14(12) (a,b); <0.025(1), 0.25(2), 1 (3),
As Ly/L. was varied, the functionsé(Sy) and  2.5(4),3.25(5), 5(6), 7.5(7) (c). K; = (4AGbL{)/(7°C), whereA is the

AG/G(S,) did not undergo any qualitative or substantial 'length of the dislocation lines per unit volume.

guantitative changes, and they are therefore presented for a

fixed value ofLy/L.. Thee quantitative relationships de- ., . : : 0
. : : with increasingyf) (Fig. 1b). For Sy>1.55;. the AG/G(S)
scribing the influence ofy/Le on the amplitude depen- .curves exhibit a plateau. The modulus defect and the decre-

dences will be given separately. Figure 1 shows the ampli-
tude dependences of, AG/G, and of their ratior for (r;iﬂzdceucrr\?g:e monotonically with increasiyfg on this part

various values ofA} in the interval 2.5 10 °< yQ) <25 for The values of the ratio(S,) obtained foryQ<(yQ).

Ln/Le=20. For Ly/Lc>12 in the entire amplitude- depend on{) and have a maximum value of 1.8—1.9,

independent reglgrﬁi Increases in proportloq tod). The andr decreases with increasii®y (Fig. 19. However, ag/{)
character of the influence of{) on the amplitude depen- . . /
increases, foryQ>(yQ)., the maximum value of in-

dences of§ and AG/G attests to the existence of a critical . " .
. - .. creases, reaching 14.0-16.0, and the position of the maxi-
damping level ¢Q).=0.025 such that under the condition h i shi | |
O <(yQ), the internal friction is independent gfand () mum on t er_(So) curve Is s ifted .to arger values &. .
Y ¢ : For detailed analysis of the influence of the damping

The values of the critical amplitidgy; obtained from level Q) on the amplitude-dependent inelastic phenomena
the functionsé(S,) andAG/G(S,) at the same value of() we StUdi8d5(J’Q)sozcmslandAG/G(YQ)sozmnslat fixed val-

are equal. AsyQ) increases, the critical amplituds,; in- _ i .
ues ofS; (Fig. 3). These curves were obtained for different

creases(Fig. 2. Although for values in the regiony() ,
<(1Q2). the damping leveh) does not affect the functions valuesSy=const from the whole range of stress amplitudes.

8(So) andAG/G(Sy), for yQ> (), they change substan- With increasingS, the maximum on thé( yQ)Sozconstcurves
tially and behave in qualitatively different ways. Fot) initiaIIy shifted to larger values ofy(), but above S,
>(y0).=0.025 the 5(S,) curves become more gradual =1.55 the position of the maximum along thg) axis
with increasing{), and the maxima on these curves are

shifted to largerS,, and the value of at the maximum of

the §(Sp) curve increases with increasing), reaching its 1'?)

highest value ay()~2.5. At largery() the maximum on the Y

8(Sy) curve gives way to a plateau region on whiéhre- ~>r

mains unchanged all the way out to the maximum values of §°

So. The plateau begins f@,>(1.5—2)S)., whereS). is the 1 L 1
value of Sy, for yQ<(y€).. The value ofé on the plateau 0 5 10

region decreases with increasing. 7L

.ln contrast t05_(So), the AG/G(Sp) curves are mono- g, 2. Normalized critical amplitude of the external stress corresponding to
tonic, and they shift to largeB, and become more gradual the onset of depinning versus the damping ley@l
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FIG. 3. Damping decrement and elastic modulus defecfixed values of
the amplitude of the external str¢segersus the damping level): O,A—
the decrement f080/58C= 1.5 and 3, respectivelyh ,l—the defect modu-
lus for Sy/SJ.=1.5 and 3, respectivelyp —the decrement in the absence
of pinning centers on the loop; the lines ——and—correspond to the
defect modulus and decrement calculated according to the Graneke-Lu
theory in the absence of pinning centers on the dislocation loop. L= -

-25 0 25
S/S%.
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remained unchanged. F8=1.55). the value of the decre-
ment in the region of the maximum and in the entire regionriG. 4. The dependence of the dislocation-related st and the power
to the right of the maximum was unaffected by changes irP dissipated by a dislocation lodp) on the normalized external stress, at a

the fixed values of5, at which the curves of(yQ) fixed amplitudeS,/S3.=2 and various values off2: 0.03 (—), 0.3
So—const (— — 7); 3, in the absence of pinning centers on the dislocation loop

were obtained. Similarly, increasing, in the region S, (—), and 15(- - - -). Ky=(AbLy), K3=(4C¥9) /(L AY?.
>1.55); had no effect oMG/G(yQ)s,___ _in this same

range ofy{) values. Figure 3 shows a semilogarithmic plot

of the curvess( yQ)SozcmandAG/G()/Q)SO:COnsf obtained

for two values ofSy, and the curve for the decrement in the

23?\?:3? do:](il'lﬂlgggceegrjv;; iLhc(aredalzlé)gaZ?r\]/;?Sgé -I(;BS Iasgreases further, the dislocation loop, after its complete depin-
. : T . hing, always executes damped oscillations with a frequenc

corresponding to the region of the maximum and to the rlgh{1 g y P d Y

) ) close to the natural frequenay,=(2Ly) *(C/A)Y2 The
of the maximum it corresponds to thi(yﬂ)shonst curves P(S) plot shown in Fig. 4b indicates that the dissipation of

obtained in the presence of pinning centers on th_e dislocatiognergy by the dislocation loop occurs predominantly at the
loop. The curves )AG/G(y())s,__  are monotonically de-  (ime immediately following its depinning and arrival at the
creasing, and the region of their most rapid fall always coinequilibrium position. Increasing the amplitud®, to the
cides with the position of the maximum on the analogousmaximum values in the indicated range did not alter the

es of S with nearly its linear equilibrium shape. ASin-

curve of the decrement. aforementioned features of all the curves for values/Qf
IncreasingLy /L, from 10 to 150 led to changes in corresponding to regioh
o(vQ)s,_ .. ANAAG/G(¥)s,__ only in the region to For values ofyQ) corresponding to regioh in Fig. 3 the

the left of the maximum on the curve of the decrements(S) curve has a qualitatively different foriffrig. 48. The
(vQ1<2.5), and the greatest changes in the curves were olglislocation loop returns to the pinning centers at nonzero
served foryQ <(yQ)., but these changes were not impor- values of the stress. At a fixe§, the stress at which the
tant. For example, increasirg, /L. from 10 to 150 caused  dislocation loop returns to the centers increases with increas-

to increase by only a factor of 1.2. ing (), and the extent of the region of direct proportionality
Figure 3 shows the four characteristic regions. In regioron the £(S) curve nearS,, becomes shorter. FOo8, not
| the decrement is practically independenty6f, and 5(S,), much greater tha®,., this part of thes(S) curve becomes

after reaching a maximum, falls off z&jz. In regionll the  shorter asy() increases, but it does not vanish completely
( yQ)SO:wnstcurve is close to linear, and in regidh it has  even at the largest values ¢f). As S; increases, however,
a maximum. RegiorlV corresponds to the interval of)  this part does vanish completely fo€)>(y€). (Fig. 53.

values to the right of the maximum, and here the loss igiere the hysteresis loop becomes elliptical, and with increas-
inversely proportional to/). ing yQ) the ellipse rotates in such a way that the angle be-

Figure 4 shows the dislocation-related straimnd the tween its semimajor axis and the stress axis decreases. The
power P dissipated by the dislocation loop as functions ofélliptical hysteresis loops obtained at fixed valuesyQf but
the external stresS These curves, which were obtained for for differentS, have parallel orientations of their semiaxes.
different values ofyQ) but at the same amplitud®,, have  On going to regiongll andIV the continuing growth of{}
the form of hysteresis loops. The character of the hysteresit fixedS, causes further changes in the elliptical hysteresis
loop changes qualitatively ag) is increased. At values of 100p: its area and the angle between the semimajor axis and
¥Q corresponding to regioh in Fig. 3 the functione(S)  the stress axis decread€sy. 4a. It was found that at ai€)
during the unloading part of the oscillation period is practi-for which the dislocation loop &~ Sy returns to the pin-
cally linear. The dislocation loop, as it returns to its initial Ning ~ centers  the curves  of 6(yQ)s_ ~ and
position, approaches the line of pinning centers at zero ValAG/G(?’Q)So:const coincide with the analogous curves ob-
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FIG. 6. Shape of the dislocation loop at the times corresponding to its
crossing of the line of pinning centerg(}=1.5, Solsgc:3.5, at the time

-39 t=1.6T (—); yQ=15, S,/S5.=3.0 at the times;=1.72T (—) and
' t,=1.73T (- - - ).

FIG. 5. Dependence of the dislocation-related steaia) and the poweP
dissipated by a dislocation lodp) on the value of the normalized external

stress; the curves were calculated fpf)=2.5 and various values of . . g . .
tically the entire oscillation period. It is absent only at the
S/ 125 (—— =), 1.8 (—), 3 (—); Ks=(AbLy), Kg y p y

= (4C)/(LyAYD). times of the greatest deviation of the dislocation loop from
the equilibrium position and also on the part of the hysteresis
loop nearS/Sy.~1 if the e(S) curve has a rectilinear region,
tained in the absence of pinning centers on the dislocatiogorresponding to the pinned state of the dislocation loop.
(Fig. 3. When such a region is present the depinning of the loop for
This coincidence of the curves, which started in regiony() values in region$l —IV is always accompanied by a jum-
Il, was also observed in regiofi$ andIV. With increasing plike increase in the power dissipati® as is characteristic
Sy the value ofy() at which these curves begin to coincide for region| as well.
decreases, but even at the largest valueSyathe damping
level never shifted farther to the left than the middle of re-
gion Il. For S,=2S}, the coincidence begins ai)=1.25.
As Sy increases further the external str&ss which the loop
returns to the pinning centers continues to increase, an

when S exceeds S, a coincidence of the curves For yQ < (yQ), the form of the amplitude dependences
S(Y)s,_ oy 1S Observed. However, even though the ot ihe internal friction and the character of their change agree
o(yQ)s,_ . curves for different values &, coincide inthe  ith the theoretical ideas developed in Ref. 13 and general-
region of the maximum and to the right of it, the behavior ofized to the case of large amplitudes in Ref. 14. The maxi-
the loop during its passage through the pinning centersnum on thes(S;) curve atSy= Sy is due to the catastrophic
changes a$§, increases. When the amplitu8g reaches val- character of the depinning of the loop. The independence of
ues of (3—4%Y., the shape of the dislocation loop deviates 5, from ) and its decline with increasing, for So> Sy,
substantially from the equilibrium shape as it returns to theare evidence of the absence of amplitude-dependent dynamic
pinning centers. The parts of the loop adjacent to its edgel®sses in this region of{) values. This is also indicated by
lead the central part in phase. Now the depinning from thehe function&(1A)) calculated in the absence of pinning cen-
centers begins independently on the two parts adjacent to thers on the dislocation loop, which is in good agreement with
ends of the loop and then propagates to the central part of ttbe Granato—Lcke frequency profildsee Fig. 3. Our nu-
loop (Fig. 6). This behavior of the dislocation loop is mani- merical values of the decrement 8§~ S,. and the charac-
fested increasingly as{) increases from the right half of ter of our functiond(S;) for Sp>S,. do not agree with the
region Il to regionslll and IV. In these regions, foS, results of Ref. 14. The reason is that in the calculatiod of
= (2.5—3)88C a situation arises in which the edge regions ofwe considered the contribution of only one dislocation loop.
the loop have already become depinned while the central pa8ince in the given situation the depinning has a catastrophic
has not yet reached the line of pinning centgtig. 6). character and occurs over a time much shorter than the pe-
As ) increases from regioh into regionsll, 11, and  riod of the forced oscillations, while the presence of oscilla-
IV, the relations governing the dissipation of energy by thetions on thes(S) curve does not have an important effect on
dislocation loop during the oscillation period change sub-+the area of the hysteresis loop, the dislocation-related strain
stantially (Figs. 4b and 5p Unlike the case in regiomn, can be estimated to good accuracy in the quasistatic approxi-
where the energy of the loop is dissipated in the oscillationsnation. For the case of largeg /L., when the dislocation-
immediately following its depinning, in region$l andIV  related strain prior to depinning can be neglecteds de-
the dissipation of energy by the dislocation occurs for pracscribed by the relation

IaISCUSSION OF THE RESULTS
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Ly the data pertaining to the left half of regidh where the
8=Ab200c/(2|—N_C)JO (XLpnx?)dx 8(¥€2)s,=const CUIVE is close to linear. The resultant losses
(Fig. 3) can be represented in the form of a sum of the

= AbZ0ocLR/(12C). (9  hysteresis losses calculated at values@fcorresponding to

regionl plus the dynamic losses calculated in the absence of
- ) pinning centers on the dislocation loop.
8n=Ab%03.LEG/(12Co}). (10 At amplitudes in the regiofs,>1.5S), a comparison of

The values of the numerically calculated decrementSpr 1€ 9(742)s;—const and AG/G(¥42)s,—const CUIVES with the
=S,. and the character of its dependence &nfor S, Granato—Leke frequency profile fo and AG/G, respec-
>S,. are in good agreement with E¢L0). For analysis of tively, and also the presence of a plateau on the amplitude
the influence of the degree of damping on the critical ampli-dependences afandAG/G indicate that the hysteresis is of
tude of the depinning stress, we Compared the Shapes of ﬂ%dynamic character. Here the hystereSiS |OOpS of the static
dislocation segment prior to depinning under conditions oftype are almost completely absent, since at a high damping
oscillatory motion and under conditions of static loading. Inlevel ¥} and such large values &, the dislocation loop
the latter case the shape of the dislocation segment prior t@Pproaches the pinning centers at stresses higherShan
depinning for the case of pinning centers located at thénd the additional phase shift betweerand S due to the

pointsx=0 andx=L. was found in analytical form as the interaction of the dislocation with the pinning centers does
solution of the equation not arise. The decrease in the area of the dynamic hysteresis

loop asy) increases foS,>1.583. agrees with the charac-
C(3%ulax*)+ba=0 ter of the dependence on the E(sfalor%ping level for losses of this
and had the form type in Ref. 13.
At values ofSy not much greater tha8,., the influence
) of the pinning centers on the behavior of the dislocation loop
2C is always substantidFigs. 1a, 1b, and)5and the hysteresis

A comparison of the shapes of the segment prior to delosses are nonzero. A calculation of the energy losses over a
pinning under conditions of oscillatory motion and static Period using expressior{8) and(4) does not in general per-
loading shows that they are practically the same in the regiofit one to separate the contributions of the hysteresis losses
of small ¥} (region| in Fig. 3. This fact accounts for the of the static type from the viscous losses. However, at values
absence of an influence of the value g on the critical ~ 0f Sp just slightly higher tharSy. the relative sizes of the
amplitude of the depinning stress in regibnBecause the dynamic and hysteresis contributions to the resultant loss can
time interval required for a dislocation loop to achieve itsPe assessed by proceeding from the following arguments.
maximum flexure after depinning is much shorter than thelhe hysteresis contribution to the energy dissipated by a dis-
period of the forced oscillations and therefore the oscillationdocation at an arbitrary point in time after depinning is al-
of the dislocation loop around the equilibrium configurationways present if the additional phase siifp betweens and
do not have an appreciable effect on the area of the hyste due to the previous interaction of the dislocation with the
esis loope(S), the value ofs;, also remains unchanged un- pinning centers is nonzero. For this reason the hysteresis
der the conditionyQ <(yQ).. losses occur in the time interval between the start of the

The absence of an influence ¢f) on the form of the depinning and the time when the loop reaches its maximum
hysteresis loog (S) and ond(S,) andP(S) suggest that for flexure. On the other hand, there is absolutely no energy
yQ<(yQ). the dislocation-related hysteresis has a pro-dissipation by the dislocation immediately prior to the depin-
nounced static character throughout the entire rang§,of ning and at the time of maximum flexure of the loop, as
values investigated, and there are practically no dynamiéollows from theP(S) plot (Fig. 5b. The energy dissipated
amplitude-dependent losses. over this time interval, containing both hysteresis and dy-

Unlike the case of regionl, in regions II-IV the namic contributions, is small compared to the energy dissi-
dislocation-related hysteresis loops undergo qualitativgpated over the whole period, and it falls off with increasing
changes as) increasegFig. 49, and the basic hallmark of ). This is evidence that the contribution of the hysteresis
static hysteresis—the frequency and velocity independent dbsses to the resultant losses is insignificant and that this
the £(S) loop—is lost. In regiondl—IV the inelastic phe- contribution decreases as the level of damping increases.
nomena are not described by the static hysteresis ntddel.  The absence of a substantial contribution of the hyster-
The generalization of that thedryin Ref. 14 cannot be used esis losses to the resultant lossesSge Sy, is convincingly
for such a description either, since in that papethe demonstrated by a comparison of #S) and P(S) curves
dislocation-amplitude-dependent losses were treated for theith the analogous curves obtained in the case when there
case when the dislocation-related hysteresis takes place are no pinning centers on the dislocation ldéjigs. 4a and
the low-frequency asymptotic region of the Granatoekai 4b). We see that the curves coincide except at the time when
frequency profilé? In our case the overcoming of the pin- the dislocation loop is crossing the line of pinning centers. In
ning centers by the dislocation loop in regiolils and IV this case the presence of the pinning centers has only a small
cause hysteresis at the frequencies of the high-frequenasffect on the energy losses over an oscillation period.
maximum of the damped resonance, where, in particular, Thus on going into regiong—IV there is a change in the
there is no linear dependence of the dynamic losses{dn character of the dislocation hysteresis, from static to dy-
(Fig. 3). The results of Ref. 14 can only be compared withnamic. Further evidence of this change in character of the

Here the expression for the decrement becomes

boxL.—box?
Uu=——F——
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dislocation hysteresis as the degree of damping increases cam < (yQ). in the N state, then the\S transition should

be seen in the behavior of the ratie= 5,/(AG/G) for dif- have no such influence; fd=10"%N-s/n? this condition
ferenty() (Fig. 10. In Ref. 19 the analysis was limited to the po|ds for w< 1075(Ly) "2 Hz.

case of static hysteresis and showed that the maximum value | ¢t ys close by emphasizing that our findings concerning

of r is not greater than 2 and falls off as the amplitude of thene pehavioral regularities of the inelastic properties pertain
external stress increases. The curvgSy) obtained in the g the case when the pinning centers are distributed along the
present study fornd2 corresponding to regiohlikewise do jnitial rectilinear position of the dislocation. The results for
not depend ony), the maximum value of equals 1.8—1.9, the case of a distribution of pinning centers over the entire
andr dependences offy, decreasing a§, increases. How-  gjide plane of the dislocation are qualitatively different in

ever, asy() increases into region$—IV, where the disloca-  many ways and will be published in the future.
tion hysteresis begins to take on dynamic traits, the maxi-
mum value ofr increases sharply, reaching values of 14-16  We thank V. D. Natsik for his interest in this study and
and higher, while the position of the maximum on t{&,)  for valuable comments.
curve is shifted to larger values &, as /() increases.
In an experiment the maximumvaluer ., and the form
of ther (Sy) curve can provide evidence of whether the situ- *w. P. Mason, inPhysical AcoustigsVol. IV-A, edited by W. P. Mason
ation realized is one of static, mixed, or dynamic dislocation Z[Ac\i‘dgmlc F;resps,; NEVFVQ YOfQL<19t25$?6'\é'g,( l'\g%cow(l%% p. 348,
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The interaction of edge dislocations with pentagaipaland hexagonalh) orientation states

of the molecules in the low-temperature simple cubic phase ggff@lerite is discussed. The
temperature interval consideredTig<T<T,., whereT,=260K is the phase transition
temperature and@ ;=90K is the orientational glass point. The nonuniform distribution oftthe
configurations around a sessile dislocation line is described, and the startind-{¢T9e

needed to break the dislocation away from the cloudhafonfigurations formed by it is
determined. The dynamic drag forEg(T,V) arising as a result of thermally activated
transitions between thp and h configurations under the influence of the elastic field of a
dislocation moving at a constant velocity is calculated and analyzed. @000 American
Institute of Physicg.S1063-777X00)00703-9

INTRODUCTION lattice-orientation structure of & fullerite }* Below we de-
scribe as briefly as possible only those individual details of
The study of plastic deformation of single crystals @ C this structure which are needed in order to make a clear
fullerite by the microindentation method have showithat  statement of the problem addressed.
over a wide range of moderately low temperatures 300-80 K | the sc phase the threefold symmetry axes of the C
the carriers of plasticity in them are dislocations belonging tomolecules are orientationally ordered, and the molecules can
the slip system(111)(110. In Refs. 1 and 3 the discrete only execute small librations and hindered rotations around
dislocation structure of the slip lines in the vicinity of the these axes. In these rotations, two types of minima of the
impression made by the indenter was revealed by thermalngular dependence of the intermolecular pair interaction are
and chemical etching. Therefore, in constructing a consistenkalized: a deeper global minimutthe p configuration and
microscopic theory of the plasticity and strength of crystal-a local minimum(h configuration; the difference in the en-
line Cgo, ONne of the first problems is to analyze the mobility ergies of these configurations per intermolecular bond is
of dislocations in this materi&l. =0.01eV. The pentagonal and hexagonal configurations are
The motion of a dislocation in a crystal is always accom-separated by an energy barrier of the order of 0.3 eV: if the
panied by energy dissipation, which leads to a drag on theymbolU, denotes the barrier for thg— h transition, then
dislocation. A portion of the energy loss of the dislocation isthe barrier for the inverse— p transition will have the value
due to the discreteness of the crystal structure, and the dé&,=U,—A. In the classical limit(ignoring quantum ef-
scription of this part requires a microscopic approach—e.g.fects the ideal thermodynamic equilibrium structure of the
the drag due to the Peierls potential relief or immovable locafullerite corresponds to the configuration of all the pair
impurity barriers’~® Other loss mechanisms have a macro-intermolecular bonds, and ttreconfiguration should be re-
scopic origin and can be analyzed in the framework of thegarded as local structural defects that can be excited, for
continuum theory~'° These include various relaxation pro- example, by the thermal motion of the molecules. In a state
cesses occurring in the elastic field of a moving dislocationof thermodynamic equilibrium the volume concentratidis
e.g, the diffusion of impurity atmospheres, relaxation in aandN, of the hexagonal and pentagonal configurations, re-
gas of quasiparticles, etc. spectively, is determined by the Boltzmann distribution and
In the low-temperature simple cubisc phase of G, the balance relation:
fullerite, which exists belowl ;=260 K, the most efficient

mechanism of dissipation of mechanical energy is the lattice- N AL N
orientation interaction and the orientational relaxation of ﬁh:_h: 1+exp—) : ﬁp:_”zl_ﬁh; (1)
molecules—thermally activated transitions of molecules be- 0 kT No

tween two energetically inequivalent orientations, which

have come to be called the pentagofmland hexagonalh) here a bar over a symbol denotes the equilibrium state, and
configurations. The influence of the orientational relaxationN,=N,+ N}, is the volume concentration of double-well ori-
on the thermal and rheological properties of fullerite crystalsentational states.

has been analyzed in detail in our previous pdpérhere The mean timesr, and 7, for the thermally activated
one can also find a list of references reflecting the history oflestruction of thep and h configurations, respectively, are
this problem and containing detailed characteristic of thedetermined by an activational formula of the form

1063-777X/2000/26(3)/7/$20.00 225 © 2000 American Institute of Physics
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Uph when a more rigorous approach is taken to the description of
Tp,h= Toexp—-l-, (2)  the lattice-orientation interaction proposed in Ref. 11.

where 74 is the characteristic librational period, which is 1 A GENERAL CHARACTERISTIC OF THE DISLOCATION-
assumed to be the same for both configuratiG@mpirical ORIENTATION INTERACTION

estimates lead to valuegy=10"1*-10 *s). Accordingly,
the time dependenag,(t) of the nonequilibrium occupation
of the defecth configurations(orientational relaxationis
described by the simple kinetic equation

The presence of a dislocation in ggGullerite crystal
disrupts the uniform distributiofil) of pentagonal and hex-
agonal configurations of the molecules. At a fixed constant
temperature a nonuniform equilibrium “atmosphere” of de-

J T TpTh fect h configurations, similar to the atmosphere of interstitial

T Np+ nh=T—, L 3 impurities surrounding a dislocation line in a bcc methe

P pT7h Snoek atmospherg forms in the elastic fielts;(r) of a

In the temperature interval,>T>T,=90K the equi- sessile dislocation. Let us consider the starting fdfg€r)
librium concentration of the differerit configurations varies that is capable of rather rapidlgat the formal level, instan-
over the range 04n,>0.2, and the characteristic time for taneously setting in motion a previously sessile dislocation,
the establishment of orientational equilibriumris 10°s. At i.€., of tearing it away from the cloud df configurations.
such temperatures the thermally activated transitions belhe value of this force is determined by the change in the
tween thep and h configurations occur rather rapidly on €lastic energy of the crystal upon the displacement of a dis-
|ab0rat0ry time Sca|ES, and the state of the Crysta| can b@Cation line relative to the center of the ClOUd, which re-
regarded as a kind of orientational liqui@L). On the other ~Mains immobile. _ _ _
hand, when the fullerite is cooled beldly, thermodynamic The strain fields;(r—Vt) of a dislocation moving at a
equilibrium between the andh configurations is not estab- constant velocityV (V<s, wheres is the characteristic
lished over standard laboratory time scales. Therefore, fopound velocity disrupts the local thermodynamic equilib-
T<T, the crystal is in an orientational glass state, with arium between the andh configurations and excites a relax-
concentration of frozen defect configuratiomg,~0.2, and ation process that .restores this eqwhbr_lum. On _account of
the temperature boundaily, has the meaning of an orienta- the energy dissipation accompanying this relaxation process
tional glass point. the dislocation experiences an equivalent dynamic drag force

To describe the relation of the rotational degrees of freeFp(V, T), which depends on its velocity and the temperature
dom of the molecules with the deformations of the fullerite Of the crystal.
crystal lattice, in Ref. 11 it was proposed to introduce defor- A consistent description of the dislocation plasticity of
mation corrections to the aforementioned intermolecular inCeo fullerite requires a calculation of both of the indicated
teraction parameterblp’ Uh! and A. Tak|ng into account forces, although their relative role is different in different
the cubic symmetry of fullerite and working in a linear ap- temperature intervals. On general arguments one expects that

proximation in the components of the strain tensgr, we for T<Tg the relaxation drag is practically absent, and the
get main role will be played by the starting forég(T), whereas

for T>T, the primary force acting on the dislocation is
Uph=Upn—vpnen, AC=A-uvyey. (4 Fp(V,T).
For dislocations in anisotropic crystal structures the ex-
Heree, is the sum of the diagonal components of the strairplicit form of the strain fielde;(r) is unknown, and there-
tensor, and),, vy, andA=v,—vy, are the constants of the fore for solving problems like that considered in this paper
deformation potential, for which the following empirical es- one must appeal to the model of an equivalent elastically
timates were obtained in Ref. 1d,=v,=2.0eV,v,=2A isotropic medium. Two elastic moduli of such a medium are
=2.4x10 2eV. calculated by special methods of averaging of the elastic
The model of double-well orientational states of the mol-constants of the crystal. According to the recommendation
ecules, supplemented with relatio@ and the kinetic equa- stated in Ref. 8, in a calculation of the local characteristics of
tion (3), fulfills all the prerequisites for analysis of the inter- the elastic field of a dislocation it is advisable to use the
action of a dislocation with the rotational degrees of freedomvoigt averaging method. In the case of a cubic crystal with
of the molecules in the low-temperature phase gffGller-  elastic constant€,;, C;,, andC,, the Voigt method leads
ite, including a description of the dynamic drag exerted onto an equivalent elastically isotropic medium with a bulk
the dislocations on account of this interaction. A qualitativemodulusB and a shear moduluS, which is determined by
picture of this drag was given previously in Ref. 6, in which the relation®
the dislocation-orientation interaction was described using
the linear response approximation which does not take into 3B=Cut2Cs, 5G=3CutCy—Coa. ®)
account the dependence of the orientational relaxation time The use of the values of the elastic moduli measured on
on the local values of the dislocation straisng. This ap- a fullerite single crystal at room temperature by acoustical
proximation simplifies the analysis of the problem considermethod$? lead to the estimatesB=1.1X10’Pa and
ably, but its applicability breaks down in the neighborhoodG~ 0.5x 10"°Pa.
of the dislocation coréthis circumstance was noted in Ref. In what follows we will be considering a rectilinear edge
6). Below we analyze the qualitative and quantitativedislocation, with Burgers vectdn, either at rest or moving in
changes in the dynamic drag on dislocations g3 fQllerite  its glide plane with a constant velocity. In a rectilinear
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coordinate system with the; axis along the dislocation line 9 PO
and thex, axis along the direction of the vectdrsandV, the T(S)E vt YhT e Ny . (10)
dilatation fielde (r —Vt) of the dislocation in the isotropic P

approximation has the forf ) .
Here 7) and Tp.n are, respectively, the local values of

g (r=Vt)=g(X;—Vt,Xp) =gl oi(X;— V1,X5), (6)  the orientational relaxation time and of the times for the
activated destruction of the pentagonal and hexagonal con-
3Gb X2 figurations in the elastic field of the moving dislocation:

f0Tm@BraG, VT e
(g) (&)
In this formula we have introduced the parametgr the o) = :;p) Th(g),
radius of the dislocation core, so that later we can remove a To T Th
nonphysical divergence af6) on the dislocation ling(x;
=Vt, x2=p). If we use the stgndard e;tima’t@zb and the (o) _ Uph—vpnen(X1—Vt,xy)
above estimates for the elastic modBliand G, we get an Thh=To€ KT : (13)

estimate ofe(=0.1 for the value of the deformation in the
core of the dislocation.

Let us first consider the structure of the atmospherie of
configurations formed on a sessile dislocatioi=0) at
temperature§ ;<T<T,. The excess equilibrium concentra-
tion 7§ =n{*'—, of the hexagonal configurations resulting
from the dilatation(6) is easily obtained using formuld4)
and (4). Since the inequalityg=v ,eq/kT<1 holds in the
temperature region under consideratidn>(T), an expres-
sion for?ﬁf’ can be written in the approximation lineardpn
assuming thaltr gls(x; ,X,)| <1 after the divergence has been
removed:

It is easy to show that in the temperature interval under
considerationT ;<T<T,, and outside the core of the dislo-
cation, the right-hand side of E¢LO) admits a linearization
in the dilatationg) (x;—Vt,x,) (formally, in the small pa-
rameterq=uv,eo/kT<1). The relaxation timer*), how-
ever, does not admit such a linearization: it contains the large
parameteQ=uv ,eo/kT and remains an essentially nonlinear
(exponentigl function of the dilatatiore (x;—Vt,x5).

Equation(10) is a linear differential equation with vari-
able coefficients, and its solution that satisfies the natural
initial condition wy(r,—)=0 can be written in
—e) (N Ny T quadratures? In the approximation linear in the parameter
Vi (1) =qroNpnadi(Xy,Xz). (7

we have

The instantaneous displacemdf of the dislocation
along thex; axis by a distance relative to the center of the aronp
cloud ofh configurations formed by it leads to the following Vh(Xg,Xz,t) =
change in the lattice-orientation part of the free energy den-
sity of the fullerite at a fixed temperatuté:

J‘:dt’qj[xl—V(t—t’),xz]

p

1
X exp| QroP[x;—V(t—t"),x,]— =
WD (x1,xp;:2) = — Y (X1, X2) h7p

X[en(xe,—z,x2) —en(x1,x2)1, (8) ><jot,dt”exp:Qrolp(xl—V(t—t’),xz)] :

where y is the phenomenological parameter of the

orientation-lattice interaction. Using E(), we can evaluate

F, the starting force per unit length of the dislocation,

which is the force that must be applied to the dislocation in__ Vaé&o _ Up&o
the glide plane in order to tear it away from the cloudhof 4~ kT ° Q=T
configurations:

(12

The relaxation procesil?) induced in the system of
orientation states by the elastic field of the moving disloca-
P " tion is accompanied by dissipation of the mechanical energy
I(2)= Ef f dX Xl X1, Xp) U( X1 — Z,X5). of the crystal with an equivalent drag forég,(V,t). The

o time derivative of the local energy density of the dislocation-

Of course, the evaluation of this integral presupposes that trgrientation interaction is given by the equation
correct procedure for removing the divergence of the inte-
i = = = = Jd J

g(raaenndszt;(t:t;f(iaeg.o|nt$xl 0, x,=0) and (x;=2, Xx,=0) has a_tW(hd)(leXZat):_'}’Vh(xleth)ﬁgll(xl_VthZ)-

The glide of a dislocation with a constant velocit (13
through the bulk of a crystal with a uniform equilibrium
distribution of hexagonal configurations will disturb the local The integration 0of13) over the coordinates; andx, gives
equilibrium: n,(r,t)=n,+ v,(r,t), wherewy, is the nonequi- the value of the dissipative function of the process per unit
librium increment induced by the elastic figlf) of the dis-  length of the dislocation. Equating this to the prodBEgtV,
location. According to Eqg2)—(4), the equation for the non- we obtain the following expression for the drag force per
equilibrium incrementv,(r,t) has the form unit length:

F =y Nndeorgmax | (z)|, (9)
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2 —
qroeonpvf Jw J v,k T2CLO7(T)
Fp=—m dx;dxo— [ X1 — Vt,X == v
D . | oxadxe Y[Xg 2] Y Azﬁpﬁh , (17)
X J’wdt’Lp[xl—V(t—t’),xz] wherecff’r) is the orientation component of the heat capacity
0 per unit volume. In addition, the coefficieptcan be given a
1 (v microscopic meaning. Recalling that the excitation of an iso-
><eXﬁ:Qroll'(Xl—V(t—t’),xz)]exp[ —=— | dt” lated h configuration is accompanied by an increase in the
MhTp Jo energy of the crystal by an amouff we obtain
X exg Qrol(x,—V(t—t"),%,)]}. (14) dn, NoA2n.n;
A Qrow(xy—V(t—t"),x; ]] clon— a2} _Nod™pNn 18
! dT/, KT

This formula, like Eq.(9), has physical meaning only after
the divergence due to the Singularity of the fUnCtionA Comparison Of(]_?) and(18) gives the f0||owing expres-

#(X1,X2) has been removed. sion for the coefficienty:
The integrals(9) and (14) give the solution in quadra-
tures for the drag force exerted on a dislocation as a result of y=Ngv, . (19

the interaction of its elastic field with the orientational con-
figurations of the molecules. The next step of the analysis is  Substituting(1) and(19) into (16), we obtain an explicit

to obtain an explicit expression for the dependence of thigxpression for the temperature dependence of the starting
force on the temperature of the crystal and the velocity of thdorce:

dislocation and to estimate the characteristic value of the
drag force in different temperature-velocity intervals. 3G

3B+4G

2p%3iN,  exp(A/KT) 20
471 ok T [1+exp(A/KT)]? (20

Fo(T)=

2. TEMPERATURE DEPENDENCE OF THE STARTING

FORCE F.(T) We note that the parameteBsand G appearing in the for-

mulas for Fg are the isothermal elastic moduli, although,

The simplest way of removing the singularity in the strictly speaking, at the level of accuracy with which these
evaluation of the integrdl(z) in Eq. (9) is to remove a strip formulas have been obtained it does not make sense to dis-
|x,|<ro from the integration region, wheng, is the radius tinguish between the isothermal and adiabatic values of the
of the dislocation core. Then, after making the change ofmoduli or to take their temperature dependence into account.
integration variablegx,=x; and nx,=z, we obtain

o0 o0 (9
I(2)= —2J XmJr dxad(X1,Xz) 5—Xllb(X1—Z,X2) 3. DYNAMIC DRAG FORCE
. .
2 [« 2l J The divergence in the integral4) that determines the
:—Ef d%jo d77¢(§,1)(9—§¢(§— 7,1) dynamic drag force on a uniformly moving dislocation is

removed in the same way as in the evaluation of the starting

2 (= 20 d force, by excluding a strifx,| <ry from the integration re-
= Ef dép(€,1) fo dv%lb(f— 7,1) gion. In addition, it is easy to see that the integral can be
o simplified somewhat by the substituticn—Vt—x; and in-
_wa dé 2érg—2 tegration by parts over the variabie
—=(1+ 8?15+ (&ro=2)%]

—— 9] [ (9
p=0YeolgNpNp | dx; dxg §7¢(X1,X2)
I'O —® 1

The remaining integral is easily calculated using the resi-
due theorem of complex analysis:

* J
- - X JO dt[ﬁmb(leth,xz)
(z)=——— 4_I'0

, maxl(z)|=
4r2+ 72 A1)

(15

X

1 [t
ex;{—ﬁ— dt” exd QroP(x,+Vt',x;)]
0

Substituting(15) into (9), we obtain the estimate hTo

3G
3B+4G

2

_ WrOSCZ)UAVWpﬁh_ bZUA'yﬁpﬁh (16)

s 4kT ~ 4mrokT

In the framework of the phenomenological thermody- }
namic theory of orientation staféshe coefficienty is unde- It will be convenient to change to dimensionless integration
termined, remaining a phenomenological parameter of th&ariables », & v through the substitutiong;=Qrqé, X,
theory. In this connection it is useful to express this coeffi-=Qryn, Vt=Qrqv:
cient in terms of fullerite properties that admit experimental
determination, e.g., the specific heat. Using the results o|f:
Ref. 11, we arrive at the relation

1 t
Xexr{—__f dt, eXF[_QrOlb(Xl—'_Vt,!XZ)]
nth 0

__ Vr
p=aveoloNpMnl | Q. 7 | (21)
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VAR o J A more exact analysis shows that the inted24) in the
|( = 6J dﬂf dé| (&, n) low-velocity region conforms rather poorly to the asymptotic
<y

expression(25): in the regionV<Vy there is a large interval
of velocities in which the difference betwe&?) and(25) is
extremely significant. This circumstance is due to the exis-
tence of extended regions in the space of variabdes, v)
Vi (v, ) in which the upper asymptotic expression(#8) cannot be
ex;{ V2 fo dv’ exd(&+v',7)] used. For this reason the integfaP) was evaluated by nu-
merical methods on a computer for sets of values of the
parameters/ and Q from the intervals 0.¥+<V=<V; and
10=Q=25. The results of these computations allowed us to
obtain a simple analytical approximation for the integes)

¢(§+V 7)

23

X

V v
+ex;{ - VTJO dv’ exd —(é+v',m)]

(22 having a relative accuracy of the order of 0.1 in the indicated
roQ regions of parameter values:
T ToNp Vr Q3/5 2125
Asymptotic expressions for the integr@?2) can be ob- Q. v~ 8 VA 0.Vr<V<Vr. (26)
tained by considering the limiting cases of low and high
dislocation velocitiesV<Vt andV>Vr. Thus the linear dependence of the intedr@®,V+/V)

on the dislocation velocity in25) gives way to the very

weak dependenc@6) even in the intermediate velocity re-

gion V=V;. Comparing(25) and(26), we easily obtain an

estimate for the characteristic value of the velodity, that
Turning to an evaluation of the asymptotic behavior ofseparates the two regions:

the integrall (Q,V+/V), we note first of all that for the in-

3.1. Region of low velocities

tegrals in the arguments of the exponential functions the fol- _ ViQ? 27
lowing simple asymptotic estimate can be made: ™ 30
(= [° ervr | V€T v0;
*)_ I At ') — . . ..
= fo dp'e Ve = v+ Yoo’ (23 3.2. Region of high velocities

In the limiting case of very low dislocation velocities Let us first analyze one of the inner integrals(22).

V—0 the main contribution to the integral over the variable
v is given by the region of small values— 0, which allows I5(&, n):f
us to set 9/9E)Y(E+ v, n)=(dld&) w(&,n) in the integrand

p
§¢(§+v 7)

and, with exponential accuracy, to neglect the first term in Vy
the curly brackets irf22): X ex;{ - vl(*)(g,n,v)
|(Q,£ f f [{Nj(f 77)} l!!(&ﬂ) Vo
V] QVr o +ex ——I‘ ‘(& m,v) ]
V—0. - wd P v -
Integrating by parts over the variabfeand making one =, 9 7g Vet vin) | exg — (11— v)
more change of variables, we bring this integral to the form
\Y; 2V (= = | 02U(E, ) +ex —E(H*)—V) exp(—ﬁy
|(Q,_T :__f d”f dgMteb(f,n)_ vl v o)
V VT 1 0 (925
(24)  Since the derivative
The main contribution to the integré24) for Q>1 is P
from a small region around the poiét 0, »=1. Making the a_(| (F)—p)y=gtWErrm g
14

following substitution in the integrand:

PUE ) _ ( Y€ )

does not vanish at finite values of and the asymptotic
=-2, expression(23) is valid, the inequality]l ; — »|< holds.
&=0p=1

2 2
¢ ¢ Consequently, foV> 7V, we have
W m=2-n—¢ P v
and doing the integration, we obtain a final asymptotic ex- '2(6:7)= jo dv §—§¢(§+ v, 7) ex;{ - VV)' (28)
pression for the integrdR?2) at low velocities:
v 2\/— oy Substituting (28) into the integral(22) and doing some
T = cNmeV straightforward manipulations, we bring this integral to the
Il Q, , V—=0. (25
\ Qd? form
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ﬁ _E N N i FD T
\Y; J N
Xf ljj(f-i-v ) exp{ —VTV) :' ',—" N

9 ’ T,<T §
2y, p( vTV) | e
= f dv ex ' :

fdnf d§¢§7])a§¢(§+v 7).

\' \'

TO T

The integral over the variableg;, &) is the same as the
pre\”ously evaluated |ntegraﬂ_5) |f we Set ro_ 1 7= —1. FIG. 1. Schematic illustration of the dependence of the dynamic Component

f the drag force=(T,V) on the velocityV of the dislocation at different
Consequently’ in the I|m|t|ng case under consideration Wé’ emperatured. The temperature dependence of the characteristic values of
have the velocityV andV is described by formula@3). The solid portions of

vV the curves show those regions of the functieg(T,V) for which the ana-
vexng — TV lytical approximationg25), (26), and(30) were obtained.

| VT 7TVT J’ d QV

Q. V) QV Vo+4

_ 7TVT . 2VT 2VT . 4 |: VT:|
v CI(-QV)COS<—QV> Fo(T.V)=—F(DIQ(T), |- (32
2V 2V
+ il = Qv sinl = oV (29) We have shown above that max1, and therefore the

characteristic scale of the force of orientational drag on dis-
where sik) and cix) are the sine integral and cosine inte- locations is set by the starting forée(T). According to Eq.
gral, respectively. In the case under consideratién, 7V (20), this force increases slowly with decreasing temperature
andQ>1, the arguments of the functions in formy29) are  in the interval Ty, T;), reaching a maximum value in the
small, and we can therefore write the following asymptoticregion of the orientational glass point.

expression for the integra{ Q,V+/V): Figure 1 shows schematically the dependence of the dy-
namic component of the drag force on the dislocation veloc-
ﬁ - mVr [QV 5 ity V. This dependence is nonmonotonic: there is a short
Q. In , V7V, 30 : - o
V] Qv l2vy linear region at low velocitie¥ <V+q, which gives way to a

Expression30) is a slowly decaying function of velocity °road maximum in the velocity region~Vr, followed by a
which continues the functiof26). Formulas(25), (26), and slow decline in the region of high velocitieé>V;. The
(30) show that in the velocity regioW~V; the function ~character of the velocity dependence of the fofe{(T,V)
1(Q,V;/V) has a broad peak with an almost flat t(28). does not change qualitatively as the temperature is changed,

The height of this peak depends weakly on temperature: but there are significant quantitative changes, since the char-
acteristic velocities/; and V1o and the slope of the linear

Vr Q3/5 1 Yp€o 3 part at low velocities depend exponentially on temperature:
Ml Qv )= g T kT 39
For the values of practical intere~10-20, the value __To ”pso) F{ Yy
of maxl~1-0.5. In addition, the position of the peak on the T ronp | kT kT/)’

axis of velocitiesVt and its characteristic widt\i;— Vg are

exponentially sensitive to changes in temperature. o

370Fh

Vo=

3
Up€o 3 U, +vpeg
kT) exr{ T ) (33

We note that the conclusion that the fofeg(T,V) de-
pends nonmonotonically on the velockywas obtained ear-

The foregoing analysis shows that the dynamic dradier in an analysis of the dynamic interaction of a dislocation
force on a dislocation due to the orientation-dislocation in-with the orientation states of the molecules in the linear-
teraction and processes of orientational relaxation has an exesponse approximatidhThis approximation give a qualita-
tremely complex dependence on the dislocation velo¥ity tively correct estimate of the velocity; and of the character
and the crystal temperature This dependence has been of the velocity dependence of the drag forcé/atV;. Tak-
obtained in certain temperature-velocity regions in the formng nonlinear effects into account in the neighborhood of the
of asymptotic expressions. Before turning to a discussion oflislocation core leads to a strong broadening of the peak on
these asymptotic expressions, it is useful to compare the dyhe velocity dependence &i,(T,V) on the side of lower
namic drag forcd-p with the starting forcd-4 calculated in  velocities and to a stronger temperature sensitivity of the
Sec. 2. Using formulag9), (15), and(21), we obtain slope of the linear part in the region of low velocities.

3.3. Temperature-velocity dependence of the dynamic drag
force
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The range of topics for physical research to be conthe intersection and recombination of cosmic strin@bere-
ducted onboard spacecraft in the next few years has broadbre, it is important that the research begun earlier on critical
ened considerably. This has come about, on the one hand, pkenomena in condensed matter, particularly on thermody-
a result of the experience gained in the work of cosmonauteamic and transport phenomena in superfluid and normal
and the development of the technological expertise necessahglium near the critical point, be continued onboard the fu-
for performing fundamental scientific experiments underture International Space StatiglsS), and that new experi-
weightless conditions and, on the other hand, in response tments be designed to investigate critical phenomena occur-
the progress that has been made in modern physics and thag in the bulk and on the surface of quantum fluids and
advent of new scientific fields, for which it may be of fun- crystals (phase transitions in three-dimensional and two-
damental importance to move the experiments from a terreglimensional systems, the equilibrium faceting of crystals,
trial to a microgravity environment. An example is the laserand the features of liquid helium droplets in a microgravity
cooling of metal vapors, which has substantially broadene@nvironmenk
the range of low-temperature research and has enabled mak- One of the main goals of the CWS-99 Seminar was to
ing measurements near absolute zéab 10 °— 10 1°K). create a forum for the presentation and discussion of recent
Placing such an experiment onboard a spacecraft will infesearch results in low-temperature physics and of plans and
crease the existence time of the cold cloud many-fold; this isdeas for new terrestrial experiments to serve as a basis for
especially important for fundamental research on phase trarchoosing the most worthwhile and well-thought-out experi-
sitions and Bose—Einstein condensation phenomena in a dirents onboard the ISS. In accordance with the proposals
lute vapor, for doing wave experiments in atomic physicsfrom members of the Consulting Committee, the main topics
etc., and also for the practical implementation of an impor-chosen for discussion at this seminar were equilibrium and
tant engineering project—to create a working model of arcritical phenomena in liquid helium, levitating droplets, im-
atomic clock with a resolution at the level of 18  purity molecules and clusters in superfluid He I, laser cool-
—10 16s, which is 3—4 order of magnitude higher than thating and Bose—Einstein condensation phenomena at ultralow
of the existing clocks. This would open up fundamentallytemperatures, and the engineering possibilities and equip-
new opportunities for basic research in the fields of relativiment for carrying out low-temperature measurements on-
ity, cosmology, and astronomy. board the ISS.

The scientific literature of the last two decades has dem-  About 150 persons from the various research centers of
onstrated the intimate connection between condensed-mattBussia, Ukraine, Kazakhstan, USA, Japan, England, and
physics and phenomena taking place on cosmic s¢algs  Germany took part in this seminar, including 25 undergradu-
between the intersection of vortices in superfluid helium andate and postgraduate students doing practicum at the insti-

1063-777X/2000/26(3)/3/$20.00 232 © 2000 American Institute of Physics
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tutes of the RCC RAN. A total of 49 reports from 50 orga- 3. Material science and Universe
nizations were given at the oral and poster sessices
below for a listing. A digest of nearly all these reports was University of Technology, Helsinki, Finland; Landau Insti-

publl;hed in the Bopk of Abstracts OT (.:WS'gg prior to thetute for Theoretical Physics, RAS, Moscow, Rugsia
opening of the Seminar. The authors’ final versions of most 15. Does the Kibble mechanism operate in He I1? P

of these reports will be pUbl'Shed.m a special issue of thq‘\/lcCIintock (Lancaster University, Lancaster, United King-
Journal of Low Temperature Physics in June of 2000. dom)

14. Universe as condensed matter. G. Volojklelsinki
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1. Common topics, low-temperature facilities 4. Phenomena in superfluid He Il

1. Long-term research program for the Russian segment 16. Onset of superfluidity far from equilibrium: dynami-
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(TSNIMASH). of New Mexico, Albuquerque, USA
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new millennium. M. C. LeéNational Aeronautics and Space liquid “He. R. Ferrell(University of Maryland, Maryland,
Administration, Washington, USA USA).

3. Ukrainian cryogenic facility for 1SS and project of ~ 18. Dissipation and phase slip in confined superfluid
HERUBIM experiment. S. Bondarenk®. Verkin Institute He II. S. Mukhin (Moscow Institute for Steel and Alloys,
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flight conditions: achievements and perspectives of UkraiState Physics, RAS, Chernogolovka, Russia

nian science. S. Bondarenk8. Verkin Institute for Low 20. Interaction of intense heat pulses and vortices in
Temperature Physics and Engineering, NASU, KharkovHe II. L. Kondaurova(institute of Thermophysics, Novosi-
Ukraine. birsk, Russia

5. NASA roadmap for fundamental physics research in ~ 21. Stochastic dynamics of vortex filament induced by a
space. U. Israelssofdet Propulsion Laboratory, California random force with a power like correlator. S. Nemirovskii
Institute of Technology, Pasadena, CA, USA (Institute of Thermophysics, Novosibirsk, Rugsia

6. Optical characterization of g single crystals grown 22. Numerical simulation of vortex dynamics in super-
in microgravity conditions. E. Steinmaet al. (Institute of  fluid helium. M. TsubotgOsaka City University, Osaka, Ja-
Solid State Physics, RAS, Chernogolovka, Russia; RC@®an.

“Energy;” Cosmonaut treating center 23. Dimensional crossover and non-linear phenomena in

7. Research opportunities on low temperature microdc superflow; experiment on thin He films formed i 3
gravity physics facility. F.-C. LiuJet Propulsion Laboratory, connected porous glass. M. Kubdfastitute of Solid State
California Institute of Technology, Pasadena, CA, USA  Physics, University, Tokyo, Japan

8. Desirable conditions and narrow restrictions: the con-
cept of liquid helium boiling experiment in microgravity.

N. ScherbakovaB. Verkin Institute for Low Temperature S- Charged droplets and surfaces
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J. Niemela(University of Oregon, Eugene, USA
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sia). Physics, Cornell University, Ithaca, USA
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isotopes in the terrestrial conditions and at low gravity.phase. E. PopoWnstitute of Energy Problems of Chemical
S. NesterouMoscow Power Engineering Institute, Depart- Physics, RAS, Chernogolovka, Russia
ment of Low Temperatures, Moscow, Rugsia 28. Gravitational effects in the guest atoms behavior in

12. The superfluid®He collective mode study: current liquid *He—*He mixtures. A. Shestakofinstitute of Energy
situation in experiment and theory. P. Brus@®hysical Re- Problems of Chemical Physics, RAS, Chernogolovka,
search Institute, Rostov-on-Don, Rugsia Russia.

13. On a theory of multi-gap superfluidity based on the  29. Condensed water in superfluid He Il: irreversible gel
fermi-liquid approach. A. IsaefKharkov Institute of Physics formation? L. Mezhov-DeglirfInstitute of Solid State Phys-
and Technology, Kharkov, Ukraihe ics, RAS, Chernogolovka, Rusgia

6. Foreign particles and clusters in liquid helium
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