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The thermal conductivity of orthodeuterium crystals containing a neon impurity is investigated in
the temperature interval 1.8—17 K. The results of the measurements are described in the
framework of the relaxation-time model with allowance for phonon—phonon scattering processes.
The intensity of the normal scattering processes for deuterium are determined. The existing
theoretical models are used to estimate the intensity of the phonon scattering processes for a
number of cryocrystals. The calculated intensity of the normal processes is compared to

the experimental result. @000 American Institute of Physid$S1063-777X00)00104-3

INTRODUCTION state two-dimensional method. The crystals were grown in a

, ) stainless steel ampoule with an inner diameter of 4.6 mm and
It is known that phonon—phonon scattering processes length of 38 mnt!

which conserve quasimomentumormal orN processesdo In the experiment we used gaseous deuterium with a
not corlltrlbu'te to thg thermal resistance of a _Cfﬁt@‘-the .99.59% isotopic impurity. The concentration of chemical im-
same tlme,_ln certain cases they can play a S|gn|f|c_ant rol_e iBurities in the dry gas was less than 0.01%. Prior to prepa-
the formation of the thermal resistance. The pioneeringyiion of the sample an ortho-to-para conversion of the deu-
works in the field of research on the influenceNbprocesses  iqarium was carried out by contact with an(Bei), catalyst at

on the thermal conductivity in the relaxation-time approxi- 4 temperature close to 20 K. As a result, thd, concen-
mation were the studies by Guyer and Krumharshd aiion reachect=29%. The chemical purity of the Néof
CaII.away.3 The Callaway model has proved to be more con-ayra| isotopic compositionvas 99.99%. The gaseous mix-
venient to use and is now widely employed. Although it wasy,re of orthodeuterium and neon was prepared in a glass
originally prop_osed Ina rather crude approximation, MOI&essel at room temperature. The relative error in the deter-
recent stud.|e$|n partlcqlar, Refs. 4 and)shave shown tha.t mination of the neon concentration in the mixture was not
the model is also applicable to a more accurate analysis Qf,er 504

this question. To ensure a uniform distribution of the neon impurity in
In redistributing the energy of the phonon subsystsim, the sample the latter was crystallized from the gas phase,

processes, depending on their intensity, give rise t0 unusulith the gas pressure held constant at a value corresponding

effects in the thermal conductivity of crystals, especially;, the vapor pressure of deuterium near the triple pifit
when their intensity is comparable to that of the resistive py

processes. Then the influence Mfprocesses on the value The pure sample 1 and the doped sample 3 were grown
and behavior of the thermal conductivity becomes more apz; 4 rate of 0.13 mm/min, annealed for 3 h, and then cooled
preciable, so that one can determine their intensity quite reg, {he temperature of the measurements. The rate of cooling
liably from data on the thermal conductivitand from ex- a5 chosen so that the gradient over the sample did not ex-
periments on second sound. L ) ) ceed 0.3 K. The procedure used to prepare samples 1 and 3

Up until now the determination of the intensity &  5qe it possible to obtain reproducible results on the tem-
processes from heat conduction experiments has been dopgyature dependence and values of the thermal conductivity.
only for the cryocrystal$He, “He (Refs. 6-8, p-H, (Refs. 5 Tpg other doped sample 2 was grown at a rate of 0.26 mm/
and 9, and Ne(Ref. 10. min

In this paper we investigate the influence of normal  thq cyrves of the temperature dependence of the thermal
ph(.)non—phonon.processe_s.on the the_rmal ponductlvny 0éonductivities of the samples studied are shown in Fig. 1.
solid orthodeuterium containing a neon impurity. After the measurements, sample 3 was remelted, and it was

found that its thermal conductivity was completely the same
before and after the melting.
EXPERIMENT

- NORMAL PROCESSES AND THERMAL CONDUCTIVITY
We measured the thermal conductivity of pord, and

two samples ofo-D, containing a Ne impurity ofc Let us consider the physical model that will be used to
=0.05% in the temperature interval 1.8—17 K by a steady-analyze the experimental data.
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For normal processes we obtain, after introducing the vari-
A' ablex defined above,
v N = ANCTE. 3
] e 1'0 : In the analysis of the experimental data we took into account

T K the following resistive processes: umklapp)( processes,

and the scattering of phonons on grain boundaries and impu-
FIG. 1. Temperature dependence of the thermal conductivity of samples °rfities:

0-D, without a Ne impurity(1), of 0-D,+0.0502% Ne(2), and ofo-D,
+0.048% Ne(3). Samples 1 and @urvesl,3) were grown at a rate of 0.13 =yt gt (4
mm/min and annealed, sample (@urve 2) was grown at 0.26 mm/min

without annealing. The solid curves correspond to a calculation by the CalThe U processes are determined by the properties of the
3 . . .
laway formula: deuterium crystal and at low concentrations are practically
independent of the presence of impurity molecdles:

Normal phonon—phonon interaction processes have been TGl:AUXZTg exp(—E/T),
examined most thoroughly by Herrigaccording to whom  whereE is the phonon threshold energy above which um-
the relaxation rate oN processes for acoustical phonons inklapp processes can arise.
the low-temperature region can be represented in the form  Scattering on grain boundaries is determined by the
e TSN, characteristic mean free pdthof the phonons and the sound

velocity s:*
wheren=2 for crystals of high symmetrycubic and hcp

—1_
In the most recent papef®.g., Ref. 4 the relaxation 75 =SIL.

times for phonons with longitudinal and transverse polariza-  The inverse relaxation time for the scattering of phonons

tion in various types of scattering processes:1+t, =t py a heavy isotopic impurity has a resonant character and is
+1, etc) have been refined, and their frequency dependencgiven by the expressidn

and temperature dependence have been obtained.
Since the thermal conductivity experiments have only 1 1.5mce’w(w/wp)®
been able to establish the value of averaged over the 7 :(1_w2/w3)2+2_25ﬂzsz(w/wD)e'
phonon polarizations, in the study of normal processes the
difference between the longitudinal and transverse phonon&herec is the impurity concentration;=AM/M (the mass
is usually neglected. In what follows we shall use the standefect, AM is the mass difference of the impurity and host

dard expression for the relaxation rateMfprocesses: molecules,wp, is the Debye frequencyy, is the quasilocal
1 - frequency, which in the Debye approximation i,
TN ZBN(D T, (1) =(1)D/(38)l/2.

In Ref. 5, in an analysis of the results on the thermal con-  Besides the purely mass-related effect, the incorporation

ductivity of neon in parahydrogen, the term corresponding tef an impurity in a crystal also alters the interaction force

the scattering of phonons with transverse polarizatiqml( and causes a distortion of the lattice around the impurity

~ T4 was taken into account, but it was shown in Ref. 9center. In addition to the mass defect, Clent@istroduced

that for hydrogen with a neon and argon impurity the contri-an effective parameter taking into account the local change

bution of this term is several orders of magnitude smaller. in the force constanta¢/¢ and the local lattice distortion
The Callaway modéltakes into account the influence of A8, which has the following form:

normal phonon—phonon scattering processes in the approxi- =82+ 2(A gl o—6.4yA 81 5)2, (5)

mation of a Debye phonon spectrum, and the thermal con- )

ductivity of the crystal was written in the form of two terms: Wherey is the Gruneisen constant. S
K(T)=GT3(1,+12/1) @ For thg case of neon in deuterium the lattice d|§tortlon

- 1ti2iish can be estimated aﬁ:é/&%(VDZ—VNe)/SVD2~O.O98, since

where the molar volumes of deuterium and neon av,
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=19.91 cni/mole and Vy.=14.07 cni/mole, respectively. pure orthodeuterium. The intensity of normal proces#gg (
The first term in parentheses in E§) is small compared to Wwas determined by fitting the data for crystals containing
the second and will be neglected. We emphasize that this isignpurities, which yielded a value (5200.5)x 10* s™1K ™.

crude model approximation. However, there is reason to The values obtained for the parameters of the scattering
think that this approximation is valid at low temperatures. If processes are listed in Table I. The results of the fitting are
one takesy~2* the correction te? due to local variation shown by the solid curves in Fig. 1. The mean free path for
of the force constants and the lattice distortion will be ap-the scattering of phonons by grain boundaries was about 3.5
proximately equal to 3.1, if it is assumed that the interactiortimes larger for crystal 2, which was grown at the higher
potentials of the neon and deuterium are practically equakate, than for the other doped crystal 3. As we see from Fig.
Thus the correction under discussion is smaller than the mads the experimental points for curv@ are systematically
defecte?=16. In our analysis of the results we shall neglecthigher than for curve? in the regionT>10K, where one

the contribution due to the lattice distortion. would expect the results to agree. The difference is appar-
ently due to the defect structure of the crystals and, as a
DISCUSSION result, the different predominant orientation of the crystal

with respect to the heat fluX.

Figure 2 shows the calculated change in the behavior of

There is cqmplete agreement as to the temperature positiqRy, g conductivity as a function of the intensity of the
of the maximum of the thermal conductivity, although the . . -
normal processes. The middle curve is the result of a fitting

value of the thermal conductivity obtained in the presen ) .
study is somewhat lower. This is probably due to the facf[for sample 2. For the other two curves the intensity of the

normal processes was changed by 3 orders of magn(tiede

that the crystals in Ref'. 15 were grown ".‘ a glass c'eII haVingcreased for curvd and increased for curv@). The contri-
a larger diameter, which made for a higher quality of thebutions to the thermal conductivity from the terms in the

crystals. This is also indicated by the size of the crystalline . : ;
grains(1 mm) in Ref. 15. Callaway formula(1) vary as a function of the intensity. For

The low-temperature thermal conductivities of Crystalsexample, for curvel the thermal conductivity is determined

containing a neon impurity differ significantlfFig. 1). For e>§clu5|vely by the first term, Wh"e“ f(.)r cur\_/ﬁ .'t, is deter-
T<6 K the thermal conductivity of the sample grown at themmed by the seconthe so—galled Ziman limit’). .

lower rate(curve3) is lower than that of the sample grown at The data_accum_ulated In recent years permits one to
the faster ratdcurve 2). In the regionT=10K the curves compare the'mtensmes o processes in quantum crystals
have different slopes, and they intersect. These features a?l—?d neon as inferred frpm mee}surements of the thgrmal con-
clearly related to the defect structure of the crystals grow UCt'\_/'ty' For a numerical estimate we used the |d(_aas set
under different conditions. The influence of the sample orth in Refs. 4 and 5. In the general case the relaxation rate
preparation procedures on the defect structure will not b@f N processes can be written as

discussed in this paper.

The experimental temperature dependences of the ther-
mal conductivity were described by the Callaway formula. A
value of 111.5 K® was used for the Debye temperature of
deuterium in the calculations. The agreement between the 10}
theory and experiment, both for pure orthodeuterium and for I
a deuterium—neon mixture, can be improved somewhat by
taking into account the contribution of relaxation on isotopic
impurities contained in the initial deuterium gas !
=Dx*T* with D=299.5s5'K 4. This is not surprising,
since the concentration of isotopic impurities in the initial
gas was 0.041% and, in addition, around 2% of the mol-
ecules in the crystal had nonzero angular momentum. The
argument of the exponential function for phonon—phokbn
processesE=37.1K) was also obtained from the data for

The results for pure-D, agree with the data of Ref. 15.

Thermo conductivity, W/ (m-K)

TABLE I. Parameters of the phonon scattering processes as obtained from a |
fitting of the Callaway formula to the experimental temperature dependences ] 2
of the thermal conductivity for the different samplés:processesAy ,E),
N processesAy), and scattering on grain boundarifs; is the phonon H
mean free path In the calculations a valuse=1202.8 m/s(Ref. 17 was 3
used for the speed of sound in deuterium. . . . o

10
Sample  Cpe, Lg, Ay, E, Ay, T.K
No. 104 10°m 10s!K?® K 10*s 1K™
FIG. 2. Calculated temperature dependence of the thermal conductivity of
1 0 3.76 4.56 37.1 560.5 orthodeuterium at various intensities of the normal procegsgss *K 5
2 5.02 1.88 6.89 37.1 510.5 50 (1), 5x 10* (2), 5X 10’ (3) (the parameters of the other scattering pro-
3 4.8 0.66 5.73 37.1 5:00.5 cesses remained unchanged; see Tabl&He calculation was done using

the Callaway formula.
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wherea is the distance between nearest neighbors,saisl o oo
the transverse velocity of sound. After substituting expres- c\? 10“1; O
sion (6) for the intensity of normal processes into expression mi‘ E A
(3) and expressing the coefficient in terms of the character- & 10‘25— v
istic parameters of the crystal, we obtain >1 2 i
-4 =3[
Y < 10 ¢ —_  Calculation ;
AN~991.6INY ———, 7 i
N A ILLV2/3®5 ( ) 10_4 . . ‘ . L .160
whereu is the molar massy is the molar volume, anil, is ®D’ K

Avogadro $ number. It is seen from formu@) that t.he in- FIG. 3. Intensity of theN processes for various substances, normalized by
tensity of normal processes depends on the physical parame molecular weight, molar volume, and @aisen constan®y V2% 12),
eters characterizing the specific substance. Table Il sShowsas a function of the Debye temperature. The symbols are the experimental
comparison of the intensitiedy of the normal processes results of Refs. 6-10, 18, and the present st(ifgble II); the line was
obtained for different crystals from thermal conductivity c&culated according to formuld).

experiment$%18and the values calculated using the above

formula. very simple molecular crystals. The results of the calcula-
Let us now separate out the dependence on the Debyg)ns are presented in Table IIl. The calculated values for

temperature in formuld?), eliminating the dependence on ¢|assical rare-gas crystalsee Table 1lf are only slightly

the molar weight, molar volume, and Grisen constant gitterent from the intensity of thél processes for isotopes of

(AnpV?y?), and compare the results with the analogousnygrogen(see Table ). It should be kept in mind that the

quantities obtained from eﬁgelzgim_ents on the thermal conduGyyence of normal processes on the thermal conductivity

tivity of different crystals™'**Figure 3 shows a logarith- - yepends on the relative intensities of the normal and resistive

mic plot of thls_ dependence. We see that the intensities of thBrocesses. The contribution &f processes is unimportant

N processes in different experiments, except for the resultgnen the relaxation time of thid processes is significantly

18 ; ~1,.@~-5
on HD,™ agree with the calculated formutg,“=® ~>. The  ghorter than that of the resistive processes.
intensity of theN processes for HD is significantly lower

than the value suggested by the estimating formula. The reONCLUSION

son is that in Ref. 18 this parameter was determined from the

low-temperature partbelow the maximum of the thermal Because the parameters of the Lennard-Jones potential

conductivity curve, making it difficult to interpret the results for neon are close to those for deuterium, one can treat a

reliably enough. For Ne the intensity of tieprocessé€is ~ neon impurity in orthodeuterium as quasi-isotopic. Since, as

somewhat too high; this may be due to the different reprea result of the large mass ratiMe/Mp,=5) the scattering

sentation of théN processes in that pape*r,:(lEBNsz“). of phonons by the heavy isotopic impurity is predominant
Making use of the fact that the calculated intensities ofover the other scattering processes, the role of the normal

the N processes agree with those obtained from experimenprocesses is manifested quite clearly.

we calculated the parameters of tNeprocesses for several Let us state the main results:

TABLE Il. Comparison of the calculated and experimentally obtained values of the intensity of normal
phonon—phonon processes,¢ = Ayx2T®). The Debye temperatu® and molar volume/ for the isotopes of

H, and Ne are taken from Refs. 16 and 14, respectively, and thee@en parametergfor He, the hydrogens,

and Ne were calculated using the data of Refs. 19, 16, and 20, respectively.

—1 -5
Ay, s K FNAVCEDY

Substance v V,cn?/  ©,K Calculation Experiment moIJ > K Source
%He 270 195 37.3  2.0910 1.37x 10 4.080 Ref. 6
*He 252 17.6 482  5.4010° 2.40x 10° 0.767 Ref. 6
%He 203 126 104 9.3610* 5.10x 10* 0.0201 Ref. 6
“He 279 204 28 6.8010’ 3.81x 10’ 14.6 Ref. 8
‘He 249 173 43 7.0810° 4.2x10° 1.81 Ref. 8
“He 194 1165 104 6.72610" 3.49x10* 0.0190 Ref. 8

H, 2.00 2316 1185 4.7810 6.7x 10 0.0272 Ref. 9
HD 2.00 20.95 115 3.9210° 586 3.3410* Ref. 18

D, 2.00 1991 1115 3.5810° 5.0x 10* 0.0367 Present study

Ne 2.60 13.53 746  1.2610° 45X10°(s 1K™%) 0.756 Ref. 10
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TABLE lIl. Intensities Ay of normal phonon—phonon interaction processes In closing, the authors express their gratitude to T. N.
(calculation for several substances{*=Ax?T®). The values of the De- Antsygina for kindly providing the formula for estimating
bye temperature and molar volume were taken from Ref. 16 for the isotopeﬁ1e intensity of normal processes and for heIpfuI consulta-
of H,, from Ref. 21 for CH, and from Ref. 14 for Ar, Kr, and Xe, and the . .

Grineisen parameter was taken from Ref. 14 fgy flom Ref. 22 for CH, tions and to Prof. V. G. Manzhglfor interest in and support

and from Ref. 20 for Ar, Kr, and Xe. of this study and for a valuable discussion.
\A AN . .
Substance y cnd/mole 0 K s 1K 5 *E-mail: korolyuk@ilt.kharkov.ua
HT 2 20.48 107 42810
DT 2 19.34 106.8 3.5910" S )
T, 2 18.82 102.2 3810 'R. Berman,Thermal Conductivity in SoligsClarendon Press, Oxford
CH, 2 32.75 144 1.7%10° ,1976.
Ar 22 22,57 93.3 0.62103 R. A. Guyer and I. A. Krumhansl, Phys. Rel48 766, 778(1966.
' ' ' ’ 3J. Callaway, Phys. Rew.22, 787 (1967).
Kr 2.6 27.13 71.7 2.1%x10 i, . .
4T. N. Antsygina and V. A. Slyusarev, Fiz. Nizk. Temp9, 494 (1993
Xe 2.3 34.55 64 1.5810° ' '

[Low Temp. Phys19, 348(1993].
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The thermodynamic properties and distribution functions of highly compressed molecular
hydrogen are investigated in a nonempirical atom—atom approximation. Quantum corrections are
introduced on the basis of the Feynman variational approach. The pressure, energy,
compressibility, thermal expansion, heat capacity, and sound velocity are calculated by the
Monte Carlo method at temperatures of 200—500 K and pressures up to 5 GPa. The results are
compared with the available experimental data. It is shown that effects due to
incompressibility of the molecules and quantum effects must be taken into account in calculating
the contributions to the thermodynamic functions from inter- and intramolecular forces. The
behavior of the properties of fluid hydrogen near the line of crystallization outside the investigated
region is predicted, and an estimate is made for the jump in volume upon crystallization of
hydrogen aff=300 K. © 2000 American Institute of Physids$$1063-777X00)00204-§

INTRODUCTION ecules at short distances due to the absence of inner

. ._electronic shells accounts for the unique ability of hydrogen
The thermodynamic, transport, and structural propertie . .
. . 0 be compressed in volume by more than a factor of ten in
of isotopes of hydrogen in the condensed phase have be?n . . .
) o o . he condensed state without substantial changes to its mo-
under intensive investigation for many years. A rich body of . L AR
. N . . lecular structuré.This peculiarity leads to certain difficulties
experimental material in the cryogenic region has been .
. . . In applying to hydrogen the well-developed methods of the
accumulated. At high pressures the most important experi- . . L
. : . theory of fluids, which make use of the model of rigid, im-
mental results have been obtained in the solid phase by the
. ; permeable molecules.
diamond anvil method.In recent years there has also been . . .
. . : : At the same time, the interaction laws for atoms and
substantial progress in the study of highly compressed fluid
hydrogen in the high-temperature region, where a transition
to a metallic state has been observed in dynamic
experiments. Fluid hydrogen at low temperatures remains
much less investigated. The existing published data has q1gg
yielded the equation of state for the fluid phase of normal
hydrogen at temperatures up to 500 K and pressures up to 2
GPa®* As we see in Fig. 1, there is a significant gap between 10
the region investigated experimentally by static methods and

300K
Crystal

the region studied in dynamic experiments. At high pressures g 1L

and moderate temperatures the fluid-phase region adjacentto - F ¥
the line of crystallization remains practically uninvestigated. & [ i
Since it is quite difficult to do an experiment here, it is of 0.1
particular urgency to undertake a theoretical prediction of the

properties of highly compressed fluid hydrogeHowever, 0.01

there is an extremely restricted choice of nonempirical meth-
ods of predicting the properties of such dense systems. Meth- 1
A _ A : _0.001 L1 I AN

od; based on the dlrgct guantum-mechanical computer63|mu 100 1000 10000
lation, e.g., the path-integral Monte CailBIMC) method;

are very demanding of computational resources and have not T.K
yet attained the necessary accuracy. A simpler approagig. 1. p-T relation for fluid hydrogen on the line of crystallization, ac-
based on the atom-atom approximaficesssentially uses cording to Ros¥ (solid line), and a linear extrapolation in logarithmic co-

classical mechanics and is not directly applicable to IightOfdinfz}tt%s(tzalshtﬂij ling le\f/\I? r\]/agoulslssgggg(gﬁ igd_ilflate tthtle 1r6efsi)07r;5(2c)>f the
. experimental studies O Iched al,, ; I'SIKlis et al,, )

m0|eCU|eS, ajt rel_atlvelyllow temperatures. L and Mills et al.” 1977(3); and the domains of applicability of the equation

The difficulties facing the theoretical prediction of the of state of Shmina etal.,* 1993 (4): the classical atom—atom
properties of highly compressed hydrogen are not due solelgpproximatiofi (5); the atom—atom approximation with quantum correc-
to the appreciable quantum effe€tfolecular hydrogen has  fons ((rgt;segttstucg(?)- 4o leuers C.B. label the lduid-vapor Srcal
a number of distinctive features of the intermolecular inter-P2"™ (7). Data oblained under various ypes of compression:

. L _ (M,+); double shock (behind the reflected shock wa?e (A);
action that make it different from all other homonuclear di- qyasi’isentropi (x); static (diamond anvi (®). Data on the line of

atomic systems. The exceptionally soft repulsion of its mol-crystallizatior? (#).
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molecules of hydrogen are now well knowithere are some 1 3

theoretical models capable of describing a noncentral inter-  ¢(r)= ZU(12|r)+ ZU(32|r)- (1)
action of hydrogen isotopé&s. There have also been a num-

ber of successful attempts to explain on the basis of these HereU(*X]r) is the interaction energy of two atoms in
models the phase transitions observed in condensed hydr#ie ' ground statéwith antiparallel sping U(*2]r) is the
gen at high pressurdand low temperatures, where the quan-interaction energy of atoms in th& excited state(with
tum properties of the crystal are domimant. In the high-parallel spins

temperature region, on the contrary, it has turned out that the  The total energy of two kimolecules found in the elec-
results of dynamic experiments can be described correctly offonic ground statéX in the atom—atom approximation con-
the basis of purely classical modélsiere the atom—atom Sists of intra- and intermolecular contributions:
_approximation _gives a _simple and relia_ble basis for predict- Uo=U('S|Ryp) + U(ES |Ray) (T 19)

ing the properties of fluid hydrogen at high pressudristhe

atom—atom approach it is relatively simple to describe the +@(r1a) +o(r23) + @(r2). 2

effects associated with the nonrigidity of the hydrogen mol- The indices 1 and 2 refer to the atoms bound together in

ecules ar!d which are manifested in cha_nges in the 'e"‘gth %e first molecule, while 3 and 4 refer to the atoms bound in
the chemical bond and the frequency of intramolecular V|bra:[he second molecule. Here and belély= Ry, R, are

tions. the intramolecular interatomic distancébe instantaneous

_Nonrigidity effects, which play an important rol7e N |engths of the chemical bonds in the moleciyeshile rij
highly compressed fluid hydrogen at high temperatdfes, =r3,f14,... denote the instantaneous distances between at-

remain substantial at intermediate temperatures as well, €8s of different moleculeéntermolecular distances

pecially near the line of crystallization, where the density of For N molecules the generalization of E@) is written
the fluid is high. In this region, however, one cannot neglect

guantum effects, particularly for the light isotopes of hydro- U _2
gen. The goal of the present study is to investigate the pos- NT &
sibility of using the atom—atom approximation in conjunc-
tion with quantum corrections in order to predict the
behavior of dense hydrogen near the line of crystallization.

U<12|Rij)+m2ter<p<r”>. 3)

The first sum in(3) is over the intramolecular interac-
tions of allN molecules, and the second sum is over all the
2N(N—1) pairs of atoms belonging to different molecules.

For describing the intramolecular potential energy in the
13, state in the region of relatively low temperatures in this

ATOM—ATOM APPROXIMATION paper we use the Morse function:
1 —

In the atom—atom approximatibfthe energy of inter- UCEIR)=Defexd ~25(R/R.~1)]
action of hydrogen molecules is expressed in terms of the —2exg - B(RIR,—1)]}. 4
interaction energy of individual pairs of atoms. Two hydro-
gen atoms, as we know, interact differently depending o
their total spint® In the singlet ground stat&, the atoms
form an H, molecule — a bound state with a well depth of
4.75 eV and a bond length of about 0.74 A. In the triplet
excited staté€3, the curve of the interaction energy does not
have a minimum(except for a small dispersion well at a

distance greater than 3)A The nonvalent interaction potentiab(r) was repre-

In. the atom-—atom approximation th? mtermolecglar N"sented in the approximation proposed by Saumon and
teraction energy can be expressed relatively simply in term&h abriert

of the interaction energy of the atoms within the molecule.

This approximation is based on the Bohm—Alrichs theorem,  ¢(r)=e{yexd —2s,(r—r*)]

which was proved by those authors in Ref. 8 in the Hartree— *

Fock approximation, in which the molecular orbitals are rep- ~(1ty)exp —sy(r=r*) 1. ®)
resented by a linear combination of atomic orbitdl€AO  The parameters appearing in E(), r*=3.2809 A, ¢

MO). According to the theorem, the energy of the nonvalent=1.74<10 3eV, y=0.4615, s,=1.6367A, and s,
interaction of two atomsi.e., the interaction energy of two =1.2041 A1, were obtained in Ref. 13 on the basis of the
atoms belonging to different molecules with closed elec-well-known variational calculations of Kolos and Wolnie-
tronic shell$ is equal to the weighted averagee., with  witz for the H, molecule!® Formula(5) gives a very accurate
allowance for the degeneracy with respect to projections oflescription of potentiall) over a wide interval of distances
the spin and orbital angular momet the interaction en-  (from 0.5 to 3.5 A, including the region of strong repulsion
ergy of two free atoms calculated in this same approximaat short distances and the region of weak dispersional attrac-
tion. tion at large distances.

According to the theorem, the nonvalent interaction po-  Thus the atom—atom approximati@h—(3) with the po-
tential ¢(r) of hydrogen atoms can be calculated as a lineatentials(4) and (5) permits a quite simple determination of
combination of the singlet and triplet potentials, with weightsthe potential surface of the ground state of a system consist-
proportional to the multiplicities of these states: ing of an arbitrary number of hydrogen molecules. We note

The potential4) contains three parameters which are deter-
"hined from the results of quantum-mechanical calculatfobns
and which are practically equal to those found from the spec-
troscopic measurement8,=0.74126 A is the length of the
chemical bond in the molecul®.=4.788 eV is the binding
energy of the atoms in the molecule, and the parameter
B=1.4403.
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mate the intermolecular attraction considerably. This is ap-
parently because it completely ignores the electronic excita-
tion, which ultimately leads to metallization of fluid
hydrogen at high temperatures and pressures. Thus the do-
main of applicability of the atom—atom approximati¢see

Fig. 1) is bounded at both high and low densitipsessures

QUANTUM CORRECTIONS

For predicting the thermodynamic behavior of dense
deuterium and especially hydrogen at lower temperatures on
the basis of the atom—atom approximation, one must modify
this approach to incorporate quantum-mechanical effects,
which play a governing role in the behavior of these light
molecules at low temperatures. In this paper we use the ap-
proach proposed by Feynman, which is based on his varia-
tional procedure for the free enerdy.

In this approach the free energy of a quantum-
mechanical particle in an external field can be calculated
approximately by a classical method if its potential energy

U/k,K

1 i L N ~
15 25 35 45 55 V(r) is replaced by a certain effective potentidl(r,T)
R given by
R,A
~ 1 o
FIG. 2. Isotropic part of the interaction potential of two hydrogen mol- Uu(r,T)= _f V(r +)\t)exp(—t2)dt. (6)
ecules: the potential of the atom—atom approximation, averaged over all \/; —oo

orientations for a fixed bond lengR.=0.74 A(1); the empirical Lennard-
Jones potential(c=2.95 A, &/k=32K) (2); the Silvera—Goldman The parameter

iat? (3).
potentiaf? (3) N=1#/\BmkT @)

plays the role of the quantum-mechanical wavelength asso-
that this approximation does not contain any adjustablesiated with the given particlek is Boltzmann’s constant.
parameters found from the experimental data but uses only In the simplest cases the quantum corrections to the po-
the pair potentialdJ(*=|R) and U(!3|R) obtained from tential in approximatior(6) are easily calculated explicitly.
ab initio calculations® For example, for the harmonic oscillatorV(R)

A comparison of the predictions of the atom—atom ap-=(1/2)mw2(R—Re)2 with frequency o and equilibrium
proximation with the results of direct quantum-mechanicaldistanceR,, formula (6) gives a distance-independent cor-
calculations of the k-H, interaction energy and with the rection that is inversely proportional to the temperature and
results of experiments on the scattering of molecular beamsimilar in meaning to the contribution from the energy of
has showhthat this approximation gives an entirely satisfac-zero-point vibrations:
tory description of the short-range repulsion of the molecules _ Me? (hw)?
but that the molecular attraction at large distances is overes- U(R,T)= T(R— Re)2+ KT (8)
timated somewhat. This is seen in Fig. 2, which shows the
interaction potentials of two hydrogen molecules, averaged For the exponential repulsive potenti®(r)=A exp
over all orientations. Moreover, the atom—atom approxima{—br), formula (6) leads simply to a renormalization of the
tion at large distances does not recover the asymptotic beyre-exponential factor, which becomes temperature-
havior of the orientational part of the intermolecular poten-dependent:
tial, in particular, that of its quadrupole—quadrupole
component. This shortcoming, which is important at rela- A—Aexp\*b?/4}. ©)
tively low densities, can also be important in the description ~ As we see, taking quantum effects into account in the
of phase transitions in solid hydrog@mt the same time, at framework of the Feynman approach here reduces simply to
high pressure in the isotropic phase, where the main role isome increase in the effective interatomic repulsion. A rough
played by the short-range repulsive forces, this aspect of thestimate of the possible influence of these effects on the re-
atom—atom approximation plays a secondary role. The theipulsion of the atoms is easily made by taking into account
modynamic properties of shock-compressed hydrogen anithat the parametes is close to 2(a.u)~* for many atoms.
deuterium predicted on the basis of this approximation are ifror example, for deuterium at=500K the increase in the
good agreement with the experimental data at high temperaepulsion is only around 2.5%, but for hydrogen &t
tures and at pressures up to hundreds of kiloltens of =200K it is already about 20%.

GPa.”° Thus one can assume that in the investigated temperature

Calculations have showrthat at ultrahigh(megabar interval, taking quantum effects into account in theermo-
pressures the atom—atom approximation begins to overestiiecular interaction can be done at the level of a correction to
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TABLE I. Calculated and experimental thermodynamic properties of fluid hydroblen266) atT=200 K (V=11.17 cni/mole, A=0.20 A), 300 K (V
=11.63 cni/mole, A=0.16 A), and 500 K(V=12.53 cm/mole, A\=0.13 A) on theP=2 GPa isobar.

T, K Method P, GPa Cy/R C-/R ar, 103K™? Br, GPal a, km/s
Without quantum correction 1.56 4.99 5.57 0.62 0.17 5.98
200 With quantum correction 1.81 2.84 3.26 0.48 0.15 6.59
Experiment(Ref. 4 2.00 2.98 3.62 0.42 0.15 6.40
Without quantum correction 1.62 4.63 5.29 0.54 0.18 6.02
300 With quantum correction 1.75 3.22 3.62 0.37 0.15 6.59
Experiment(Ref. 4 2.00 3.24 3.64 0.39 0.16 6.38
Without quantum correction 1.70 4.40 4.90 0.35 0.18 6.18
500 With quantum correction 1.72 3.12 3.56 0.32 0.18 6.34
Experiment(Ref. 4) 2.00 3.14 3.68 0.36 0.18 6.37
Acac 0.01 0.03 0.05 0.02 0.02 0.05

Note A, is the absolute error of the calculation.

the intermolecular potential, and the Feynman variationalvhich are inherent to the present-day theoretical methods,
approach! can be completely applicable to highly com- such as the method of integral equations or the method of
pressed hydrogen isotopes. thermodynamic perturbation theory. The errors inherent to
While the quantum corrections to the intermolecular in-the Monte Carlo method are easily monitored by modern
teraction will be extremely insignificant at temperaturescomputational techniques and can be reduced to an accept-
above 500 K, at temperatures below 200 K the influence oéble level.
qguantum effects will be too great to be treated like the cor-  The calculation was done in &V T ensemble, withiN
rections mentioned above. Fortunately, in this region thénydrogen atoms placed in a rectangular cell with periodic
properties of fluid hydrogen have been investigated experiboundary conditions. The size of the cell was determined by
mentally almost right up to the line of crystallizatiéfi. the specified density, and the initial configuration corre-
As to theintramolecularvibrations, their quantum char- sponded to a random distribution of molecules with bond
acter is manifested at much higher temperatures, so thatlangths close to the equilibrium bond lend®h. Each step of
correction of the typd8) is inadequate in the investigated the experiment included a random choice of an individual
temperature interval. The quantity in Eq8) becomes atom, for which an attempt was made to move it to a new
comparable to the heat capacity itself at temperatures aboymsition within a specified distance Discrimination of the
1000 K. steps was carried out by the standard Metropolis method.
In view of this and also of the fact that the correcti@  The value ofA was chosen such that around 40% of the steps
gives only the first term, linear in the inverse temperature, ofvere successful. After equilibrium was established, which
the expansion of the exact expression for the contribution ofook about 1000 successful steps/atothe computer began
the heat capacity of the harmonic oscillator to the free ento store the total values of the total energy and pressure and
ergy, one carjwhile remaining formally within the frame- their squares and products for calculation of the necessary
work of the Feynman approadB)] replace i w)?/24kT in properties of the fluid. The accumulation of statistics was

(8) by repeated after each atom had been displaced to a new posi-
. tion an average of three times and was continued for about

sinhz .
kTIn( ) (10) 40 thousand successful steps per atom, until all the averages
had stabilized and acceptable values had been obtained for

where z=%w/kT. At high temperatures the functiofi0) the probable errors, which were estimated by standard statis-
goes over to §»)?/24kT, and at low temperatures it gives tical methods for a confidence level of 0.95.
the exact expression for the harmonic-oscillator contribution ~ The following averages were calculatéthe pressure

to the free energy and the other thermodynamic properties. NkT 1 JU(R P
Although this modification of the Feynman approach cannot p—_""_ > R (_”)+ > or; e
. . . . . \Vi 3N i IR e U ar. ’
claim to be rigorous, it does permit one to advance into the intra ij initer ij
region of lower temperatures, as may be judged only from a (13)
direct comparison with experiment. Below we present thehe total energy
results of such a comparison.
- JU(R;; , T)
KT+ 5y <2 {U(Rij ,T)—T(&—_;_')
MONTE CARLO CALCULATIONS intra
To predict the properties of fluid hydrogen on the basis Jp(rij,T)
of the atom—atom approximation with the quantum correc- {HZH erij, D=T——— } ; (12
|

tions introduced above, we chose the method of Monte Carlo
simulation. This approach can be used to eliminate the welland the isothermal compressibilif§;= — (1/N)(dV/IP)+,
known inaccuracies in the solution of the statistical problenthe thermal pressur®;=T(JdP/JT)y, and the isochoric
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TABLE Il. Thermodynamic properties of fluid hydrogen on the-300 K isotherm.

Reduced density V, P, Pin, E, Ein, aT, Bt a,
VoIV cn/mole GPa GPa eV ev C,/R Co/R 10°3.K™?* GPa-1 km/s
2.12 11.63 1.76 0.16 —4.483 —4.568 3.12 3.64 0.44 0.158 6.53
2.82 10.00 2.97 0.25 —4.457 —4.568 3.18 3.58 0.32 0.094 7.69
3.13 9.00 4.31 0.36 —4.429 —4.568 3.15 3.51 0.27 0.067 8.63
3.31 8.50 5.25 0.44 —4.409 —4.568 3.07 3.40 0.25 0.056 9.15

Note V,=28.16 cmi/mole is the volume of liquid hydrogen at atmospheric pressure; the asterisk * indicates a state near equilibrium with the solid phase.

U(R,T)=U(*3|R)+kT

P, GPa

heat capacityCy . The expressions for these thermodynamic  The only disagreement is that the calculated pressure of
functions in terms of the potentials are more awkward, andhe fluid hydrogen is somewh&bout 0.2 GPrlower than
we will not give them here. experiment, even when the quantum corrections are taken
The energy of the intramolecular interaction of atomsinto account. The same disagreement is also observed with
U(*2|R) was calculated according to E@), and the corre- the data obtained in shock compresst®i which agree in
sponding frequencw in Eq. (13) was expressed in terms of the temperature interval under consideratisee Fig. 1
the parameters of the Morse potentidl and the mass of ~ This is apparently due to the aforementioned characteristic
an atom: overestimate of the attraction of the molecules at large dis-
w=B(Ry) (2D, Y2m 12 tances in the atom—atpm approximaﬁc{aee _Fig.. 2 _
As expected, the isochoric heat capacity is particularly
The effective intramolecular interaction potentid(R,T) influenced by quantum effects over the entire investigated
was calculated on the basis @f) with the correction(10), temperature interval. The corrections to the thermal expan-
both for the harmonic oscillator, sion coefficients and sound velocity are less important, but
even for them the agreement with experiment is improved
o |ho hw . .
In(smf(—) ) —In(—) when these corrections are taken into account. As the tem-
kT kT perature increases, this agreement becomes better and better,
(13 although even folT=200K the predictions can be consid-
and for an effective intermolecular interaction potentialered completely satisfactory for an approach that does not
o(r,T) of the atoms according t5) and(9), i.e., contain even one adjustable parameter. It is seen that the
B T)=e{yCy(T)exd — 25,(r —r*)] quantum corrections in the given temperature interval give
—(1+y)caT)exd —s(r—r*)]}. (19
Here the coefficients,(T)=exp{—\%s}, k=1,2.
The isobaric heat capaciyp, the volume coefficient of
thermal expansiorwr=—(1N)(dV/dT)p, and the sound
velocity a were calculated from the known thermodynamic
relations. The characteristic intramolecular contributions to 10t
the pressurd;,,, and internal energ¥;.» for the model of
nonrigid molecules were calculated separately; as was shown
previously® they are appreciable at high densities. We also
calculated the probability density for finding bound and un-
bound atoms at various distandée intra- and intermolecu-
lar proton—proton distribution functiops
In every case the calculations were done b 256 5k
atoms in the cell, and sontat T=300 K) were also done for
N =500 atomg128 and 250 Kmolecules in the cell, respec-
tively). The interatomic interaction potential was “cut off”
at a distance =7 A; this did not introduce any new errors -
of practical consequence. For estimating the contribution of
guantum effects the calculations were also done with and
without the quantum corrections. In Table | the results for ol Ly
different temperatures along the 2 GPa isobar are compared 5 7 9 11 13 15
with the experimental dath.

v, cm3/ mole

FIG. 3. The crystal—fluid transition at 300 K in normal hydrodelong the
P(V) curve: the data of a static experiment in the solid phase, by Mao and

A comparison of the results of a Monte Carlo com uterHemIe)? (A); the atom—atom approximation with quantum corrections
P P (present study(®); the equation of state of Siéna et al? for the fluid

simulation and the data obtained in Ref. 4 show good agreqr): The horizontal lines are the linear extrapolation oPlrIn T (solid
ment, on the whole. line) and the calculation oP4(T) by Ros$® (dashed ling

RESULTS AND DISCUSSION
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FIG. 4. Binary atom—atom distribution function Bt=2 GPa for various temperaturés,g and atT=300 K for various pressurg®,d) (a and b show the
intramolecular part; ¢ and d the intermolecular part

approximately the same contribution to the presgofethe  crystallization curve P>2 GPa), for which we do not know
order of 10% as the typical value of the intramolecular of any experimental data.

contributior? due to the nonrigidity of the hydrogen mol- The estimated error of the Monte Carlo calculation av-
ecule. Taking the quantum corrections into account is absoéraged over all the simulations is given in Table I. The dif-

lutely necessary not only in calculating the heat capacity bu}erence between the results of the calculationNer256 and

also the thermal expansion, and it substantially improves th 00 b b g th d i Table Il

agreement with experiment, especially at low temperatures:” can be se_en y comparing Ine second row in fable
Table Il presents the predicted properties of fluid hydro-Wlth the data in Table | for the_ same stafe=300K, V

gen at high densities on tie=300K isotherm. The second = 11.63 cni/mole). The changes in the values of most of the

and lower rows of the table pertain to the region near the&haracteristics when the number of atoms is increased lie
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within the range of the statistical error. The pressure andpproach requires a minimum of initial information for pre-
internal energy can be reliably estimated ushivg 256. The  dicting the properties, makes it possible to describe the ef-
second derivatives of the free energy, especially the coeffifects of molecular nonrigidity, and can be useful for predict-
cients of thermal expansion and isothermal compressibilitying the behavior of molecular fluids at high pressures not
(and the sound velocity related t9,itare more sensitive to  only in the Monte Carlo approach or in the theory of integral
the number of atoms in the cell. equation&® but also in a molecular-dynamics calculation of
Calculations done within the eXperimenta”yinvestigatedthe diffusion, Viscosity, and other transport properties of
region have predicted the behavior of highly compresseqompressed fluids.
fluid hydrogen near the line of crystallization. Eigure 3 In the region of relatively low temperatures, where the
shows a comparison of the(V) curves of the fluid and = efficacy of theab initio method§ is most problematic, the
crystalline phases on thé=300K isotherm. We see that 4tom_atom approximation, which is not so demanding of
there is a jump of about 0.5 cimole in the volume of the computer resources, enjoys an advantage. Its application can
fluid and crystal at the independently established value of thgIso be useful in the study of the structure and properties of

pressure of crystall|zat|om5.6—5..9 GPa, according to the solid hydrogen and other diatomic homonuclear systems at
estimates of different authgrsthis value of the pressure Pigh pressure&

jump is in good agreement with the available experimenta
data at lower temperaturé$.It should be emphasized that
satisfactory agreement with experiment is achieved only
when both the nonrigidity of the moleculés particular, the
intramolecular contribution to the pressuend the quantum . I

E-mail: unive@paco.net

corre_ct|ons are taken into account. . Yn states close to the line of crystallization the establishment of equilibrium
Figure 4 shows the temperature—density dependence 0fs a much slower process, and the number of successful steps necessary
the the intra- and intermolecular components of the atom—increased sometimes to several thousand per atom.

atom distribution functions. As it turns out, even very slight “The angle brackets denote averaging over the Markov cfin atom
changes in the intramolecular distribution function with pres- 9¢nerated by the Monte Carlo method.

sure can lead to an appreciable contribution of the nonrigid

ity to the thermodynamic propertiésee Table I).
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Studies of the low-field electrodynamics of YBaCuO ceramic superconductors are described. An
analytical treatment and a numerical simulation are carried out in the model of pinning and
viscous flow of hypervortices in highz superconductorHTSCS to find the dependence of the

real and imaginary components of the surface impedance on the modulus of a static

magnetic field and on the amplitude and frequency of an alternating field. Experimental results
are presented on the magnetic-field dependence of the impedance components. The studies
were carried out in the frequency range from 30 Hz to 1 kHz and at amplitudes of the alternating
component of the field from 0.1 to 10 Oe. It is shown that the critical-state model is

applicable to HTSCs in the region of low frequencies and small amplitudes of the alternating
component of the field. The model of viscous flow of hypervortices gives a good

description of the low-field electrodynamics of HTSCs over a wide range of frequencies and, in
particular, predicts the experimentally observed hysteresis of the magnetic-field dependence

of the surface impedance. ®000 American Institute of Physid$§1063-777X00)00304-3

INTRODUCTION measure directly the electric field length surface of the
i . sample at a rigidly fixed value of the magnetic field. For this
Cgramlc superconductors are now reg_afded as non“neeiéason the systematic error in the measurements due to the
materials whose electromagnetic properties are determin odel representation of the electrodynamics of the sample

by the presence of three different phases in them: supercogz?n in practice be completely neglected.

ducting granules, an intergranule contact phase, and a norma Numerous studies have established that the electrody-

phase in the intergranule spac&he presence of Josephson namics of HTSCs in the low-frequency limit are described

junctions in a ceramic superconductor gives rise to features o
. well by the critical-state model. From the results of surface
in the flow of transport currents through the granular me-.

dium; the domain of applicability of the Bean model in theseIrnpedance measurements on HTSCs n thls frequency range
one can recover completely the magnetic-field dependence of

superconducting materials is therefore limited. For this rea- itical ¢ Theref tudving th f . d
son the construction of a consistent phenomenological modéﬁ‘e criical current. - Theretore, studying the surface imped-

of the critical and resistive states in ceramics is a topicalelnce of a HTSC IS a tned-and-true_method of gonstructmg
problem. the phenomenological electrodynamics of ceramic supercon-

The appreciable nonuniformity of the magnetic field dis-ductors. The high-frequency electrodynamics of HTSCs, on

tribution inside ceramic superconductors and the nonlinearitf® Other hand, has a number of features that are not de-
of the characteristics of the intergranule Josephson contacg§fiPed by the Bean model, and the limits of applicability of
in external magnetic fields up to 100 Oe makes the descripth's model to ceramic superconductors have not been clearly
tion of the low-field electrodynamics of HTSC ceramics with €Stablished.

the use of effective valug®f the magnetic permeability, for In the this paper we attempt to describe the electrody-
examplg is incorrect. The value of the magnetic field at the "amics of of HTSCs over a wide frequency range in the
observation point inside a sample is determined by both th&odel of pinning and viscous flow of hypervortice3he
distribution of the magnetic induction in a wide neighbor- main problem here is to find the parameters of the medium,
hood of this point and by the magnetic prehistory of theor, more precisely, the phenomenological constants of the
sample; therefore the effective values of the magnetic permodel, from experimental measurements of the surface im-
meability will depend on the character of the magnetic field:pedance. This problem can be split up into several stages.
on its amplitude, frequency, and direction of sweep. Thus thé&irst, in the framework of the model under study we must
magnetic permeability in this case is not a parameter of th@btain analytical expressions for the family of integral char-
medium but will depend on the external field applied. There-acteristics of the medium in certain limiting cases and also
fore, it is more correct to speak of the surface impedance ofmeasure these characteristics. Their agreement with the
the sample, the first harmonic of which is given as the ratidknown expressions obtained in the critical-state model will
of the amplitude of the first harmonic of the electric field to serve to confirm the adequacy of both the model and the
the amplitude of the sinusoidal magnetic field at the surfacehosen method of investigation.

of the sample. Using a mutual-inductance methode can After an experimental study of the magnetic-field and
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frequency dependences of the surface impedance over a witlee critical current density on the alternating magnetic field is
frequency range, a comparison of the experimentally anaeglected, the penetration depth is independent of the fre-
theoretically obtained families of integral characteristics will quency but proportional to the amplitude of the alternating
yield the parameters of the model and, hence, a prediction aomponent.

to the reaction of the medium to an arbitrary external influ-  Equation(4) is the equation of the critical state in the
ence. Of course, since the system is nonlinear, the family odtrict Bean model. An estimate of the velocWy- wl of the
integral characteristics can be constructed in the general casertices, wheré is the characteristic scale of variations, sug-
only with the aid of a numerical simulation in the framework gests that this model is most clearly realized in the region of

of the proposed model. low frequencies and small amplitudes. At low frequencies
the force of viscous friction does not yet play a role in the

MODEL OF PINNING AND VISCOUS FLOW OF redistribution of vortices inside the superconductor, and in

HYPERVORTICES view of the small amplitude one can say that the dimensions

) o . of the regions in which this redistribution occurs are small
The penetration Qf a magnetic field INt0 @ SUPErcoN-,nq hence, that the displacements occur over short distances.
dugtor found in the critical state can be described as a MaGrparefore. by studying the magnetic-field dependence of the
netic flux transport phenomenon. In the model of pinningg - impedance of a HTSC in the low-frequency region
and viscous flow of hypervorticéshe magnetic field pen- 10" con recover the equation of the critical state, i.e., the

etrates into the superconductor in the form of so-calleqjg)y gependence of the critical current, but not the coeffi-
hypervorticed, unlike the case of metallic superconductor, in cient of viscous friction of the vortices

which the magnetic field is transported by Abrikosov vorti- Analogous arguments suggest that a predominant influ-

ces. The dynamics of the motion of hypervortices in @g e of the force of viscous friction is more characteristic for

sample, in analogy with the classical Kim—Andersen mddel, , high-frequency alternating field with a large amplitude. For
is governed by the balance equatid for the three forces  goaqy state motion of the vortices, when the pinning force

acting on it: the Lorentz forcg_(2), which is exerted by the can be neglected becaug>f™, formula(1) has the form
external transport current, the viscous friction forfige(3), P’

and the pinning forcé,, which has the meaning of a force

of static friction® Pjr=7nV. (5)
fL+fi+1,=0, (1) Neglecting the vanishing of the vortices in the bulk of
fL=[j1xXes]P, (2)  the superconductor, we can tike

where ® is the flux trapped by a hypervortex, andis the
coefficient of electrodynamic viscosity. However, the coeffi-and’ with allowance for relatiot6), we obtain
cient of viscosity and the pinning force which appear in these
relations are functions of the magnetic induction at the ob-
servation point. i=-LE 7
Analysis of the magnetic flux transport in the framework ¢B
of Eqg. (1) shows that one can distinguish two characteristic
regimes. These are the flux-creep regime, in which the force As a result, Eq.(1) takes the form of the differential
of viscous friction is substantially smaller than the pinningOhm’s law j=o¢(B)E and describes the penetration of an
force, and the regime of viscous flow of hypervortices, inalternating magnetic field to a depth~ o (B)/w. Thus in
which the force of viscous friction is significantly greater the high-frequency limit, which is characteristic for the given
than the pinning force. Let us consider the dependence of theegime, the penetration depth of the magnetic field is inde-
magnetic field penetration depth in a cylindrical sample inpendent of the amplitude of the alternating component and
these two cases in the presence of an external field of théecreases with increasing frequency according to a square-
form H(t)=Hq+ H,, cost), where the constant component root law (as in the normal skin effectBy studying the sur-
Hg is slowly varied over the range fromH, to H;. face impedance of HTSCs in this frequency range one can
In the first case there is practically no flux flow, and therecover the field dependence of the coefficient of viscous
viscous friction forcefy, (3), which is therefore proportional friction of the vortices.
to the velocity of the vortices, is negligible or absent alto-  The flow of transport current along a superconductor is
gether. Then the Lorentz force counterbalances the pinningccompanied by the motion of hypervortices between poten-
forcef,, and, in view of the definition of the critical current tial wells, the role of which is played by pinning centéesis
density® we obtain a relation for the maximum pinning force the distance between pinning cenjer a weak external
fpm for a given material: field (the flux-creep regimethe hypervortices execute hops
. m between potential wells owing to thermal fluctuations in the
Bljc=fp- @ . .
ystem. The viscous flow regime corresponds to the process
Here, if the critical current density does not depend on thef continuous motion of the hypervortices. The dependence
magnetic inductiorB, the density of vortices decreases lin- of their average velocity on the transport current density in
early with depth in the superconductor, reaching zdow  these regime is described by the following relatigsse the
Ho=0) at a distancex=H,/j.. When the dependence of model of Ref. 3:
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6 Since HTSC ceramics are media with strong dissipation
\Y; and nonlinearity, the standard methods of analysis of the
propagation of electromagnetic oscillatiofthe harmonic
balance method, the method of slowly varying amplitydes
are inapplicable for them. For studying media of this kind
one can use the power balance methdnl which one ana-
lyzes the energy balance in the system. For a sample in a
uniform magnetic fieldH the power flux density, i.e., the
Poynting vector, through the outer surfag of the sample
is equal to the change in its internal energy and the heat loss
in it:

dw

0 0.4 0.8 1.2 35501"[ dS=P+ . I1 =[ExH], (12)

FIG. 1. Velocity of hypervorticegnormalized tck T/ a7) versus the current  WhereP is the loss power in the sample aWdis its internal
density(see Eq(8)). energy.

Let us show that in a cylindrical sample of radigsin
the case of a longitudinal harmonic external magnetic field

) ) kt OY ) the real component of the surface impedance is directly pro-
V(irl<ie)= an\® ~ g e lieh) portional to the average power loss in the system over a
period:
da )
—exp — g (et it ], €S) ~ 17
P= —f Pdt. (13
TJo
] ) k KT a ]

V(ljtl>jo) = a_n_a_vex —ﬁ(|JT|+Jc) Here we calculate the period-averaged value of the

Poynting vector(12) through the lateral surface of a cylin-
9 drical sample of length., taking into account that the aver-
' ©) age change in the internal energy of the system over a period

e . L is zero:
where the velocity direction is determined by the direction of

the vector product of the current density and magnetic induc- 2R H21/2 Rez=P, (14)
tion at the observation point. The dependence of the modulus
of the velocity V of the vortices on the transport current Where the real component is defined as
density is shown graphically in Fig. 1. 2 (on
The depth of the potential well is determined by the Rez:—J E(t)cog wt)d(wt).
dependence of the critical current on the local magnetic in- Hm Jo
duction. In the model of pinning and viscous flow of hyper- |, the regime of viscous flow of hypervortices, under the
vortices a superconductor is characterized by two f””Ctionaéssumptions made above as to the field dependence of the

+ 2 il
- It = e

: 3
relations: coefficient of electrodynamic viscosity, relatién) takes the
i form of the differential Ohm’s law describing the flow of
jo(B)= ————, (10)  current through a medium with conductivity .
(1+B/Bg) For the flux-creep regime one can use relati@d) to
7(B)= 700+ 70PB (11) obtain analytically the dependence of the real component of

the surface impedance on the static magnetic field. Let us
wherejco, Bo, 700, ands, are parameters of the supercon- consider in more detail the distribution of the magnetic field
ductor. in the sample in a nonzero static magnetic fidigl Fig. 24.
On the left in Fig. 2a we show the instantaneous distri-
ANALYTICAL ESTIMATES OF THE INTEGRAL putlon of the m_agnetlc_ flux when the static cpmponent of the
CHARACTERISTICS OF A HTSC field falls from its maximum value dfl; to an |r_1$tan.tan_eou_s
valueH,, and on the right is the corresponding distribution
Let us use the ideas set forth above to construct analytiwhen the field increases from its minimum valueH; to
cally the magnetic-field dependence of the impedance conH,.
ponents in the following limiting cases: the flux-creep re- Over the course of a period of the alternating component
gime, corresponding to the critical state for the strict Bearof the field the magnetic induction varies only in a small
model, and the regime of viscous flow of vortices. For sim-region of the order of the penetration deptlof the alternat-
plicity we shall consider single-quantum vortices, i.®., ing field. Then the losses in the sample over a period are
=®d,. We shall also assume that the second term in theaused by the motion of vortices in this region:
expression(11) for the coefficient of viscosity is much 1T .
greater than the coefficienfyy; this assumption corresponds - _
to appreciable nonlinearity of the medium. T Jo Pdt 4Jo SoNfLdx 13
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FIG. 3. Behavior of the real component of the impedance in the model of
pinning and viscous flow of hypervortices.

AHo+Hm dependence of the components of the surface impedance on
the external static magnetic field does not exhibit hysteresis.

Let us elucidate the character of the magnetic-field de-
pendences of the impedance components in the regime of
rigid pinning. For this we substitute into relati¢h8) a field

Ho-Hm dependence of the critical current density in the fdf@):
' RZB_lle_lle —
eZ( )—g;r—ﬁag 1+B?/B§:

At values of the magnetic field which are small in com-
-Hq, parison with the characteristic fieB, of the medium, the
field dependence of the impedance is close to parabolic,
. ; 2/oR2 .
FIG. 2. Magnetic field distribution in the Bean mode) and in the general ReZ(B<BO) (1/377] CO)(Hm/w)[l+ B /280]' ,At fields Of_
case of the model of pinning and viscous flow of vorti¢es the order ofB, the real component of the impedance is a
practically linear function of the static fieldFig. 3).

whereS,=27RL is the volume of a sectdalong the radius
R of the samplg Ny=[(A —X)/N](Hy/®) is the number NUMERICAL SIMULATION

of vortices at the poink, andf, is the Lorentz force, which, The complicated nature of the field dependence of each
according to Eq(1), is equal to the sum of the pinning and of the terms in relatioril) does not permit the construction
viscous frictional forcesf, =j @+ fr. Evaluating the in-  of all the field dependences of the impedance components

tegral in relation(15), we obtain analytically. We therefore carried out a numerical simulation
1 (T 4 of the motion of the vortices in the sample. In the simulation
ff Pdt= 3 7R an)\, (16) we varied the field dependence of the critical current density

0

j<(B) in the form(10) and the field dependence of the coef-
and expressioril4) can be used to obtain the relations be-ficient of viscosityz(B) in the form(11) and calculated the
tween R&Z and the penetration depthand critical current  magnetic-field dependences of the imaginary and real com-

density: ponents of the surface impedance of the sample. In the case
5 1 of large values of the critical current density the magnetic-
ReZ=—-\——, (17) field dependence of the imaginary and real components was
3 27w monotonic and nonhysteretj€ig. 44, behavior which cor-
11 H, responds to the critical-state model.
jfg - Rez' (18 As the critical current density decreases, hysteresis and

nonmonotonicity arise in the dependence of the real compo-

wherew is the frequency of the alternating component of thenent of the impedance on the modulus of the static magnetic
magnetic field. field (Fig. 4b and 4¢ As the critical current density de-

We note that at distancess\ from the surface of the creases furthefFig. 4d] the nonmonotonicity vanishes, but
superconductor, where the vortices move, the magnetic fielthe dependence exhibits significant hysteresis. It should be
distributions for increasing and decreasing static componentoted that the change in the shape of the dependence of the
of the field coincide, while in the regian=x=<R, where the impedance components on the critical current density is
distributions of the magnetic field are different, the vorticesequivalent to a change in the coefficient of viscosity. How-
are immobile and the Lorentz force for them is equal to zeroever, the trend here is opposite—the hysteresis becomes
Therefore, in the framework of the strict Bean model thelarger as the coefficient of viscosity increases.
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FIG. 4. Magnetic-field dependence of the real and imaginary components of the surface impedance for different values of the parameters of the medium:
jeo=10° Alem?, H;=10 Oe, 770=10"5 (a); joo=10° Alcm?, H;=5 Oe, 1,=10"* (b); joo=2X 107 Alcm? H;=5 Oe, 7,=10"* (c); joo=10° Alcm?, H;
=5 Oe, 7o=10"% (d).

The appearance of hysteresis in the magnetic-field demodel[Fig. 24, and that leads to a more complicated char-
pendence of the components of the surface impedance, atter of the magnetic-field dependence of the surface imped-
effect which is not described in the strict Bean model, can bance.
explained by proceeding from the concept of the pinning and
viscous flow of hy'p'ervornces. As can bg seen in E|g. 1, eVeNL, oo MENTAL INVESTIGATIONS
at a current density smaller than the critical valug., the
hypervortices will move with a nonzero velocity and will be The inverse problem of finding the parameters of the
acted upon by the Lorentz force. Consequently, there will benedium(which in this case are constants of the modiem
contributions to the loss not only from the vortices located inmeasurements of some integral quantity is in general ill-
a subsurface layer of thicknessbut from practically all the posed. A special measuring procedure is therefore required.
vortices in the interior of the superconductor. And, since inMeasurements in the low-frequency regi@n frequencies of
the case of a decreasing static component of the externaround 10-20 Hzat small values of the alternating field
magnetic field the concentration of hypervortices in the intetequire a meter with a threshold sensitivity better than 0.1
rior of the superconductor at a distantesx<R from the  n{) and with a precisely determined systematic error and a
surface is greater than in the case of an increasing statiwegligibly small random error. At large values of the alter-
componen{Fig. 24, the real part of the surface impedance nating magnetic field the value of the imaginary component
should also be larger in the case of a decreasing field than faf the impedance is quite large, and its relative change as a
an increasing field, and this is seen in Fig. 5. function of the static field is less than 5%; this imposes a

We note that as the critical current density decreasebmitation on the resolution of the measuring apparatus.
with increasing static magnetic field, the force of viscousSince in the low-field limit the nonlinear response of ceramic
friction begins to play a more appreciable role in comparisorsuperconductors is small, the demands imposed on the lin-
with the pinning force. As a result, the distribution of the earity of the measuring scheme are high and cannot be met
magnetic field in the interior of the superconductor loses thdy contact methods. A wide-band contactless measuring de-
triangular profile that is characteristic for the strict Beanvice with a low level of intrinsic noise and nonlinear distor-
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FIG. 5. Real component of the surface impedance of a YBaCuO ceramic versus the static magnetitofieichplitudes of the alternating component of the
field equal to 1 Oda) and 10 Ogb) at a frequency of 663 Hz and at an amplitude of 200 mOe at a frequency of 36).Hz
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FIG. 7. Imaginary component of the surface impedance of a YBaCuO ce-
ramic as a function of the static magnetic figtd for amplitudes of the
alternating component of the field equal to 4 @& and 10 Oe(b) at a
frequency of the alternating field of 663 Hz.

FIG. 6. Block diagram of the measurement unit.

tions is required for these studies. In order to obtain infor-
mation not only about the energy of the magnetic fieldnents(Figs. 5 and Y. For relatively high frequencies of the
(which is characterized by the value of the imaginary com-alternating field the impedance components exhibit signifi-
ponent of the impedangébut also about the losses in the cant hysteresigsee Figs. 5a, 5b, angd.7
sample, both the imaginary and real components of the im-
pedance must be measured simultaneously. RESULTS AND CONCLUSIONS

Figure 6 shows a block diagram of the program- _
controlled measuring unit developed here, which permits in- 10 Systematize the results of the measurements of the
vestigation of the magnetic-field dependence of the imagi-real and Imaginary components of .the surface .|m_peda.nce of
nary and real components of the surface impedance dJiTSC ceramics, we selected certain characteristic points on
cylindrical samples at constant values of the amplitude anfée curves obtained and plotted the frequency dependence of
frequency of the alternating field. The unit consists of a sen'€S€ Points on separate graphs. For both components we
sor containing the sample and a modulating ¢giland sig- analyzed t'he.values of the |mpedanc§: at the gxtreme values
nal coil L,, an analog surface impedance transducer, whic?f the static field@around 100 Opand in the neighborhood

includes a generator, a current source, a preamplifier, and ZE10.

detector unit, and a computer-controlled registration unit that Let us examine the behavior of the real component_ of the
includes two analog-to-digital converters. impedance divided by the frequency; the values of this nor-

We note that the analog surface-impedance transdﬁcer?alized guantity at the selectgd points. are plotted in Fig. 8.
in the measuring unit can measure the dependence of thg'e €xtrema of the R& curve in the neighborhood of zero

impedance components on both the modulus of the statiétatic fﬁellg i;\creaze IinearlthiFh frequenf@}ig.. h8,b]' In a
magnetic field and on the frequency and amplitude of theStatIC ield of aroud 100 Oe the increase ofReith increas-

alternating magnetic field. The results of a calibration on'"9 frequency is faster than linefffig. 84. The form of the

samples of an insulator, copper, and aluminum showed thai"ves does not change as the frequency increases, but the
the transducer error was 1% or better over the entire range @Implltude of the_ change in _the real component becomes
working frequencies and amplitudes of the current Thesmaller. Substantial changes in the shape of the curves occur

minimum measurable surface impedance, as estimated fro}’ﬁhen the amplitude of the altern_ating _component of the field
the noise level of the preamplifier, iSGL0™ 22 Q in a 1 Hz Is changed(Fig. 9). As the amplitude is increased, the ex-

frequency band. The measurable ratio of the real to thdrema in the neighborhood of zero static field converge to-
imaginary part ranges from 0.01 to 100 ward a central extremum, so that these three extrema degen-

This measuring unit was used to investigate the behavio?rater:nt? ongsee Fd'g' 5adand 5bf he i .
of the real and imaginary components of the surface imped- T € Irequency dependence ot the Imaginary compongnt
ance of samples as functions of the static component of th f the mpeplance is linear in th? '”V?S"Qated range for dif-
magnetic field at frequencies of the alternating componen rent amplitudes of the alte_rnatmg fiefelig. 10 and, as a
from 10 Hz to 1 kHz and at amplitudes of 0.1-10 Oe atresult, there are no changes in the shape of the curves. As the

liquid-nitrogen temperature. The most typical experimental

magnetic-field dependences of the real and imaginary com- b
ponents of the impedance for different values of the fre- 0.3 1.8

quency and amplitude of the alternating field are presented in 31»41,,«:&;/;:;&:
Figs. 5 and 7. For small amplitudes of the alternating field 0.2 g 2

we see that at low frequencies the magnetic-field dependence = ~1.0r

of the impedance has a monotonic, nonhysteretic character, 30.1 EO Al ’

which in the region of small values of the static field is close & & O' e

to'parabollc, in agreemenF with the analytical e;tlmatgs in the 0 200 600 1000 500 600 1000
critical-state model. In fields of larger amplitude in the f Hz f Hz
higher frequency range a nonmonotonic dependence of the

; : FIG. 8. Frequency dependence of the values of the real component of the
real component of the Impedance appe[ﬁ@. Sa]' In the surface impedance divided by the frequency, in a static field of 100a0e

case of large ampllitUdeS and high frequen_CieS one again Oth in zero fieldb) for various amplitudes of the alternating component of
serves a monotonic dependence of both impedance compue field, Oe: 1(1), 4 (2), and 10(3).
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~ 1 HiHpm_
Z(H) =5 fHHmZ(H)dH.
Thus it is clear that the measured dependéf(d¢) is closer

to the impedance at smatompared tdd) amplitudesH ,, of

the alternating field. The features can arise at large ampli-
tudes of the alternating field because of the hysteresis in the
function Z(H). The hysteresis itself most likely arises on
account of the specifics of the mechanism by which the field
penetrates into the sample. When the field is increasing, the
whole lattice of hypervortices is shifted into the interior of
the sample, whereas when the field is decreasing, the
changes occur in the subsurface region of the sartipte

FIG. 9. Amplitude dependence of the real component of the surface impedg)' . L . . .
ance divided by the frequency, in zero static field and at a frequency of the AN analytical examination and a numerical simulation of

alternating field of 63 Hz. the dynamics of hypervortices in HTSCs in the framework of
the pinning and viscous flow model predict a hysteretic char-
acter of the magnetic-field dependence of the surface imped-

amplitude of the alternating component of the field is@NCe, in which the real component should be larger when the

changed, a change in the form of the curve occurrences &fatic component is decreasing in modulus than when it is
large amplitudes of the alternating fiel@ig. 7b]. As the increasing, and this is confirmed by experimgfig. 5. Re-
amplitude increases, the central extremum degenerates, an@tions(17) and(18) can be used to develop a technique of

as a result, two more extrema appear in the neighborhood &étermining the parameters of the model from the experi-
zero. mental curves of the impedance. The experimental results

As the static magnetic field is increased, both the imagi-ShOW that the field dependence of the critical current density

nary and real components of the impedance go to saturatiofs Well described by the mode10) [see Figs. 3 and 3a
This is most likely due to the growth of the penetration depth  Analysis of the experimental data can reveal the bound-

\. Saturation corresponds to the complete penetration of th@/es of the domain of applicability of the critical-state model
field into the sample, i.e., to the situation when the lattice ofcT céramic superconductors. This model typifies the rigid

hypervortices completely fills the volume of the supercon-PiNning regime and does not permit a description of hyster-
ductor. In this case, as was shown in Ref. 8, the real compdSis in the magnetic-field dependence of the impedance com-
nent should grow faster thanand the imaginary part more Ponents(even when the hysteresis &(H) is taken into
slowly thanf. And indeed, at large values of the static field account. For a YBaCuO ceramic sam'ple prepared according
the real component grows faster than[Fig. 8d. In the to the standard technology, this regime is observed at fre-

neighborhood of zero static field, when the vortices have noflu€ncies up to 35 Hz at amplitudes of the alternating field

yet completely filled the volume of the sample, the frequency€SS than 0.3 Oe. On the basis of an analysis of the results of
dependence is of a linear charadteig. 8b]. a numerical simulation in the model of pinning and viscous

At large amplitudes of the alternating figlBig. 7b] cer- flow of hypervortices, one can infer the existence of an im-

tain features appear in the neighborhood of zero static field?0rtant nonhysteretic regime at higher frequencies and small

These may be due to the fact that the measured quantity gmplitudes of the alternating field, as are typical for practical
not the impedance itself but rather applications in radio electronics. The presence of this regime

for ceramic superconductors at working temperatures of
around 77 K would significantly broaden the domain of ap-
plication of ceramic superconductors.

A comparative analysis of the results of the numerical
and analytical modeling with the experimentally obtained
frequency and magnetic-field dependences of the impedance
components shows that the model of pinning and viscous
flow of hypervortices provides an adequate description of the
low-field electrodynamics of ceramic superconductors over
the entire frequency range. In the low-frequency range the
proposed model is the same as the critical-state model and
predicts a nonhysteretic, close to parabolic, character of the
magnetic-field dependence of the surface impedance, in
agreement with the experiments of a number of authors. In
the high-frequency range the model correctly describes the
features of the magnetic-field curves, including hysteresis.

—_—
5}:"'_"-%/" -_— 4_‘/9

ImzZ/f, nQ/Hz

200 400 600 800 1000
f,Hz

’

FIG. 10. Frequency dependence of the values of the imaginary component ;
of the surface impedance divided by the frequency, in the neighborhood of This StUdy was Supported by the Government Program

zero field and for various amplitudes of the alternating field, O@)14 (2), of the RUSSi?-n Fe_deration, “Topical Prqb-lems in _Condensed'
and 10(3). Matter Physics,” in the “Superconductivity” section.
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The formation of superstructures is considered with allowance for the biquadratic exchange
interaction. It is shown that in this case the simultaneous coexistence of several long-period
structures is possible, which can arise as a result of a first- or second-order phase transition.

© 2000 American Institute of Physid$s1063-777X00)00404-1

Since the time when Villaih,Kaplan? and Yoshimori  enological theory of magnetism the origin of this kind of
called attention to the possibility of a new type of magneticMMS is due to the presence in the nonequilibrium thermo-
ordering(different from ferro-, antiferro-, and ferrimagnetic dynamic potentia(NTDP) of invariants linear in the first
viz., modulated magnetic structur¢®IMS), whose spatial spatial derivatives of the irreproducible magnetic vectors
period is incommensurate with the spatial period of the crys{IMV) (the moments of the spin densityvhich describe the
tal lattice, questions pertaining to the conditions for theirmagnetic system, and their competition with the invariants
onset and stability have been the subject of a rather larg&hich are quadratic in these derivativése symmetry con-
number of theoretical and experimenta| papers. Since ouﬂitions for the existence of such invariants are explained in
subject here will be matters pertaining to the phenomenothe papers by Dzyaloshinski.
logical theory of MMS(magnetic structures of this kind are ~ The authors of the papers cited above, in discussing the
often called long-period or incommensurate magneticconditions for the onset and stability of MMS of this kind,
phases we must first mention the fundamental paper bylimited consideration to invariants of no higher than second
Dzyaloshinski,* which is devoted to the phenomenological dégree in the IMV and the NTDP. However, the inclusion of
theory of the so-called exchange long-period magnetic strudnvariants of higher degrees in the IMV can substantially
tures (see also the review& and the monogragh This disrupt the piC_tL_Jre of phase transitions in the system, i.e., can
theory, for example, provides an explanation for the occur@/ter the conditions for the onset of MMS. Therefore, gener-
rence of an incommensurate magnetic phase in the confi!ly SPeaking, one is justified in raising the question of the
pound B-MnO, The Dzyaloshinski theory was influence of the hig_her mvanant; qn the.conditions for_the
subsequentfy extended to MMS of exchange—relativistic _onset of MMS. In_ihis paper we limit conS|derat|9n to_taking
origin and is reflected in the explanation of the occurrence ofto account addit_ional spatially homqgeneous inv.aria.nts of
long-period magnetic structures in the systems MnSi, FeGé,he fourih degree in syster_ns W.Ith a trlangulai disiribution of
and CsCuGl (Refs. 9 and 1D Somewhat laté# 2 (see also magnetic moments of the ions in the magnetic unit cell, e.g.,
Ref. 6 a phenomenological theory of the origin of the ex- n F&P. . . Y
change and exchange-—relativistic modulated magnetic struc- Thus we 90’?3'“'” a symrsf;[ry-dependent MMS of
tures was constructed, differing from the Dzyaloshinski exchange origin in the BB system.” As was shown in Ref.
theory and explaining the magnetic structures of a significant
number of magnetically ordered crystals, such asB€D,,
TbAsQ,, MNOOH, MnP, MnB,, etc. The onset of this kind

8, in this case the following expression for the density of
e NTDP in the exchange approximation:

: . " . 7] JF _dL,
of magnetic structures is due to a competition of magnetic = &= §,F?+ 8,(L3+L3)+A|F——L;—+F——
interactions of various origins. For example, the coexistence X X %
of the so-called exchange MMS is due to the competition of JE JE\ 2 aLq\? 2
the exchange interactiorisee, e.g., Refs. 4, 13, and)14 —sz ta| +042(3—X +BFA(LI+L3)
while that of exchange—relativistic MMS is due to a compe-
tition of the exchange and exchange—relativistic interactions, 4 4 4 JF\2 aL,\?
respectively(see, e.g., Refs. 6, 15, and)18Ve will be in- tagFitag(Litly)tas ay tas ay | (1)

terested in the so-called “symmetry-dependent” MNkge
Refs. 4-8 and 10-16From the standpoint of the phenom- where
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F=S,+5,+S;, L;=6 Y425,-S,-5S,), equations, that the number of positive solutions is equal to
o the number of sign changes in the sequence of coefficients of
L=274S5—S) the equation.

are the irreducible ferro- and antiferromagnetic vectors, re- 1. 6:>0, 8>0.
spectively, S (i=1,2,3) is the spin vector Then, if
of the ith ion, 8;=B1(T—To); 5=BxT-Ty), A, o a) (azk?+ 8;)(ask?+ 8;) —A?K?>0, there will be no
(i=1,2,3,4,5,6),8, B, and 3, are phenomenological coef- change of sign in the sequence of coefficients in(&p.and,
ficients, with as>0, @,>0; Tc and Ty are the Curie and consequently, no positive solutions f6f;
Néel temperatures, respectively. We emphasize that the irre-  b) (a2k?+ 85) (aik?+ 8;) —A%k?<0, there is one sign
ducible magnetic vectors and (L,,L,) (see Ref. 18trans-  change in the sequence of coefficients and, accordingly, one
form according to different irreducible representations of thesolution(one MMS structurg It follows that an incommen-
symmetry space group of the JResystem, i.e., the onset of Surate structure can arise both above and below the Curie
MMS in this case is due to the phenomenological mechanisremperature.
proposed in Refs. 11-1@ee also Ref.)6 We are interested 2.6,<0, B>0. Then, ifa;k*+ 8,>0, the result will be
only in spatially homogeneous equilibrium magnetic states.the same as for condition 1. t;k’+ 5,<0 there are two
Minimizing the functional corresponding td) gives in-  Possible cases:
commensurate structures with propagation vectors along the @ aa(a2k?+ 8,)+ B(a;1k?+ 8,)>0; there is one solu-
0X and OY axes, respectively. In the first of these there is ation, and
rotation of the irreducible vectof® andL, and in the sec- b) az(ak?+ 8;)+ B(ak?+ 8;)<0; regardless of the
ond, of F andL,. For simplicity we consider a superstruc- Sign of the expression multiplying* there is only one sign
ture with a propagation vector directed along thé @xis.  change, and one solution.
We then have the following system of Euler's equations ina 3. 91>0, 8<0. The following situations are possible:
Cartesian coordinate systerh (=L): a) (aik?+68y)(ak®+ 8,) —A%k?>0; for any sign of
, , 5 o the expressionus(a,k?+ 8,)+ B(ak*+ 8;) there are two
arFz—AL; = (81+ 2asF "+ BLT)F,=0 sign changes, and this will possibly give two superstructures

ayLy+AF,— (8,4 2a,L%+ BFP)L, n if the stability conditions hold;
aiFy— AL, —(81+2a3F?+ BLYF,=0’ ) b) (a k?+ 8;)(ak?+ 8,) —A%k?<0; in this case for
aZL;‘FAF;,_(52+2a4L2+BF2)Ly:0 as(ak?+ 8,) + B(ak?+ 6,)>0 three solutions are pos-

sible. If az(a,k?+ 8,) + B(a k?+ 6;) <0, then regardless of

whereF{ = dF; /ax; F{'=*F;19x* (i=y,2). Itfollows from  the sign of the expression multiplyirg? there is only one
(2) that for 8=0 the system decomposes into two indepen-q|,tion.

dent subsystems for the andY components of the irreduc- 4. 5,<0, B<0.

ible vectors. In a theory making use of the approximation of a) a;k?+ 8,>0: the result is the same as in case 3.

constant moduli of the irreducible vectcrs, these two sub- b) a,k?+5,<0: in this case there are three sign

systems are coupled by means of a decrease in the number gfanges and three bositive solutions Fdx

independent variables from two to one. Taking this approxi- |t should be emphasized that some of the predicted states

mation, we obtain may not appear, if the stability condition does not hold for
F,=Fcogkx) L,=L cogkx—y) them. It follows from what we have said that additional so-

lutions arise only on account of the presence of the invariant

Fy=Fsin(kx) Ly=L sin(kx—1y). (3 F2(L2+L2), and they all have the same value of the wave

As was shown in Ref. 13, in the casAs<0 andA>0 we Vvector but different values df andL. However, structures
have y= /2 and y= — m/2, respectively. For the sake of With different values ok can arise. As an illustration, let us

definiteness we assume below the& 0. Substituting(3) ~ consider the limiting case;=a,=0.

into (2), we obtain The solution of systend) can be written in the form
k2aiF —|A|KL+ (8, +2a3F2+ BL2)F=0 » 1w
K2yl — |A|KF+ (8,4 2agL2+ BF2)L=0" ) co__t w
B k al-l- 51

Let us consider the solution of this system under the
condition thatTy<Tc, 8,>0, and T~T¢. Then theF* ) (N (Kay+ 8,) (KRaygt 55) + [KAY,
term in the thermodynamic potential will be large. Making
use of this circumstance, we can sgt=0 in (4). Eliminat-

2 1/2
ing the variablel from the system, we obtain L2 _ i(k a;t+d;
2
205 RO+ Pl4ag(agk®+ 5;) + Blark®+ 51)F* A
+ 2(aok?+ 8,)[ as(aok®+ 8,) + B ayk2+ 8;) F2 X N (Kay+ 61) (Kap+ 85) + [KA}. (6)

2 2 2 _A2L2 2 _
FL(agk™+82)%(ark™ 8y) =A% (ak™ 82)1=0. 14 fing the wave vector we must minimize the potential with

(5)  respect tk. We then have the third equation of the system:

Let us make a qualitative analysis of this bicubic equa-
tion, using the fact, known from the theory of algebraic AFL+k(a F?+ a,L?)=0. )
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From the two solution$6) for 3>0 we must keep only the the sequence of coefficients in E(LO). This means that
one with the negative sign in front GA|. It is obvious that  three superstructures with different values of the wave vector
in order for a superstructure to exist, the following conditioncan arise, with the sole restrictidB).

must be satisfied: In the caseB<0 one solution of systert¥) always ex-

) ) - ists, and a second exists under the condition

, k2A2<(K2ay+ 8;) (K2ay+ 8,), (15
In a theory that does not take into account the presence of the

invariant F2L?, the wave vectok is determined from the which can hold if both factors on the right-hand side( )
relatiorf have the same sign. This implies the two systems of relations

(k2a1+ 51)(k20(2+ 52):k2A2. (9) T>Tc—k2a1//31

T>TN_ kzazlﬁz’

T<TC_ kzallﬁl

T<TN—k2a2/ﬁ2’ (16)

Then in our case the conditidf?=L2?=0 holds, and there is
no superstructure. To find the modulus of the propagatiofyhich show that the formation of a second superstructure for
vector we have the equation Ty<T¢ is possible in a narrow temperature band belbwv
and everywhere beloWy—k?a,/8,. The value of the wave
vector in this case is also determined by relatitf).

If T~=Ty and$,<0, then one can seiz=0 in the ther-
modynamic potential. Then for determining the valuekof
we have the equation

46!%6!5'(6"' a1a2[4a152+45251— Az]k4+ [(a152
+ay81)%— A% (a1 6,+ ay6,) k32— A%6,6,=0,
(10)

which is cubic with respect t&?.

For the sake of definiteness we consider the chse
<T<T¢. Then §;<0, §,>0. Consequently, nontrivial so-
lutions arise in two cases:

2a,B°L0+ Bl4as(ak?+ 81) + Bak’+ 8,) L
+2(ak?+ 81)(ag(ark®+ 8;) + Bazk?+ 8,))L?
+[(a1k?+ 81)%(ak?+ 8,) — A%k?(a k?+ 8;)]=0.

(11 (17

Let us consider the following cases:
1. >0, a;k?+ 8,>0, §,>0.
a) (a k?+ 8,)2—A%k?>0; there are no solutions;
b) (a k?+ 6;)°—A%k?<0; there is one solution.
2. B3>0, a;k*+ 8,<0, 5,>0.
a) (a k?+ 6,)2— A%k?>0; there are two solutions, pro-
A2 vided that at least one of the expressionslféror L* in Eq.
(13 (17) is negative;
b) (a;k?>+ 6;)°— A%k?<0; there is only one solution.
The right-hand condition if(13) is less stringent than 3. B>0, a;k?+ 6,<0, 6,<0, a,k?+ §,<0.
(11); it is analogous to the requirement imposed on the tem- @) (a1k?+ 81)2—A%k?>0; there are two solutions under
peraturesT . and Ty, in the theory with3=0, viz., that these the condition 4x,(a1k?+ 8;) + B(ak?+ 8,) <0;
temperatures not be too far ap4rt. b) (a k?+ 8;)°—A?k?<0; there are three solutions if
It follows from what we have said that fdiy<T<Tca  4as(@ik®+ 8;)+ B(ak?+ 8,) <O0.
superstructure can exist only in the temperature interval 4. 6<0, ak?+ 6,>0, 5,>0.
specified by the relations a) (a k?+ 8;)2— A%k?>>0; there are two solutions;
b) (a.k?+ 8;)2—A%k?<0; there are either two solu-
(a1B2Tnt apBiTe)<(a1B2+t azBy)T tions or one solution, depending on the signs of the quantities

T 4
< Tat TO+A2 (14 multiplying L andL®.
(@182 T+ aB1Tc) (14 5. B<0, askP+ 5,<0, 5,0,

851 6, A2
1)—+ —<4 ,
a;  ap a

2) (a1 6,+ ap61)°— A%(a1 85+ ap6,)<O0. (12

The latter relation can hold only when the temperafure
lies in the interval[ T¢,Ty] and the following double in-
equality holds:

It should be noted that fof;=0 there is always a solution
with k=0, and there is one solution wi?>0 when con-
dition (13) holds. This means that foF =T there can be
both a first-order phase transition with a jumpkfiand a

a) (a k?+ 8,)2—A%k?>0; there are no solutions;

b) (a k?+ 8;)°—Ak?<0; there is one solution.

6. B<0, a;k?>+ 6,<0, 6,<0, a,k?+ 5,<0.

a) (a k?+ 6,)2—A%k?>>0; at relatively small values of

second-order phase transition. When the stability conditiong, such that the coefficients & andL* are positive, there
hold, this can make for the existence of two superstructureare no solutions. Ag increases, one or both of these expres-
with different wave vectors. Consequently, taking the biqua-sions changes sign, and two solutions exist.

dratic exchange interaction into account leads to the possi-

b) (a.k?+ 8;)>— A%k?<0; there is one solution at any

bility of formation of an incommensurate structure as a resulivalue of 8.

of a second-order phase transition.

It is clear from what we have said that far=Ty the

Upon reaching the lower temperature boundary deterappearance of additional aperiodic structures is also due to
mined by condition(13), the spiral vanishes, and it appearsthe presence of a mixed invariaRfL?. Consequently, in
anew at a temperature<Ty<Tc, since then the quantity crystals with biquadratic exchange there can be several su-
(6165) will be positive, and there are three sign changes irperstructures.
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The spin echo method is used to investigate the NMR spectrum Gffleenuclei in manganese-
substituted Tm and Er orthoferrites. It is shown that the Jahn—Teller effect for tfé Mn
impurity ion is manifested in a proportional enhancement of Erigpe deformation of the
Fe’*—60° octahedron. In the region of the spin-reorientation transition a magnetic
inequivalence of the sublattices is observed both for thé Fens and for the MA" impurity
ions. © 2000 American Institute of Physids$1063-777X00)00504-1

INTRODUCTION corresponding to an impurity-free nearest-neighbor environ-

. . . ment of the®Fe nucleus, three satellites appear, in accor-
The orthoferrites RFRe (Mn,O; with a variable Mn con- . o itk the three inequivalent positions of the®¥Mim-

centration are interesting objects in which to study the influ-_ """ "."" " h iahb . 5&te (Fi
ence of the Jahn—Teller ions Kt on the magnetic proper- -1 10N In the nearest-neighoor environment dte (Fig.
ties and spin-reorientation transitions. These compoundl . The position of these satellites relative to the main line
have a slightly distorted perovskite structuispace group R?:F;igds substantially on the ground state of thé Mon in
D30~ Pynm; Refs. 1 and 2 The magnetic ordering of the '

_bnm ) . ) . The Jahn—Teller ion Mt with electronic configuration
sublattice is characterized by the possible magnetic configu- ' 3 1 .
: ; of unfilled shellst;,e; in the octahedral field has a twofold
rations of three typedT';(A,,G,,C,), I';(Fy,C,,G,), and : 9~9 )
; : Y Yo orbitally degenerate ground stat€. The orbital degeneracy
T4(Gx. Ay F2) with basis vectors- (ferromagnetism and can be lifted either by the Jahn—Teller effect or on account of
G, C, A (antiferromagnetism with F,C,A<G (Ref. 4, y

T the pre-existing noncubic distortions in complexes of the
which indicates &-type structure. Mn3*—6C7~ type. Here the ground state wave function can
Studying the NMR spectra of’Fe in rare-earth ype. 9

orthoferrites® yields information not only about the values be represented as a linear combination of Eaype func-

of the local fields, their temperature dependence, and thtéons|E0> and|E2), which, with allowance for the coupling

; ; +

anisotropy of the hyperfinéHF) interactions’ but also about .Of the quasimoments of thig and e, shells in the M
. . . ion, correspond to thel,> ,> and d,2 states of thee

the magnetic state of the Fe sublattice and the SPIN |ectron: y g
reorientation(SR) transitions. For example, it was the NMR '
method that first clearly revealed evidence of the magnetic =~ Wpas COSa|EO)+sina|E2), (§H)
inequivalence of the sublattices of the®Feions in the re-
gion of the SR transitioR?

Of particular interest is the study of the NMR tfFe in
substituted orthoferrites, where it become possible to study
the magnetic and hyperfine interactions of the impurity and
host, and also the influence of the impurity on the phase
transitions.

Substitution of the Jahn—Teller ions ¥ for FE* in
orthoferrites leads to a substantial change in the main char-
acteristics — the magnetization, magnetic anisotropy, and
exchange interactions, to some modification of the existing
SR transitions, and to new transitions, in particular, transi-
tions of the Morin type in YFg_,Mn,0O; (Ref. 3.

where « is some angle; théE state of the MA" ion is
obtained as a result of the coupling of th&, term of the

JAHN-TELLER EFFECT AND THE GROUND STATE OF THE
Mn3* ION

In this paper we investigate the influence of the Jahn—
Teller ions M#" on the NMR spectrum ofFe in Er
and Tm orthoferrites. The difference between the transferred
(indirecy HF interactions in the®Fe—-G —-F&' and
*'Fe-G~-Mn** chains causes the NMR spectrum to be-gig, 1. Geometry of the Fé —O?"—F€"—C?~ bonds in the orthoferrites
come more complicated — in addition to the main lines,RFeQ. The orientation of the local axes is shown for each complex.

1063-777X/2000/26(4)/6/$20.00 259 © 2000 American Institute of Physics
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TABLE I. Theoretically predicted values of the parameidefor the Mr?* ion in RFeQ.

R Pr Nd Sm Eu Gd Tb Dy Y Ho Er Tm Yb Lu

o, deg -11 —-16 —24 =20 -17 —25 =25 —28 —28 -31 -32 -36 —42

conﬁgurationtgg and the’E term of the configuratioreé. energy of thel,2 electron is lowered relative to the energy of
Thus in the staté®E0) the electron is found in the,2_,»  thed,2_,2 electron when the M—60 octahedron is stretched
orbital, while in the stat¢°E2) it is found in thed,> orbital. ~ along thez axis (sgzo, e§>0), i.e., that the ground state
The value of the angler and, hence, the form of the wave |E2) is thereby stabilized for ions with the configurations
function¥,;can be related in the linear approximation with 3d* and 3° (Refs. 8 and 8

deformations of the Mih"—6C?~ complex. For this it is con- Thus for findingWp, of the M®* ion in RFeQ it is
venient to go from the strain tenses; to its irreducible sufficient to calculate theE-type deformation of the
components of th& and T, types: Fe" -6~ complex from the known crystallographic dhta
1 1 and, from the value of the ratio
E . E
eg=——=(2e,,—yy—&yy); E5="=(Exx—Eyy) = _cF/cE
0 \/6( zz7 €xx Eyy 2 \/5( xx €yy tan 2« esleg,

T, T, T, 2) which is conserved when the Nih ion is substituted for
€= 728 &= 28y, &£,°= -2 Exy- Feé", to find « and ¥, Table | gives the theoretically
predicted values of the parameter that determines the
ground state of a MtT" impurity ion in RFeQ. (The error in

the determination of the angle is due to the uncertainties in

Naturally, the form ofW s will be determined solely by
deformations of thée type, and it is easy to show that

85 _ 85 the crystal parametersand on average is not more than
coS2v=—, Sin2a=-—, 3 +5°)
€ © Interestingly, for the Pr and Nd orthomanganites with
where known crystallographic parametérsthe corresponding
Z= \/ﬁ angles are equal te- 25° (PrMnQ;) and —28° (NdMnG;),
(£0)"+(e2)™ i.e., rather close to the value eof for the analogous orthof-

The value of the splitting of theE ground state of the My errites[ —11° (PrFeQ) and —16° (NdFeQ)]. The differ-

ion is given by ences can be explained by the effects of the cooperative
A=|b[z Jahn-Teller distortion in orthomanganites. We note that the

' ratio of the values of characterizing the degree &type

whereb is a coefficient relating the parameters of the non-distortion of the MA*—60*~ octahedra in PrMn@ and

cubic field for the®E term with the deformations of the oc- Fe&8*—6C in PrFeQ is approximately equal to 15, which

tahedron. suggests the possibility of vibronic enhancement, by roughly
The splitting of the’E term due to the Jahn—Teller effect an order of magnitude or more, of the deformations of the

is accompanied by a specific degeneracy: the form of thge*™ —60>~ octahedra in orthoferrites when Mhis substi-

ground state wave function is not fixed, since the value of tyted for Fé™.

remains arbitrary. In fact, a given value Afand, hence, of Figure 2 shows a qualitative picture of the orientation of

e, can be obtained for different; ands5, which are con-

nected by the single condition

b

This specific Jahn—Teller degeneracy will be lifted in the
presence of at least a small external or initial deformation of
the E type. In reality the Jahn—Teller effect reduces to a
proportional enhancement of these deformatiens; keF,
with the ratioe5/e5 conserved.

This conclusion is of fundamental importance, since it
enables one to find the ground state of a Jahn—Teller impu-
rity ion of the M type substituting for an ion with a
known distortion of the nearest-neighbor environment. It
should be noted that for a unique determination of the pa-
rametera and, henceW ... it is important to know the sign
of the electron—lattice coupling paramelteiWe will choose g, 2. orientation of the, orbital of thed,z ion Mn®* in six positions
it to be negative, going on the reasonable assumption that theound a central £é ion.

2
(85)2+(8§)2=(é) =const.
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satellites corresponding to the three inequivaléffte—
O?>"Mn®* bonds of one MA" impurity ion in the nearest-
neighbor environment, etc.
The value of the HF field induced at the nucleus of the
Fe" ion in the *Fe—G~ —M chain, where M is a Jahn—
Teller ion with orbital degeneracy of the ground state
(Mn®*, C&™, FE™, .. .), will be essentially determined by
the factors that lead to lifting of the orbital degeneracy of the
M ion, on the one hand, and by the orbitally anisotropic
contributions to the transferred HF interaction, on the other.
Let us consider these effects in manganese-substituted ortho-
L ferrites, in which the MA" ion can occupy six positions in
75.0 76.0 F,MHz the nearest-neighbor environment of %4 e nucleus in
FIG. 3. Form of the NMR spectrum of’Fe in the orthoferrite RFeQ” an.d’ aS.We have Sa.ld’ only three of these are geo-
NdFe, Al 05 at T=112 K. metrically inequivalentsee Fig. 1
The value of the HF fieldHtyr induced at the’’Fe
nucleus for each of the’Fe—G~—Mn>* chains can be re-
lated to the parameter characterizing the ground state of
any of the MiA™ ions in the local coordinate system:

the filled ey orbitals of a 31* impurity ion. For simplicity we
take the caser=—30°, which is close to the real situation
for 3d* ions in Y, Ho, Er, and Tm orthoferrites. The wave H<T1H),:|=H%) Sir a+ ngls
function W, \3/2|E0) — 1/2|E2) corresponds to the

i i i HZe=HY sir’(a+60°)+H{? ()
orbital for an isolatea; electron for the choice of local axes THFI = Mg, SI (a ) tog
corresponding to Fig. 1. To simplify the picture the existing @ @) . @)
distortions of the perovskite structure in orthoferrites are not ~ Hrrr=He, sinf(a—60°) + Hiy

shown in Fig. 2. whereH g is the Hamiltonian of the transferred hyperfine

We note that the method we have used to findBkgpe . . ) .
ground state of Jahn—Teller ions in orthoferrites represent?teracnonsHeg (thg) is the value corresponding to the HF

a further development of the concepts set forth mainly infl€ld induced by a half-fillee, (t,q) shell. The superscript 1

Ref. 10, refers to @'Fe—G~ —Mn>" chain lying along the axis, and

For the purpose of studying the features of the manifes'Ehe superscripts 2 and 3 refer tq chair!s inalh:eplane(Figg.
tation of the Jahn—Teller effect of M ions in RFeQ, their 1 and 2. Formulas(4) were obtained directly on the basis of

ground state, and the confirmation of the conclusions of théhe HamiltonianH g (see forr'éwula(2_4) of Ref. 11 with
theory, we have carried out an analysis of the satellite strucdlowance for the fact tha(VO(E)g_ R (_1/ 2)cos 2y for
ture, which is mainly due to the transferred HF interaction,Ch&ins along thec axis, and (Vo(E))=—(1/2cos 2¢

of the NMR spectrum of thé’Fe nuclei in manganese- +60°) for chains in theb plane. .
substituted Er and Tm orthoferrites. In general the contributions tédye from different

In the unit cell of RFeQ there are four inequivalent chains cannot be assumed equal, for several reasons. First,
positions of the F&" ion. Each F&* ion is coupled to six the vibronic enhancement of deformations when the Jahn—

' e . o .
neighboring F&" ions through the intermediate?O anions. ' €ller ion MrP* is substituted for F& is accompanied by a

. N o . X X
Here one can distinguish three types of geometrically inchange in the Mh"—C?" distances in the chains, and this
equivalent’Fe— G~ —F&é* bonds. When one of the neigh- change is different for chains 1, 2, and 3. The relative change

boring Fé* ions is replaced by an ion with an orbitally I the bond lengths in the case of vibronic enhancement is

nondegenerate ground stégenonmagnetic ion such asl easily related tg tthe parametar characterizing the ground
or SG* or a magnetic ion such as Tror M2*) this geo-  State of the MA* ion:

metric inequivalence has practically no effect on the value of  AR,,,_o (2)\Y2

the HF field induced at the nucleus of the centraf'Fe R—:(§ € COS 2 )
ion. In that case the NMR spectrum of a system of the Mn=0

RFe _,Al,O; type will contain, in addition to the main lines (for chains along thec axis),

corresponding to the impurity-free (6@ environment of 12

the>’Fe nucleus, isolated satellites corresponding/f@ nu- ARwn—o _ (Z % cos A a= 60°)

clei with one, two, etc. impurity ions in the nearest-neighbor Rumn-o 3

environment. We have observed such a spectrum in the sys-
tem NdFgAl,,0; (Fig. 3. When the F&" ions are re-
placed by the magnetic ions N, with an orbitally degen- wherez is the averageE-type deformation of the Mng®
erate ground state, all three types®@e—CG —Fe" bonds  octahedron. Thus in the approximation linearAiRy,,.o we
will in general give different contributions to the HF field at have

the nucleus of the central #e ion. The NMR spectrum O T o

becomes more complicated: in addition to the main lines €y 't2g_Heg't2g+AHeg't29 cos2, =1,
corresponding to an impurity-free nearest-neighbor environ- (i)
ment of °'Fe, one will observe, in the general case, three €g-t2g

(for chains in theab plane,

=He, 1,y T AHe, 1, C092a+60°), i=2, (6)
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(O —_B80° =
Heg,tzg_Heg ,tzg+AHeg o cog2a—60°), =3, a
and this complicates the analysis of the experiment consid-
erably. .

Second, a relation of the typelfe'g)=Heg does not take

into account the important role that the emptystates of the
Mn3* ion play in a certain modification of the operator struc-
ture of Hyyg, in the chains under consideratiéconcerning
the features of the superexchange interaction involving the
participation of emptye, states, see, e.g., Refs. 12 and.13

Ultimately, the expression foH{:2% can nevertheless
be parametrized:

H' e =He, CoS' a+Hg, Sif a+ AH sirf a cos a,
H'%He=He, coS'(a+60°) + He, sin’(a +60°)

+ AH sir?(a+60°)cos(a+60°), (7)

H' e =He, coS'(a—60°) +He, sinf(a— 60°)
+ AH sir?(a—60°)cos(a—60°), b

whereHE0 and Heg, are the values oHyg for =0 and

a=m/2, i.e., for theey electron in thed,2_,2 andd,> states
of the Mr?™ ion, respectively.

Thus the NMR spectrum ofFe in RFg_,Mn, O3 con-
tains, in addition to lines corresponding to an impurity-free
environment of the iron nucleus, three satellite lines corre-
sponding to an environment consisting of 8Fe1Mn®"
and shifted with respect to the main line in the direction of
lower local fields by an amount

AH(i):HTHF|_H£|-i|1||:|, (8) L

whereHyg is the contribution of thé’Fe—G~Fe** bond 74.0 75.0 F‘ MHz
to the local field at th@’Fe nucleus. For= —30°, which is ’
close to the calculated value of this parameter for thé Mn

ion in Y, Ho, Er, and Tm orthoferrites, we have ¢ (\

3H > AH=AH®
Z E0_1_6 - ’

AHM=Hpyp -

9

AH(S):HTHFI_HEZ- ©
An explanation of the experimental data can be obtained
under the rather unusual condition

He,<Hmyp

which can be satisfied if, for example, allowance for &e
states of the M#" ion leads to a sharp change in the values
of the constantg, in the HamiltoniarH 4, of Ref. 11 from

a value of+1 to valuesa;<—1. In this case the contribu-
tion of thed,2 electron of the MA* ion in a chain of type 1
should practically compensate the contribution of thg
shell. On the other hand, the experimental data indicate that 75f0 76|.0 F_MHz
the value ofH Eo (or AH) should be significant: ’

FIG. 4. NMR spectra of’Fe in the manganese-substituted orthoferrite
ErFe, gMny 105 outside the spin-reorientation region, as predicted theoreti-
~Hryr cally (a) and as measured experimentallyTat 94 K (b) and 7 K(c).

1
HE0+ ZAH

Figure 4a shows the theoretical NMR spectrun® e
in the orthoferrite ErFg_,Mn,O3 for x=0.1. The value ofA lines to 0.36 MHz(the line shape was assumed Lorentzian
was chosen equal to 1.02 MHz and the half-width of theCalculations were done in the approximation of a statistically
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uniform distribution of the manganese ions in the lattice. Itis ~ The change in the magnetic dipole contributionaig,
easy to see that if the lines are wide enough, only one of thean be straightforwardly calculated, and for the analysis of
three satellites, the one farthest from the central line, is rethe ATHFI we use the technique proposed in Ref. 7, where it
solved. The theoretical spectrum in Fig. 4a is in good agreewas shown that the following relation can be used to esti-
ment with the experimental NMR spectrum &fFe in  mate the contribution of the ATHFI to the irreducible com-
ErFey gMng ;05 at T=94 K[Fig. 4b]. The NMR spectrum of  ponents of the tensa(Fe):

5Fe in manganese-substituted Tm orthoferrite has a similar
form. When the temperature is lowered to 7 K, one more

2 _ 20
satellite is resolvedFig. 4. 33(Fe)=B(FOCH(hi, ), 13

with 6; and ¢; being the polar and azimuthal angles of the
vector of the @ —Fg bond in the system of crystallographic
axesabc. The parameteB can in general be represented in
the form of a sumB=B,+B,, whereB, andB,, are the

We note that in the analysis of the HF interaction in contributions from ther and« bonds, respectivelgactually,
orthoferrites containing Mn ions we have temporarily ne-the contributions of thee; and t,, electrons of the F&
glected the anisotropy of the HF interaction, an effect that igons).
particularly important in the interpretation of the NMR spec- ~ Summing the contributions of the magnetic-dipole inter-
tra in the region of the SR transitions. In other words, weaction and ATHFI, we find all of the components of interest
have assumed that at sufficiently low concentrations ofo us[a;,(Mn;)—a,n(Fg)]. It turns out that the shifts of the
Mn®" ions the presence of a Mh ion in the nearest- positions of the satellites relative to the predictions of the
neighbor environment of the e ion does not alter its “in-  “isotropic” model are not large, and on the whole they
trinsic” anisotropic HF interactions resulting from the non- hardly stand out above the standard error of the experiment
cubic crystalline field of the lattice. This means that the valueg( = 25 kH2). Interestingly, the small value of the shifts comes
of the field for an impurity-free nearest-neighbor environ-about as a result of a partial compensation of the contribu-
ment is assumed to be unaffected by the insertion of an imtions of the ATHFI and the magnetic-dipole interaction.
purity ion in the nearest-neighbor environmenf @¥e and to The most clear-cut effects of the anisotropic HF interac-
remain equal to the corresponding value for pure RFeO tion are manifested in the NMR spectrum in the region of the
Certain arguments in support of this approximation are giverSR transitions. As in the pure orthoferrites,the substituted
by the conclusions in Ref. 7, according to which the largestompounds also exhibit a shift and splitting of the NMR line,
contribution to the anisotropy of the “intrinsic” HF interac- and not only of the main line but also of the satellites. The
tions in RFeQ comes from the noncubic field of the point change in the position of the satellites relative to the main
lattice, and this field changes only slightly upon the substidine at the transition from th&, to theI’, configuration, i.e.,
tution of Mn®* for Fe**. the difference of the corresponding parameters of the aniso-

Let us consider the features of the anisotropic HF interiropic interactions, does not stand out above the limits of
actions in the substituted compounds. The anisotropic part gfxperimental error. The difference in the value of the split-
the HF field at the’’Fe nucleus with a “magnetic” nearest- tings of the main line and satellites in the region of the SR
neighbor environment of the type S5Fe-1Mn** in  transitionI';<T, in the approximation used here is insig-
RFe _,Mn,0; is represented in the form nificant. Indeed, the magnetic-dipole interaction does not

contribute to the quantity [&,,(Mn) —a,,(Fe)] that deter-
h=h(0)—h(Fe)+h(Mn), (10 mines the difference in the splittifgand our calculated
whereh(0) is the field for the impurity-free nearest-neighbor value of the ATHFI contribution is only 0.03, 0.01, and 0.04
environment, andi(Rg) (or h(Mn;) is the field induced by MHz for the satellites associated with the #nion in posi-
the FE™ (or Mn®*") ion found at thdth lattice site. tions 1, 2, and 3, respectivelfig. 1.

Assuming that at low enough concentrations of the  Thus in the region of the SR transitidty«I', the val-
Mn3* ion the basic antiferromagnetic structure of the ortho-ues of the shift and splitting of the satellites and main NMR
ferrites is preserved, and neglecting the noncollinearity of thdéine of °Fe in manganese-substituted Er orthoferrite are
spins, we writeh in the forn! practically the same within our adopted model. As an illus-

h=2.G (17 ration, Fig. 5a shows the theoretical NMR spectrunt’&e

' in ErFe, gMng 105 at the center of the temperature region of
where G is the antiferromagnetism vector, and the compo-the SR transitiod’,«+I",; as a starting point, the initial po-
nents of the tensoa are determined by the parameters of sitions of the lines and their half-widths were taken the same
different anisotropic interactions, and, in analogy w(itld), as for the spectrum in Fig. 4a. The splitting of the three
satellites and the main linéhese were all taken equal to
im=aim(0) ~ &ym(FG) + aym(Mn;). 12 g47 MHz, as in pure ErFeQ) makes the picture of the NMR

Thus we shall consider below only the contributiondito  spectrum ofFe considerably more complicated than that in
(or aq;,) resulting from the differences of the fieldgFe) the pure orthoferrites.” For comparison, Fig. 5b shows the
and h(Mn;), which is due to the change in the magnetic-experimental NMR spectrum ofFe in ErFgMn, 05 at
dipole interaction YFe—-Fé" and *Fe-Mr’") and the T=90.6 K, which is approximately the temperature center of
anisotropic  transferred  HF  interaction (ATHFI)  the SR transition. A comparison with the theoretical model
(°Fe-F -Fe"' and®*Fe-G Mn"). spectrum shows good qualitative agreement.

SPIN-REORIENTATION TRANSITIONS AND THE
ANISOTROPIC HYPERFINE INTERACTION
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a b ment with the published data on the influence of manganese
ions on the magnetic properties of orthoferritdadeed, for
the ground state of the manganese ions corresponding to the
value of the parameter in Table I, the single-ion crystallo-
graphic magnetic anisotropy of the Kin ions in all the
orthoferrites is such that thie axis is the easy axis for the
spins of the MA™ ions. This, in turn, agrees with the experi-
mentally observed onset of SR transitions of the Morin type
G,—G, in manganese-substituted orthoferrites.
The splitting of both the main and satellite lines of the
R B 5Fe NMR spectrum in manganese-substituted Er and Tm
74 75 76 orthoferrites in the region of the SR transition is clear evi-
F,MHz dence that a magnetic inequivalence of both the sublattices

. of the FE™ ions and the sublattices of the ®h impurity
FIG. 5. NMR spectra ofFe in ErFg Mng ;05 inside the temperature re- ions arises in this region

gion of the SR transition, as predicted theoreticdly and as measured glon.
experimentally aff =90.6 K (b).

We have presented a theoretical interpretation of the
NMR spectra of’Fe in RFg_,Mn,Oj5 in the framework of
the assumption that the Mh ions are uniformly distributed

Thus the simple model we have adopted to describe thever the four inequivalent positions in the orthoferrite lattice.
modification of the HF interactions in manganese-substituted he good agreement with the experimental data confirms the
orthoferrites correctly conveys all the characteristic featureyalidity of this model.
of the rather complicated NMR spectrum oFe in these
compounds. *E-mail: karna@host.dipt.donetsk.ua

As in the pure orthoferrites, the NMR method can quite
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Research on polyaniline doped withIKe(CN)g] has revealed an effect which is manifested in

an unusual temperature-induced change in the ESR spectrum ofthéoRe At low

temperature T=4.2 K) one observes the first resonance ligg=4.22+0.03), and at high

temperature T=295K) the second lineg,=2.13+0.05). The transition from the low-to the
high-temperature spectrum occurs gradually and is accompanied by a redistribution of the
absorption intensity. The observed properties of the temperature dependence of the ESR spectrum
are typical of systems with a multiple-minimum potential. ZD00 American Institute of
Physics[S1063-777X0000604-9

1. INTRODUCTION axes of the methane molecule dictate the orientations corre-
onding to the four minima of the interaction energy. In-
easing the temperature leads to oscillations of the orienta-

bst it hthol. the ESR ¢ f which i tion of the molecules about the minima of the potential well.
substance nitrosg-naphthol, the spectrum ot WhICh IS ¢, amplitudes of these oscillations increase as the tempera-

a superposition Of. low-temperature and hlgh-'Femper_aturef re is raised. This increases the probability that a threefold
spectra. A change in temperature leads to a redistribution g is of the methane molecule will rotate from one minimum

the absorption intensities between the low-temperature an osition to another. As a result, the orientation of the mol-

h|gh—.t(;ampera';ure specltzja. Th's. beh?;/rl]or of tlhe E|SR spectru cules is averaged out, and the anisotropy of the properties of
is evidence of unusual dynamics of the molecules surroundy . 1~ o 1lecules is decreaded.

ing the FE" ion. The presence of this dynamics can have a A system with a multiple-minimum potential of an un-
substantial influence on the various properties of the SUbRnown hature was observed in Ref. 1. It did not manifest a

stanlce. dditi h th d i t iti . ﬂahn—TeIIer effect for the B ion, and the cause of its
n addition, research on these dynamic transitions 1S of,, 5 dynamics was tentatively attributed to features of the

independent interest, since the systems exhibiting these ProR-jecules surrounding the magnetic ion. Nitrg@aaphthol

erties are, as a rule, systems with mult|p_le-m|n_|mum PON% o ntains aromatic hydrocarbon elements. The temperature
tials. These have not been adequately investigated exper

: _ o . d’ependence of the ESR spectrum may be due to either the
mentally. Systems with multiple-minimum potentials can be

¢ vari hvsical nat but thei wis th motion of the aromatic elements relative to their equilibrium
ot various physical natures, but their common property 1S &, qiiin 5 o to the properties of the benzene rings themselves.
presence of several potential wells separated by potenti

: N this paper we attempt to clarify this question by investi-
barriers. The best-studied is the Jahn—Teller system of a dJ-_..
T . ating the temperature dependence of the ESR spectrum of
valent copper ion in an octahedral environmenh that b g P P D

tudv th ticall ivalent potential well det the [Fe(CN)g]®~ complex in polyaniline, the composition of
St yd bre(;,\hen\]er%e 'C_? I)llequ;vaer; bo ?rt]hla t\vl\cefsgrg €t Wnich is substantially different from that of nitrog®-
mined by the Jahn-—1 eller interaction ot the twolo egen'naphthol. The base of the polyaniline structure is emeraldine

erate orbital state with the tetragonal deformations of thefFig 1), which, like nitrosog-naphthol, contains benzene
octahedral environment. ringé ’ ' ’

An.examplg ofa phy5|c§||yld|fferent kmd of system with To answer the question posed above we used the method

a multiple-minimum potential is crystalline methah&he
. S . - of ESR spectroscopy.

energy of the couplings inside the molecule is much higher
than the energy of the couplings between these moleculeg. EXPERIMENTAL RESULTS
Therefore, in their thermal motion the Glholecules can be ™
treated as separate anisotropic particles. At low temperatures We investigated the ESR spectrum on samples of un-
the orientation of the molecules is fixed and corresponds tdoped and doped polyanilinePAN). The first sample, a
the minima of the interaction energy of these molecules irPAN powder in the emeraldine base form, was obtained at
the crystal. The directions of the four equivalent threefoldT=293K by oxidative polymerization of aniline in

In Ref. 1 an unusual temperature dependence of the ES
spectrum of the F& ion was observed in the metalorganic

1063-777X/2000/26(4)/5/$20.00 265 © 2000 American Institute of Physics
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FIG. 1. Structural formula of emeraldine.

the presence of an equimolar quantity of ammonium peroxo-
disulfate in a 0.5 M aqueous solution of sulfuric acid, then
neutralized with a 5% solution of ammonia, repeatedly
washed with water and acetone until a colorless filtrate was .
obtained, and then dried in a dynamic vacuum at a tempera- 2
ture of 100—120°C. !

The second sample of PAN was obtained by the ion- 3
exchange doping of an emeraldine base by holding the syn-
thesized PAN powder in a 0.02 M solution of potassium .
hexacyanoferratéll) in 0.05 M sulfuric acid for 24 hours. 0 1 2 3 4 5
This sample was washed and dried in the same way as the H,kOe
first. Both samples were sealed in quartz ampoules. The first . B
sample was a pure PAN powder, while the second ContainelazGiOSQ. KForm of the ESR spectrum of the *Feion in polyaniline at
0.3% Kj[Fe(CN)gl. '

The ESR spectrum described in this article for PAN
doped with potassium hexacyanoferréié) is a superposi- ) _
tion of the ESR spectra of the free radicals of PAN ang@Ppearance of the _spe_ctrum at an intermediate temperature
Fe(lll) ions. T= 109K is shown in Flg..3. The first and second resonance

The spectrum was studied on an ESR spectrometer witlines result from the doping of the sample and can be ex-
a frequency of the microwave fiele=9.241+0.001 GHz in plalned py the presence of the¥don. The third resonance
the temperature interval=4.2—295 K. The ESR spectrum !iN€, as judged from the value of tigefactor and the char-
of pure PAN in the temperature intervk=4.2—295 K con- acter of its beha_wor \{vhen the temperature is changed, be-
sists of one resonance line with @ factor g;=2.000 0ngs to free radicals in the PAN. _
+0.001. This line has the feature than its widthi ,, de- The value of theg factor of linel at T=4.2K is g,
creases with increasing temperat(Fég. 2. The value of the =4.22+0.03 anq is practically independent of temperature.

g factor is independent of temperature. The resonance line ofn€ g factor of line2 at T=295K has the valug,=2.13
pure PAN is due to the existence of free radicals. +0.05. )

The ESR spectrum of the sample doped with When the t_emperature is char]ged, one observes an un-
K{Fe(CN)s] consists of three resonance lines. The overal/Sual change in the resonance linesand 2 of the ESR
spectrum(see Fig. 4. When the temperature is increased, the
intensity of the resonance link decreases until it vanishes
completely atT=295K. Here the linewidtlAH, increases
L by no more than 30%Fig. 5).

The increase in the intensity of liflewhen the tempera-
ture is lowered is due to two mechanisms. The first of these
involves the “usual” change in the population of the energy
levels between which the ESR transition occurs, and for a
frequencyr=9.24 GHz of the microwave field the tempera-
ture dependence of the intensity is governed by the ratio
J(T)/Jo=hv/kT. This mechanism is more or less typical for
all the resonance lines, but it is manifested most clearly for
line 3 of pure PAN.

Figure 6 shows the temperature dependence of the ratio
of the peak-to-peak intensitiekl ,,/J3,, of lines 1 and 3,
which attests to the presence of an additional mechanism of
temperature dependence of the intensity of linand that is
gb v e the mechanism discussed in this paper. This atypical tem-
0 100 200 300 perature dependence for the ESR spectrum of the fm

T.K indicates that the change in the intensity is not due to ordi-

FIG. 2. Temperature dependence of the resonance linewidlthy, of pure ~ Nary relaxation broaderjing of the resonance lines.
polyaniline. At T=295K the width of line2 has the valueAH,,
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FIG. 4. Temperature-induced changes in the original absorption of the ESHNE Of the ESR spectrum, that due to spin—lattice relaxation
spectrum of the F¥ ion in polyaniline. processes, leads to an increase of the linewidth with increas-

ing temperature. The experimental observation of the oppo-
site temperature dependence of the linewidth is evidence for
=0.75kOe. Its width increases as the temperature is lowthe presence of an additional, more effective mechanism that
ered, and the resonance line is not detecteB<abOK. The  governs the width of the ESR line.
broadening of line2 is accompanied by a decrease of the = The unusual behavior of the intensity of resonance line
peak intensity until it vanishes completely. It should be notedand of the width of resonance lirz of the ESR spectrum
that the usual mechanism for broadening of the resonancauggests that lines and2 are interrelated.

Since line2 has an appreciable width that increases as
the temperature is lowered, for illustration of the behavior of
the ESR spectrum it is more convenient to represent it in the
. form of the absorption curve rather than its derivative, which
130 is usually recorded when a synchronous detector is used.
Figure 4 shows the form of the such an ESR spectrum for
nine values of the temperature.

According to Fig. 4, theg factors of resonance lines
and3 are independent of temperature. The position of #ine
in the interval interval 100—295 K corresponds tg &ctor
g,~2.13. As the temperature is lowered further, a gradual
shift of line 2 to lower fields occurs along with a broadening
of its width.

Resonance lind is the low-temperature ESR spectrum
of the F€" ions, and line is the high-temperature spectrum.
A change in temperature leads to a redistribution of the ab-
sorption intensity between the low-temperature and high-
temperature spectra.

120

100

3. DISCUSSION OF THE RESULTS

90 [ The above-described ESR spectrum of thé"Fen in
. L . L . L PAN has a number of features that must be examined sepa-
0 100 200 300 rately.

d 1. Let us start with a discussion of the values obtained
FIG. 5. Temperature dependence of the widtH, of the first resonance for t_heg_factors (?f resonance_llndsandz, Wh|c_h belqng to
line. the iron impurity ion. The F& ion has the configuratiod®.
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The spin of the ground state B=5/2. For the most fre- According the usual relaxation properties of the transi-
quently encountered ESR spectra of thé'Fen theg factor  tion +1/2— — 1/2 for the S ion F&, one would expect that
typically has a value close to 2. the spectral line wittg~2 should be observed experimen-

On the other hand, the resonance line wagt¥4.3 has tally throughout the entire temperature interval from helium
been investigated in a number of studi@of the ESR spec- to room temperatures. Raising the temperature should lead to
trum of the iron ion in silicate glasses, which, like our PAN the usual relaxation broadening of the line. However, the
sample, lack long-range order. A spectrum witr4.3 is  experiments done in the present study demonstrate the oppo-
also observed in several polycrystalline biological site temperature dependence of the width of the resonance
systems~° A detailed analysis of the results on the ESRIine with g~2: the width of this line decreases as the tem-
spectrum of iron ions in amorphous substances is given iperature is raised. This unusual behavior requires additional
Ref. 10. It was shown in that paper that the spectrum, whiclexplanation.
consists of two resonance lines with=2 andg~4.3, be- 4. If the low-symmetry component of the electric field of
longs to different inequivalent magnetic centers of th*Fe the nearest-neighbor environment of the magnetic ioh iz
ion, which differ in the amount of the low-symmetry com- much greater than the Zeeman energy, then, according to
ponent of the crystalline field acting on the magnetic ion.Ref. 10, the Hamiltonian of the zeroth approximation should
The line with g~2 corresponds to a center at which the be expressed in the form
low-symmetry component of the crystalline field is much _ 2 2 2
less than the Zeeman energy, while the line vgth4.3 cor- Ho=D(S;~S(S+ /3 +D(S~S)/3. @
responds to a center for which the low-symmetry component  The Zeeman Hamiltoniafl) and the Hamiltonian of the
of the crystalline field is much larger than the Zeemanfine-structure splitting

energy. Hy=(E-D/3)(S;-S] 3
In this paper we understand the term “crystalline field” 1= (S3) ®

to mean the local electric field created at arf'Fenagnetic ~ Should be treated as a perturbation. H&e S, andS, are
impurity ion by the surrounding molecules. components of the spin operator, abdand E are param-

2. The intensity of the ESR line is proportional to the &ters of the initial splitting, Wh.ICh characterize the f|eld of
number of magnetic ions participating in a given transition.@xial Symmetry and the rhombic component of the field, re-
The redistribution of the intensities of lindsand2 attests to ~ SPectively. The action of Hamiltonia) splits the spin mul-

a change in the number of magnetic ions corresponding t§Plet S=5/2 into three Kramers_doublets with energies
these centers. £,=0, £,=4\7D/3, andesz=—47D/3. According to the

The authors think it improbable that the temperature-€Stimate of Ref. 10, the lower and upper doublets have
induced changes lead to a real displacement of tfié lems  highly anisotropicg factors, while theg factor of the middle
from one of the inequivalent positions to another. In thatdoublet is isotropic and approximately equal to 4.3. The axis
case, according to the results of Ref. 10 and the temperatuf Symmetry of the different magnetic centers in “polycrys-
dependence of the ESR spectrum from the present study, tf@lline” sample are oriented randomly in different directions
low-symmetry component of the crystalline field acting onWith respect to the magnetic field. As a result, the ESR spec-
an Fé* ion in PAN would be much less than the Zeemantrum of the doublets with anisotropig factors are
energy at low temperatures and much greater than the ZeeSmeared” over a wide range of magnetic fields and are
man energy at high temperatures. therefore not observed in experiments. Only resonancelline

3. If the electric field of the nearest-neighbor environ- (Fig. 4), with g;=4.22, is observed experimentally. The dif-
ment of the magnetic ion Bé has cubic symmetry or a ference between the estimagg=4.3 in Ref. 10 and the
low-symmetry component that is much less than the Zeema@xperimental value 4.220.03 for theS ion is within accept-
energy, then the Hamiltonian of the zeroth approximatior@Ple error and is apparently due to the fact that we have not

will be of the form taken into account all the mechanisms that contribute to the
g factor.
Ho=0oBH"S, (1) On account of the characteristic relaxation properties of

theSion F€™, line 1 with g;~4.22 should be observed over
where B is the Bohr magneton ang, is theg factor of the  the entire range of temperatures investigated.
ground state multiplef=5/2. The numerical value daj, is The results of the present study do not confirm such a
close to 2.0. The Hamiltonian of the fine-structure splittingcharacter of the temperature dependence. According to the
should be treated as a perturbation. The ESR spectrum of thexperimental data, at liquid-helium temperature one observes
magnetic center in this case consists of five lines. The centrain intense line of widtlAH,,=96 Oe with an effectivey
resonance line, as a rule, is independent of the directiofactor g;=4.22+0.03. As the temperature is raised the in-
of the magnetic field and corresponds to a transitiortensity of the line decreases to where it vanishes completely
+1/2—~—1/2. The other four resonance lines of the fine(Fig. 4). Since the broadening of the line is insignificant, the
structure of the spectrum depend on the magnetic field diredall of the peak intensity is not due to the usual relaxation
tion. In a “polycrystalline” sample one will observe a single processes.
resonance line with an effectiyggfactor equal to the factor 5. The transition from the low-temperature spectrum to
of the resonance transitioh 1/2— —1/2 and having a value the high-temperature spectrum occurs gradually rather than
g~2. The resonance lines of the other transitions of the finén a jump (Fig. 4). Therefore, structural phase transitions
structure of F&" are averaged as a result of the orientationalcannot be the cause of the temperature-induced change of the
disordering and will contribute to the linewidth. intensity of the lines of the ESR spectrum.
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Let us list the observed properties: the existence of a The unusual temperature dependence of the width of the
low-temperature, low-symmetry state and a high-resonance lin€ (Fig. 4) is due to the distribution of mag-
temperature, high-symmetry statg;tBe presence of a tem- netic centers over excited states. As a rule, for systems with
perature region in which these states coexisfg 8ecrease of multiple-minimum potentials, the higher the energy of the
the intensity of the low-temperature spectrum and an inexcited state, the lower the distortion corresponding to this
crease in the intensity of the high-temperature spectrum agbronic state. If the energy of excitation is greater than the
the temperature is raised. These properties are typical of sykeight of the barrier between potential wellsuprabarrier
tems with multiple-minimum potentials. The best-studied ofstate$, then the distortion becomes minimal or equal to zero.
these is the Jahn—Teller system of a divalent copper ioninan At high temperatures more of the magnetic centers are
octahedral crystalline environment. The temperature-inducetbund in suprabarrier states. The ESR spectrum of these
changes of the intensities of the spectra corresponding to theenters is determined by thg factor of the transition
low-symmetry and high-symmetry states for such systems-1/2— —1/2.
are due to a change in the population of vibronic stafEise At low temperatures an appreciable fraction of the mag-
fact that the temperature-induced changes of the ESR spenetic centers will be found in subbarrier excited states. The
trum of the F&* ion in PAN are the same as the analogouslower the excitation energy, the larger the low-symmetry
temperature-induced changes of other well-studied systenmomponent of the electric field and the farther the resonance
with multiple-minimum potentiafs'*!? suggests that the lines of the transitions- 5/2— +3/2 will be from the line of
sample under study can be regarded as a system with the transition+ 1/2— —1/2. As a result of the orientational
multiple-minimum potential. averaging over the directions of the symmetry axes, the con-

It should be noted here that Heis an S ion, and the tribution of the transitionsr 5/2— + 3/2 and+ 3/2— + 1/2 at
appearance of the Jahn—Teller effect for this ion is improblow temperatures will lead to broadening of resonanceline

able. In the case under study the’Féon plays the role of a The temperature-induced change in the ESR spectrum of

paramagnetic probe which permits one to observe the urthe complex[F&CN)]>~ in polyaniline is practically the

usual dynamics of the molecular environment. same as the temperature-induced change of the ESR spec-
trum of the F&" ion in nitrosoB-naphthott This coinci-

4, CONCLUSION dence of the properties of the ESR spectra of these two mag-

r{1etic centers despite the substantially different molecular
vironments of the Feion attests to the presence of an
effect which is common to these substances.

In the framework of the proposed model we have bee
able to explain the unusual temperature dependence of t
intensity of the resonance link of the ESR spectrum, the
width of the resonance ling, and other features of the ESR
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The angular and frequency dependences of the ESR spectrum of single-crystal KTp)¢No©
investigated at helium temperature. It is shown that this compound belongs to the class of
highly anisotropic paramagnets. Thefactors of the ground stateg(=0.3+0.2; g,=0.3£0.2;
g,=13.9+0.1) and the angle of rotation of the local axes in #teeplane(6==(7.6+1)°)

are determined for two Tii paramagnetic centers. ®000 American Institute of Physics.
[S1063-777X00)00704-0

INTRODUCTION axesc anda. The angle of rotation is (7:61)°. Thepres-
ence of two centers is typical for the majority of the mem-
. bers of this family*° In thebc plane one sees a single struc-
cal member of the KR(Mog), family (where R=Dy, Ho, ture of the ESR absorption line at any angles. The half-width

Er, Tm, Yb, Lu, Y)." Many members of this series are ‘Jahn_of the resonance absorption line is found to depend strongl
Teller systems. These compounds belong to the orthorhom- P P gy

. . 14 on the direction of the external magnetic field relative to the
bic symmetry class, with space group;,(Pbcn). They . o . .
. i . ocal magnetic axes. The minimum half width at half maxi-
have four formula units per unit cell. The lattice constants Otjmum (HWHM) of the ESR line of the TAT ions, AH
KTm(MoO,), are as follows:a=5.05 A, b=18.28 A, ’

c=7.89 A%%In the present study we have investigated the_, 150 Oe, corresponds to a direction of the applied field

resonance behavior of the P ions in the KTniMoO,), alqng the Ioca!z axis, and as the dlrectlon'dewates from this
. 7 axis toward either of the crystallographic axaor b the
lattice by the ESR method for the purpose of obtaining im- S
; . absorption line gradually broadens to 4000 Oe. The narrow
portant information about the ground state of the paramag:

net, the values of thg factors, and the interactions that form absorption line {H=450 Og is unusu_al for _the magn_eu-_ .
cally concentrated paramagnets of this family. The signifi-
the energy spectrum.

cant broadening of the resonance absorption line, especially
in the neighborhood of the local axg&sandy of the Tn?™"
EXPERIMENTAL RESULTS magnetic centers, and the small values of the splitting of the
. . . g factorsg, andg, do not allow an accurate determination of
The high-frequency properties of single-crystal KTm the extremal positions of the resonance absorption line along

(MoQ,), were Qgeslg%a'ga at_?ﬁllum temperatut[e in the fre'éhese axes. Since the capabilities of our experimental appa-
quency range 56— Z. 1he measurements Were magy s 44 not allow us to reach the magnetic field values at

on a complex of radio spectrometers with a resonator CeII\'/vhich the absorption line is observed, we could only esti-

The sample was m_ounted n the cyllndrlcal resonato_r ON Thate an upper bound on the spectroscopic splitting factor.
dielectric device which permitted rotating the sample; it was

placed near an antinode of the rf magnetic field, where both
parallel and perpendicular polarizations of the microwave

Potassium—thulium molybdate KTm(M@} is a typi-

field relative to the external static magnetic field were 60F | (4 ac plane

present. The magnetic field source in the experiment was a - v =104.3 GHz

superconducting solenoid with a maximum field of 8 T. We 50+ T=4.2K

studied the angular dependence of the ESR spectrum of the

Tm®* ions in the crystallographic planess andbc of the 8 40_'

crystal and the frequency—field dependence of the ESR ab- = 30+

sorption line for an orientation of the external magnetic field T I

along thec axis. 20+ c axis c axis
Figures 1 and 2 show the angular dependence of the ESR - l

spectrum of KTniMoOy,), for different directions of the ex- 10r GOV )

ternal magnetic field in thac andbc planes, respectively. 0 _ - ST T e
The measurements were made at a frequency of 104.3 GHz -30 0 30 60 90 120 150 180 210
at helium temperature. For the orientation with the magnetic 0, deg
field in the ac plane (Fig. 1) we observed the absorption 3 _ _

|FIG. 1. Angular dependence of the position of the ESR line of single-crystal

lines of two geomemca"y mequwalent (.:enters' The _Ioca KTm(MoOy,), for an orientation with the external magnetic fiéldn theac
axesz andx of these centers are symmetrically rotated in thegjane. The continuous curves are the theoretical calculation; the points are

ac plane in both directions relative to the crystallographicexperimental data.
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60 ™ 5000f =
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FIG. 2. Angular dependence of the position of the ESR lines of single-FIG. 3. Frequency—field curve of the ESR spectrum of KMmO,), for
crystal KTmMoQ,), for an orientation with the external magnetic fietd Hl|z.

in the bc plane. The continuous curves are the theoretical calculation; the

points are experimental data.

doublet; theg tensor of the quasidoublet is axially symmetric
o and has only one nonzero componentalong thez axis)
For these directions thg factor does not exceed 0.4. regardless of the symmetry of the crystalline environment of
We note that the width and intensity of the ESR line of the ion, if one does not take into account the terms quadratic
the T ion in the crystal KTniMoQ,), depend strongly in the magnetic field.
on the mechanical stresses and pressure. Experimental investigations of the angular dependence
Figure 3 shows the frequency—field dependence of thef the ESR spectrum of the Tih ion in the KTmMoO,),
ESR spectrum of KTitMoO,), for the orientation with the |attice indicate that this rare-earth ion can be regarded as a
external magnetic fieléh along the locak axis of the crystal  typical non-Kramers ior(ground state #2, 3Hg) with an
(T=4.2 K). The frequency-field curve of the ESR absorp-initial splitting of the ground state. The strong anisotropy of
tion line has a nonlinear character and conforms well to ahe g tensor ¢,>g,,g,) allows one to use the above Hamil-
quadratic law with a gap of69.9+0.5) GHz at zero mag- tonian without taking the interactions into account. The
netic field. This quadratic dependence is shown in the insejuasidoublet of the non-Kramers ion ¥min the KTm
to Fig. 3. From the slope of the straight line we determined MoO,), crystal consists of two close-lying singlet levels
the value of the effectivg factor for this axis of the crystal: that are separated from the higher levig)dy a rather large
9,=13.9+0.1. At frequencies less than the value of the gapenergy interva(200 cni*).? In this case, as we have shown
the ESR spectrum is not observed in single-crystal KTmabove, only the lowest quasidoublet plays a major role in the

(M0Qy)>. formation of the ESR spectrum at low temperaturds (
<E;). In the case of a strict orientation of the magnetic field

DISCUSSION OF THE RESULTS the principal values of the tensor areg,=13.9+0.1, gy
<0.4, andg,=<0.4.

Angular dependence of the ESR lons with an extremely anisotropig factor are called

It is known that, depending on the type of rare-earth ionlsing ions to point up the fact that their behavior in a mag-
and the symmetry of the crystalline environment, the multip-netiC field is analogous to that of the spins in the Ising model.
lets of the ion should be split by the crystalline field into ~ Since theg-tensor ellipsoid has a pronounced Ising-like
energy levels with different degrees of degeneracy — sinform, an important role in the description of the angular de-
glets, doublets, and triplets. In real crystals these levels capendence of the spectrum will be played by the orientation of
be close in energy. As a result, quasidegenerate levels -the axis of the maximum value of thigtensor relative to the
accidental doublets, triplets, etc. — appear in the spectrum dfirection of the external magnetic field or, in other words,
the ion. In low-temperature studies one ordinarily examineghe value of the projection made by the comporgnof the
only the lowest energy levels, since only they are populate@-tensor ellipsoid on the plane of rotation of the external
at these temperatures. If the ground-state quasidoublet of thgagnetic field. Using only simple geometric arguments, one
rare-earth ion is separated from the excited levels by a largean obtain the following expressions for the maximum val-
interval AE, then at temperaturéB<AE the interaction of ues of these projections of tigefactors on the coordinate
the rare-earth ion with the external magnetic field can bedlanes:
described by a Hamiltonian of the forﬂﬂ =Ep+AS, ac plane:g?=g2(cog6+sirfd coe);
+mg(g- H).SZ' where Ey= (1_/2)(E01+ Eqo) is the energy be plane:gz=gg(coszeJrsinzasinch);
corresponding to the centroid of the quasidoublet E, T, 5.

—Eq, is the initial “splitting” of the quasidoublet in the ab plane:g®=g;sir’.

crystalline field,g is the vector determining the magnitude The best fit of the experimental data presented in Figs. 1
and direction of thegonly) nonzerog factor, andS, andS,  and 2 is obtained for the following values of the parameters
are the standard matrices of the spin-1/2 operators. of the Tm** paramagnetic centerg,=0.3+0.2, g,=0.3

A magnetic field applied in any direction perpendicular =0.2, g,=13.9+0.1, ¢=0, and§=(7.6=1)°, where§ is
to thez axis will not cause additional splitting of the quasi- the angle between the crystallographic axiand the local
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magnetic axis of the paramagnetic center, which is rotatedthis splitting according to the law?= v§+(gZH/2)2, where
in the ac plane. The functions calculated according to thery=69.95 GHz. The functions corresponding to these pa-
given formulas are shown by the continuous curves in theameters are shown by the continuous curves in Fig. 3.
figures and demonstrate good agreement with experiment.

The value obtained fog, can be compared with the CONCLUSIONS
maximum value attainable for the P ion. For this esti-
mate we use the total angular momentuhs6 for the
ground-state multiplet of the T# ion, which is character-
ized by a Landdactorg,;=7/6. The maximum possible mag-
netic momentp of a rare-earth ion isg;ug[J(J+1)]*2
=7.56ug, which, for an effective spin of the quasidoublet
S=1/2, corresponds to a valug,.~14 and is therefore
consistent with the value we obtained fgy.

To summarize, our investigation of the ESR spectra of
Tm*" ions in single-crystal KTrfMoQ,), has yielded the
following results.

1. We detected two magnetically inequivalent 'm
paramagnetic centers in the KTwhoO,), crystal lattice. We
determined the angle of rotation of the local magnetic axes
of these centers (@=15.2°).

) ) 2. We determined thg factors of the ground-state quasi-
According to Ref. 9, the presence of lower singlet Ievelsdoublet in the crystal. The strong anisotropy of th&actors

of the Tn?* ion in the crystalline electric field leads to a allows us to classify the T#T ion in the compound KTm
substantial decrease of the resonance linewidth created tﬁ)(/loo4)2 as an Ising ion, and the spin—spin interaction will

the magnetic dipole interactions with the electron spins, es;

: , X ->also be purely Ising-like.
pecially at very low temperatures and for highly anisotropic 3 \ve have determined the value of the initial splitting

g factors, when the population of the lower level is consid-of e ground-state quasidoublet in the crystalEE 2.3
erably larger than that of the upper levels. For this reasonym-1y,

the broadening due to the dipole—dipole interactions of the  The authors thank A. A. Loginov for helpful discussions
electron magnetic moments practically vanishes. It is notepf the results of this study.

worthy that in one of the early papéfon the ESR of the

rare-eqrth ion Tf)+ in PbMoQ,, for which the_lowest state is *E-mail: kobets@ilt kharkov.ua

a quasidoublet, it was noted that the ESR line was very nar-

row, but no theoretical explanation of the experiment was——

given. 13, Hanuza and L. Macalik, Acta Par(@8) 38A, 61 (1982.
Frequency—field dependence of the ESR spectrum 2R. F. Klevtsova and S. V. Borisov, Dokl. Akad. Nauk SS$R7, 1333
of KTm (MO,), for Hlz (1967 [Sov. Phys. Dokl12, 1095(1968].

3V. I. Spitsyn and V. K. Trunov, Dokl. Akad. Nauk85, 854 (1969.

The frequency—field curve of the ESR spectrumtde ~ *V. A Bagulya, A. I. Zvyagin, A. N. Zaika, M. I. Kobets, and A. A.
(Fig. 3 shows that the lowest ground state is a quasidoublet S;eopgg%\g]':'z' Nizk. Tempi4, 493(1988 [Sov. J. Low Temp. Physi4,
with a projection of the angular momentudh close t0  Sa. M. Pshisukha, A. S. Cheriiyand A. I. Zvyagin, Fiz. Nizk. Templ,
m;==6. The observed ESR spectrum may be due solely to 473 (1975 [Sov. J. Low Temp. Physl, 233(1975].
transitions between components of the ground-state quasid: K- Zvezdin, V. M. Matveev, A. A. Mukhin, and A. |. PopoRare-
oublet+6. This would correspond to @factor g,= 13.95. Efvrvﬂ(]llggg '; I\gaelgnetlcally Ordered Crystalin Russiaf), Nauka, Mos-

The crystalline field of the KTitMoO,), crystal forms a  7J.'s. Grifiiths, Phys. Rew.32, 316(1963.
doublet and a Sing|et structure of energy levels. The mainSM_. I. Kobets, V. V. Kurnosov, V. A. Pashchenko, and E. N. Khats’ko, Fiz.
contribution to the formation of the state is given by the gg'zi' TAeI,TS‘;'jZSEZ(bggair[]e"eo\‘/’yﬁsp'ﬁgr{ﬁé fzzr(“lr?;% 7 310
high-symmetry components of the field, and their signs are (1965 [Sov. Phys. Solid Staté, 247 (1965]. '
such that the ground state is a quasidoublet with spin projec?A. A. Antipin, I. N. Kurkin, V. G. Stepanov, and L. Ya. Shekun, Fiz.
tions 6. The low-symmetry components will cause a mix- Tverd. Tela(Leningrad 7, 985 (1969 [Sov. Phys. Solid Stat@ 792
ing of different states, which will lead, in particular, to an (1965

initial splitting of the ground state. A magnetic field changesTranslated by Steve Torstveit
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Influence of a biquadratic interaction on the magnetic ordering in two-dimensional
ferromagnets
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The question of whether the long-range magnetic order in a two-dimensional ferromagnet can be
stabilized by the inclusion of a biquadratic interaction is investigated. It is shown that the
stabilization of the long-range magnetic order results from the presence of a magnetoelastic
interaction. Certain types of spin configurations in the system under study are investigated

for different relative sizes of the Heisenberg and biquadratic exchange constan200@®
American Institute of Physic§S1063-777X00)00804-5

INTRODUCTION magnetic order in two-dimensiondD) magnets or that
For many years the Heisenberg model has served as trpea ve_mveshgated ways thaf[ magne_tlc phases CO.UId be real
. . . ized in them. Analysis of this question is the subject of the
foundation on which the theory of magnetism has been de- L L
. . : present paper. We explore the possibility of stabilization of
veloped. Since the state of an atom in a magnet with local: . . . .
the long-range magnetic order for different relationships

ized spins is determined by the direction of its spin, in an . .
. . . . among the values of the material constants. Incorporating a
isotropic space the energy of interaction of two atoms can

depend only on the scalar product of the spins of these a@rge blq_uadrgtlc interactiofexceeding the Heisenberg inter-
action gives rise to the appearance of a nonzero order pa-

oms. In.the Heisenberg Hamiltonian this dependence is asfémeter, but which is tensor rather than vector.
sumed linear.

Of course, the Heisenberg Hamiltonian, being bilinear in
the spins and, hence, two-centered, is by no means the most
general form of Hamiltonian for a magnet with localized DISPERSION RELATION OF COUPLED MAGNETOELASTIC
spins. The Heisenberg Hamiltonian can be generalized iMVAVES IN A TWO-DIMENSIONAL FERROMAGNET
different ways. First, while remaining in the framework of a W/TH BIQUADRATIC EXCHANGE
structure which is bilinear in the spins, one can include vari-
ous types of relativistic interaction@nisotropy, magneto-
elastic interaction, ett. However, it is also possible to go

Let us consider a 2D ferromagnet with biquadratic ex-
change and “easy plane” anisotropy. It has been shown

: o X i reviously'’ that the long-range magnetic order in a 2D fer-
beyond the confines of a bilinear exchange interaction. Suc

lizadi fth . i o magnet is stabilized by a magnetoelastic interaction. Incor-
a generalization of the Heisenberg model is possible, €.9., By, ating a magnetoelastic interaction will lead to the exis-

taLkImg mr:O a_ccolunt thedhllghfer |n\r/1ar|ants in the spin vari-yanee in the ferromagnetic phase, of a nonzero magnetic
‘E)‘_ es.dT e simplest mo eh 0 S“ﬁ a magne_lt |r:]§i:orporates Moment(S?) in the plane of the ferromagnet; thus one can
iquadratic interaction in the exchange Hamiltoman. investigate the contribution of a biquadratic interaction both

The. most intere;ting property of such a magnet is it§, yhe spectra of quasiparticles and to the process of stabili-
magnetic polymorphism. The largest number of phddds zation of the long-range magnetic order.

has been observed in CeBi. Previously “order—order” phase We write the Hamiltonian of the system in the form
transitions have ordinarily been explained as being due to
Kittel exchange inversiofa change in sign of the exchange |, 1 20, B v\ 2
integral on account of thermal expansion of the lajtfce H= 2%, [nn Sy + K ($80)7]+ 3 ; (Sh)
However, this theory is clearly unsuited to low-temperature '
transitions and is completely unable to explain the whole T X\ 2 712 ZoX | Xy QZ
e Uy( S+ U +u +S,+
cascade of such transitions that can be brought about by ex- 2 [ Sn) ™+ Uz S Ul S5 S S) ]
change interactions of higher orders in the spin. An argument

in favor of this mechanism is the fact that “order—order” E 2 2 2
" . . . P +us,+ +2(1—
transitions are most often observed in materials with non- 2(1—0?) f dr[Uoct Uzz+ 20Ullzz+ 2(1~ o) Ui,
Heisenberg structures.
The influence of non-Heisenberg exchange has been in- @

vestigated quite actively in three-dimensiondBD)  whereJ,, and K,,, are the bilinear and biquadratic ex-
magnets.> However, we are unaware of any papers thatchange constant$3>0 is the single-ion anisotropySA)
have explored the influence of an exchange interaction ofonstant\ is the magnetoelastic constant; are the sym-
higher order in the spin on the stabilization of the long-rangemetric parts of the components of the strain tengoris

1063-777X/2000/26(4)/5/$20.00 273 © 2000 American Institute of Physics
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Young’'s modulus, an@ is Poisson’s ratio. We shall hence- " W

forth assume that the magnetic ion has spinl. Htr=§n: EM: PmH; +§a: PaXn |,
Separating out the mean fiel?) and the additional

fields g5 (p=0,2) determined by the quadrupole moment, 1 . "

we obtain the one-site Hamiltoniatg(n): PM(a):_N% (b +b e )TH “(a.N),
Ho(n)=—HS;—B3QJ,—B3Q3,+ g(sz)z"')\uxx(sﬁ)z whereN is the number of lattice site§, and b are the

creation and annihilation operators for phonons with polar-
AU S2)2+ Uy S+ S2SY), 2) ization A and wave vectoq, andT,'Y'(“)(q,)\) are the ampli-

tudes of the transformations:
where

A

o K 1 -I—Ol ,)\ :T10 ,)\ :_TO ,)\ eZ _,’_eX

H:<SZ>(JO_7°); B9== K002 R R CENICCRE LR
1 X (cosd—sind),

B3 =Kot  a5=(Q}): \

T2*1<q,x)=T;1°<q,x>=—%Tﬂm,x)(eiqﬁeiqz)

1
Qen=3(8)*-2;  Q3,=5L(S1)*+(8,)%]. _
X (cosé+sind),
Solving the single-ion problem using Hamiltoni&®), we )
obtain the energy levels of the magnetic ion: TO(qN) =i exp(ign)
n H

B A\ V2mo, () ,
S E(u§?<)+2u(zg))— B2~ X, wherem is the mass of the magnetic iom, (q) is the dis-
persion relation foln-polarized soundew, (q) =c,q, andc,
EO=E au© 4 2R0 is the soungl velocity. The galculations below will be done in
2 xx ’ the mean-field approximation, and we shall therefore need
only the “transverse” part of the exchange Hamiltonian,

A ;
E,1=§+ E(US(Q()JFZU(ZC;))_ B+ x, which has the form
1 R
_ N B L) Hine=—5 2 {Cla). Ap C(B)IXAXE,
X2= H2+ Eug(x)— Z_ BZ) . (3) r;vy,nﬁ

The spontaneous strains are determined from the conditioff"ere C(a) is an e.ight-dimensional vector having the fol-
that the free energy density be minimum; they have thd®Wing components:

values Cla)=[y1(@);y1(a); v (—a)iva(@); vz (@) v ™
AT20 0 e r270 0 g (—@)iys(a)i i (—a)l,
E 2 Yo4 E 2 ! XZ " R

and the 88 matrixA,,, decomposes into the direct sum of

In the basis of eigenfunctions of the Hamiltonidg(n) two matrices:

we construct the Hubbard  operators XM'M . R,
=|W(M")){¥(M)|, which describe the transition of the Annv=A @A
magnetic ion from the staté ' to the stateM.®° In terms of

W=7

the Hubbard operators, Hamiltoni@®) is diagonal, and the A 1 10 0
spin operators are related to the Hubbard operators by the Af;]),=|Jnn,— EKnn’] 0 0 1/2],
expressions 0 12 0
S =v2 cos8(X20+ X0~ +v2 sin §( X2 - X 10, 1 0 0 0 O
S, =(SH", (4) L 0 0 12 0 ©
A5 _
Si=c0828)(HE—Hy H) —sin(28)(XE ™+ X 19, Any=5Knn| 0 120001,
) © 0O 0 0O 0 112
BZ—\uQ/2+ l4
cosd= — G _ 0 0 0 12 o0
\/(X—H)2+(B§—?\U§?()/2+ Bl4)? The functionsy'"(a) are determined from the relation

After quantizing the dynamic part of the strain tensor in thebetween t'he spin pperators and Hubbard opere(l!t)rsand.
standard walf and separating out in the one-site Hamil- the following functionsy turn out to have nonzero values:
tonian (2) the terms proportional to the dynamic part of the  }(1—1)=}(—11)=—sin 25,

strain tensor, we obtain a Hamiltonian describing processes

of transformation of magnons into phonons and vice versa:  1(10)=v1(0—1)=v2coss,
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ﬁ(m): — ﬁ(—]_()):\/j siné, It is easy to see that one of the solutions for arbitrary
values of the parameter of the systemqiy 1, which corre-
¥3(10)=—y3(0—1)=v2 coss, sponds to the realization of a quadrupolar phg€)&0).
Here we define the quadrupolar phase as follbs:

v3(01)=y5(—10)=—v2 sin 4,
(89=0, ®9=1, g3=1, 9

y5(1—=1)=2cog 6, ys(—11)=—2sirf 6. (5)
and we shall denote it below as the Qphase, while the

The dispersion relation of coupled magnetoelastic wave . \
. . ) adrupolar phase characterized by the following parameters
can be obtained from an equation of the Larkin type for theau up P 'z y wing p

Green functior® (see, e.g., Ref. 32

7\ __ 0_ _ 2__
def| 5 + Gob(a)ay(@)Ay; ($9=0, 6;=-2, =0 (10
Of cin \ PTG B will be called the QR phase.
+BY(ANA) Ty XGob(a) T2 50 The possibility that long-range magnetic order exists is

6) determined by the smallness of the fluctuations of the mag-
netic moment, i.e., the convergence of the fluctuation
whereD, (g, ») = 2w, (q)/ 0>— »2(q) is the Green function integral® For calculation of the fluctuations of the magnetic

X Gob(B)ay( . B) Ayl =0,

of a A-polarized phonon; moment we go over to a Bose description, using the method
D, (q,®) of bosonization of the Hubbard operatdfsWe associate
BY(giN )= 7— : ; with the operatorsx® the pseudo-Hubbard operatoXs,
1-Qu\/Dy(q,0)

which are related to the Bose creation and annihilation op-

Qxnr =T‘iq v Gob(a) Ty ys erators for quasiparticles as follows:
ai(@,B)=Cir(a)Cu — B)iai( @) =ay(a,a); Xi’=(1-agan—byby)as Xy'=a, ,
b(a)=(a-H), are terminal multipliers, and X1 1=(1-ata,—b; byb,, X 1=b"

H= (Xll’XoO,X—l—l).

The solutions of equatiok6) determine the spectra of o
hybridized elementary excitations for arbitrary values of the X *"'=b'b,,X}'=1-a'a,—b b,, (12)

single-ion anisotropy constants and biquadratic exchange _
and for arbitrary temperatures. where a,, and b, are the Bose operators corresponding to

the transitions [1)—|0), |0)—|1), and |1)—|—1),

Xa t=aby. X, =bya, Xp'=ag ay,

|=1)—[1).
It is easy to show that the fluctuation integral will now
SPECTRA OF COUPLED MAGNETOELASTIC WAVES AND have the form
THE SPIN CONFIGURATIONS OF A TWO-DIMENSIONAL
FERROMAGNET WITH BIQUADRATIC EXCHANGE o 1 n
FOR VARIOUS RELATIONSHIPS AMONG THE MATERIAL ((89%)= N; (anan)

CONSTANTS

Let us restrict discussion to the case of low temperatures (12
(T<Tc, whereT is the Curie temperaturefor which we
can most simply and clearly describe the behavior of the Let us consider some different cases corresponding to

system. In this situation the spectrum of quasimagnons hasossible relationships among the parameters of the system

1 fw g’ 'dq
“2m o ogexpog/T)—1]°

the form under study.
w2=[Elo+Jq—sin(25)(Jq—Kq)] . 1.. Suppose that = 8=0. Then, depend_ing on the rela-
tive sizes of]y andK, there are two situations:
X[EqotJqtsin(26)(Jq—Kg) 1, (7) a) Jo>Kg. In this case the magnon spectrum has the
where E p;=E;—E,, and the values of the mean spin andform
guadrupole moments are determined from the equations w=ag? (13
(S)~c0924), a9~1, g5~sin(24). (8)  where a=JyRj5 (R, is the interaction radiys Expression
From the last expression i8) we can obtain an exact equa- (12 for the fluctuation integral simplifies to
tion for x=q3: 1 1 (> g% ldq
)20 — ata,)e f .
6 Ké 5.9k 3 4| 2132 272 Ké (599 N; (@n an (2m)8 0 eXplwg/T)—1
X\ 7|7 (2KpA) + x| KgH“+ 6KgA -7 (14)

303 3 —, ! For this relationship among the material constants there
+X°(2KoA —8KoA”—4KoH"A) +x7(4A is no long-range magnetic order in a 2D ferromag(eet
AW 2A2\ L ATI2A2 3y A4 account of the divergence @f4) at the lower limi}, while in
BKGAT) T4HAT) +X(8KoA™) —4A"=0, a 3D ferromagnet a ferromagnetic phase is realized in the
whereA=— B/4—\?(1-20)/4E. system.
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b) Jo<Kg. In the QR phase sin(@=1, and renormalization of the
sound velocity does not take place:
Here w?=2(Ko—Jo)pd?, (15
W= wy.
wherep=KgR5. Although the magnon spectrum is linear in - \ye note that an inversion of the energy levels can occur

g, the presence of the multiplicative factorwl/ (which is i, the system under study. It follows frof8) that for
due to theu—v transformatioh in the fluctuation integral 5

causes this integral, as before, to diverge for a 2D ferromag- Ko EB— )\_(2_0)>0
net, and a quadrupolar phase does not exist in the system, ° 2 2E

whereas for a 3D ferromagnet the quadrupolar order is SteHwe lowest energy level i§,. Calculations show that in this

bilized. . .
_ . case spin waves do not arise in the system, and the 2D fer-
wo Zc.a’s\leosvy suppose thak +0, <J,. We again consider romagnet is found in a paramagnetic state.

a) Jo>Kj. In this case the solution of equatiéd) can
be found approximately, and it has the f0q§|~ﬂl4do. A
ferromagnetic phasés?)=1, q5<1 is realized in a 2D fer- CONCLUSION
romagnet, and a magnetoelastic gap appears in the quasimag-

non spectrum: In summary, if in a 2D ferromagnet one ignores the

single-ion anisotropy and the magnetoelastic interaction,

=(bo+ aq?)(bo+ BI2+ ag?). (16)  long-range magnetic order does not exist in the system for

any relationship between the Heisenberg and biquadratic ex-

Herebo=3\2%/4E. As a result, the fluctuation integral con- change constants. When the magnetoelastic interaction is

verges, and long-range magnetic order is stabilized in the 2aken into account a stabilization of the long-range magnetic

system by virtue of the existence of a magnetoelastic gap iarder occurs in the system under study. However, the type of

the quasimagnon spectrum. magnetic ordering depends on the relative sizes of the mate-

b) Jo<K,. In this case the QPphase is realized in the rial constants. FOKy<J, a ferromagnetic phase is realized

system, and the quasimagnon spectrum is modified, with # the system. In the opposite cadeyEJy) a phase with a
gap appearing in it on account of the single-ion anisotropytensor order parameter, a quadrup¢@P) phase, is realized

and the magnetoelastic interaction: in a two-dimensional ferromagnet. It should be noted that for
such a relationship between the material constants the QP
=(Cotpg®)(Ccot2Ko—2Jp), phase exists even in the absence of magnetoelastic coupling.
This is a consequence of including both single-ion anisot-
\? ﬁ ropy and a biquadratic interaction.
T 22 U)Jr 2 (17 Since the two-dimensionality of the system is taken into

account explicitly only in the magnetoelastic interaction and

As a result, even in the absence of a magnetoelastic interai the calculation of the fluctuation integrals, the results ob-
tion the quadrupolar order is stabilized in a 2D ferromagnetained here can easily be generalized to the case of a 3D

for Jp<Kg. ferromagnet with a biquadratic interaction. In particular, it
The QR phase can be brought about by single-ion an-can be shown that in 2D and 3D ferromagnets in the absence

isotropy in addition to biquadratic exchange, and the exisof an external magnetic field, if the biquadratic exchange
tence region of the QPphase is determined from the in- constant is larger than the Heisenberg exchange constant, the

equality QP; phase, which is characterized by ordering of the antifer-
romagnetic typé,is realized. This is because the wave func-
Cot2Kg—2J0>0. tion corresponding to the energetically most favorable state

f th tic ion has the f
The spectrum of quasiphonorithe wave vectorg is ot the magnetic fon has the form

parallel to theQY axis, t polarization is determined by 1 1
equation(6) and has the form W(1)= 5|>+ 5|— 1),
2_ 214 ao } and thus the probabilities of finding the spin in one of the
@O T E T 0+sin20)(Jo—Ko) | stateg1) or |—1) are equal. The mechanism for realization
of the QB phase is different. It is due to inversion of the
2(1 energy levels, as a result of which the lowest energy level
D=5 [1_ sin(24)]. (18) becomesk, and the ground state is described by a wave
function
In the ferromagnetic phase (si#fj20) we have ¥(0)=0).

\(1-20) B K, In this case the ordering of the system reduces to one in
b0+ﬁ/4+(T+ Z+ 7) which the the spins r “laid” in the basal plane, where they
111 are oriented in an arbitrary way. Although such a phase can
Joe ﬁ) } } be realized in 3D systenisee, e.g., Ref. 11it cannot exist
0 ' in a 2D system.

w2=wt2:1—a0

2
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The isobaric thermal conductivity of solid §I5 investigated in the high-temperature phase. The
experimental results are rescaled to a constant density. The isochoric thermal conductivity

initially decreases with increasing temperature, then passes through a smooth minimum and begins
to grow. A modified version of the reduced coordinate method is used to calculate the
phonon—phonon and phonon-rotational contributions to the total thermal resistance. The growth
of the isochoric thermal conductivity is explained by a weakening of the scattering of

phonons on collective rotational excitations of the molecules as the correlations of the rotation
weaken. ©2000 American Institute of PhysidsS1063-777X00)00904-X

Sulfur hexafluoride is often classified as a material havdibrations but is due to dynamic reorientations, which are
ing a plastic crystalline phase. However, the nature of théacilitated by the frustration of the intermolecular
orientational disorder in the high-temperature phase gfiSF interaction®~ In view of what we have said, $fs a con-
somewhat different than in the plastic phases of other movenient object for studying in a monophase, one-component
lecular crystals, where the symmetries of the molecule andystem the influence of a broad spectrum of rotational states
environment do not match. Ordinarily for crystals whoseof the molecule on the thermal conductivity at the transition
molecules have orientational freedom, there are a number dfom practically complete orientational ordering to nearly
orientations available to a molecule, and it can go from ondree rotational motion.
orientation to another. In individual cases the limit of this To make the comparison of the experimental results with
reorientational motion can be continuous rotation. Quite ofthe theoretical predictions as correct as possible, the com-
ten an increase in the orientational mobility comes abouparison must be done at constant volume in order to elimi-
because of a phase change or transition. The presence mate the influence of thermal expansion. Up till now the ther-
absence of a transition is determined, as a rule, by whether anal conductivity of the solid phase of §has been studied
not the possible orientations are distinguishable, i.e., it deenly for several isochores in a narrow temperature interval
pends on the interrelationship of the symmetry of the mol-near the melting poirft.A growth of the isochoric thermal
ecule and the symmetry of its position in the lattice. conductivity is observed as the temperature is raised,

The Sk molecule has octahedral symmetry. In the high-whereas the isobaric thermal conductivity decreases. The ob-
temperatureB phase the molecules occupy sites of the bccserved effect has been attributed to a weakening of the scat-
lattice of space symmetry,B,, (Ref. 1-5. The existence tering of phonons on excitations of the rotational motion of
region of theB phase is extraordinarily large: the crystalli- the molecules as the correlations of their rotation becomes
zation of Sk occurs at 222.4 K, and the phase transitionweaker. It is unquestionably of interest to expand the tem-
lowering the symmetry of the translational and orientationalperature interval of the thermal conductivity measurements
subsystems of the crystal does not occur until 94.3 K. Thall the way down to the phase transition at 94.3 K in order to
interaction between the nearest neighbors in the bcc phaspan as wide as possible a spectrum of rotational excitations
tends to order the molecules so that their S—F bonds lie alonig SFK;. The thermal conductivity measured at the saturated
the {100 direction, and in the interaction with the next- vapor pressure can be rescaled to its isochoric counterpart
nearest neighbors a repulsion predominates between the flugith the use of the data on the thermal expansiand the
rine atoms. The data from recent structural stutiiedicate a  volume dependence of the thermal conductifity.
strict orientational order in SFabove the phase transition In this paper we present the results of a study of the
temperature. This makes gHlifferent from such plastic thermal conductivity of solid SfFby a steady-state planar
crystals as Ch CCl,, adamantane, etc., in which the de- method in the interval from the phase transition temperature
struction of the long-range order occurs immediately afte94.3 K to the melting point. The measurement ampoule, in
the phase transition. The intensive growth of processes ofhich the sample was grown, was a tube of Kh18N9T stain-
orientational disordering begins in §bnly at temperatures less steel with a length of 70 mm and an inner diameter of
above 150 K and is of a dynamic nature. The increase of th&.2 mm. The temperature sensors were germanium resistance
degree of orientational disorder as the temperature is raisetiermometers and a copper—Constantan thermocouple,
is not a consequence of a simple increase in the amplitude efhich were mounted on copper rings attached to the cell.
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4 o Av=Ap(V(T)/V)S, (1)

where\,, andAp are the isochoric and isobaric thermal con-
ductivities, respectivelyy(T) is the instantaneous value of
the molar volume of a free sampl¥é,, is the molar volume

to which the rescaling is done, and the Bridgman coefficient
g=—(dInNdInV); (according to the data of Ref. 6, it is
equal to 5.2 The solid curve2 shows the data of Ref. 6 for

a sample with a molar volume of 62.2 &mole. The curve
1L A min in the lower part of the figure is the lower limit of the ther-

- T mal conductivity of solid S calculated for the isobaric

: . : : case, according to Cabhill and Pohl in the framework of the
100 150 200 250
FIG. 1. Isochoric and isobaric thermal conductivities of solid 8Fthe

Einstein model for the diffusive transfer of heat directly from
T.K atom to aton®
1/3 2 3
high-temperature phase. The symbds and @ correspond to the two A= Z Kk nz/gz ) T orT X & dx
samples. Curvé is the thermal conductivity rescaled to a molar volume of min B i Ui 0, o (e~ 1)2 :

58.25 cni/mole. Line 2 is the data of Ref. 6 for a sample with a molar @)
volume of 62.2 crifmole. Also shown are the lower limit ,,,, of the ther-

mal conductivity of solid Sk calculated for the isobaric case according to L . .
Cahill and Pohl, in the framework of the Einstein model of diffusional heat The summation is over the three vibrational modes

transfer directly from atom to atofh. transverse and one longitudinakith the sound velocities
vi; O; is the limiting Debye frequency for each polarization,
- expressed in kelvin®, =v;(%/kg) (672n)Y3, wheren is the
The measurements were made by a modified thermal poteRy,mper of atoms per unit volume, ang is Boltzmann's

tiometer method, which made it possible to minimize the qnstant. The necessary data on the density and sound veloc-
error of determination of the thermal conductivity. Uncon- ity for the calculation were taken from Ref. 3.

trolled heat fluxes due to thermal radiation were reduced sub- The isochoric thermal conductivity of solid Sk the

stantially with the aid of a radiatio.n.shield, on which a SYS-high-temperatureg8 phase initially decreases with increasing
tem of thermocouples and a precision temperature regmat%mperature, then passes through a smooth minimum and
reproduced the temperature field of the measuring cell. Thgarts 1o increase. Its behavior above 200 K is in good agree-
sample was grown from the gas phase at a pressure of aroufighnt with the data of Ref. 6 if the different density of the
1.4 bar, with the temperature of the bottom of the measuringampjes is taken into account. Interestingly, the character of
ampoule maintained close to the temperature of liquid Nitr0the temperature dependence of the thermal conductivity of
gen. The growth procedure took around 2 hours. Studiegglig SF; is contrary to that of the plastic phase of solid
were done on two sampléthe purity of the initial SEwas  mgthand® In CH, (1) the isochoric thermal conductivity ini-
99.98% or better The overall error of the thermal conduc- ig|ly increases as the temperature is raised, and then it
tivity measurement did not exceed 15%, the main (E0%)  asses through a smooth maximum and decreases thereafter
of which was systematic error and depended on the errog the way to the melting point. It can also be seen from Fig.
with which the geometric dimensions of the ampoule were| in5t apove 150 K the thermal conductivity of solidgSF

determined. The thermal conductivity of the two samplesypnroaches its lower limit, being no more than twice that
agreed within experimental error. value.

The results of th_e measurements are presented in Fig. 1 This circumstance has at least two important conse-
_and Table I. The solid curvé shows the thermal con_duc_t|v- quences. First, the proximity of the absolute value of the
ity rescaled to a molar volume of 5825%"_"_‘)'9’ which'is  thermal conductivity to its lower limit gives us reason to
the valu<93 for Sk above the phase transition temperaturegypect that its temperature dependence is mainly determined
(94.3 K).” The calculation was done according to thepy acoustical vibrations with small wave vectors. Experi-
formule? ments on the inelastic scattering of neutfoasd the data

from molecular dynamicé&VD) calculationgindicate the ex-
TABLE |. Temperature dependence of the isobaric thermal conductivity ofiStence of well-defined acoustical phonons, which are
two samples of solid SF strongly damped as one moves away from the center of the
Brillouin zone. Second, one expects substantial deviations
from the law o 1/T. This circumstance cannot, however,
T, K A, mW/cmK T, K A, mW/cm-K account for the growth of the thermal conductivity in tBe
phase of SEat premelting temperatures.

A, mW/cm-K

Sample No. 1 Sample No. 2

94 3.81 93 3.46 > ) .

99 3.75 97 338 To elucidate the reasons for such different behavior of

111 3.68 126 2.69 the thermal conductivity in the high-temperature phases of
112 3.17 148 2.07 methane and Sfin the present study we have undertaken to

Eg ;-gg 123 1-‘713 separate the phonon—phonon and phonon-rotational contri-
143 183 191 1.48 butions to the total thermal conductivity of solid Fnuch

168 1.68 215 1.40 as this was done in the case of solid meth&hdere it was
assumed that the heat is transferred mainly by translational
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TABLE II. Reduced parameters and the molar weights for Kr, Xe, and SF
Tmol ’ Vmol ’ )\molr 5
Substance K cn?/mole W/m-K u = 4l
v
Kr 209.4 92.01 0.124 83.8 <
Xe 289.7 119.5 0.100 131.3 )
SFs 318.7 201.45 0.074 146.05 o "
(o]
-~ 2t
=
vibrations, independent of the degree of orientational order-
ing. As we have mentioned earliEr,n orientationally or- 0 X . . | . .
dered phases the role of librations in the heat transfer turns 50 100 150 200
out to be insignificant on account of the small dispersion of T,K

the Iibrational brar-]Che-S' In orientationally disord_ered pha-seEIG 2. Contributions of the phonon—phonon scatteriig,() and of the
t_he translational vibrations are the (_)nly We”_d,e_fmed eX,CIta_scattering of phonons on rotational excitations of the moleciés)(to the
tions. The data were processed using a modified version Qftal thermal resistancav of solid Sk with a molar volume of
the method of reduced coordinatese below. It is impor-  58.25 cnimole.

tant to note that in this case there is no need to resort to some

approximate model or other.

As a rule, the reducing parameters used are the values @felastic neutron scattering studies and with calculations by
Tro=&/Kg, Amo=kg/0?\elw, andV,q=No®, wheres  the molecular dynamics meth8d.In Ref. 5 the well-defined
ande are the parameters of the Lennard-Jones potential, arebllective excitations due to the presence of rotational de-
w is the molar weight. In this paper as the reducing paramgrees of freedom of the molecules were not detected at all in
etersT,,, andV,,, we used the values of the temperaturessolid SK; in any of the high-symmetry directions. At a tem-
and molar volumes of SFand of solidified rare gasdékryp-  perature of around 170 K the phonon-rotational component
ton and xenohat the critical pointsT, andV, (Table ). of the thermal resistance passes through a maximum and

The choice of the given parameters is explained as folbegins to decrease. This again is in good agreement with the
lows. For simple molecular substanc@s, andV,, are pro- data of Ref. 3, according to which there is an intense growth
portional toe and o, respectively. However, the accuracy of the processes of orientational disordering in the solid
of determination is much higher for the critical parametersphase of Sk at temperatures above 150 K. The observed
than for the parameters of the binomial potential. We noteeffect, as in the case of solid methane, can be attributed to a
that the quantitiesr ande depend substantially on the choice weakening of the scattering of phonons on collective rota-
of binomial potential and the method used to determine ittional excitations of the SFmolecules as the correlations of
Assuming that the total thermal resistante=1/\ of solid their rotation becomes weaker. The additional contribution to
SF; is the sum of the phonon—phonai,, and phonon— the thermal resistance from the rotational degrees of freedom
rotationalW,, contributions and that in the reduced coordi-amounts to around 30% of the phonon—phonon
natesSW* =W/W,,o;, T* =T/T,,) the component due to the component—much less than in solid methane immediately
phonon—phonon scatterind/,,, is the same as in solidified after the transition to the orientationally disordered phase
rare gases at equal values of the reduced molar voMine or in crystals of the nitrogen typg.The Brillouin scattering
=V/Vno, ONe can isolate the phonon—phonon and phonon-datd® also attest to a weaker translational—rotational interac-
rotational components of the thermal resistance. tion in the solid phase of $Fn comparison with methane

The results of the calculation are presented in Fig. 2. Thend other cubic crystals.
phonon—phonon componeit,, of the thermal resistance is
practically (to within 2—3% independent of the choice of , _ , _
rare gas used for comparison. Unlike the case of solid meth-E"mal konstantinov@ilt kharkov.ua
ane, in which the thermal resistance due to the presence ef———
the rotational degrees of freedom of the moleculas, ,
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Instability of a strongly correlated quasi-one-dimensional electron system in a real three-
dimensional crystal is predicted, with the onset of anisotropy of the electron—electron interaction.
The influence of an external magnetic field, the occupation of the electron band, and a

small nonzero temperature on the predicted instability are investigate®00® American

Institute of Physicg.S1063-777X00)01004-3

Low-dimensional electronic and magnetic systems havanisotropy(both magnetic and chargeand we analyze how
been attracting a heightened research interest, both theoretitis instability is influenced by the value of the electron—
cal and experimental, in recent years. In particular, crystaltattice coupling, applied external voltage, the number of
have been synthesized in which the electron bandwaltikd, electrons in the chain, low temperatures, and an external
hence, the Fermi velocityand the interaction between elec- magnetic field.
trons are tens of times larger along one of the crystallo- It has recently become clear that the orbital degrees of
graphic directions than along the othéis these quasi-one- freedom play a fundamental role in the behavior of a number
dimensional electron systems, owing to the presence of af strongly correlated electron systems. In the standard ap-
one-dimensional feature in the density of states, quantumproach it is the orbital degrees of freedom of the electrons
fluctuations are enhanced in comparison with the standarthat react to the crystalline electric field of the ions forming
three-dimensional electron systems. Therefore, perturbativihe crystal lattice. The symmetry of this crystalline field is
theoretical methods, such as perturbation theory or meardetermined by the symmetry of the crystal lattice. Even if the
field theory in their various modifications, are inapplicable,ions surrounding a magnetic idithe ligand$ are nonmag-
since they can lead to qualitatively incorrect results. Thenetic themselves, the electric field of the ligands will influ-
term “strongly correlated electron system” is ordinarily ap- ence the spin behavior of the magnetic ions through the
plied to systems for which the energy of the collectivizedspin—orbit interaction(which is usually weak Taking the
electrons(kinetic) is comparable in size to the energy of the crystalline electric field into account in the lowest approxi-
electron—electron interactiofusually Coulombp. The latter  mation gives rise to magnetic anisotropy: the spin—spin in-
can exist in strongly correlated electron systems both in théeraction between electrons turns out to be different depend-
form of a scalar interaction between the charges of the eledng on its orientation with respect to the crystalline axes. The
trons and in the form of an exchange interaction betweescalar interaction between the charges of the electrons can
their spins, and therefore both the chatgerrenj and mag- also be anisotropic as a result of the electric field of the ions
netic characteristics are very important in these systems. Oof the crystal. The magnetic anisotropy can be both single-
dinarily the electron—electron correlations in one-ion and inter-ion. For electrons with spin 1/2, of course, there
dimensional systems of this kind are taken into accounts no single-ion anisotropy, and in this paper we shall there-
strictly by the use of rigorous methods such as the Bethéore investigate only the effects of the inter-ion magnetic
ansatz (or its algebraic version—the quantum inverse-anisotropy.
scattering method The instabilities of dielectric magnetic chains with re-

In this paper we investigate the stability of a strongly spect to the onset of magnetic anisotropy have been consid-
correlated quasi-one-dimensional electron system against theged previously:* For example, the spontaneous onset of
spontaneous onset of anisotropy in the electron—electron irbiaxial magnetic anisotropy in a highly anisotrop{&’ spin
teractions. We shall show that the effect of the crystallinechain was predicted in Ref. @he advantage of such a sys-
field of the ligandgthe three-dimensional environment of a tem from the standpoint of a theoretical description of its
selected one-dimensional interacting electron chain in th@roperties is that its Hamiltonian can be reduced to the
crysta) makes the isotropi¢Coulomb interaction between Hamiltonian of a noninteracting lattice gas of spinless fermi-
electrons of the chain unstable with respect to the onset afns by means of a nonlocal Jordan—Wigner transformation,
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making it possible to obtain a number of exact results for theice (its symmetry positionand, consequently, to nonzero
static thermodynamic characteristics of the systerhis in-  anisotropy of the scalar and magnetic interactions of the
stability is analogous to the instability of aqY spin chain  electrons along the preferred direction. Thus a quasi-one-
with respect to the spin—Peierls period doubfinghich has  dimensional chain of strongly correlated electrons turns out
been observed for several inorganic compounds in recerio be unstable with respect to the onset of a substantial an-
years’ In the case of spin—Peierls period doubling this insta-isotropy of the electron—electron interaction.

bility arises as a result of the interaction with a longitudinal ~ Let us examine the influence of magnetic anisotropy on
phonon(a longitudinal displacement of the spins along thethe stability of quasi-one-dimensional systems of strongly
one-dimensional chajpwhereas the onset of spontaneouscorrelated electrons for a specific example, viz., the one-
magnetic anisotropy is due to the interactiomdirect of the ~ dimensional supersymmetrie-J model, which is one of the
spins of the chain with a transverse phoritansverse dis- Most fundamental models of strongly correlated electron sys-
placement of the ionsof the three-dimensional crystal lat- tems and has become widely used in recent years, mainly in
tice. In Ref. 4 it was predicted that a magnetic anisotropy ofonnection with the problem of high-temperature
the easy plane type will arise in a dielectric crystal with asuperconductivitﬁ. This model describes the behavior of
quasi-one-dimensional isotropic Heisenberg antiferromagelectrons with an exchange interaction between the spins of
netic interaction between localized spins 1/2. In this case thglectrons on nearest-neighbor sites, and there can be only one
one-dimensional system of spins is appreciably interactingEl€ctron at any site of the lattice, i.e., at each site of the
and therefore the problem of finding the energy levels forone-.dlmer?smnal lattice there are three a!lowed electronic
such a system{which are substantially nonequidistaris configurations: an electron_ with spin projections up and
considerably more complicated than for the case oxah ~down, and a holda state without an electranit has been
chain. In this paper we shall solve the more complicatedNOWn previously that the one-dimensional isotropie)
problem in which the electrons in the chain have both spifnodel has a solution at the supersymmetric péattwhich

and charge degrees of freedom, i.e., the sites of the chain cdi€ constant for the hopping of electrons between neighbor-

be occupied or emptyhole), and the number of electrons ing sites, which is related to the free-electron bandwidth, is
depends on the applied external voltage. This case, unlike t gual to one-half of the antiferromagnetic exchange constant

previous oné, corresponds to a conducting electron sub- etween the spﬁns of electrons found on neighboring sites
system. Of course, when tifene-dimensionalband is half. Which was obtained through the use of the Bethe arnsatz.
filled by electrons, i.e., when one electron is found at eacl#t has been provedsee, e.g., Ref. J2hat the symmetry of

. : the t—J model is characterized by the presence of four fer-
site, the problem reduces to the previous one. The charge. : . :
ggwlon and five boson mode@eneralized currenks which

(scalay and exchange interactions between electrons foun .
correspond to the generators of the corresponding symmetry

a.t ne!ghborlng sites of the cha(mhe prefe_rrgd crystalline group SU(1|2). The supersymmetric model explains why
direction leads to a substantially nonequidistant spectrum S o L .
the characteristic velocities of these fermionic and bosonic

Here, even in the low-temperature behavior of the electrons a . .
. ) . eneralized currents are the same at the supersymmetric
substantial role is played by bound electron states, which ar%S U(1]2)) point!

absent in a system with no electron—electron interaction, an In the present paper we investigate the properties of the

this EgtbsgagéflIzqg??agllﬁitisr;hnieg:ozlftr;é lattice of a three(_)ne-dimensional supersymmettieJ model with anisotropy
: u . e Ty . Ic of the magnetic and scaldcharge interactions between
dimensional crystalone with quasi-one-dimensional elec-

: " L . electrons on neighboring sites, the Hamiltonian of which in
tronic properties, i.e., the characteristic energies of the ele

) . i ey $he fermionic representation has the f&#m
tron hops and interactions in one direction are large

compared to the other directionis altered as a result of a
small displacement of the ions. Then, of course, the energy H=2 79(c]-f(,,cj-+1,(,ﬂL cjil’(,,cj,(,)??
of its elastic subsystem will have increased. We shall take o)
into account only uniform deformations of the lattice, which
create an anisotropy of its electronic properties which is uni- + 2 (CjJr,J,Cj,TClel,TCjJrl,L—’_CjJr,TCj,leJr+1,LCj+l,T)
form along the entire quasi-one-dimensional system of elec- .
trons. In other words, the phonon that lifts the degeneracy of o .
the energy of the one-dimensional electron subsystem with _2,-: (€N Njyy € 7N Nji1y)
respect to the orbital degrees of freedom has a commensurate
wave vector(quasimomentum and the instability of the
strongly correlated electron chain is determined by the the
interaction with this phonon.

However, the ligands surrounding the quasi-one-wherec; , and cjf,, are the Fermi annihilation and creation
dimensional electron system are also altered in the crystabperators for electrons at sijewith spin projectiono: n;
line field. As a result, the interaction between the electrons of= cjfgcj'(, is the operator for the number of particles at gite
the chain become substantially anisotropic. Therefore, thevith spin projections, P=(1—n; _,)(1—nj.1-,) is the
energy of the quasi-one-dimensional strongly correlategrojection operator, which does not allow the presence of
electrons can be decreased, and the minimum of the totélvo electrons at the same site=x4 is the anisotropy pa-
energy of the lattice and the one-dimensional electrons carameter of the electron—electron interactiove note that in
correspond to a nonzero displacement of the ions of the lathe spin sector it corresponds to inter-ion magnetic anisot-

1 1
+ + 2
—EH; (€]1C1,1 = Cj11,6j,) + 5 C& 1)
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ropy of the easy axis type, ang=0 corresponds to an iso- rapidities characterize the behavior of the quasiparticles car-
tropic SU(1|2)-symmetric supersymmetrte-J mode), x is  rying spin 1/2, whereas the spin rapidities characterize the
the electron—Ilattice interaction constéwe shall assume be- behavior of the singlet pairs of electrons, i.e., they have ex-
low thatx=1); H is the external magnetic field1/2)C&° changed their functions, as it were. Going over to a descrip-
is the change in the energy of the elastic subsystem of thgon in terms of the rapidities of the pairs, we obtain in place
ligands (nonmagnetic ions surrounding the one-dimensionabf (2) the following system of equations:

chain of electronsin the lowest approximation in the dis-
placements, andC is the elastic constant. Thus the param- sin(v;+i(7n/2)) N
eter § determines the distortion of the symmetry configura- m
tion of the nonmagnetic ions for a given symmetry of the
(three-dimensionalcrystal lattice. j=1,..N—2M,

_ sin(vJ-—Aa—H(n/2))
Cac1 Sin(vj_/\a_i(ﬂ/z)) '

With periodic boundary conditions the problem of di- o (5)
agonalizing the Hamiltonian, i.e., of finding its eigenfunc- SIN(A ,+in) SiN(A ,—vj+i(7/2))
tions and eigenvalues, reduces to one of solving the system |sin(A ,—i7) 11;[1 sin(A ,—v;—i(75/2))
of Bethe equatiorts y
Sin(A,—Ag+i
sinv;+i(p/2)|Na T sin(v;— A, +i(7/2)) ><B]i[1 Si:((A“_Aﬁ_iZ)),
S0, —1(7/2)|  pat1 S0, —No—1(72)) .
a=1,.. M.
j=1,..N, (2
N _ v _ The energy is now expressed in terms of the energies of
H Sin(A,—vj+i(#/2) SIN(A ,—Apg+in) the unbound electrons and singlet pairs:
=1 SIN(A ,—vj—i(7nl2)) p=1 SINA,—Ag—in)’ Neom - . _ '
sinvj+i(n/2)) sinv;j—i(7n/2))
a=1..M, E=uN- 2 Sin(o —i(7/2)) " sin(v;+i( /2))}
j=1 Uj Y Uj 7
whereM is the number of electrons with spin dowN, is M )
the number of sites of th@ne-dimensionallattice, N is the _ 2 2 coshy| 1+ si A,
total number of electrons in this lattice;, j=1,...N are = sir? A ,+sint? 7

the electroncharge rapidities, and\ ,, @=1,... M are the

rapidities characterizing the spin degrees of freedom of the _ E(N—ZM)H+ £C52 (6)
electrons in the chain. The rapidities in problems of this kind 2 '

is the term given to the sets of quantum numb@garam-
eterg parametrizing the wave functions and eigenvalues of
the Hamiltonian(1). The energy of the system is expressed(® Yields

Taking the logarithm of the system of Bethe equations

as follows in terms of the rapidities: M
— 1S 0wi—A, 2+ 2T
1 N S|r(U+|(77/2)) @(Uj,?]/Z)—Na::L (vj— N/ )+N—aj
E=uN—ZSH(N-2M)- 2 m
0 7 j=1,..N—2M,
sinv;—i(7/2))] 1 _, N (@)
Sin(o, +|(77/2))} 2C9% @3 1

OAe =5 2 O(A.—vj,7/2)
where u is a Lagrange multiplier which is equivalent to the =

chemical potential of the electron subsystem. This multiplier 1 M -

can also take into account the external electrostatic voltage N_ E OA,—Ap )+ N—Ja,

(scalar potentialapplied to the system. - a
The ground state of the one-dimensional system of cor- a=1,.M,

related electrons is characterized by the presenceN of

—2M unbound electronic excitatiorighe charge rapidities where ©(v,7)=2tan ‘(tanv coths), and the quantum

v; are real and 2M singlet excitations similar to Cooper numberd;,J, parametrizing the solution of the system arise
pairs (bound states of pairs of electrons with zero total spinas a result of the multivaluedness of the arguments of the
the charge rapidities of such pairs are compléds follows  logarithms.

from the Bethe equatior(®), there exists a 4 for which the In the thermodynamic limitin which the numbers of
following equation holds up to a factor of expkl,): sites, electrons, and electrons with definite spin projection,
N., N, andM, respectively, go to infinity while the densi-
pE=A i Z. 4) ties N/N, and M/N, remain finitg¢ the Bethe equations for
“ F=72 the densities of the charge and spin rapidities become

Then the equation of the Bethe ansatz is rewritten for the
charge rapiditiesv; characterizing the unbound electron ®’(v,77/2)=f dAO' (v—A,9/2)o(A)
states and for the spin rapiditids, characterizing the states
of electrons in singlet pairs. We note that now the charge +2m[p(v)+pnr(v)],
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’ , ) characterized by anyon statistics. The paramaigshould
0 (A,77)=f dv® (A—U,W/Z)P(U)ﬂLJ dzoO’ (A correspond to the lowest value of the total energy of the

electron subsystem:
—Ag T
wherep(v) andpn(v) are the distribution function&lensi- f +f
ties of the charge rapidities for “quasiparticles” and o Ao
“quasiholes,” respectively, andr(A) and o,(A) are the ( Sir? A )
X

—z,m)0(2)+27a[a(A)+on(A)], )

2u—2 coshy

E
N_a_

distribution functions of the spin rapidities; the prime, as
usual, denotes a partial derivative. The internal energy of the
system in the thermodynamic limit is written with

sinv+i(7/2))  sin(o—i(/2)

SN —1(7/2) " sino +i(7/2))
SiP A )

Sir A +sinft 7 dA

1
o(A)dA + 5052, (13

+—
Sir? A +sintf 7

v

E=MN—f p(v) a(A)dA= NM (14)

Ag T
[l

- Ag
The ground state energy can be expressed in terms of the

so-called “dressed” energies of the elementary low-lying
excitations(in this case, singlet Cooper pairs

1+

—ZJ o(A)coshy

1 1
—E(N—ZM)H+§C52. 9
EZJ' O'(A)SO(A)dAEf ao(A)e(A)dA

The ground state of the one-dimensional correlated elec-

trons corresponds to eigenstates of the system in which the —Ag w

negative-energy states of the unbound electronic excitations ﬁw + on

and of the electrons bound into local pairs are all occupied

(i.e., the corresponding Fermi seas are filladd the positive Where oy is the so-called “bare” density of electron pairs,

energy states are all empty. We consider the case of zetghich is determined by the left-hand side of the integral

external magnetic field{=0). Then the ground state will €equation(12).

be made up only of singlet pairs of electronsM 2 N),*® The “dressed” energies of the pairs are determined from

and the system of Bethe equations will therefore be simplithe integral equation

fied substantially:

_Na A)O'(A,n)dA 1c52 15
=5 £(A)®'(A,7)dA+5C, (15)

A)=2u—2 coshp| 1 —SiHZA
1 EM‘, o s(A)=2p=2coshy| 1+ G o
OA,,n)=— OA,~Agz,)+—J,,
(Ausm) N, & ( B.n) N, .
- — f +f ®'(A-z,m7)e(z)dz, (16)
a=1,.M, (10) 2w J-m  Ja
(even and are bounded b, (Ref. 14: gral equation determine the quantigy from (15); this is
usually called the “bare” energy of the excitations, and the
N,—M-1 interaction, as usual, “dresses” it and the density of excita-
|Ja|$ — 5 = Jmax: (11

tions (the distribution function®

The decrease in energy of the subsystem of one-
The ground state corresponds to a set of quantum numbeggmensional correlated electrons due to the influence of the
J, such that the interval—Jmax.Jmad is populated starting  anjsotropy of the electron—electron scalar and magnetic in-
from the boundaries of the interval. After taking the thermo-teractions is accompanied by an increase in the energy of the

2

dynamic limit, we obtain elastic (three-dimensionalsubsystem. The ground state of
Ay - the total system(one-dimensional electrons and three-
O'(A,7)= f +f dz®'(A—2z,7)0(2) dimensional elastic environmgnwill correspond to a mini-
e Ao mum value of the total energy.
+2a[o(A) + o (A)]. (12) Figure 1 shows the ground state energy of the one-

dimensional subsystem of strongly correlated electrons and
The quantities\y have the meaning of the Fermi poirftae  the elastic subsystem of the ligands a three-dimensional
Fermi surface for a one-dimensional sysjeince in the crystal lattice as a function of the filling of the band\{N,)
ground state only electron states with\e[—, and the displacemerd, which determines the magnetic and
—Ag]U[Ay,7] are observed. We note that, as usual inscalar anisotropy parameter of the electron—electron interac-
problems which are exactly solvable with the Bethe ansatzijon in the one-dimensional electron subsystem. We see that
the wave function of the electron pairs is symmetfthus is  at all the reduced occupations of the electron bame are
natural, since the noninteracting pairs are bogdmst these  actually talking about the occupation of the Fermi sea of the
bosons are impermeab(they have a “hard corej, and that  pairs, since in zero magnetic field there is no Fermi sea of the
corresponds to the behavior of a system of fermions. Becaussbound electronic excitationshere is a minimum of the
of this, the electron pairs have a Fermi sea. We also note th&btal energy of the ground state as a function of the distortion
electron pairs interacting with one another in this system aref the ligandg(in other words, as a function of the anisotropy



286 Low Temp. Phys. 26 (4), April 2000 D. M. Apal’kov and A. A. Zvyagin

-0.260
e ] c-o% c=046
-0.14- " s
_ ==” ~0.270}
gsfe o]
~0.164 g £ ¢ C=0.32
sl v
] l-- ~0.280}
i |
~0.181 -l- ¢=02
maausi f
0.36° s £0.290 . . . .
0.42 0.1 0.2 5 0.3 04
W s VI
. 0 0.2 5 . -0.225
FIG. 1. Total energ¥ of the ground state of the electréone-dimensional
and elastic subsystems as a function of the displacemeithe positions of —0.230}
the ligand ions in thdthree-dimensionglcrystal lattice and the occupation ©
of the electron band. E
Ll
-0.235

parameter of the electron—electron interactidrhe value of

the parameted corresponding to the minimum energy turns  _g 240t

out to be nonzero. This means that in the ground state of a

one-dimensional system of correlated electrons it is energy

favorable for anisotropy of the electron—electron interaction _g 245 . s - -

to arise. We note that this anisotropy is manifested in both 0.1 0.2 0.3 0.4

the magnetic and scalécharge interactions of the electrons 5

found at neighboring sites of the one-dimensional lattice. FIG. 2. Total energjE of the ground state of the electron and elastic sub-
As an equivalent to the dependence of the energy of theystems as a function of the displaceménf the position of the ligand ions

system on the occupation of the band of low-lying electronici” the (three-dimensionalcrystal lattice. The electron chemical potential

excitations, it is convenient to consider the dependence d‘le'l(a) and 1.2(6).

the effect under discussion on the parametewhich can

play the role of the chemical potential, or on the voltage

(scalar potentialapplied to the electron subsystem. Figure 2tions of the electron subsystem, which have Fermi seas, i.e.,

shows the ground state energy of the system as a function &fates with negative energies:

the displacemend of the nonmagnetic ligand lattice for sev- 1

eral values ofC and u. We see that at large values of the =+ EH—@’(v,n/Z)

elastic constan{C=0.48 for u=1.2) the ground state en-

ergy of the system has a minimum at a nonzero distortion of 1

the lattice of nonmagnetic ions. The extremal value of ZEJ dA® (v—A,n/2)e(A)+€(v),

corresponding to the minimum of the ground state energy of

the total system decreases as the elastic conGtémtreases, 1

and at smB;IC the minimum is not observe(t is shifted to 2u=0"(A, )= ﬂf dv®'(A—v,n/2)e(v)

larger values ob). This is natural, since in order to detect the

influence of the anisotropy of the interaction in the electron

subsystemsthis anisotropy is often very smaliit is neces-

sary that the elastic displacements be sufficiently large: after (17)

all, the effect is governed by the relativistically small spin— )

orbit interaction. where e(v) is the “dressed” energy of the unbound elec-
Will the stability of the strongly correlated electron sub- tronic excitations(we note that the filling of this F_ermi sea

system against the onset of anisotropy in the electron-2ISO Starts from the ends of the interyal , «]). Itis clear

electron interaction be affected by an external magneti¢hat in an external magnetic field lower than the critical

field? Let us consider the system of integral equati@$or  field He, which is given by

the densities of the distributions of the quantum numbers of  H_=—-2,+20'(, 7/2)

singlet pairs and the unbound electronic excitations or of the

“dual” to this system, viz., the system of integral equations

for the “dressed” energies of these same low-lying excita-

1 !
+Ef dz0'(A—z,m)e(2)+e(A),

1
+;f dAO®'(m—A,nl2)e(A), (18



Low Temp. Phys. 26 (4), April 2000 D. M. Apal’kov and A. A. Zvyagin 287

FIG. 3. Dependence of the critical magnetic figtty on the chemical FIG. 4. Total free energy of the one-dimensional electron and elastic
potentialx and anisotropy parametér subsystems as a function of the displacem®aot the position of the ligand

ions and temperature, at an electron chemical poteptial.34.

the energies of the unbound electronic excitations have a gap

in the spectruniin other wordsH_ is the minimum external  seas—for the singlet pairs and for the unbound electronic
magnetic field that must be applied to the system in order t@ycitations. The spontaneous onset of anisotropy of the
“break” a singlet paij). This means that at values of the glectron—electron interaction does occur, but for a quantita-

external magnetic fielti <H, the spontaneous onset of an- tjve calculation it is necessary to find a joint solution of the
isotropy of the electron—electron interaction will be the samesystem of two integral equatiori?).

as in the absence of field. Figure 3 shows the dependence of (One can estimate the influence of a small nonzero tem-
the critical fieldH, on the chemical potentigh and the  perature on the effect under studipr this we shall assume
anisotropy parametef of the electron—electron interaction. that the temperature is so low that the elastic subsystem is
If the external magnetic field exceeds a valig, which  found in the ground state, i.e., we will not take into account
is given by the equation the thermal motion of the three-dimensional lattiokt low
H=—2u+20' (1, 7/2), (190  temperatures one can use the well-known Sommerfeld ex-

o ) pansion(for simplicity we shall study only the cas¢<H,).
then the magnetization of the system of electrons will takernen for the free energy we have the expression
on its maximum valudthe saturation field, the field of the

transition to a ferromagnetic, “spin-polarized” state in 2
which there are no pairs, while the “dressed” energy spectra  F=g—N,—, (20)
of the unbound electronic excitations become activational, 6ur

i.e., a gap appearsAt this value of the magnetic field, as at

H., a second-order phase transition to the ground state ogvherev is the Fermi velocity of the singlet pairs, which is
curs in the system. Thus the electron subsystem behaves likiven by

a type-Il superconductor in an external field: fér<H only

singlet pairs exist in the system, while fel,<H<H there g’ (A)

are both pairs and unbound electronic excitations— vp=m , (21)
reminiscent of the Meissner effect. We note that in a one- A=A

dimensional system, of course, there is no real superconduct-

ing ordering (nondiagonal long-range orderbut in the and the “dressed” energy and the density of singlet pairs are
ground state the correlation functions of the singlet pairdound from Eqs(16) and(12), respectively. Figure 4 shows
and/or unbound electronic excitations decay most slowly, irthe dependence of the total free energy of the electronic and
a power-law manner, in the first/second phase. We note thatlastic subsystems on the temperaflirand the paramete?¥

for H>Hg one can easily find the ground state energy. Itthat determines the anisotropy of the electron—electron inter-
depends(trivially) on the anisotropy parametef of the  action. We see that the inclusion of a small nonzero tempera-
electron—electron interactiofe= C /2. This means that in ture (in comparison with the characteristic Fermi energy of
external magnetic fields higher than the critical field of thethe low-lying electronic excitations—pajrsloes not cause
transition to the “spin-polarized” phase, there is no sponta-the effect to vanish, i.e., even at nonzdtwut quite low
neous onset of anisotropy of the electron—electron interacemperatures an anisotropy of the electron—electron interac-
tion. In the intermediate phas¢,<H<Hg the ground state tion will spontaneously arise in the system. As the tempera-
energy of the anisotropic supersymmetrie] chain of elec- ture is raised, however, the value &&t the minimum of the
trons is determined by the occupations of the two Fermenergy is shifted to lower values.
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CONCLUSION type discussed here. We note that the effect investigated in
this paper is similar in nature to the well-known cooperative

We have investigated the influence of uniform displace
ve IVestg nid un ISP Jahn-Teller effect.

ments of the lattice of a three-dimensional crystal in which

the motion and interaction of the electrons along one direc-

tion are much larger than along the other crystallographicg-mail: dmitry@almor.kharkov.ua

directions. We have shown that distortion alters the crystal** E-mail: zvyagin@mpipks-dresden.mpg.de
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The low-temperature thermodynamics of a two-dimensional monatomic crystalline matrix
containing a diatomic molecular impurity is investigated theoretically. Typical examples of this
type of system are monatomic layers of rare gabkes Ar, Kr, Xe) with included molecules

of the type N and G. Another example is a hydrogen film, which is a mixture of ortho and para
components. Expressions are obtained which describe the crystalline field for a diatomic

impurity with allowance for both the contribution of the atoms of the 2D matrix and the field
created by the atoms of the substrate. Thus the effective crystalline field is a complicated

function of the orientation of the diatomic rotator. In particular, the equilibrium orientation of the
rotator depends substantially on the relative amplitudes of the crystalline fields of the matrix

and substrate. For example, if the attraction exerted by the substrate is dominant, then the rotator in
the equilibrium state will be oriented perpendicular to the layer, and in the opposite case the
equilibrium orientation of the rotator will correspond to one of its positions in the plane of the
layer. In these two cases the spectra of rotational states of the diatomic impurities and,

hence, the thermodynamic characteristics of the system are substantially different. The temperature
dependence of the impurity specific heat of the system exhibits a low-temperature peak, the
position of which corresponds to temperatufesB/2 (B is the rotational constant of the impurjty

for rotators lying in the plane of the layer, afid- VKB (K is the amplitude of the

crystalline field for rotators perpendicular to the layer. Such behavior of the system is in

principle amenable to experimental observation. 2@00 American Institute of Physics.
[S1063-777X00)01104-X

1. INTRODUCTION graphité ' and to combined systems consisting of several
' ~layers of hydrogen and heliufi.The study of the thermo-
Research on molecular cryocrystals and solid solutiongiynamics of two-dimensional layers based on other rare

based on them is an extremely vast area of present-day soligaseg(in particular, in the presence of molecular impurities
state physics. These systems are of interest first because thgjrthen is clearly of interest also.

properties are in most cases reflect manifestations of various |n this paper we wish to call attention to certain interest-
quantum effects which are not amenable to observation ||ihg features in the |OW_temperature Speciﬁc heat of 2D mon-
classical crystals at high temperatures. In particular, the thefgtomic matrices containing diatomic impurities. We obtain
modynamics of molecular cryocrystelsolidified rare gases, expressions describing the crystalline field for a diatomic
0O,, Ny, CH,, etc. and their solutionsre entirely determined  impurity with allowance for both the contribution of the at-
by the character of the short-range van der Waals forces &§ms of the 2D matrix and the field produced by atoms of the
intermolecular coupling. Thus analysis of the features in theyypstrate. The effective crystalline field is a complicated
thermodynamic functions of these systems will make it posfunction of the orientation of the diatomic rotator. We calcu-
sible to draw definite conclusions as to the nature of thaate the spectra of rotational states of diatomic impurities and
intermolecular interaction in them. find the specific heat of the system for various relationships
The thermodynamic properties of three-dimensional cryhetween the contributions of the substrate and matrix to the

ocrystals are at present the most thoroughly investigated. total crystalline potential that determines the spectrum of im-
The thermodynamics of two-dimensioneD) systems of  pyrity excitations.

this kind remain little studied as yet. The reason for this lies
in the difficulties of doing suitable experiments on 2D
samples. What has been well studied for 2D crystals are thg CRYSTALLINE POTENTIAL FOR A DIATOMIC IMPURITY

- . - IN A MONATOMIC LAYER
structural characteristics, the phase diagrams, and certain de-
tails of the melting and crystallization proces$g%in the Let us consider a monatomic layer of rare gas atoms
last few years some new experimental capabilities for studywith molecules of a homonuclear diatomic substitutional im-
ing 2D films at ultralow temperatures have appeared, bupurity (symmetric rotator The atoms in the layer form a
they have been applied almost exclusively’ie layers on  close-packed planar structure in which each atom of the ma-

1063-777X/2000/26(4)/7/$20.00 289 © 2000 American Institute of Physics
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trix is surrounded by six neighbors, located a distaafem *

one another. We restrict discussion to the case of rather weak (1+ &2—2& cosy;) "= >, F(&)co(xi), 3
solutions, when the impurities in the layer are surrounded m=0

only by host atoms of the matrix and the inter-impurity in-

where
teraction can be neglected. Here, however, it is necessary to
take into account the interaction of the impurity with the m Y
, 28™(v+m—1)!
substrate, which we take to be a close-packed system of at- F(*'(¢)= P
oms also lying a distance apart, but the potential energy of mi(v—=1)H(1+£9)

their interaction with the impurity is different from that for . N .
the interaction of the impurity with the atoms of the matrix. - calculation of the functior,,’(£) is given in the Appen-

The distance between layer and substrate we take to b X

_ . =75 - Using expressiongél) and(3) and doing the summation
c/2= pa, where the parametgfis equal toy2/3 in the case over impurity atoms, we obtain the crystalline potential for a

of an ideal hcp structure, but here we will not impose 2 omonuclear diatomic impurity, in a spherical coordinate
special limitations onB. We choose the coordinate system . . purtty, P .
system in which the anglé is measured from the axis per-

;n:%ucglsn;vaér:Zattr:Ze rft};?;rOf";irea?atSh:t%rE;irl:eiflntr:Z%endicular to the layer and the angidrom the center of one

coordinate system. In this case the nearest neighbor of th(()af the atoms of the layer:

diatomic rotator has the coordinates+a(1,0,0), 1"

+a(+(1/2), (3/2,0) (neighbors in the layer and U=—- > FOend (6, 0)

a(=(1/2), (1/2/3),— ), a(0,— (1/y/3) ,— B) (neighbors a’ym=0

in the substrate We note that the axis is a threefold sym-

metry axis in the system. +
The scheme of the calculation must include a determina-

tion of the crystalline potential for a substitutional impurity

and a solution of the Schdinger equation with this potential Where

for finding the spectrum of rotational states of the defect. The B _ _ o 12,

total crystalline field produced by the atoms surrounding an ei=dla, &=bdia, b=(1/3+5%""%

impurity is written in the form

(2v) *
ijg FI(£)0R(6,¢), (4)

2d is the internuclear distance in the molecule, and

z

U(r)=a§1'2 Ua, @ d><n$>(e,<,o)=2al cos"(xi).

whereU, is the field of the neighboring atoms in the layer, ) ) ) 1) @)
andU, is the field of the substrate atoms. In what follows we Let us write out the first few function®”, ®”:
shall use the subscripts 1 and 2 to denote quantities pertain-

. ) 9

ing to the atoms of th_e layer gnd substrate, respectively. dV=6; ®L=3sire; ‘D21)=25in4 0;
Since our analysis pertains to molecular systems, we

limit consideration to power-law potentialspecifically, the 3

Lennarq-Jones potentjal This restrlgtlon is not of funda- (61):_[10+ cos 6p]sirt 6.

mental importance, and the calculations below could also be 16

done for exponential potentials of the Buckingham type. In ) .

the nearest-neighbor approximation the crystalline potentigf!! the functions®;” with odd m are equal to zero. Con-
for an impurity can be obtained by expanding the sum of thdinuing, we have

atom—atom potentials of the environment in powers of the 2o (2 _

parameteé=r/a, wherer is the radius vector of an atom of Py =3, @y"=-3bscoss,
the matrix(or of the substraje drawn from the site at which

the impurity is located, o= bZ[S,B2 cog 9+ %sin2 6};
u,= 4sa[ai2u(1‘§)(r) — aiug‘”(r)],

wheree, and o, are the parameters of the Lennard-Jones q><32>= —3p3
potential’® and theu$?(r) (2v=6,12) have the form

1
B3cos 0+ 5B cost sir? 0

z, z,, 1

(a) = —R. 72’): .721} 2— . )TV _—Slr13 63'”3

UGy =2 Ir=Ri~2'=2, R72(1+ £ 2¢ cosy) ™, . 0
@

z, and z, are the numbers of neighbors in the layer and (' =b*
substrate, respectively, the summation2y is over the co-

ordinatesR; of the neighborsy; is the angle between the 1
trr:xld“ius vectors andR;. Expression(2) can be transformed - ﬁcosg sin® 6sinBo+ gsin“ 01;
0

3B%cod 9+3B2sir? 6 cos 0
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3
®2)=—5p° 5,85 cos 0+ B3 cos sir? 0

1 1
— ——B?co< fsin® #sin 3¢+ = Bcosdsin® 9
2\F3B o 83

1
— ——sir gsin 3¢
483

15
®2=b% 385 cos o+ 334 cod @sir? 6

5 15
— —B%cos #sin’ 6sin 3¢+ — B%cog Fsin* 6
‘/33 ® 83

> B sir® 6 cosé sin 3
—— LSl COséd sIin
8v3 ¢

144 32

1 1
+ sinf 19(—sin2 3¢+ =

Up to terms of orderd/a)® the desired potential has the

form
U(8,¢@)=K, sir? 0+ K, sir? (1+uv, Sirf 6
+v,sindcosé sin 3p)
+ K3 Sir? [ 1+ vgSir? 6+ (w;
+ W, Sir? )sin 6 cosé sin 3¢)

+ (W5 cOS Bp+w,)sin’ 6].

Here we have introduced the following notation:

K1=6V5 —b%(6B°— 1)V
Ko=—6b*28°~ BV

5
Ka=— 6b6( 385 5,34) v

19 1
v1=—[—v£&>+b4 68— 682+ Z) vg”};

K, 2
2b*B
vam - PR
V2K,
6b® 5
6 3
Wl:_lOb,B @,
V3K,
6
Wyp= 28— BI4VE
2 f3/€3( B°— Bl4)\Vg
1/3 b®
— [ Dy T\ (2)).
s IC3(8V6 144"¢ )

©)

1[15 15 , 5
w4=—[—vgl>— b6( 64°— 156"+ - B~ 7—2> vgﬂ,

Ks| 4
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where
12 6
g1 g1
Vit=de (;) Ff‘”(&)—(;) Ff%&)}; (©)
0'2b 12 0'2b 6
Vi¥'=de, (7> FE“(&»—(T FiY(&2) |,

)

and the index is the order of the corresponding term in the
expansion in powers al/a.

Expression(5) is an expansion of the crystalline poten-
tial in powers of the parametéfa. The first term in(5) is of
order (d/a)? and gives the main contribution to the potential;
the second and third terms are of orddfg)* and @d/a)®,
respectively. The absence of odd-power terms in the expan-
sion is due to the fact that we are considering only homo-
nuclear impurities, for which the crystalline field has a center
of inversion and, consequently, an interchange of the atoms
in the molecular rotatofreplacingd by —d) must not alter
the form of the expression for the potential. Dependence on
the anglee arises in the second and third terms(§); the
terms containing sin@ are due to the influence of the sub-
strate, while the presence of terms containing ge$tdue
to both the substrate and the contribution of neighbors in the
layer. We note that in writing the potential for an impurity in
a three-dimensional cryst¥lwhere there are identical atoms
situated symmetrically in the upper and lower layers, the
terms of fourth and sixth orders of smallness, which are pro-
portional to sin @, vanish, and dependence gnremains
only in the sixth-order term, which contains a cofactor
COsS Gp.

The signs of the individual terms in the potent(&) are
determined by the relative modulus and sign of the param-
eters(6) and(7) in terms of which the coefficients, v, and
w are expressed. The parametéss and (7) depend in a
complicated way on both the parametersand ¢ of the
Lennard-Jones potential and on the lattice parametensd
B. These last, in turn, depend on the distribution of the po-
tential minima on the substrate, so that ultimately their val-
ues can differ appreciably from those for a massive crystal.
Thus the amplitude and sign of the crystalline fields in which
the diatomic rotator moves can be different depending on the
particular structure of the system.

Finally, we make note of the fact that the potential in this
Section has been written out to terms of ordefa)®. This
was done for a reason. Even though our main task in the next
Section will be to calculate the rotational spectrum of the
impurity to leading order ird/a, the termsx(d/a)® in the
potential(5) will be needed for making estimates pertaining
to the two-dimensional plane rotator regirfgee Sec. B In
addition, the given representation will enable us to illustrate
all the symmetry-related features of the potential structure.

3. SPECTRUM OF ROTATIONAL STATES OF AN IMPURITY
MOLECULE

The rotational states of an impurity molecule are found
as the solutions of the Schtimger equation with the poten-
tial (5):
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1 wherem is a quantum number having the usual meaning of
Aot gU0.0) | 4im(0,0) = eimtim(0,9), (8)  the projection of the angular momentum on thexis. The
function ¥ ,(6) satisfies the equation

whereA, , is the angular part of the Laplacian operater,

2
=12/2l is the rotational constant,is the moment of inertia — i(l—xz) Wi L
of the moleculeg,,=E,»/B, E|, is the energy of the rota- dx dx  1-x2
tional state, which is classified by the quantum numbers
Y e ] X Wy P2 LX) W = Wi (11

andm (in the case of a free rotator these numbers correspond
to the values of the square amdprojection of the total an- wherex=cos6, p=|K|/B, and the sign in front op? in
gular momentum of the impurity moleculeSince the poten- (11) is the same as the sign &f. The eigenfunctions of
tial (5) has a rather complicated form, a solution of equationequation(11) with the plus or minus sign are oblate or pro-
(8) can be obtained in the general case only by numericdate spheroidal harmonics, respectivély® Since the poten-
methods. tial (9) is an even function, the solutions of equatidd) are

Let us begin by discussing the construction of certainclassified according to parity, i.e., even and odd states corre-
approximate solutions which will enable us to describe thespond to even and odd values of the parameten.® The
properties of the system of interest analytically and to eluci-ground statesq, is nondegenerate, as are all states with
date its main behavioral features. We will thereby get a=0, while all the remaining states witt=1 are twofold
qualitative physical picture of the phenomenon, the details oflegeneraten<lI).
which can be filled in later as necessary. In the general case the solutions of equati@d) are

For constructing approximate solutions of H) it is  represented in the form of expansions in associated Legendre
natural to limit the number of terms in the crystalline poten-polynomialst® In many physically interesting cases, how-
tial (5). As the main approximation let us consider the solu-ever, the properties of the systems are such that the rotational

tion obtained with the first term of potentiéd): constantB of the impurity is rather small and the crystalline
_ field is appreciable, so that the paramét¢t/B>1 (as an
U(0)=K sir? o, (9)  example we cite solutions of the type ArxNor which a

typical value isk/B~20).? In such a case the spectrum can
whereK=K, is the crystalline-field constant. In accordancepe optained analytically with the use of asymptotic
with the remarks made at the end of the previous Section, Wg,ethodgt® Since, as we shall see, the corresponding
cannot draw any preliminary conclusions as to the sigh of 4symptotic expressions provide a rather accurate reflection of
from general arguments. For this reason we need to considgfe position of the lowest levels in the system, there is reason
both caseK >0 andK<O0. It is perfectly obvious that these 5 assume that they can be used to obtain an entirely ad-
cases correspond to two physically different situations. Fo[equate description of the thermodynamics of the impurity
K>0 the rotator in its equilibrium position is oriented per- subsystem at low temperatures. For this reason we shall re-
pendicular to the layer. In this case the weakly excited stategrict our investigation in this paper to systems for which
of the impurity are oscillations in an isotropic two- p2>1.
dime_:nsion_al _pa_rabolic_\_Ne_I(Iibration_aI m_otio_r). For K<0 The subsequent analysis must be done separately for the
the impurity in its equilibrium position lies in the plane of ¢ases of positive and negative values of the crystalline-field
the layer, and its behavior at low temperatures should bggnstantk .
analogous to the motion of a plane rotator whose angular | ¢t ys start with the cask >0, for which we use the

momentum precesses around thaxis. Thus we can expect nown asymptotic representation of the spectfdm:
that the thermodynamic characteristics of the impurity sub-

system in the low-temperature limit will be substantially dif-
ferent in the two cases.

However, there is an important circumstance that mus\t/vheres=2n+m+1 and
be considered. Whereas in the case-0 (oscillatop the '

1 2 2
s|m=2ps—§(s +1—-m°), (12

properties of the system are determined solely by the char- (I—=m)/2 [—m even,

acter of the dependence of the_ pote_ntial on the_ anglehile n= (I-m—1)/2 |—m odd. (13
the dependence on the angpeis unimportant, in the case - _

K <0 (plane rotatorthe situation is extremely nontrivial and In writing Eq. (12) we have kept only the two leading

requires a special allowance for the dependence of the pderms of the expansion, dropping terms/p and higher. In
tential one. The problems arising in this connection will be addition, we have neglected the exponentially small terms

discussed separately at the end of this Section. [~p?"texp(-2p)] of the asymptotic series. It should be
Thus we shall solve the Schiimger equation stressed that the expansion parameter here is actually the

ratio s/p (Refs. 15 and 1§ so that representatiofl2) is

valid, essentially, for the low-lying levels with<3. Since
Vim(0,0)=&imWVim(6, ). (10 we are interested primarily in the low-temperature behavior
of the system, only these levels will be taken into account
Since the potential in Eq10) does not depend op, we  below. In the analysis below the classification of states ac-
shall seek the solution in the form cording to parity will also be important, since, depending on
the isotopic modification, the impurity molecule can have
V=T, (6)em?, even or odd total spin, and this, in turn, will affect the form

K
—Ag,+ Esm2 0
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of the partition function of the systeM.An example of the go=K3W3/B, (20)
different thermodynamic behavior of cryosolutions for dif- dth ial d d | he sinal iable
ferent isotopes of an impurity is provided by the systems,an the potential depends only on the single varigblelere

14, _Ar(Kr) and BN.—Ar(Kr). 28 Thus we separate the sys- the variable y formally pelongs to the interval
temzs of(eV()an IeveI52 (Kn) P y [ —m/2;7w/2]. The variables in Eq(19) separate; after the

v-dependent part is separated off in the obvious way, we

edo=2p—1; &i,=4p-2, obtain a Mathieu equation for determining the motion along
£3=6p—5; &%=6p—3 a ¢
P>V
and odd levels - (Z‘P) (N2 &+ 07 COS ) 9) =0,
elg=2p—1; ey=4p—2, ¢
. . wheren is a separation constanh€0,1,..). Thefirst five
£3,=6p—5; &5,=6p—3 (15  levels have the values
which have different relative values of the degenerggy (e3—n?)/9=—q%2;($—n?)/9=1+q—q?/8;
andg, . As we see from Eq12), for p— o the impurity will ) )
behave as a harmonic oscillator, as we have said. (e3—n%)/9=4+5q%/12 (22)

In the caseK<0 the asymptotic spectrurthere we

. ) (even levels and
again drop terms of order fi/and highey has the forn

. L (e{—n?)/9=1—q—q?/8;
2 2
2p- 5)(' —m)= g (=m)TEm (s4—n2)/9=4—q%12 (22
(16) (odd level3, whereq= o/18. All the levels withn#0 are
Here the small parameter of the expansion is actually théwofold degenerate.
ratio [2(I—m)+1]/p, so that in this case the analysis is We call attention to the fact that<1, as numerical es-
restricted to levels with<3. Thus we have the even levels timates for specific systems sh@e.g., for an N impurity in

argon one hag~10~3). Thus the terms i21) and(22) that
depend org can be omitted for making estimates. With this

, 3
em=—p’+p— 7+

edo=—p?+p-3/4; ef=—p?+p+1/4

ed,=—p?+p+13/4 (17) ~ accuracy we obtain a spectrum in vyhich the Iq\{vest-lying
levels have the forne~n2. This result is due specifically to
and odd levels the bounded motion with respect to the angland agrees
g%y=—p?+3p—7/4; 9= —p>+3p—3/4. (18)  With (17) and(18) to good enough accuracy. For this reason

it is clear that forK <O the position of the lowest levels in
As expected, fop— the spectrun{16) agrees, to within a  the spectrum and, hence, the low-temperature thermodynam-
constant, with the spectrum of the free plane rotator. ics will be determined primarily by the dependence of the
Notice that the cas& <0 requires the more-detailed potential on the variablé. This, in particular, means that, to
analysis. This case corresponds to the motion of the rotatgpe asymptotic accuracy adopted here, we can use the spec-

about the equatorial plarte= /2 through the potential relief  trym described by expressiof&?7) and (189).
formed by terms and cofactors that dependéathese form

the “groove” in which the “dumbbell,” rotating with re-
spect to¢p, executes librations with respect #). On the 4. SPECIFIC HEAT OF THE IMPURITY SUBSYSTEM
other hand, in its displacement along the “groove” the im-
purity moves in a field that depends enThis dependence is

determined by the terms which were previously droppe
from the expansion of the potentid). These terms can turn

out to be important in the case when they give rise to level
in the system that fall within the energy interval correspond-  Z=04Z4+ 9,2y, (23
ing to the lower levels for the motion with respectddsee
Eqgs.(16)—(18)] and therebytogether with the spectruiii6)

The partition function and thermodynamic potentials of
O}he system can be obtained in the standard way with the use
of the excitation spectra given in the previous Section. The
gartition function of a diatomic impurity can be writtén

whereZy andZ,, are the contributions of the even and odd
, : he | h states, respectively. Since we are primarily interested here in
given abovg determine the low-temperature thermodynam-g o ,ajitative picture of the phenomena, we limit discussion

ics of the system. , _to the case when the spin of the nuclei of the rotator is equal

Let us now give a few estimates relevant to the analysq0 unity. In this case,=2/3 andg,=1/3
of the situation. We shall assume that the motion occurs in a The internal ener%]y of the imt;)urity subsystem per mol-
narrow enough interval of angleg=m/2+ vy (y<<1) that

N ) ecule is given by
one can use only the terms of zero orderyifor its descrip-

tion. Thus the motion is governed by the Sdlinger equa- E_T2 dinZ
tion - aT
E Accordingly, the impurity specific heat per molecule is
——— ——+00C0s6p [ V(y,0)=eW(y,¢), (19
dy. de JE
Cu: ﬁ .
in which v
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Let us first discuss the analytical asymptotic expressions.
For the cas&K>0 we get

2p—1
CU=®2[2(2p—1)2exp( — _p@ )

+(4p—4)2ex;{ - 4p®_—4)

where ®=T/B is the dimensionless temperature. Formula
(24) represents the first two terms in the expansion of the
specific heat in powers of the small parameter ex3/0)

<1. In the cas&k <0 the specific heat has the form

1 16 4
ex| + ex| 6

, (29) >
o

CU=2—1®—2(2gg

T/8

, 2p-1 0.75}
+04 (2p—1)“ex “—o
X 2p E \?
+8p-exp — o/l 8o/ (25 0.50k-
>
where ©
1 4
S _ 0.25¢
Z=(gq| 1+2 ex;{ - @) +exp< - 6)”
2p—1 2p |
+gu eX[{_ +26X4_6>:|’ 1 1 L L Fon— | i 1 i
. 0 05 10 15 20 25
E - 1 4
§=2‘1:299 exp<—6 +4ex;{—6” T/B
FIG. 1. Temperature dependence of the impurity specific heat for the cases
2p— 1 2p K>0 (a) andK <0 (b) for various values of the crystalline-field amplitude
+9y (2p— 1)ex;< — +4p exp( — _> ] p?: 10 (1), 20 (2), and 30(3). The dimensionless specific heat is expressed
() per impurity molecule.

Figure 1a shows the temperature dependence of the im-

purity specific heat for the case>0 (librational regimgfor  je. around the low-temperature peak of the specific heat, the
three values of the crystalline-field amplitudet=10, 20, results obtained with the use of the analytical asymptotic
30. The maximum of the specific heat is found at a temperaexpressions give a qualitatively correct physical picture of
ture T~B(Jm— 1/2). As the intensity of the crystalline the phenomenon under discussion.

field is increasedwith increasingK) the maximum of the The foregoing analysis shows that the subsystem of di-
specific heat is shifted to higher temperatures and decreasggmic molecular rotators in a two-dimensional monatomic
slightly in amplitude. AsT— the purely oscillator specific cryomatrix exhibits pronounced anomalies of the specific
heat should approach the equipartition 1a@, {~2), but at  heat in the low-temperature region. The position of the low-
high temperatures the distribution from the second term inemperature peak of the specific heat and the dependence of
(12) comes into play, and the specific heat curve turns downthis peak on the value of the crystalline-field constant are
ward, approaching the dependence it would have in the casgfferent for different relationships between the interaction
of a hindered three-dimensional rotattine energy becomes parameters of the impurity with the substrate and with host
comparable to the well depthHowever, since we are inter- atoms of the film. Thus one expects that the experimental
ested in the low-temperature features of the specific heat, Webservation and study of the effects described above can

shall not discuss the high-temperature part of the calculategield useful information about the details of this interaction.
function.

Figure 1b shows the temperature dependence of the imA:PpENDIX 1
purity specific heat for the cad€<0 (hindered plane rota-
tor), which has a pronounced low-temperature peakT at The expression (% &£2—2¢&cosy)”” is the generating
~B/2, the position of which does not depend on the ampli-function for the ultraspherical polynomialthe Gegenbauer
tude of the crystalline field. We should point out that the polynomialsC{”(x)]: ¢
calculation, which is based on taking only the lowest several w0
Ie_vels into account, is valid for_temperatures th_at are not too (14 &2—2&cosy) "= 2 CS}V)(COSX)gn, (A1)
high. Nevertheless, in the region of greatest interest to us, n=0
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where
[n/2] (vt m)
(V) _ _ m— n—-2m
Ch00= 77 2, "D e 2m).<2>2
(A2)
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The square brackets in the upper limit of the summation
represent the operation of taking the integer part of the numyhys
ber. For convenience in the calculations we shall henceforth

assume that is an integer.
If n=2N, we transform the polynomia@ﬁv)(x) to

T(v+2N-m)

m! (2(N—m))!
and make the change of varialpje=N—m:

e )N2 (e LENED)
G- 1“(V) (N P)!(2p)!
Similarly, forn=2N+1 we obtain

(-1 )N

CH(X) (2x)2N=m

(2x)%*.  (A3)

F(V+N+p+1)

PN—pizpr o 207

(A4)

C2N+l

We substitute expressioni83) and (A4) into (Al):
(14 &>—2&cosy)

= 2‘0 [CH)(cosy) €2+ CYy), 1 (cosy) £+

1) I'(v+n+p)
I'(v) §=o (n—p)!(2p)!
F(V+n+p+1)
(n p)!(2p+1)!

(2 cosy)?P

X (2 cosx)zp“}.

(K-1)! 1 -1 . .
~ (K
C(z+ 1)K
- _T(K+m) I'(K)
mE:O( S =(z+1)K (A7

where (}) is the binomial coefficient anB(n) is the gamma
function. We now substitutéA7) into formula (A6) and fi-
nally obtain

T(vtp)  (26)P

(v) _

P =TT+ D) (14 8)7°P
C(rp-1) (2

S mDipl 1) (A8)
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Powder x-ray and neutron diffraction studies of the crystalline structure, lattice parameters, and
thermal expansion coefficients of sulfur hexafluoridg &fe performed in the temperature

range 1.64—-110 K. It is shown that the low-temperature pka&sE<94.3 K) is monoclinic, space
groupC2/m(C§k), with Z=6, in which 1/3 of the SEmolecules occupy the positions of

higher symmetry (2n) and 2/3 of the molecules the lower o). As follows from the analysis

of the structural results obtained, the availability of two types of molecular local symmetry
positions is responsible for the anisotropic character of molecular rotation and the presence of
features on the temperature dependences of the structural and thermodynamic properties of
SF; crystals in the low-temperature phase, especially fieasf the orientational phase transition.

A detailed comparison the present results with the known data in the literature is carried

out. © 2000 American Institute of PhysidsS1063-777X00)01204-4

INTRODUCTION der experiment€?have demonstrated the existence of only
one low-temperature phase, with a triclinic latti€sl(Z

tice of space symmetr;m3m(oﬁ) at 222.4 K. As the tem- =3). The neutron diffraction studies by Cockcroft and
4 K. AT . .

perature is decreased, there occurs a polymorphic transfo?—'tChl, i (198&Tf3voréheAV|ewdthat therer:] IS nc? secor?d lphase

mation at 94.5 K which results in further orientational fransition at ;50 'f (I:Elcor Ing to tl_e_lr Iat_a, tfe ow-

ordering of the molecules and a decrease of the crystal Synjigmperature p3 ase o §_ as a monociinic qttlce of space

metry. The orientational structure of the high—temperaturegrOUpC2/m(C2h)' with six molecules per unit cell.

phase (8 phas¢ has been studied by x-ray, neutron In that context, we reasoned that a reexamination of the
diffraction® and electron diffractiot® techniques. It is OW-temperature —experiments using combined high-

found that in the vicinity of the phase transition the m0|ecu_resolutlon neutron and x-ray diffraction studies o SRould

lar S-F bonds are mainly oriented along #i®0; direction be performed to elucidate conclusively the structure of the
of the bcc lattice. But the orientational motion of the mol- I0W-témperature phase and to obtain the data still unavail-

ecules in this phase is characterized, particularly at high ten2P!€; On vibrational anharmonicity and the dynamics of mo-

peratures, by high librationghe deviation of the S-F bonds lecular rotational motion. The solution of the latter problems

from the direction along the lattice axes may be as much algas been ma?‘e possible by our x-ray _d|latome_tr_|c measure-
20° and fast reorientations, resulting in a high degree ofnents of the linear and volume expansion coefficients within

dynamic disorder. As follows from Refs. 7 and 8, the disor-the 4.2-94 K temperature range and analysis of the thermo-

der results from the fundamental difference in the interactioﬁjynamlc characteristics.
with the first- and second-nearest neighbors, producing a
frustration of the orientational structure of the high- EXPERIMENTAL PROCEDURE
temperature phase of SE The neutron powder studies were carried out at the
The data on crystal structure of the low-temperatureLaboratory Leon Brillouin(LLB), Saclay(France, on a G42
phase of SE are quite contradictory. The results given in high-resolution spectrometer using radiation at wavelengths
Refs. 3, 4, 6, 10, and 11 even suggest that the orientationaf 1.979 A and 2.596 Afrom the (115 and (004 planes,
ordering in Sk occurs by stages and is followed by the for- respectively, of the Ge monochromatait several tempera-
mation of an intermediate, partially ordered phase. Accordiures in the range 1.64—110 K. The angular resolution of the
ing to the electron diffraction data obtained on the films, spectrometer was discussed in detail in Ref. 14. The samples
this phase is a hexagonal one of rhombohedral symmetrywere prepared by condensing 99.99% pure, §&s in a
P3m1(D§d) at temperatures from 50 to 94 K. At<50K a  closed vessel at liquid-nitrogen temperature. In this process a
slight phase distortion to a base-centered monoclinic latticenowlike mass was formed which was then used to fill the
was also observed. The intermediate rhombohedral phasylindrical specimen chamber. Thereafter the chamber was
was also obtained by molecular-dynamic§MD) quickly placed into a helium cryostat vessel, which was
simulations!®! in this structure only 2/3 of the molecules mounted on the spectrometer and preliminarily cooled down
are orientationally ordered. At the same time, neutron powto 1.5 K. The minimum temperature of the neutron powder

Sulfur hexafluoride S§crystallizes into a cubic bcc lat-

1063-777X/2000/26(4)/9/$20.00 296 © 2000 American Institute of Physics
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FIG. 1. Observed, calculated, and difference profiles#dBF; neutron powder diffraction pattern at 1.64 K£2.59 A). Vertical bars indicate the calculated
reflection positions.

measurements was 1.64 K. The sample temperature at eadapendence of the lattice parameters in the interval between
point was stabilized with an accuracy af0.01 K. The ex- the above reference points was investigated by measuring the
periments made it possible to collect and analyze the neutroangular positions of the ten most intense reflections. The
diffraction data in the reflection angle range fro® £ 158 regions of a possible low-temperature phase transition
(Qmax=6.3A71) with a 0.02° step size scan. (40K<T<60K) and the well-known high-temperature one
The x-ray measurements were made at the Institute fofat 94.3 K were studied with a temperature step of 1-2 K,
Low Temperature Physics and Engineerifdharkoy) on a  and the intermediate region with a step of 5 K.
special helium cryostat mounted on a standard DRON-4
x-ray powder diffractometer using Co radiation of a wave-
length of 1.79021 A. The cryostat used enabled variation o
the temperature of the samples in the interval 4.2—300 K and  Structure Our neutron and x-ray diffraction data on the
stabilization of the temperature values to withitD.05 K.  low-temperature phase demonstrate that in the whole tem-
The samples were obtained by condensation of &is of  perature range of 1.64 to 94 K the crystal structure of SF
purity 99.98% on a flat copper substrate cooled to 125 K irundergoes no essential modifications which might be attrib-
the cryostat. The samples were then annealed at 140 K tated to the second phase transition that, as speculated in
eliminate stresses and to reduce the number of defects. It wéefs. 4 and 5, may occur at50 K. To obtain more-
found that the condensation of SEjas onto a lower- convincing evidence, we analyzed the temperature depen-
temperature substrate produces severely stressed sampldspces of the half-width and intensity of the most pro-
the annealing of which is followed by intense recrystalliza-nounced x-ray reflections. If a phase transition did occur, one
tion and generation of coarse-grained samples, resulting in might expect visible anomalies in the temperature depen-
lower reliability of the polycrystal x-ray data. The reflections dences of the x-ray reflection widths or intensities, but the
of the analytically pure copper covering the specimen chamexperiments revealed no anomalies. The additional high-
ber substrate were a modified intrinsic reference for precisiosymmetry phases observed in Refs. 4 and 5 are most likely
estimation of the lattice parameters. The lattice parametensonequilibrium and resulted from either the specific features
were estimated by the mean-square method at separate teof-the technique of sample preparation or from size effects in
peratureg4.5, 60, and 78 Kwith an error of no more than the thin films. The authors of Ref. 9 also consider that mas-
0.02%. To estimate the parameters, the whole set of expersive equilibrium samples have no intermediate phase of hex-
mental x-ray reflectiongabout 40 reflectionsobserved in  agonal symmetry, and the two stages of orientational order-
the angular range @=20-91° was used. The temperatureing of molecules observed in Ref. 4 owe their origin to the

FESULTS
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FIG. 2. X-ray powder diffraction pattern af-SF; at 5 and 65 K §=1.79021 A). Asterisks mark the referengare Cy reflections.

effect of the surface on the kinetics of phase transitions inthe  The Rietveld analysis of the collected neutron data per-
thin films of SK. Thus our experiments provide support for formed with the use of the FULLPROF cddesubstantiated
the neutron-diffractiol’ and calorimetri®® results on the the suppositions made in Ref. 13, according to which the
unique solid-solid phase transition which occurs Bt |ow-temperature monoclinic phase structure of 8Elongs
=94.3K. to the symmetry space grop2m(C3,) with Z=6. At the

Of all the experimental data on the structure of the low-first stage of the structural model refinement, isotropic ther-
temperature phase, we consider the results given in Ref. 1] factors with the coefficien equal to 0.94 and 2.21%A
to be the most comprehensive and reliables. The diffractiofyr the S and F atoms, respectively, were applied. These
pattern observed in our neutron-diffraction experiments i§;ajues were obtained by using the data on the Debye tem-
qualitatively similar to that shown in Ref. 13. For purposesperature and on the mean-square displacements of molecules
of comparison, Figs. 1 and 2 show a neutrdn=1.64K) i, the high-temperature phaddhe ultimate Rietveld refine-
diffraction pattern and x-ray diffraction patterns for two tem- ment of the structure at 1.64 K was also made with the in-

peratures(5 and 65 K. Since the natures of neutron and y,qjon of an absorption correction and anisotropic thermal
x-ray diffraction scattering by crystals are dissimilar, the Iat'factors

ter method gives a poorer diffraction pattern. We managed to Unlike the authors of Ref. 13, we were already with an

take only the most pronounced reflections, and a number of . .

. ; sotropic approach and obtained successful good agreement
doublets and multiplets remained unseparated. Therefore, oetween the calculated and measured neutron scatterin
index correctly the x-ray reflections, we invoked a visual 9

similarity of the diffraction patterns shown in Figs. 1 and 2. s_pectrz;t(see Fig. 1W|thda Lehg?hty St.rzcurj]re .factor (I)R |
The set of reflections taken is adequately indexed with the” 3-94% at 1.64 K and, besides, with the intramolecular
onds of the Sf octahedrons remaining undistorted. The

assumption of the monoclinic cell proposed in Ref. 13. Usin X
the neutron-diffraction data for 1.64 K, we obtained the fol-molecules held the shape of a regular octahedron with an S-F

lowing lattice parametersa=13.803A, b=8.139A, ¢ bond length of 1.56 A. Besides, the peak-width parameters
=4.749A, p'=95.586°, which are in good agreement U, V, W (0.1872,—0.3105, 0.4807deg?, respectively re-
within the limits of experimental error with the data of Ref. Sulted in no broadening of the calculated reflection profiles
13 for T=5 K and our x-ray data fof =4.5K. Recall that compared to the experimental ones. Table | lists the im-
the x-ray lattice parameters were found by averaging oveproved parameters of the §Btructural model for refined
the whole set of reflections in a diffraction angle range up tosotropic thermal factors at temperatures 1.64 and 75 K. A
20 =91° by the method of least squares and by refining thédD image of the structure obtained is shown schematically in
true reflection angles as compared to the reference. The x-rdyig. 3. It should be noted that according to the structure data
lattice parameters at 4.5 K were as followss=13.813A, (Table ) the Sk molecules occupy two types of positions in
b=8.144A,c=4.752 A, B’ =95.59°. the monoclinic lattice, with dramatically different point sym-
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TABLE |. The refined structural parameters from neutron scattering data
for a powder sample of GFat 1.64 and 75 K. Space grou@2/m(C3,),

Z=6.x, Y, zare the relative coordinates of the atoms.

Parameter T=164K T=75K
Cell constants
a, A 13.8028 13.9410
b, A 8.1392 8.1946
¢, A 4.7494 4.7969
B, deg 95.586 95.172
Half-width pa-
rameters, (deg)2
U 0.1872(1) 0.1559(1)
v ~0.3105(3) ~0.3913(3) FIG. 3. Monoclinic structure(space groupC2/m, Z=6) of the low-
temperature phase of §F
w 0.4807(1) 0.5320(8)
R-Bragg 3.94 527 _
factor, % point symmetry 2h have largeB values, and we observe a
g s more intensive growth of these values with temperature as
g E é compared to the molecules at the sites of symmetrirhis
2 &5 2| * ¥ z * ¥ z behavior of B(T) indicates that rising temperature leads to
j4 . . .
g o considerable enhancement of the rotational motion of the
molecules at the B positions. It is possible that the rota-
S, Yml0.25| 0 0 0 0 0 0 tional motion becomes nearly free in the vicinityDf. This
Flmloslooessl o |0.2815]0.0686] 0 0.2752 assumption is supported by our analysis of the thermody-
! namic characteristics of the low-temperature phase. The
Fy| 1] 1 ]0.0641) 0.1355 [-0.1221)0.0628 0.1344 |~0.1238 presence of two types of such molecules in th&F; crys-
S,|m|0.50.6684 0 |0.5844|0.6685| 0 | 0.5906 tals may be one of the reasons for the appearance of the
Elmloslozazol o loseos|ozas4| o 03771 intermediate meFastabIe phase in spemal!y prepared samples.
3 For example, this may cause the formation of a rhombohe-
F,lm|0505897 0 ]0.7995/0.5907| 0 | 0.8041 dral symmetry phase in thin $Films in the range 50 KF,
F |11 1 lo7264]-0.1356| 0.7616 | 0.7260]~0.1344] 0.7649 (Refs. 4 and b Using the data of Ref. 13, we have calculated
> the effective values of the isotrop factor at 5 and 60 K.
Fg| 1| 1 ]0.6103/~0.1356|0.4072 0.6114)~0.1344) 0.4163 Along with the data directly measured at 115¥%our calcu-
lated results are systematically higher both in the low- and

high-temperature phasé¢see Fig. 5. Also of interest is the

fact that when using the data of Ref. 13, anomalously Egh
metry. As the projection of the structure on the monoclinicfactors appear even at helium temperatures. These values
plane(a, ¢ shows(Fig. 4), one-third of the molecules, with correspond to our present results at 40 K. The probable rea-
the S atoms in th€0,0,0 position, have the highest local son for the observed systematic discrepancB@F) may be
symmetry 2m possible in the space group under considerthe difference in the purity and structural perfection of the
ation. Hence, with increase in temperature the intensity andamples used in these two studies.
amplitudes of rotational motion of these molecules is likely  Lattice parametersFor the purpose of obtaining data on
to be higher than that for the remaining 2/3 of the moleculesthe thermal expansion af-SF;, we measured in detail the
in the position(x,0,2 with a lower local symmetryn. It will variations with temperature of the angular positions of the
be shown below that the presence of these two types of mol-
ecules in the structure has the determining influence on the
thermodynamic properties of the low-temperature phase of
sulfur hexafluoride.

The structural model and the thermal factBrsvere re-
fined in the isotropic approximation using neutron diffraction
data for each temperature studied. As a result, information
was derived which describes the temperature variation of the
effective isotropic thermal factd of the molecules occupy-
ing the two different positions. These results are shown in
Fig. 5. At low temperaturesT(<40K) the values of the
coefficientsB are very low and practically similar for mol-
ecules having different local symmetries. Above 40 K the
one-third of the molecules which are at the sites of the higher FIG. 4. unit cell projection ofx-SF; on the monoclinic planéa, ©.

Q
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FIG. 5. Temperature change of the isotropic thermal coeffieq?, ®-the
data for molecules at local symmetry positionsn2and m in the low-
temperature phase, respectively, A-the same data calculated with the use
of the experimental data of Ref. 18} and M-our previous data from Refs.
2 and 13 for the high-temperature phasgis the temperature of the solid-
solid phase transition.

Isakina et al.

Fig. 6, and those of the molar volume and its jump at the
phase transition are illustrated in Fig. 7 together with the
available data from the literature. The observed slight dis-
agreement of the lattice parameters with the data given in
Ref. 13 may be attributed to two reasons. The authors of Ref.
13 employed a Sfgas of insufficiently high purity-99.9%
(we used 99.99% pure gasesulting, as a rule, in consider-
able (and in some cases gigantianomalies of the physical
properties at low temperatures and producing an appreciable
effect on the dynamics of the crystal lattic@€On the other
hand, contrary to the present x-ray and neutron diffraction
measurements, the experiments in Ref. 13 were performed
on a sample that was not fréthe sample was grown in a
glass ampoule at high temperatures, cooled to 77 K, and then
quenched quickly down to liquid-helium temperatyrand
hence, the sample might have had high stresses of the first
kind.

Extrapolation of the temperature dependence of the lat-
tice volume to the phase transition temperat{@4.3 K) re-
sults in the valuev,,=55.68 cni/mol, which nearly agrees

most intense reflections in the x-ray diffraction experimentswith the valueV,,=56.0 cni/mol obtained by substracting
That made it possible to determine reliably the temperaturéhe volume change at the transitioaV,,= 2.1 cn¥/mol by
dependences of the lattice parameters and to estimate thige estimates in Ref. 24rom the high-temperature phase
thermal expansion coefficients from them. We found that ouvolume? The value of the jump in volume measured within a
x-ray and neutron diffraction data on the lattice parametersiarrow temperature range of 94 to 94.5 K in the vicinity of
agree satisfactorily with each other over the whole temperathe phase transition turns out to be somewhat higher than
ture existence region of the low-temperature phase and th#hat expected from the estimation by the Clausius-Clayperon
they also allow us to estimate their consistency with the reequation in Ref. 24 and amounts to 2.57°3tmol (approxi-
sults given in Ref. 13. The temperature variations of themately 4.4%, but this value is lower than the change in
lattice parameters and the monoclinic angle are shown idensity at the transitioli6%) obtained in the pycnometric

a
14.0} pp"c
o< o
. o
© Vad
13.9} Py /o/C>
@/"
~
s o
e
AR SE Bl Te
0 20 40 60 80 100
T.K
4.84 .
ot
o
4.80
4.76¢ M/V’/o
o2 380"
0 20 40 60 80 100
T, K

| b
8.22} &
o< f
o
8.18} /;}/)
o
—0—6’0/0/9/0
8.14l-i?’§"e
0 20 20 60 80 100
T, K
95.6L d
%
o O\“\g\}
QD
952 o
"o
(o}
04.8
0 20 20 60 80 100
T, K

FIG. 6. Temperature dependencesadh), b (b), c (c), 8’ (d), the lattice parameters of monoclinic phase of:SP, ®-the data obtained in present work by
x-ray and neutron methods, respectivelycorresponds to the results obtained in Ref. T3is the temperature of the solid-solid phase transition.
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FIG. 7. Temperature dependences of the molar volume gifrSthe low- and high-temperature phases: 1 &hdhow the data obtained in present work; 2
was obtained in Ref. 28 in Ref. 1,A in Refs. 3, 16,V in Ref. 13,+ in Ref. 17, in Ref. 18,A in Ref. 19,0 in Ref. 20,V in Ref. 21,¢ in Ref. 22.T,
and T, correspond to the temperatures of phase transition and melting point, respectively.

measurements reported in Ref. 17. As is evident from Fig. 7dictated by the variations in the dynamics of molecular rota-
our temperature dependence of the molar volume is in gootional motion in the monoclinic lattice at this temperature.

agreement with all of the experimental and theoretical estiThe numerical values of the lattice parameters and molar
mates except for the data of Ref. 19, which appear to b&olume, together with the thermal expansion coefficients, are
much lower. The last fact seems to be responsible for thésted in Table II.

increased value of the change in density at the transition in  The solid-solid phase transition and the peculiarities of
Ref. 19. physical properties of Sfcrystals, as of other molecular

Thermodynamic propertiesThe temperature depen- cryocrystals, are a consequence of variations in the rotational
dences of the linear expansion coefficients, illustrating thesubsystem. Observation and identification of these variations
character of expansion anisotropy it SF;, are shown in  can be done by the method of separating the contributions of
Fig. 8. Our attention is engaged by the fact that, beginninghe phonon and rotational subsystems to the Ilattice
just with 50 K, the temperature dependences of the lineadynamics?® The data on the thermal expansion coefficients
a,, a. and volumegB expansion coefficients become more enabled us to apply this method, along with published’data
pronounced. As will be shown below, this behavior is mainlyon the heat capacity at constant pressigs to recognize
and to analyze the rotational component of the heat capacity
at constant volume€ ;.

With allowance made for all type of vibrations in the
lattice and their mutual independence being assumed, the
: heat capacity of a molecular crystal can be given as a sum of
contributions from the translational and rotational sub-
systems and a contribution due to the intramolecular vibra-
tions of the atoms:

! Cy=Cy+Cioi+Cyy. 1

The heat capacity at constant volunt@y, is difficult to

, measure. In practice, it is calculated, when data on the ther-

0 50 20 80 80 '100 mal expansion and compressibility are available, from the
T, K values of the heat capacity at constant pressQgg, by us-

ing the known thermodynamic relation

FIG. 8. Linear thermal expansion coefficients versus temperafyrns. the
temperature of the solid-solid phase transition. Cp— Cy=pRBVT/x7. 2
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TABLE Il. Experimental x-ray(a) and neutron(b) values of the lattice parameters,b,c,3’), molar volume
(Vi), density(p), linear (a5, ayp,ac), and volume(B) thermal expansion coefficients.

Ay Ay Ac B
Vi,

P,
T, K a A b, A c,A  pB’,deg cmimol  glent 104Kt

a

45 13.813 8144  4.752 95.59 53.40 2.735 --- .

10 13.814  8.144  4.752 95.58 53.41 2,735 008 0.06 0.05 0.19
15 13.815  8.145  4.752 95.56 53.42 2734 018 0.13 011 042
20 13.818  8.146  4.753 95.54 53.44 2733 032 022 021 075
25 13.820  8.147  4.754 95.53 53.47 2732 047 032 042 121
30 13.824 8149  4.755 95.51 53.52 2729 054 045 066 1.65
35 13.830  8.151  4.758 95.49 53.58 2726 085 059 089 233
40 13.837 8154  4.760 95.46 53.66 2,722  1.06 074 1.16  3.00
45 13.846  8.158  4.764 95.43 53.76 2717 128 090 143 374
50 13.856  8.162  4.768 95.40 53.88 2711 151 106 168 4.43
55 13.868  8.167  4.772 95.36 54.01 2704 172 121 192 505
60 13.882  8.173  4.777 95.32 54.16 2.697 194 135 216 5.66
65 13.897 8179  4.783 95.26 54.34 2.688 216 148 240 6.25
70 13.913 8185  4.790 95.20 54.52 2679 240 163 268 6.87
75 13.932 8192  4.797 95.15 54.73 2,669 265 176 295 754
80 13.952  8.200  4.804 95.08 54.95 2658 291 1.89 323 8.8
83 13.965  8.205  4.809 95.04 55.09 2651 3.09 198 341 8.62
85 13.974  8.208  4.813 95.01 55.19 2.649 321 205 353 891
88 13.988  8.213  4.818 94.97 55.34 2639 338 216 375 9.36
90 13.998  8.217  4.821 94.94 5.45 2.634 350 224 391 9.68
92 14.008  8.220  4.825 94.91 55.56 2.629 364 234 406 10.02
94 14.017  8.224  4.829 94.88 55.67 2.623 ---

b)

1.64 13.8028 8.1392 4.7494 95586  53.301  2.7401

15  13.8053 8.1399 4.7500 95.560  53.323  2.7390

25  13.8165 8.1446 47539 95530  53.438  2.7331

40  13.8463 8.1561 4.7633 95475  53.748  2.7173

60  13.8976 8.1772 4.7805 95330  54.294  2.6900

75  13.9410 8.1946 4.7969 95172  54.780  2.6662

90  14.0024 8.2174 4.8210 94.952 55468  2.6330

The calculations o€, for the low-temperature phase of vibrations to the heat capacity was calculated in the Debye
SFK; were made difficult by the lack of data on the compress-approximation with a characteristic temperatidg =65 K
ibility x1. The compressibility of SFwas studied in Ref. 24 obtained from an analysis of the low-temperature part of the
by the piston displacement method in the 81—-190 K temperaheat capacity® As is evident from Fig. 9, the temperature
ture and 0—20 kbar pressure ranges. But in the above papdependence of,, decreases distinctly even at-30K, and
primary attention was given to thB-T diagram and the in the vicinity of the phase transition temperature the heat
phase transition characteristics. A numerical value of the iso-
thermal compressibility was cited only for the high-
temperature phase @it 182K (y7=2.93 10° cn?/kg). In a

previous papef,in order to estimate compressibility every- P
where over the existence region of the high-temperature x 18t C o
phase(95—-220 K we used the data on the elastic constant 'g P\/o/°’
obtained from an investigation of the Brillouin light scatter- = o°

ing in SK; single crystalg® In the present paper these results, 1ol

with allowance for their variations at the phase transition due i v Cy

to the large change in volume, were extrapolated to the ex- £

istence region of the low-temperature phase. Moreover, it 8 Cy
was assumed that at low temperatures the linear, though 8 61 \
rather weak, dependence of the compressibility still persists. & - C ot :
The temperature dependences of the heat cap@gjtyhus £

calculated are shown in Fig. 9. The numerical values of the 1é0 ‘ 1é0

other thermodynamic characteristics of the low-temperature
phase of Sfgare also listed in Table IlI.

The heat capacitZ;, was calculated from the character- FIG. 9. Temperature dependence of the heat capacity contributions in
istic temperature@- —ho. /K in the Einstein model approxi- a-SFg: O show the datd* on the heat capacity at constant press@g,

. . ! ! . . . while Cy,, C;,, Cy, andC, correspond to the calculated curves for the
mation with the use of the intramolecular vibrational fre- heat capacity at constant volume and for the intramolecular, translational,

guencies; cited in Ref. 27. The contribution of translational and rotational components of the heat capacity, respectively.
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TABLE lIl. Adiabatic compressibility fs), Grineisen constanty), heat capacity at constant pressu@.)
and constant volumeQ,), and the intramolecularG;,), lattice (C,,) and librational C,,) components of the
heat capacity of sulfur hexafluoride in the low-temperature phase.

e, 1071 Cp (Ref. 19 Cv Cin Cu Crot
T, K cné/dyn % cal(mol-K)
13 0.676 2.39 2.68 2.68 10 1.05 1.66
20 0.685 2.58 5.41 5.39 16 2.69 2.75
30 0.698 3.59 8.41 8.26 16 4.09 4.18
40 0.712 5.25 10.26 9.65 18 4.83 4.82
50 0.730 6.77 11.52 10.02 0.032 5.19 4.80
60 0.748 7.84 12.51 9.88 0.109 5.41 4.36
70 0.769 8.71 13.39 9.44 0.271 5.55 3.61
80 0.788 9.40 14.49 8.97 0.530 5.64 2.80
20 0.812 9.78 16.15 8.78 0.894 571 2.18
94 0.822 9.81 17.14 8.75 1.067 5.73 1.95

capacity values almost approach the high-temperature limit
3R=5.97 cal{mol-K).
The heat capacity of a librational subsyst&p,=C,,

yi=—dInw/dInV, 3)

where w; are the lattice vibration frequencies akdis the
—Cy— Cj, exhibits an extraordinary temperature dependencg_ryStaI volume. Fro".‘ the (_Bnelsen law there fOHO\.'.VS a
simple thermodynamic relation for calculation of the Gru

(Fig. 9. Considering that the low-temperature phase of SF>. .
is completely orientationally ordered, for a system of three-='5€" constantiparameters which relates the fundamental

dimensional rotatordlibratorg one may expect that the heat thermodynamic characteristics of the material:
capacity C,,; Will increase monotonically with temperature v=pBVI/x1Cy. 4

and, within the limit of free spherical rotation of molecules,
. . For most cryocrystals at low temperatures, where the effect
may be close to R like the phonon heat capacity. Instead, oo T
of the librational subsystem is insignificant, the valuesyof

one observes a reduction in the rotational componerft at L R
>50K. Such behavior is usually observed only at rather™ within the range 2.2-2(&ef. 28. Also within this range

. . are the values of the Gmeisen parameters for the high-
high (pre-melting temperatures for cryocrystals and may be . X Lo
T S temperature phase of §Bbtained in Ref. 2. The librational
a result of our not taking into account the anharmonicity of . ) s
; N component ofy which defines the anharmonicities in the
the angular and translational vibrations of the molectfigs. = - .
. - . L . librational subsystem is usually somewhat lower and equals
noticeable anharmonicity of the translational vibrations is : ;
. . 1.6-1.8(Ref. 26. In our work we did not separate the lattice
unlikely at such low temperaturdd <0.5T;,, whereT,, is L I .
i : o and librational contributions to the Graisen parameters be-
the triple-point temperatuyeTherefore, the reduction in the .
. . . . cause there are no experimental data on the temperature and
heat capacity is most likely due to the unhindering of the L Lo
; . . ._volume dependences of the librational vibration spectrum.
molecular rotational motion of one-third of the molecules in

the a-SF; lattice to an almost free rotation, as is also con- The Grineisen parameters calculated by H¢) are

firmed by the data given in Ref. 28. For the above molecuIe?Sehr:zwgra'tr;re[:"“:’h'asle0 NT;}T% nzggurgieﬁ;efg; trgzeunrgghéct-
the heat capacity value may not exceed (B/3) Then for P P i P

the vibrational subsystem in which two-thirds of the mol- edly considerable change yat the phase transition and the

ecules execute librational motion and one-third rotate freelyhlgh values of the constangsfor the low-temperature phase

the total heat capacity in the vicinity of the phase transitionas compared to the data for the cryocrystals known to us.

can’'t exceed 2R, in agreement with the results of our cal-
culations(Fig. 9. Thus, the reduction i€,, observed af
>50K may be accounted for as being due to two sources. vy L
First, the heat capacity of the rotational subsystem decreases
appreciably because of the unhindering of the molecular ro- fee)
tation from the strongly correlated motion to an almost free I o
one. Secondly, the rotational anharmonicities are strongly
enhanced as the phase transition point is approached. A simi- |
lar behavior of the rotational heat capacity has also been - ©
observed in the high-temperature phase of SBee Fig. 9. 4+ o
The numerical values of the thermodynamic characteristics e
are listed in Table IIl.
The Grineisen constants, which are a measure of the . - -
lattice vibrational anharmonicity and its change with increase 0 40 80 120
in temperature, presuppose, in the quasi-harmonic approxi- T,K
mation, a homogeneous distortion of the spectrum withsg 10. Giineisen parameters for the low- and high-temperature phases of
variation in volume and are given by the relation SF;: O show the data of the present work, were obtained in Ref. 2.
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The rapid increase iry as the phase transition temperaturedynamics of rotational molecular motion -SF; will re-
T. is approached may be responsible for the fact that thguire supplementary investigation of the vibrational spectra
anharmonicity of the librations and the orientational disor-py Raman and infrared spectroscopy techniques, sound ve-
dering of the Sf molecules have a more distinct influence |ocity measurements, and careful study of the heat capacity,
on the thermal expansion coefficients of the crystal than omparticularly at the lowest temperatures and on high purity
its heat capacity, as follows from E@#) and the experimen- samples.
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