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QUANTUM LIQUIDS AND QUANTUM CRYSTALS

Influence of electron—electron interaction on the mobility of electrons on the surface
of liquid helium
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The mobility of a two-dimensional electron gas localized on the surface of liquid helium at low
temperatures is found by solving the kinetic equation for the electron distribution function.

The result for the mobility contains both the electron—ripplon interaction time and the
electron—electron scattering time. The theory is valid for an arbitrary relationship between

the electron—ripplon and electron—electron interaction times and gives the previously known
expressions in the limiting cases. The results are compared with experimental data, and

new experiments are proposed which can yield information about the electron—electron interaction.
© 2000 American Institute of Physid$s1063-777X00)00107-9

INTRODUCTION late consistently the mobility of a 2D electron gas localized
. . . . on the surface of liquid helium at low temperatures with both
One of the most interesting experimentally realizable

two-dimensional charged systems is a 2D electron gas Ioca}he electron—ripplon and electron—electron interactions taken

ized on the surface of liquid heliuf® It is of interest to Into account.
study the dynamical properties of such systems because, in
particular, the mobility and other kinetic characteristics of SOLUTION OF THE KINETIC EQUATION
the electrons at low temperatureb<t0.6 K) are determined According to the results of Refs. 19-22, the ripplon—
not only by the electron—ripplon scattering but also by theripplon interaction time is much shorter than the electron—
electron—electron interactidh. electron and electron—ripplon interaction times. This allows
In previous theoretical papérs’®the emphasis was one to assume that the gas of ripplons is in equilibrium and
mainly on obtaining the momentum dependence of thecan be described by an equilibrium Bose distribution func-
electron—ripplon scattering frequency. This frequency wasion f,. Then for the electron distribution functiofy it is
calculated in the now generally accepted form in Refs. 6 andulfficient to consider a single kinetic equation, which in the
8 in the framework of the Born—Oppenheimer adiabaticsteady-state case is written as
approach:*® Experiment§'~*3in which the mobility of the
surface electrons in helium were measured by various meth-  ef,
ods and the corresponding theoretical calculatibtisattest, Pz

on the whole, to the validity of the electron—ripplon scatter-yhere e is the electron chargeg is the external driving
ing theory>® electric field, which is directed along tlzeaxis, and)(f,f)

In Refs. 5 and 8 the mobility was calculated on the as-and J(f,,f,) are the binary collision integrals of electrons
sumption of noninteracting electrorithe one-electron re- ith electrons and electrons with ripplons, respectively. We
gime). Here it was understood that complete equilibrium hadshall henceforth ignore effects due to transitions of electrons
been established in the gas of ripplons, so that the mobilityo higher levels, assuming to the system is ideally 2D with a
was determined solely by the electron—ripplon scatteringdensityn, that is low enough so that the gas approximation
The one-electron theory gives a good description of the exholds. For a small deviation from the equilibrium state the

perimental datd at sufficiently small confining field€, ,  solution of Equatior(1) is conveniently sought in the form
which correspond to a relatively small numbey of elec- 0
fo=f0+ 5f,, )

trons per unit surface area of the helium.
As the confining field is increased, the one-electron apyhere fO=[1+expe—u)/T]* is the local equilibrium

proximation is inadequate for describing the experimentaljistribution function,s =p2/2m is the electron energyn is

data. The opposite limiting case, in which the electron subthe electron massif, is the small deviation of the distribu-

system is in equilibriumthe complete control regimevas  tion function from local equilibrium, which is conveniently
considered theoretically and experimentally in Refs. 17 an@hosen in the form

18. The complete control theory gives much better agree-
ment with experimenif at high confining fields. ;
The problem addressed in the present paper is to calcu- ©

if

=J(fe,fo)+I(fe.fp), @

ot

e

de

©)

=-—gf,, where f.=
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For finding g we introduce the Hilbert space of one- In the basis|¢,) expression(10) can be rewritten in the

component vectorky), with a scalar product defined by ~ form?*2’
-1
(who=- [ v xtzar. @ e S (10 gt
B,8 =2
Then, according to Refs. 23 and 24, the solution of the lin- (13
earized Equatioril) can be written in vector form as Here
— -1 ~
9)=—T "le), (5) 100 = (01| Terl 1), (149
where -
I =(e1l Ted ) (B>2), (14b)
eE 1 0f\ eF (B'1) N
|(P>= Wi Jv, =?|pz>1 (6) Ier :<‘Pﬁ’|u76r|(Pl> (,8’22)1 (149
m, p, andv=de/ap are the mass, momentum, and velocity znedntt:e square matricés, and | .. contain the matrix ele-
of the electron, respectively, and
j:jee+:7er 7) |§s[r33 ):<§Dﬁ|:7er|‘Pﬁ’>r |§£Aﬂ ):<€Dﬁ|:7ee1<P/3’> (B,B'=2).

(19
'S the sum .Of linearized electron—electron and elegtron—ln obtaining expressiofil3) we have taken into account that
ripplon collision operators. It should be noted that the inver-

k -~ i " electron—electron collisions conserve the total momentum of
sion of the operatoy/ in (5) must in general be performed in 0 system, i.e.

a space of nonconserved quantitt&é?In that case the prob- i
lem is simplified by making use of the fact that the total Jed P2) =0.
momentum of the electron system is not conserved, since the

electrons interact with ripplons, so that We note in particular that, unlike the classical ap-

proaches to solving the kinetic equatidng®2® the result
TPy = Teilp,) #0. (13) contains in explicit form not only terms describing the

_ ) o interaction of electrons with ripplons but also terms due to
In accordance with the usual gasdynamic definition of thesjectron—electron collisions.

flux density of a gas’ the flow velocity of the electrons In the next Section we show that for our problem the
under the influence of the driving field is given by the ex-general solution can be written in closed analytical form in
pression terms of the electron—ripplon and electron—electron collision
1 1 1 frequencies.
UZZRJ pzfedrz_ﬁf pzfégdrfﬁ@zw)-
(8
Starting from the definition of the mobility.=u,/E; and CALCULATION OF THE TIME 7,
relations(5) and(8), we obtain Although the matrices in Eq13) are infinite and non-
e diagonal, two important limiting cases follow directly from
K= T (9)  (13). First we setl,«—. Physically this means instanta-
neous relaxation in the gas of electrog®mplete contrgl
where In that case we have froifi3)
=— Toet Jor) * 10 i 1
u (¢1l(Teet Ter) Ho1) (10) 7_fumm): ~ - 7_g:rc), (16)
er

is the characteristic time that determines the mobility,

1 where the timer{c® (wherecc stands for complete contpol

loq)= \/—|pz>. (11) is given by the relation
P A
- Pl Terl P
andp=(p,|p,) is the mass density of the electron gas. Tfecrc) - M 17

From here the problem is to find the explicit form of the (pelp2)
characteristic timer, (10). For this it is necessary to intro- In the other limiting casé..— 0, which corresponds to infi-
duce complete set of orthonormalized vectppg). As the  nitely slow establishment of equilibrium in the electron sub-
first vector it is convenient to take the vectaer;) defined in  system(the one-electron regimeln this situation it follows
(11). The choice of the remaining vectors is quite arbitraryfrom (13) that
and depends on what is convenient for calculations in a par- (max _ N _ (1)
ticular problen?>?61t is necessary only to satisfy the condi- T = (@1l T or @) = 76" (18)
tions of orthogonality and completeness: With the use of the Cauchy—Bunyakovskiequality, it

can be rigorously shown that

(cpal%f)=5aaulzz,l | @a)(@al- (12) A0 7 (i (19
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To obtain an exact closed result foy we use the meth- 1+ 7 T(cc)*l
ods of matrix algebra. By virtue of the Hermitianity and T _TE‘;C)L(R' (31
positive definiteness of the matrixl .., one can introduce a 1+ TeeTer

matrix R such that The final result31) can be used to compare the theory with

—R¥1.eR=E, (200  the available experimental data and to investigate the pos-

sible limiting cases.
whereE is a unit matrix andR * is the matrix that is the g

Hermitian conjugate ofR. Using (20), we obtain
COMPARISON OF THEORY AND EXPERIMENT

Lot lo 1=(ley=R*Y R IGRR Y2
(lertled "=(ler ee ) The first theoretical studieg of the mobility of an elec-

=R(RT1,R—E) IR". (21)  tron gas on the surface of liquid helium were done in the
framework of the one-electron theory, i.e., it was assumed
%hat there are no interactions between electrons and that the
elaxation of the system is governed completely by the
electron—ripplon interaction. Mathematically this means that
~U R I RU=, (22)  the conditionree— o holds. In this limiting case it follows
from Eq. (31) that

The matrix— I, (and, hence~R *1,,/R) is also Hermitian
and positive definite. Consequently, there exists a unitar
matrix ¢ such that

where) is a diagonal matrixi.e., Yz =Y gdgs:) With non-

negative elementsy;=0). Thus T,= =7le, (32
(lertled 1= —RUE+Y) U R =-RUFU R, According to(18) and the definition of the scalar produd},
(23 formula (32) gives

where F is a diagonal matrix with the coefficients = xe X (2mTx /2
719= X, X=—— (33

1 m o v(X) ) '

1+y . . 8 ..

B which agrees with the known resdit®in obtaining(33) we

With allowance for(23) and (24), expression(13) can be used as the electron—ripplon collision operator the
written in the form calculated® electron—ripplon relaxation frequency(p),
which depends on the momentum of the electron.

2
1o oo™t ﬂ = AcoTt Z Yagl?, In the other limiting case, that of instantaneous establish-
s er 1+ er 1+ 1y/3 ap . .
=2 Yp =2 Yp ment of equilibrium in the electron subsystéthe complete
25 control regim¢, whenr, . —o, the general resulB1) gives
where o -1
T,u:ngch):(f XV(T()e_XdX> , (39
a 0
ag= > 18 RuylUyg. (26)
@ y=2 which coincides with the result that was first obtained in Ref.
From the positivity of|a|? andyg* it follows that there  17.
exists a quantity such that With the general formulé31) obtained in this paper one
can investigate all the intermediate cases with a finite
-1_ _(co~ 2 (27) electron—electron relaxation timeg,.. In particular, it is of
T T .
a e 1+y 1+yt E y'B @l interest to determine the character of the dependenegof

on the temperature and electron concentratgnfrom a
comparison with the experimental data.

The results that follow from formul&33) give a good
description of the experimental d&tan the mobility at low
Y= Teel ré‘ic) , (28 confining fields. Figure 1 shows the inverse electron mobility
w1 as a function of temperature in the one-electron ap-

proximation, calculated according t83) with n,=E, /27re

We see from(23) thaty, is determined by the ratio of the
characteristic time for interactions within the electron sub-
system to the electron—ripplon relaxation time. Thus

where the timer,, is determined by the electron—electron

Interaction. . . . =0.53x10°cm 2, and the experimental datAEven with a
Furthermore, forr,e— inequality (18) must be satis- . . o
fied. so that small increase in the confining field, however, the agreement

of the calculation according t83) with the experiment$
E 1| 2= (CC 1 (1e)1 29 begins to degrade substantially. To improve the agreement of
Yp lapl = Te Ter - the theory with experiment at large confining fields, the

theory of complete control, which had been developed in the
With (28) and (29) taken into account, the final expression {heory of semiconductof®was used in Ref. 17 to obtain the

-1
for 7~ becomes result(34). The results of a numerical calculation according
- 1 - to formulas(9) and(34) are presented in Fig. 2. Also shown
T, =10 T+ 79 { e (30)  there are the experimental d&téor n,=3.2x 10 cm 2. The

agreement of theory and experiment in the two limiting cases
Expression(30) can be rewritten in the more transparentsupports the view that in the first casen.€0.53
form x 108 cm?) the one-electron regime is realized in the ex-
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FIG. 1. Inverse electron mobility as a function of the helium temperature at
ne=0.53x10° cm 2. Solid line—calculation according to formulé83),
O—the experimental data of Ref. 16. At high temperatures 0.7 K) the
interaction with the gas phase of helium must be taken into account.

FIG. 3. Inverse electron mobility versus the electron concentration for
T=0.5K. Solid curve—calculation according to formula4), the dashed
curve—according to formulé33), C0—experimental data from Ref. 16.

periments, whereas far,= 3.2X 10% cm~2 the electron sys- . ) )

tem has passed into the complete control regime. It remains Thus adQItlonaI ex.perlmental StUd'?S are needed for un-
unclear, however, how such a relatively small increase in th@MPiguous interpretation of the experimental data for low
electron concentration could lead to such a large change ifONcentrations and.~ 7., and also for observation of the
the characteristic electron—electron interaction time, whic{ntermediate regime. In particular, it is of interest to measure
§0€S froM 7> 7oy 10 Toe< Tor - the mob|l_|ty of the electrons upon independent varl_atlon of

Figure 3 shows how the calculated dependence of thi€ confining field and the electron concentration, (

mobility on the electron density compares with the experi-7 EL/27€). The electron—ripplon interaction frequency ac-
mental dat¥f in the two limiting regimes. We see that the tually depends only on the confining ficldwhereas the
theory of complete control satisfactorily describes the experiglectron—electron interaction time depends on the concentra-
mental data in the entire range of electron concentration©N Ne- Thus a,s the confining field lsémcreased at a constant
used, whereas the one-electron regime gives agreement orfV_concentrationng=~0.53x 10°cm ™, the results of the

at the lowest concentrations. The reason for the agreement Gf/culation in the framework of the one-electron regii88)
the theoretical result&3) and(34) at low confining fields is a"d the complete control regime are no longer the same.
that the electron—ripplon scattering frequency in this limit isFurther change im. (at a constant higk, ) would make it
very weakly dependent on the electron momentum, so thapossible tp observe_ the_ !ntermedlate regime and to determine
the result for the mobility is practically independent of the domain of applicability of the two regimes. We note that
whether it is the frequency or time of the electron—ripplonthe mpb|l|ty of 2D elegtrgns on the surface of liquid hghum
interaction that is averaged. Here, as we see from the generdp©n independent variation of the electron cggcentratlon and
formula (31), for T((ecrc)%ﬂ(elre) the electron—electron interac- confining field has already been meaSLﬂrJe%‘.. However, _
tion time does not contribute to the result for the mobility. 1€ results of Refs. 11, 31, and 32 were mainly of a qualita-
tive character: it was demonstrated that the mobility of the
electrons is affected by electron—ripplon scattering, and the
basic dependence of the mobility on the temperature and
8t a confining field was elucidated. No information about the
electron—electron interaction can be obtained from the ex-
NE B @ periments of Refs. 11, 31, and 32 because they were done at
° very low electron concentrations (3010° cm™?) and at low

N confining fields, where the difference betweg}f and ¢%
~ | o is small.
=

'y

@ 8 In Ref. 33 the properties of a 2D electron system with
41 o densitiesng=1.3x 1 cm 2 and n,=2.7x10¥ cm 2 were
. soool investigated experimentally over a wide range of confining
B W fields (125-1570 V/cm In those experiments, however, the
5 i ; A ( A A driving fields were so high as to preclude obtaining data on
0.3 05 0.7 0.9 the mobility as defined in the standard way®?°For this
T,K reason in Ref. 33 the concept of a nonlinear mobility that
depends on the external driving field was used.
E'Ggﬂi”f;fﬁﬁiecggﬂdmﬁﬁgiw :;Ci :‘;t’i‘g;ingggr;nhe'iyomfﬁ:‘ﬁgg’e for At high values of the confining fields a weak nonlinear-
D‘s—e;(perimental'data from Ref. 16. At low tempera?turé’si(OA K) thé ity W‘?S Observ_ed in the e_Xpe“mentS of Ref. 33; this aIIOWS.
crystallization of the electron system must be taken into account, and fof€rtain qualitative conclusions to be reached from a compari-
T>0.7, the interaction with the gas phase of helium. son with the theory developed here. For examplenat
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bility from experiment isex,~0.5x 10° cn?/(V-s), while

calculations according t@33) and (34) give w..=0.490

X 10° c?/(V -s) and u.=0.325x 10° cn?/(V -9). This gives

reason to assume that one-electron regime is actually realized
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SUPERCONDUCTIVITY, INCLUDING HIGH-TEMPERATURE SUPERCONDUCTIVITY

Critical currents in YBa ,Cu3;0,_, high-temperature superconducting thin films irradiated
by 4-MeV electrons

Yu. V. Fedotov,* S. M. Ryabchenko, and A. P. Shakhov

Institute of Physics, National Academy of Sciences of Ukraine, pr. Nauki 46, 3650 Kiev, Ukraine
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A decrease in the critical current density of a YBaCus;O;_, thin film is observed after its
irradiation by 4-MeV electrons. It is shown that the temperature dependerdgeagfees

with the idea of a granular structure of the film, with intergranular contacts of the
superconductor—metal—insulator—superconductor type20@0 American Institute of
Physics[S1063-777X00000207-3

Research on radiation-stimulated changes in the mag- The contactless technique used to measure the critical
netic and transport properties of high- superconductors current density is based on analysis of the dependence of the
(HTSC3 can yield information about the mechanism of imaginary part of the complex magnetic susceptibijty of
high-temperature superconductivity and the possibility of in-the thin film on the amplitudé of the alternating magnetic
creasing the current-carrying capacity of HTSCs. By nowfield. According to Ref. 11, for a thin film oriented perpen-
there are a large number of papers on the subject. For exicular to the alternating magnetic fielg, is given by
ample, the influence of neutron irradiation on the critical 4
temperatureTl . and critical current density, of supercon- xX'=—
ducting single crystals and ceramics was investigated in
Refs. 1-3. The change in the parameters of a HTSC upowhere
irradiation by heavy-metal ions and protons was studied in
Refs. 4—6. The effect of electron irradiation on the value of X)= i arcco%
T. and the transport properties of HTSCs was considered in 2X cosit x

Refs. 7-10. Since the maximum electron energy in thes%e quantityx is related to the amplitude of the alternating

experiments did not gxceed 350 keV, the defects that ar%fiagnetic field and the critical current densityby the rela-
were due solely to displacements of the oxygen atoms. IBon

Ref. 10 it was shown that when YBau;0; , (YBCO)
films were irradiated by low-energye 40 keV) electrons, x=2h/dJ
the oxygen defects are formed predominantly in the region ofd is the film thickness which leads to interdependence of
the CuO chains. the critical current density and the components of the com-
In this paper we investigate the influence of irradiationplex magnetic susceptibility of the HTSC film. As the am-
by electrons having a substantially higher eneg¥leV) on  plitude of the alternating field is varied, expressi¢h
the properties of thit500 A) films of the HTSC YBCO with  reaches a maximum #&=h,,. Here for a disk-shaped film
T.=89.6 K. Epitaxial films of YBCO with the axis perpen-  the relation betweed, andh,, is determined by the relation
dicular to the plane of the film were deposited on a Laf\lO J.=1.01%,,/d. It was shown in Ref. 12 that this expression
substrate by the joint electron-beam evaporation of Y, BaF is also valid for films of other isometric shapes, including
and Cu and then annealed. The electron irradiation was cagquares, as in our case.
ried out on an EU-4 linear accelerator at room temperature. Studies which we did on HTSC films irradiated by a
The density of the electron beam was chosen so that thg-MeV electron beam to a dose ofx30*electrons/crh
temperature of the sample did not rise above 70—80 °C durshowed that this irradiation dose does not affect the super-
ing the irradiation. conducting transition temperature of the sam(leg. 1). At
The parameters of HTSC films were measured by thehe same time, as a result of the irradiation the critical current
low-frequency magnetic susceptibility method at a frequencydensity decreased substantially over the entire temperature
of 937 Hz in the temperature range 77—100 K in the maginterval investigatedFig. 2).
netic field of the Earth. The amplitude of the alternating Let us compare the temperature dependence found for
magnetic field, which was perpendicular to the film plane,the critical current density with the results obtained in the
was varied over the range 0.001-5 mT. The detection systemmodel of collective pinning of noninteracting vortices. In
included an SR-830 lock-in amplifier connected to the RSthat model the character of th&(T) curve is essentially
232 interface of a computer, which stored and carried out arelated to the type of disorder responsible for the pinning and
additional averaging of the data obtained. is determined by the temperature dependence of the corre-

S(X)— fowsina sin2§S<xsin2;>da , (1)

. 2

1 . sinhx
coshx
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Jox (1—T/T,)%2 After substituting into(3) the expressions
for the temperature dependencelgf 67, andé,, one can
use the model of collective pinning of isolated vortices to
obtain the temperature dependence of the critical current
density for the different pinning mechanisms. Bprpinning

this gives J(T)<(1—T/T,)™, and for 6, pinning Jo(T)
«(1-T/T.)%?

For comparison with the conclusions of the collective
pinning theory, the experimental ddfaig. 1) were approxi-
mated by the expressiod.(T)=J,(1—-T/T.)3 whereJ,
ands are adjustable parameters chosen to minimize the stan-
dard deviation. For the initial film this procedure gavg
=(1.44+0.19)x 10’ Alcm?, s=1.48+0.06. For the irradi-

FIG. 1. Temperature dependence of the imaginary component of the conated film J,=(6.35+0.62)x 10° A/lcm?, s=1.51+0.04.
plex susceptibility of a YBCO film before{]) and after @) its irradiation
by 4-MeV electrongirradiation dose X 10'® electrons/crf). The magnetic
field amplitudeh=0.003 mT.

sponding parameteé that characterizes the disorder. For

pinning due to spatial variations df. (6T pinning), the _ criic :
temperature dependence of the corresponding disorder pge obtained by taking into account the possible granular
rameter 57 has the formé;~(1—T/T,) Y2 whereas the structure of the films used. That this is a real possibility is

temperature dependence of the paramétecharacterizing

the variation of the mean free path8l pinning is given by
5~ (1-TI/T.)*? (Ref. 13. For both types of disorder the ducting transition region, with a temperature dependence of
critical current density is given in the model of collective x”(T) that contains several components, as can be seen from
pinning of isolated vortices by the expression

Je=Jo(812)?R,
whereJ,=c®,/(12/372\2%¢) is the depairing current den-

sity, @g is

3

the flux quantum) is the London depth¢ is the

Thus the values of the exponestthat approximate the
results of our experiments do not agree with any of the
above versions of the model of collective pinning of isolated
vortices.

An alternative description of the measured temperature
dependence of the critical current density, in our view, can

indicated by the comparatively small value of the critical
current density of the films and the rather wide supercon-

Fig. 1. In such an analysis the temperature dependence of
J.(T) should be governed by the temperature dependence of
the critical currentl,, of the intergranular contacts.

The temperature dependencelgf(T) has been consid-
ered in a number of papers for different models of the inter-

coherence length, anef is the ratio of the longitudinal to granular contacts. For example, the temperature dependence
transverse effective mass. It follows from E®) that the
temperature dependence of the critical current density is dguperconductor—normal metal—supercondudt8NS and
termined by the temperature dependences of the depairingiperconductor—insulator—supercondu¢gis) type was in-
currentJ, and of the disorder parametér At temperatures  vestigated in Refs. 14—16. For SNS and SIS contacts the
sufficiently close toT, as in our case, the temperature de-temperature dependence was found talge (T.—T)2 and
pendence of the depairing curred§ can be obtained by J o (T.—T), respectively, and for a contact of the SNIS

using estimates fog and N given by the BSC theory for type'® J o (T.—T)%% which agrees with the temperature
T—T., specifically &xhox(1—T/T,) Y2 which gives

1 1 1 " ! N L !

0.86 0.98

/T,

of the maximum current through contacts of the

dependencel = (T,— T)%? obtained by us. However, this
agreement does not mean that the intergranular contacts in
our films can be unambiguously classified as being of the
SNIS type, since an alternative explanation is the possible
existence of parallel channels of the SNS and SIS type owing
to nonuniformity of the film.

It should be noted that the values of the exponeritsr
the unirradiated and irradiated films are extremely close
(their differences lie within the error limits Thus in the
framework of our analysis the differences between the criti-
cal currents of the irradiated and unirradiated samples must
be due to a difference in the valuesXf. As we see from a
comparison of the values df for the irradiated and unirra-
diated films, and also in Fig. 2, in our case irradiation by fast
electrons leads to a decrease in the critical current density.
Such behavior may be a consequence of the rather(igth

FIG. 2. Temperature dependence of the critical current density of a YBCQreeding the optimum with respect th) concentration of
film before (J) and after @) its irradiation by 4-MeV electrongirradia-
tion dose 3< 106 electrons/crf). The points are the values &f obtained by

processing the experimental results; the solid curves are the approximations
by a dependence of the forty(T)=J,(1—T/T.)S. The values of the pa-

rameters], ands are given in the text.

pinning centers in the initial film. The high defect density in
our films is also indicated by the substantial broadening and
multicomponent form of the temperature dependencg’of
(see Fig. 1L
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Cr—Cr,O3—Pb-Sp0O,—Pb double tunnel junctions in which inelastic tunneling processes occur,
are fabricated. The change in the superconducting order parameter in the middle Pb film
upon variation of the temperature, film thickness, and resistivity of th®{ayer is investigated.
The results are interpreted in the framework of theoretical models developed by Kirtley,
Seidel, Grajcar, and others for inelastic tunneling processes20@ American Institute of
Physics[S1063-777X00)00307-9

INTRODUCTION in terms of inelastic processes related to the strong spin in-
teraction that arises in the barrier on account of the displace-
ment of the oxygen atoms in the YR2u;0, , unit cell
under the influence of the applied voltage.

As we have said, a linear tunneling background was also
observed in a studyof the differential conductance of

r-CrO3—Pb tunnel junctions. That papediscusses the

ossibility of explaining the existence of the linear back-

ground by the circumstance that the processes occurring in
the flow of current through the barrier include inelastic pro-
cesses together with the elastic tunneling. Increasing the ap-
plied bias voltage across the junction opens up more and
more inelastic channels in parallel with the ordinéglastio
%hannels leading to growth of the differential conductance.
tions with increasing bias voltage} & change in the value of It was proposed to represent the inelastic contribution to the

the differential conductance of the junctions when the polarConductance of a Cr—@D,—Pb structure at zero temperature
ity of the bias voltage supply is reversed during the measure-

ments. There have been different explanations offered for
this behavior. For example, Cucod al? proposed a model el
in which the density of states 03f the superconductor depends  gin¢ly,0) = constJ Ny(E)|g(E)|%dE, (1)
linearly on energy. Srikantat al”> showed that the tunneling
conductivity in the normal state of perovskite oxides also
varies linearly with bias voltage. Moreover, nonstationarywhereNy(E) is the density of states of the excitations in the
theories (resonating valence borfiand marginal Fermi barrier, andg(E) is the electron—excitation interaction con-
liquid®) have been proposed in order to explain the intereststant in the barrier. It is assumed that the excitations contrib-
ing experimental features of the behavior of the HTSCs, suchiting to Gg‘e'(V,O) nearV(0) must be antiferromagnons,
as a linear temperature dependence of the resistance andeoustic phonons of the antiferromagnetic insulatoyOgr
linear background in the tunneling conductance of HTSC-or hybrid phonon—magnon modes.
normal metal junctions. A Cr-Cr,O3—Pb tunnel junction and a HTSC-normal
However, Kirtleyet al® showed that the linear tunneling metal junction(e.g., YBCO—AU exhibit analogous behavior.
background is observed not only in HTSC—normal metallt is well known that the majority of high-temperature super-
junctions but also in other systems (Al-®8,—Pb, conductors are doped antiferromagnetic insulatbBven if
Cr—Cr0O;—Pb, Lg _,Sr,CuQy), in which this background is the oxygen doping in the insulator YBau;Og destroys the
explained in terms of inelastic tunneling. Here the nature ofong-range antiferromagnetic order, the antiferromagnetic
the inelastic interaction can be different, depending on theorrelations within the Cu©planes is preserved all the way
situation. Then, using the Blonder—Tinkham—Klapwijk to complete saturation of YB&u;O; with oxygen. Thus the
(BTK) approacH, Kirtley® developed a model of inelastic inelastic antiferromagnetic spin—fluctuation scattering should
tunneling for systems with conductivity. It was shown in play an important role in the tunneling of quasiparticles out
Ref. 9 that inelastic processes near an HTSC—normal metalf and into YBaCu;0,_, (Ref. 10, and at the same time, as
interface play a decisive role in the flow of current throughwas mentioned in the reviel,it should influence the pair-
the interface. In Ref. 10 the change in the differential con-ing in the superconductor.
ductance of HTSC—normal metal junctions upon the appli- This raises the question of whether inelastic processes,
cation of bias voltages of different polarities was describecke.g., in a Cr—GiO3;—Pb structure, can influence the measured

A study of the current—voltage characteristics of
Cr—Cr,05—Pb tunnel junctions has establishéuht their be-
havior is substantially influenced by inelastic tunneling with
the participation of elementary excitations in the @y bar-
rier. When junctions between a hidh- superconductor
(HTSO and a normal metal were made, it was discovere
that they are quite different from the classical supercon
ductor—insulator—normal metd|SIN) or superconductor—
normal metal(SN) junctions. The main differences of the
characteristics of HTSC—normal metal Junctlons are as fol-
lows: @ a strong smearing of the “gap” features) &n in-
crease or decrease in the differential conductance of the jun

1063-777X/2000/26(7)/4/$20.00 467 © 2000 American Institute of Physics
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FIG. 2. Current—voltage characteristic of a Cr-@Pb junction and the

voltage dependence of the differential conductance of such a junction.
FIG. 1. Schematic illustration of the investigated tunnel junctions.

_ region beyond the gap. It is seen that the current step on the
value of the order parameter of the supercondu@orin the  cyrrent—voltage characteristic at bias voltages equal to the
given structurg in tunneling experiments. A study of that half sum of the energy gaps of the superconductors is

question is the subject of this paper. slightly shifted to higher bias voltages on tBecurves rela-
tive to theA curves. Thus one observes a stimulation of the
EXPERIMENT superconductivity of lead in cad®in comparison with case

A. The half sum of the energy gaps of the superconductors is
Cr—CrO;-Pb-SpO,—Pb double tunnel structures were o0 mined from the position on the voltage axis of the maxi-

prepared. For comparison, Pb<8p—Pb “reference” junc- 1 of the derivatived!/dV) (V) of the measured current—
tions were made simultaneously with them in the same ted\?oltage characteristic

nological cycle. The chromium, tin, and lead films were de-
posited by thermal evaporation of the metals in vacuum on
the chosen substrates—insulating slabs of single-crystal or

polycrystalline sapphire. The chromium was deposited 200}
through a metal mask at a temperature of the substrate and
mask of the order of 830 K; the thickness of the chromium 100}

film was of the order of 100 nm. Then the surface of the <
chromium film was oxidized in an atmosphere of air at nor- E o
mal pressure at a film temperature of 473-500 K in orderto ~ +

form a CpO; oxide layer~5—10nm thick. Next the first _ 100l B —Ax1.2)

lead film, ~20—-30 nm thick, was deposited, followed by a d (Pb) =30nm,

~5 nm layer of tin, which was then oxidized to form a RpSp=3.510 "Q.cm?
SnOy tunnel barrier. Finally, an upper lead film 100 nm -200¢ o o o
thick was deposited. The tunnel junctions are shown sche- 3 -2 _1 0 1 2 3
matically in Fig. 1. V. mv

The current—voltage characteristics and their derivatives
were measured for the constituent Cr-@y—Pb junctions of
the double tunnel junctions. The voltage dependence of the
differential resistance dVv/dl)(V) was measured by the
standard low-frequency technique of harmonic detection.
The characteristicsd(/dV)(I) were obtained by numerical
transformation of the measured characteristas/@1) (V).
A typical current—voltage characteristic of our Cr-G§—Pb
junctions and the dependence of the differential conductance
on the bias voltage are shown in Fig. 2.

The objects investigated were Pb+Sp-Pb tunnel
junctions situated on a gD film and “reference” junctions
situated directly on the sapphire substrate. Figures 3 . .

and 4 show the current—voltage characteristics of the 1.0 1.5 2.0 25 3.0
Cr—Cr0O5—Pb-SpO,—Pb junctions(curvesB) and of the V,mV

Pb-SnO,—Pb “reference” junctiong(curvesA), measured
at several temperatures. The curves have been slightly
drawn out or compressed, as necessary, in order to bring th
linear parts of theA and B curves into coincidence in the tions.

FIG. 3. a: Current—voltage characteristics of tunnel junctions
Pb—SpO,—~Pb (A) and Cr-Cs05—Pb-SpO,—Pb (B). b: Enlargement of
fe positive-bias part of the current—voltage characteristics of these junc-
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. A—d(Pb)=20nm . - ? o 1 V(E+iT)2—A?
0'020_ B—d(Pb)=30nm . Vozss |1 —Fr 7| ©)
C—d(Pb)=40nm . .
<0.015 RpSp=3.510 *0.0om? are found, wherd" is the broadening parameter.
b i Z We see thatl, andV, become complex in the whole
0.010- energy range, unlike the functiotl, andV,, which are real
0 005' for E>A. The density of states is then expressed as follows:
o c Nys(E.T)=Re(03-V2)1=R il
N e o (EriT)7—A7|
40 45 50 55 60 65 @
T.K This formula is similar to the expression given by Dynés.
0.055F A- RyS,=9-10"°Q.cm? a b We substitute the coefficients, andV, into the expressions
[ B—R,S,=3.510 *Q.cm? for the probability of both Andreev reflectio®(E), and
0.045 (c-R,s,=610°Q.cm? a ordinary reflectionB(E) (Ref. 7); see Table I.
" d(Pb)=20nm The elastic current can be expressed as
<0.035f .
“‘30_025'_ Id=Cf_ [f(E—eV—f(E)][1+A(E)—B(E)]dE,
L . 5
0.015} B _ o , _( )
L . Cs where f(E) is the Fermi distribution function an@ is a
0.005\- — constant that depends on the area of the junction. In Ref. 9
4.0 4.5 50 55 6.0 the theoretical dependence of the differential conductance of
T,K a junction with inelastic processesys/Gyy~dlg/dV, was

determined for different values of the barrier heightand
FIG. 4. Temperature dependence of the relative change in the order pararbToadenmg parametd?. It is shown that the shortening of
eter of Pb for different thicknesses of the middle lead fien and of the e . ) .
. the lifetime leads to smearing of the gap feature on the
Cr,0O5 oxide layer(b). . ; .
Gns(V)/Gyn(V) curves. However, this still does not explain
the fact that the differential conductance of a junction with

inelastic processes can increase or decrease with increasing

We also studied the influence of the thickness of thebias voltage. as is shown. e in Fia. 2. Therefore. it was
superconductor film on the stimulation of superconductivitynoted in Igef, 9 that an ir{elég'.[ic con?boﬁent of the 1current

Lﬂgrr;ggzsouﬁgzg;gggry; E:Otvl\j/gniil SFErUCZL;rei' i-ghsel;ae:q[EZtoI must be added to the elastic component described above. The
stimulation vanishes when the midgl'e SL.J erconductor fil %eory of inelastic transport in metal—superconductor junc-
b Mions with arbitrary transparency was developed by Kirfley.

reaches a certain thickness. The effect of changing the thick: ) . L ;
: . . s a first perturbation-theory approximatiéneglecting the
ness of the GO; oxide layer on the stimulation of supercon- . . . S0 .
influence of inelastic processes on the quasiparticle distribu-

ductivity in Cr—CpOs;—Pb—Sg0,—Pb double tunnel junc- ;- function he proposed the following relation for the in-
tions was investigated experimentally. The results of the . .

L . . elastic component of the current:
measurements are shown in Fig. 4b. We see that stimulation
is observed over a rather wide interval of thicknesses and, line(V,Aw)=1A(V,iw)+Ig(V,iw)

hence, of specific resistanceg3 of the CpO; insulator (Vo) +1p(V fiw), ®)

film.
wherel,, lg, I, andlp are the inelastic currents of An-
dreev scattering, ordinary reflection, direct transmission, and
DISCUSSION branch crossing, respectivélyfhese current components de-

In Ref. 9 a theoretical model for inelastic processes ij}lend on the values olo(E) and Vo(E), on the barrier

tunnel junctions was developed on the basis of the Kirtle
model é\nd the BIonder—Tinkﬁam—Klapwijk approach. it wasZo(E): VO(E).’ gndz (gee Table), and on the_ valge of the
shown that the inclusion of inelastic processes in the BTKENETYY loss n |n_ela§t|c processew. For a W'd(.a inelastic
theory causes the lifetime of the quasiparticles to becom&N€rY loss d|st.r|but|_or(IELD) the total inelastic conduc-
finite. To take into account the decrease in the lifetime of théance can be written in the form

guasiparticles in the presence of inelastic processes an inelas-

tic Scattering term is introduced in the Bogonubov_deTABLE I. Probabilities of Andreev and ordinary reflection.

Gennes equatiol’ and, following the BTK approachthe
Bogoliubov coherence factors

eightZ, and onA(E) and B(E), which are functions of

y=U5(Ug-V5) 22

—— A(E) B(E)
g2l YEHID) —A" @) A(E)—aa" B(E) =bb*
02 E+il
a=UqVyly b=—(U3—V3)(Z2+iZ)/y

and
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background can be explained even in the case of a discrete
spectrum of excitations in the &5 barrier. In Ref. 9 it was
proposed to replactly(E), Vo(E), andNg(E) by expres-

For simplification an equidistant IELD is assumed from zerosions (2), (3), and (4), respectively in order to introduce a

to the boundary energyw. ; then

8

shortening of the quasiparticle lifetime in this model. The
slope of the linear background depends on both the barrier
heightZ and on the density of inelastic energy loss. By vary-
ing the parameteZ, one can describe both an increase and a

Here N is the number of energy levels responsible for thedecrease in the linear differential conductance in tunnel junc-

inelastic losses. It has been showimat under the assumption
of continuity of the IELD one can describe both a linear

tions with inelastic processes, such as thgdgin our case.

decrease and a linear increase in the differential conductan&&NCLUSION

as the bias voltage is increased.

1. We have investigated experimentally the behavior of a

If the density of states for a junction with inelastic pro- tynnel junction with inelastic processes, Cr-Gs—Pb.

cessegsee Eq.(4)] is measured with the use of the second

tunnel junction, as in the case of Cr-0g—Pb—-SpO,—Pb,

2. The tunnel junction with inelastic processes was used
to make Cr—CjO;—Pb-SgpO,—Pb double tunnel junctions,

then the current—voltage characteristic of the junction is degng their characteristics were investigated.

scribed by the well-known formula in the tunneling Hamil-
tonian approximation:

czf Nns(E,T)Ng(E+eV)[f(E)—f(E+eV)]dE,

3. The stimulation of superconductivity in
Cr—CrO3—Pb-SpO,—~Pb double tunnel junctions was in-
vestigated as a function of temperature, the thickness of the
Pb superconductor layer, and the specific resistance of the
Cr,0O5 tunnel barrier.
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Quantum oscillations in a stack of superconducting cylinders in a magnetic field:
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The Aharonov—BohniAB) oscillations of the free energy, critical temperatilig

magnetizatiorM, and magnetic susceptibility as functions of the magnetic fluk through the
hollow in a stack of mesoscopic superconducting cylinders are studied both analytically

and numerically. The shape of these oscillations at low temperatarel small level broadening

v is generally nonsinusoidal and has singularities that depend on the superconducting order
parameterA and stacking sequence. The period of the oscillations is equal to the normal flux
quantum®d,. The harmonic amplitudes of the AB oscillations decrease exponentially if

the diameter R of the cylinders becomes greater than the coherence length. Further increase of
R results in a complete suppression of the AB oscillations and the development of parabolic
Little—Parks(LP) oscillations of T.(®) with half the period,®;=®/2. Therefore a crossover
from the AB to LP oscillations takes place as the diamefriincreased. It is shown

that the temperature behavior of the magnetic susceptibility below the superconducting transition
is y<exp(—=T/T*), whereT* =#vy/27°R (v, is the Fermi velocity, and is Planck’s

constant Such dependence gf( T) has been observed recently in Ag wires coated with thin Nb
layers in a weak external fie[dR. Frassanit@t al, Czech. J. Phys16, 2317(1996].

© 2000 American Institute of Physid$s1063-777X00)00407-2

1. INTRODUCTION regime are insensitive to the quantum phase interference phe-
nomena due to the Aharonov—Boh#B) effect!* which is
Recently considerable attention has been devoted tpormally present in the quasiparticle energy spectrum of
studies of quantum oscillations in various artificially fabri- nonsimply connected mesoscopic superconductors. The AB
cated nanostructures subject to small external magnetieffect has numerous applications in different mesoscopic
fields. In particular, different types of superconducting de-structures: conducting, insulating, magnetic, and strongly
vices have been explored which exhibit oscillations of thecorrelated, a review of which can be found in Refs. 15 and
critical temperaturél, upon monotonic variation of the ex- 16. A general theoretical consideration of the AB effect in
ternal magnetic fieldH. Such oscillations have been ob- superconductors was given in the Ref. 17, where a number of
served in a fractal networKs’ in Josephson junction arrays, theorems were formulated concerning hollow superconduct-
and various mesoscopic loop€ All these experiments ors in a magnetic field.
show diverse and basically nonsinusoidal oscillation patterns  The effect of flux quantization on the energy spectrum of
for the transition temperatur,(H) with the superconduct- excitations in a thin hollow superconducting cylinder and on
ing flux quantum® =%c/2e as a fundamental period. It was the critical temperaturé (®) was studied in Ref. 18. It was
established that such oscillations could be sufficiently welishowrt® that T.(®) is an oscillatory function of the flux
understood and described within the Ginzburg—Lan@l)  through the hollowd =H 7R? with a period®,=2d (Ris
approach. The GL equation, when linearized in the ordethe inner radius of the cylinder The authors proved the
parametenV, is formally identical to the Schobnger equa- Periodicity of the critical temperature.To(®)=T.(P
tion for a doubly chargedin units of the electron chargy ~ +®o), and estimated the amplitude of oscillations as
particle in a magnetic field. Thus, the double charge of the + _ ¢ Aol 12
Cooper pairs, &, is the physical reason standing behind the < °~( Bl exp(—2yRI&). 1
fact that quantityd ¢ determines the period of oscillations in ¢
the flux ® for different nonsimply connected systems in the The explicit shape of oscillations was not found in Ref. 18.
GL regime. The GL approach also proved to be successful iThe notation adopted in Eqg(l) is as follows: &,
explanation of different known types of flux quantization in =#4v,/7A(0) is the coherence lengthg is the Bohr radius,
superconductors: the Little—Parks oscillatiddsscillations  and Iny is the Euler constant.
in superconducting fractal networRs!! and in Josephson The purpose of present paper is to stybtpth analyti-
junction arrayg213 cally and numerically the Aharonov—Bohm oscillations of
The Little—Parks(LP) oscillations of the critical tem- the critical temperaturd;(®), magnetizationM (¥), and
peratureT.(H) have a parabolic shape and take place forsusceptibility y in superconductors in more detail and to
samples whose sizes are of the order of the GL coherencghow their formal relation to the de Haas—van Alphen oscil-
length or greater. Oscillations as a function of flux in the GLIations in superconductors—a very active area of research at
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the moment(see, for _example, _Refs. 25, 28, 29_) and numer- qu,gm(z)zgmq,gm(z)_ (5)
ous references thereinTo do this, we consider in what fol-

lows the AB oscillations of the free energy in a stack of ~ Here p=R+r is the radial coordinate (8r<d<R),
weakly connected uniaxial hollow superconducting cylin-and ®(p)=Hmp? is the flux through a circle of radiug.
ders, which can be considered, for instance, as a model sydhe Schrdinger Equation(5) describes the motion of an
tem for superconducting nanotulaVe will show that the _€lectron with energyl,=e — e, along the magnetic field
T. and the magnetic susceptibility in the AB regime are (i-€., along thez axis). Taking into account that in a thin
oscillating functions of the flux due to the quantities cylinderr/R<1, we find from Eq.(4) the approximate en-
cos(2mpd/d,). For each integep the amplitudes of these €rgy spectrum for electrons in the cylinder:

oscillations depend on the electron level broadening 22 (722 1 )2
=hlt, the order parameted, and the so-called stacking en=a| =t =zl n—=—] | (6)
) . : 2M | d R (O
factor 1, which depends o in the very same fashion as
for the de Haas—van Alphef@HvA) oscillations in layered The appropriate radial wave function which satisfies the

superconductor®. We will show, in particular, thaty zero boundary conditions at the inner and outer surfaces of
xexp(—T/T*), where T* =Avo/27w?R. This result exactly the cylinder,f;(R)=f,(R+d)=0, is given by

coincides with the experimental observation of the tempera- (p—R)|

ture behavior of the susceptibility in the Ag/Nb wire bundle f,(p)=/2/d sin A ) (7)
reported in Ref. 19. The stacking factog is a quantity d

which depends on the distribution of cylinders heights along  The quantum numbers in Eq&) and (7) take the fol-

the stack as well as the types of electrical contacts betweg@wing valuesn=0,+1,+2,...,1=0,1,2,.... To calculate the
them. It nontrivially modifies the amplitude of tl’]ﬂh oscil- quasipartide energy of the system under Study in the super-
lation harmonic and can be determined by the reldfion  conducting state, one has to address the Bogoliubov-de
GennegBdG) equations:

l,= g)exp —i2mpele 2
’ Lg( e izmpeleode, @ (H=Epu(n+A(r)u(r)=Eu(r),

whereg(e) is a one-dimensional density of states related to s« * _ ()

the electron motion along the fiel@long the stack, in our (H*=Epv(n+A%(Nu(r)=Ev(r),

case and g, is the typical energy separation between thewhereEg is the Fermi energy.

energy levels in the problem. We will show in what follows Since the thickness of cylinders is much less than the
that in the AB regime of a stack of mesoscopic cylindersBCS coherence length, the order parameteA does not
eo="12ky/MR, wherek, stands for the Fermi momentum depend on the coordinate Taking this into consideration
and M is the electron mass. In case of the de Haas—vaand expanding the—wv functions in the basis of Eq3),
Alphen oscillations in layered conductété! and

superconductor®, one hase,=1%{, whereQ is the cyclo- ur)=> u,¥.(r), o=, v, ¥.(r), 9
tron frequency. e e

we find the quasiparticle energy from the BdG Equati@)s

- - . - - - - 2 2.
Consider a stack of uniaxial thin hollow cylindefsr a En=V(en—Ep) +A (10

tube of inner radiusk and thicknessl<R, which is subject Proceeding then in a standard fashion, we arrive at the spec-
to an external magnetic field along the axis of the stack. tral density for quasiparticles with a small damping,
The cylinders may be uniform in size, or their heights may=%/r, as a sum of two Lorentziart3,
vary periodically along the tube or be randomly distributed
quantities. We assume also that the tunneling barriers for , (¢ w)=— 2 5
electron hopping between neighboring cylinders are weak +(0+Eq(ém))
enough that one can neglect the spatial variations of the su-
perconducting order parameter along the st@ge Ref. 31
and the discussion in Sec. 4 in this connection

Before considering the superconducting properties of th&he quantitiesuﬁ and vn here stand for the coherence fac-
system in question, let us first determine its energy spectrurtors:
and the wave functions in the normal state. Taking therzthe
axis of the cylindrical coordinates(¢,z) to be parallel to u2(&) = 1<1+ 8”(5’“)) v2(E)= L ( 1— ”(gm))

n m 1 n m .

the stack, and separating variables in the Sdimger equa- En(ém) En(ém)

2. THE ENERGY SPECTRUM AND THE FREE ENERGY

14

-i-v2 Y
" 2+(w+En(§m))

11

tion HV ,=¢W¥,, we have (12
L We put for simplicityl = 1, so that the quasiparticle energies
W (r)= eimpfl(p)\l,gm(z) 3) ![?Vé:;e normal and superconducting states become, respec-
2 2 ®\?
}i( %)+ﬁ_<n_®<9>) f(p)=em f1(p). sn<§m>=s<R>(n—3) +én 1, (13
pdp\"dp/ 2Mp? @y 0

(4) and
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En( &)= Ven(Em)2+AZ, (14) The integral in EQ.(22) can be calculated exactly to
ield*
whereu ande(R) are determined by the relations Y
a
h2m? 72 Gp(2)=
r=Be= a2 e(R)=5ugz- (15 0

8(z—12,)+ 6(z—zp) %JO(A V22— zg)},
(24)

Once the spectral density is found, the free energy of avhere 6(z) is the Heaviside step functiody(z) stands for
superconductor can then be calculated with the help of théhe Bessel function; ang,=2mp/e,. Now substituting Eq.

formuld®® (24) into Eq.(20), we have
F:f dr|A():)|2_2T2 xlfp(T,A,v)zqf(zp,y)Jrfmdzqr(z,y)%Jo(A\/ZZng),
am z, 05
Xf:cdwpn(fm,w)ln Zcosré%”, (16)  where
where \ is the BCS coupling constant. Using the integral q’(LVF#V:TZ)- (26)

representaticif for the logarithm in Eq(16)
The second term in(25) vanishes whenA=0, so that

_ Jx Zl_cos“’z 17  Y(z,.v) is the factor which determines the amplitudes of
—» zsinhwTz the AB oscillations in the stack in the normal state. The

dependence of .. on the oscillating factors cosp®/d)

is a manifestation of the AB effé&?’ in mesoscopic sys-

* oo - _ tems. Amplitude®Q, and¥ , formally are much the same as

> X(n):f x(n)dn+2 Re >, f x(n)e?™Pdn, those appearing in the de Haas—van Alphen effect in layered

flo o p=1a superconductors in the vortex state below the upper critical

In

e

and the Poisson summation rule

(18 magnetic field> The latter is because in both cases oscilla-
wheren,—1<a<ng, we find the oscillatory part of the free tion effects arise due to the quantization of the energy spec-
energy in the form trum in superconductors. The principal difference in the field

4T = o dependence of,(H) in the de Haas—van AIph_en and
Fose— > Qp\pp(T,A,V)C05< 2mp _) (190  Aharonov-Bohm cases appears because of the different na-
€0 p=1 Ul ture of the quantization. In case of the de Haas—van Alphen

effect the strong external magnetic field itself is a quantizing
factor, which yields a discrete Landau spectrum responsible

not depend on the flux, becausg(£,) in Eq. (13 depends for the periodicity of the free enerdy,s{H) in the inverse
on n through the co’mbinatiom—mCI)/CDO Two factors magnetic field 1. In case of the AB problem under study,

; ; . the energy levelg (&) of Eq. (13) appear due to the size
v (T,A, dQ, h b troduced in E(L9): 9l nism .
ol v) andQy have been introduced in EGL9) quantization in the mesoscopic sample, and the @uxH

e enters the discrete spectruq(&,,) as a parameter thereby

zsinh#T2)’ (20 making the free energlf ,s{ ®) in Eq. (24) a periodic func-
tion of the field itself. Physically, the dependenced®im the

and AB systems should vanish together with the size quantiza-

Q,=Re 1, exp(i2mpRiy)]. (21) tion _in the bulk limit. Ir_1 th_e next Sgctions we will see in

detail how the AB oscillations manifest themselves in the

The functionG () is determined by the integral mesoscopic tube under consideration, both in the normal and
superconducting states.

It is important to note that nonoscillatory part of the free
energy, determined by the first integral term in ELB), does

‘pr(T,A,v)Ifioc dzG,(2)

Gp(z)=f dncogz\(ggn)?+A?%)cog27np). (22
Thus the factoW (T,A,v), given by Eq.(20), describes the E'H\TA:ESCIS:\TEA(':‘RT;S'\AS%EVR;‘RTURE OSCILLATIONS AND
damping of the AB oscillations of the free energy due to the
BCS gapA and energy level broadening The factorQ,, in Near the critical temperature one can expand the free

Eqg. (20) modulates thepth harmonic through the stacking energy in powers oA?. Using Eqs(16), (18), and(19), we
factor 1, which has already been determined by E). It have

depends on the one-dimensional density of states associated
with the electron motion along the stack

2 & ®
FS_ FN~A2 o(T)— ;) pzl Qpr(T, V)COS( 27Tp 30
g(s)=§ 8(e— &m).- (23) 27)

wherea(T) is the first coefficient of the standard Ginzburg—
The factor analogous to thg was introduced earlier in the Landau expansion. In the case of a superconductor of small
theory of de Haas—van Alphen oscillations in layereddimensions it can be found directly from the free energy
conductoré®?* and superconductofs. determined by Eq(16) (see Ref. 26 for details

+...,




474 Low Temp. Phys. 26 (7), July 2000 V. M. Gvozdikov

WAL LA
I O.SULSUZSU 3.5_0.2: O.SULSU 25| |35

0]

INANL AN
ol \/\/\/ -0_02-0-5V1-5vz.5\/3.5

FIG. 1. The Aharonov—Bohm oscillations of the critical temperature of a stack of hollow superconducting cybigéds @)= (T (P)—Tz(R))/
TYR) [see Eq(30)] in units of the quantityN(0)e, (P is the flux through a hollow, and, denotes the flux quantymThe numerical calculations &Ty(®)
in Figs. 1la—1e are done for different values of the paramatel%szg(R)/so, b= V/ﬂTTg(R), c=4moley, andRky=1000a=0.1,b=1,c=0.1(Fig. 13;
a=0.1,b=1, ¢c=10 (Fig. 1b; a=0.25,b=1, c=10 (Fig. 109; a=0.5,b=1, ¢=10 (Fig. 1d; a=1, b=1, c=10 (Fig. 1e.

1 inders are stacked periodically into a tube and the tunnel
—‘1’(5 (28)  junctions between them are described by a hopping integral
o. Such a model has recently found support in experiments
Here T2=TY(R) is the critical temperature of a small cylin- on carbon nanotubés.The corresponding density of states
der of radiusR; W stands for the digamma functioN,(0) is  associated with the electron transport along the tube in this
the density of states. The factdl,(T,») entering the free model is given by the relatiog(s) = 1/7(402—£2)2 Inte-
energy expansion in E¢27) is determined by the integral  gration of Eq.(2) with this g(e) yields | ,=Jo(4mop/eo),

In +v

1+ v
2 27T

a(T)=N(0)

.
T

NL(T,») = fwdzexp(—bz) (29) so that the facton becomes
P a, sinhz ’ daop
Qp=2J, o cog2mpRky) 31)

whereb= /7T anda,=27Rp/§(T). The coherence length

depends on the Fermi velocity, and the temperature ac- (j,(x) is the Bessel function The case of a single cylinder
cording to the relatio(T) =fivo/mT. ~ corresponds to the prohibition of electron tunneling between
The critical temperature of the stack can be determineghe agdjacent cylinders, i.ar,=0. The density of states in this
from the Ginzburg—Landau expansion by equating to zergmit is given by g(s)= (&), which implies that, equals
the term in the square brackets in Eg8). Taking into ac- unity andQ,=2 cos(2mpRky). Having at hand Eqg429) and
count a smallness of the oscillatory correction to the critical(gl), one can calculate the sum in E§0), which determines
temperaturd ¢ (R) of a cylinder due to the Aharonov—Bohm the shape of the oscillations of the critical temperature
effect, we have STo(®)=(To(®)—T*(R))/TYR) in units of the quantity
TE(R) N(0)ey. The results of the numerical calculations of
N(O)s 6T (P) for different values of the parametera
0 =27°TY(R)/eo andb=v/#T(R) are shown in Fig. 1. We
* ® see that in general the shape of the Aharonov—Bohm oscil-
X > Qpr[Tg(R),V]wE( 2mp CF) (30 lations of the transition temperature in the superconducting
p=1 0 tube is not of the simple cosine form cost®/®,) because
Here T* (R)=TY(R) — wv/8 is the transition temperature of of the contributions from the higher harmonigs=2,3,...).
the cylinder, taking into account a small depression due tdt takes the harmonic sinelike form only for sufficiently large
the size-quantization level broadening. Thus the critical tema andb as one can see in Fig. 1e. These quantities depend on
peratureT.(P) oscillates in the direct field with a period TS(R) and the energy level broadening which therefore
equal to the normal flux quantunb,. The amplitudes of act as factors damping the amplitudes and smearing the fine
harmonics in Eq(30) depend on two factorQ, andN,, of  structure of these oscillations. The value of the hopping in-
which Q,, is proportional to the stacking factbg. This fac-  tegral also strongly affects the shape and amplitudes of the
tor depends on the way which cylinders are stacked into ascillations, as one can tell by comparing Fig. 1a and Fig. 1b.
tube and on the type of electrical contact between them. ConFhe enhancement aof changes the oscillation pattern and
sider, as a specific example, a model in which identical cylstrongly depresses the amplitudes.

To(@)=TE(R)—
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The temperature and broadeningnfluence the ampli-

tude of thepth harmonic through the factdt (T, »), which

decreases rapidly as the parameteada, increase. In the
case when ZR>¢(T), this factor becomes an exponential

function
N(T 2 ! . 32
pl ,v)~mex | = |PeX = (32
depending on some characteristic temperatuille

=huv/27°R, which is a decreasing function of the radRs

It follows then from Eqgs(30) and(32) that the quantum AB
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4. MAGNETIZATION, PERSISTENT CURRENT, AND
SUSCEPTIBILITY OSCILLATIONS

Having at hand equations for the free energy, one can
calculate the magnetizatiom and the susceptibilityy by
taking derivatives:

dF M

M="3%H" X~ "

(36)
Consider first the magnetization. In the AB regifdeenters
the free energy, as one can see from E@9) and (28),
through the strongly oscillatory function cos{@®/®,), so

oscillations of the critical temperature decrease exponentialljhat taking the derivative in Eq36) is trivial and yields

with Rif 2 7R> £(TY). On the other hand, wheR exceeds

the Ginzburg—Landau coherence Iengm(Tg) (i.e., in the

GL regime, the gradient term in the free energy expansion

should be added to the right-hand side of EZy).

1 (ﬁ 2eA| |?

2mi\i " ¢

(33

The Ginzburg—Landau order paramet# in Eqg. (33)
is proportional to A 3% W=4YA  where 4?
=7§(3)mv§N(0)/2772T2 for clean superconductors and
=7-rmvoN(0)I/12ﬁT2 for dirty superconductors. Heng, is
the Fermi velocity ((3) is the zeta function, anb=#uvq/v.

4WT 27S
Mgsc= —

by

80

- _ )
X 2, QuW,(T,A,v)psin 2mp—]|. (37)

p=1 Dy
It is instructive to begin the analysis of the shape of the
function M,s{P) with consideration of the limiting case
A=0o=v=T=0, since the sum in Eq37) in this case can
be calculated analytically. Setting to zero these parameters in
Eq. (37), we have

The fluxoid quantization in a thin superconducting cylinderwhere

makes the super-current velocity (= (Z/mR)min|(n

—d/dY)? an oscillatory function of the rati®/®, which is
a manifestation of the Little—Parks effééi(n is an integer.

Thus the free energy expansion of E&7) in the GL regime
takes the form

Fs—Fn~ fa(T)—— E QpNy(T,)
P mo?2
XCO{ZWP{O +T +.... (34

osc(q)) Mosc+Moscv (38)
L. 2Sep — (—1)P o 1
Esc:r% pz,l 0 sin 27rp RI<0+

(39

The sum in Eq.39) is exactly a saw-tooth function of its
argument in the parenthesis. Therefore the magnetization
M os{ @) of a single cylinder §=0) at zero temperature and
level broadening is a sum of two saw-tooth profiles, as is
shown in Fig. 2a. The persistent current and the correspond-
ing magnetization functioM ,(®) of a thin normal ring
(first obtained by Kulik”) were studied in Ref. 33 and later
discussed in detail in a review articléNonetheless, as one

We see that two physically different regimes should be discan see from Eq(37), the magnetization of the tube is

tinguished. In the mesoscopic regimerR<&(T), the free
energy given by Eq(27) oscillates with periodb, on ac-

strongly affected by the additional factQr,(o). The role of
the stacking factoQ,(o) in the shape oM () is non-

count of the AB effect. In the Ginzburg—Landau regime, trivial and is illustrated by the relative transfigurations of the

27R>¢(TQ), the harmonic oscillations given by the sum oscillation patterns shown in Figs. 2a and 2b. Increasing the
overp in Eq. (34) vanish, and the period of oscillations be- temperature and level broadening damp the amplitudes of the
comes equal to the superconducting flux quantdrg  harmonics, making the form dfl ,o{(®) close to sinelike, as
=®y/2. In this case the oscillations are completely deterone can see in Fig. 2c. The shape of the magnetization os-
mined by the supercurrent termw3/2, as in the case of the cillations in the superconducting tube calculated on the basis
conventional Little—Parks effect. The critical temperature osof Eq. (37) for different values of the parameteks o, v, and
cillates in this regime according to the standard Little—ParksT is shown in Fig. 3. The magnetization of the stack of
equation cylinders is inherently related to the so-called persistent cur-
rentl =cM/S(S=wR?). This current flows around the hol-
low and thereby creates the magnetization. Therefore oscil-
lations of the magnetization as a function of flux also imply
oscillations of the persistent current, with the amplitude
losd P)=cM{P)/S. The oscillations of the susceptibility

ol
TU®)=T*(R)+0. 735 To(R)min

1) 2
(n—aj } (35)

Thus an increase @R results in a crossover from harmonic

oscillations of the critical temperatufie.(®) with period®d

in the Aharonov—Bohm regimgsee Eq.(30)] to the para-
bolic Little—Parks oscillations with periodbg in the
Ginzburg—Landau regime described by E8pH).

can be calculated by taking the derivativgys{P)
=M {P)/9H. In the normal state, under the conditions
A=0=v=T=0, the magnetization functioM ys{P) is
given by the saw-tooth function of E¢38) and is shown in
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- FIG. 3. The Aharonov—Bohm oscillations of the magnetization of a stack of
hollow superconducting cylindeid ,s{ ®/®,) [see Eq(37)] in units of the
-1.5F quantity M(0)=2¢,S/®,. The numerical calculations d¥l ;s P/Dy) in
Figs. la-1c are done for different values of the parameters a
=2772T8(R)/80, b= V/WTS(R), c=4noleg, d=2mwAlegy, and Rky:a

units of the quantityM(0)=2¢,S/®,. The numerical calculations of =0.01, b=0.01, c=1, d=0._05,Rk?=1000(F|g. 13; a=0.01, b=0.01, ¢
- . =1, Rk,=100, d=0.05 (Fig. 1b; a=0.01, b=0.5, =1, d=0.5, Rk,

M osd ®/®Py) in Figs. 1la—1c are done for different values of the parameters 1000 (Fig. 10

a=2mwTYR)/ey, b=v/wTYR), c=4malsy, and Rky:a=0.01, b 9. 0.

=0.01, =0.1, Rk,=1000 (Fig. 18; a=0.01, b=0.01, =1, Rky=100

(Fig. 1b; @a=0.01, b=0.01, c=0.1, Rky,= 100 (Fig. 10.

FIG. 2. The Aharonov—Bohm oscillations of the magnetization of a stack of
hollow normal cylindersM ,(®/®) (given by Eq.(37) with A=0) in

x(T) whenT<T*. We can relate this phenomenon to the
fact that the quantity(T) =%vo/7T has a dual meaning in
) ) ) _ the problem in question. First, it is the coherence length that
Fig. 2a. Thusyos{ ) in this case would have delta-function yeermines the amplitudes of the AB oscillations. Second,
peaks at the jumps of the saw-tooth and a negative constagi lengthéy(T) =%ive /7T is known to be the length that
value between them. Temperature anas well asA ando,  getermines the spatial scale of the proximity effect. In the
smear the singular features Mos{®), as one can see in  .,next of our analysis this means that at the temperature
Figs. 2a and 3c, making the,s{®) a harmoniclike function  _ 1+ e Ag cylinder became completely superconducting
too. Near the transition temperature, provided that it is highy e to the proximity with the superconducting Nb coating,
enough that the higher harmpnics can be_ neglected, we ha\éﬁhce at this temperatugg (T*)=27R. As a result, the flux
from Eq.(27) a simple analytical expression for the suscep-is expelled from the interior of the wire, and the cylinder can

tibility: no longer trap the flux in the Ag core. Therefore the cross-
2 [27SA\2 ) over observed in the Ag/Nb cylinders may be considered as
X~ ool ", Q:Ny(T,v)cog 27 30) : (400 a consequence of the crossover in the topology of the system

_ _ as the temperature decreases: “hollow” cylinders with a flux
According to Eq.(32) the temperature behavior of the sus- trapped inside the normal Ag coffor temperatured > T*)

ceptibility nearT, is became completely superconducting wHErbecomes less
T thanT* and expel the flux from the Ag core.
X% exp< - T_*) . (41)

. 5. CONCLUSIONS
Such a temperature dependence of the magnetic suscep-

tibility has been found recently in experiments on a bundle  The original AB effect was formulated in Ref. 14 as a
of electrically isolated Ag/Nb wire§ Every wire in the gedanken experiment in which the interference pattern of
bundle was a very clean Ag cylinder coated with thin superiwo electrons moving around a solenoid in the absence of a
conducting Nb layer. The authors of Ref. 19 also observed aagnetic field depends on the flux through the solenoid. This
crossover in the temperature behavior of the susceptibilitgheoretical prediction was soon confirmed in a real experi-
which doubles the ratid@/T* —2T/T* in the exponent of ment done by Chambet?s.Since then, different manifesta-
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tions of the AB effect in solids have been studied, and manyvhich the quantum size effects are irrelevant and quantum
examples have been found in which various physical propAB oscillations are suppressed. The LP oscillations arise due
erties exhibit oscillations as functions of the flux with periodto external-field-induced oscillations of the superconducting
®, (many references on the subject are found in the revieveurrent of the Cooper pairs around a hollow in the cylinder.
article3.?>1%34 A theory of the AB oscillations of the free Since the Cooper pairs carry double electronic charge, the
energy in a metal ring and the related problem of the persisperiod of these oscillations in the flux becomes half as large
tent currents in such systems was first considered in Ref. 2a&s for the quantum AB oscillations. We also found that near
(see also Ref. 36 in this connectjoand was later general- the transition temperature the magnetic susceptibjity)

ized to the case of a superconducting ring in Ref. 18, wher@f the superconducting cylinder is given by E40), which,
Aharonov—Bohm oscillations of the transition temperaturethrough the factor of Eq41), displays the nontrivial expo-
T.(®) were predicted. The theoretical analysis given in thenential temperature dependence observed in Ag/Nb Wires.
present paper develops further the results of Refs. 18 and 27. In conclusion, we would like to stress yet another impor-
For this purpose, we have studied the free energy of a stadRnt point of our analysis. The physics behind the quantum
of superconducting cylinders in an external magnetic fieldB oscillations in superconductors, in essence, is very much
within the microscopic BCS model and have calculated anasimilar to that which governs the dHvA oscillations in the
lytically the oscillatory part of the free energyee Eq(19)]. ~ Vortex state. In spite qf the fact that .the AB oscillations are
We have also found explicit expressions for the AB oscilla-P€riodic in the direct field, the damping factol§, andQ,
tions of the critical temperatur.(®) [Eq. (30)], the oscil-  entering E'q(1'9) are akin to the corresponding factors in the
latory part of the magnetizatiofEgs. (37)—(39)], and the dHVA oscillations in superconductof.For example, the

susceptibility x(T) near the transition temperatufq.  factor ¥, determined by Eq(25), after the substitutior,

(40)]. The oscillatory dependence of all above quantities ori 7}, becomes identical to the corresponding factor in the

the fluxd with the fundamental periot, stems, in the final dHVA oscillations describing the damping of théeh ampli-
analysis, from the gauge invariance of the theory of nonsim{ude due to the superconducting gagT). It is impossible
ply connected solids. In our particular case this flux depentC Single out experimentally the contribution d&f to the
dence appears due to the quasiparticle energy given by Esgamplng of the dHVA oscillations in superconductors be-
(13). The results of a numerical analysis of these oscillation

is shown in Figs. 1-3. These pictures demonstrate strongl

nonsinusoidal oscillating patterns for the functiong(®) tal studies of the damping of the AB and dHVA oscillations

andM ,.{®) in the case of low temperatures and small level : . ) .
. . . : . ._can provide the information necessary for separation of the
broadening. Such nonsinusoidal behavior of the oscillationg " L .
vortex matter” contribution to the damping of the dHvA

is caused by the small decrease of the amplitudes of the . "~ . . !
) : . : . . oscillations in superconductors in the mixed state.
harmonics with their numbep in this case. Increasing the

temperature ana as well asA damps the amplitudes of the The results of this work have been discussed with my
harmonics and smears the singularities in the oscillation pafantimely deceased friend Alexander Semenovich
terns, making them close to sinelike or cosinelike in shapeRozhavsky, to whom | would like to express my deepest
The way in which the cylinders are stacked into a tube alsdeelings of gratitude. | would also like to thank II'ya Krive
strongly affects the oscillation patterns through the fa@gr  for helpful comments on the manuscript and for useful con-
of Eq. (22). This factor in turn depends on the stacking factoryersations.
|, given by Eq.(2) and determined by the density of states
g(e) related to electron motion across the stéalong the *E-mail: Vladimir.M.Gvozdikov@univer.kharkov.ua
tube. The dependence of the oscillation pattern on the hop-
ping integralo between cylinders in a stack in a model de-
scribed by the factor of E(31) is rather sophisticated and |,

. . J. M. Gordon, A. M. Goldman, and J. Maps, Phys. Rev. L&®.2280
can be seen from a comparison of Figs. 2a and 2b. The(lgse.
Aharonov—Bohm effect has been observed recently in CirCu2A. Gerber and G. Deucher, Phys. Rev. Lé#, 1585(1990.
lar carbon nanotube¥.It was also shown that structural dis- °H. R. Shea and M. Tinkham, Phys. Rev. L&®, 2324(1997.

; ; ; #V. V. Moshchalkov, L. Giedu, C. Strunk, R. Jonckheere, X. Qui, C. Van
order effectively breaks carbon nanotubes into a series ofHaesen donck, and Y. Bruynseraede, Natiundon 373 319 (1995,

cy_linglers(or dOt_S). separated by tunn?””@ barriers. The trans- sc_strunk, V. Bruyndocx, V. V. Moshchalkov, C. Van Haesendonck, and
mission probability between the cylinders was estimétesl Y. Bruynseraede, Czech. J. Phys, 2337 (1996; V. Bruyndocx, C.

vary within the limits 0.001—0.1. Thus nanotubes as well as Strunk, V. V. Moshchalkov, C. Van Haesendonck, and Y. Bruynseraede,

) . - N Czech. J. Physi6, 2339(1996.
Coated wires are gOOd Candldates for phySICaI reallzatlon OEC. C. Ab”iO, P. Butand, T. Fournier, B. Pannetier, J. Vidal, S. JEdESkO,

ause of the spatial modulation of the order paraméaig)
aused by the vorticé8. Since there are no vortices in the
B system under consideration, the comparative experimen-

the model adopted in this paper. and B. Dalzotto, Phys. Rev. Le83, 5102(1999.
Being quantum in nature, the AB oscillations of the criti- ;W. A. Little and R. D. Parks, Phys. Rev. Le#, 9 (1962.
cal temperaturel ,(®) vanish exponentially wheR is in- R. P. Groff and R. D. Parks, Phys. R&6 567 (1968.

9S. Alexander, Phys. Rev. B7, 1541(1983.
creased to values of the order of the GL coherence lengthog’ ajexander and E. Halevi, J. Phy§rance 44, 805 (1983,

Further increase dR results in a dimensional crossover from 1p_ G. de Gennes, C. R. Acad S2b2, 9 (1981).

the AB oscillations to the Little—Parks ones. The LP oscilla-"?V. M. Vinokur, Zh. Eksp. Teor. Fiz93, 113(1987 [Sov. Phys. JETRS,
tions have half as Iarg_e a period in the fil,= d,/2, and 1{9?_(15%?3% and M. Tinkham, Phys. Rev. 87, 97 (); ibid. B47, 967
have the shape of periodic parabolase Eq(35)). The LP (1993.

oscillations take place in the GL regimR@=&g (T), in 14y, Aharonov and D. Bohm, Phys. Re¥15, 485 (1959.



478 Low Temp. Phys. 26 (7), July 2000

5A. G. Aronov and Y. S. Sharvin, Rev. Mod. PhyE9, 755 (1987).

161, V. Krive and A. S. Rozhavsky, Int. J. Mod. Phy&. 1255(1992.

C. N. Yang, Rev. Mod. PhysS4, 694 (1962.

18E. N. Bogachek, G. A. Gogadze, and I. O. Kulik, Phys. Status Sol&l7,B
287 (1975.

%R, Frassanito, P. Visani, M. Niderost, A. C. Mota, P. Smeibidl, K. Swi-
etca, W. Wendler, and F. Pobell, Czech. J. Pi#$5.2317(1996.

20y, M. Gvozdikov, Sov. Phys. Solid Sta®6, 1560(1984); ibid. 28, 179
(1986.

2ly. M. Gvozdikov, Fiz. Nizk. Temp18, 1128(1992 [Sov. J. Low Temp.
Phys.18, 790 (1992].

223, R. Schrieffer, Theory of SuperconductivityBenjamin, New York
(1964); Nauka, Moscow(1970.

2], Bardin, R. Kummel, A. E. Jacobs, and L. Tewordt, Phys. R8&V, 556
(1969.

24|, s. Gradshtein and I. M. Ryzhikables of Integrals, Series, and Prod-
ucts Academic Press, New Yorkl980; Nauka, Moscow(1971).

2V, M. Gvozdikov and M. V. Gvozdikova, Phys. Rev. 38, 8716(1998.

26y, M. Gvozdikov and E. Manninen, Fiz. Nizk. Temp, 1138 (1980

V. M. Gvozdikov

[Sov. J. Low Temp. Phys, 552(1980].

271, 0. Kulik, JETP Lett.11, 275(1970.

28T J. B. Janssen, N. Harrison, S. M. Hyden, P. Meeson, and M. Springford,
Phys. Rev. B57, 11698(1998.

29T Maniv, V. N. Zhuravlev, I. D. Vagner, and P. Wyder, J. Chem. Solids
59, (1998.

303, Rollbuhler and A. A. Odintsovi.T22 Proceedings, LT22 CDROM,
paper N10 616. pdf1999.

31p. L. Mc Euen, M. Bockrath, D. H. Cobdeh, Y. G. Yoon, and S. G. Lois,
Phys. Rev. Lett83, 5098(1999.

32L. P. Gor'kov, Zh. Ksp. Teor. Fiz36, 1918(1959 [Sov. Phys. JETP,
1918(1959].

33H. F. Cheung, Y. Gefen, E. K. Reidel, and W. H. Shih, Phys. Re87B
6050(1988.

34A. A. Zvyagin and . V. Krive, Fiz. Nizk. Temp21, 687 (1995 [Low
Temp. Phys21, 533(1995].

35R. G. Chambers, Phys. Rev. Left. 3 (1960.

36M. Buttiker, Y. Imry, and R. Landauer, Phys. Lett. 96, 365 (1983.

This article was published in English in the original Russian journal. Repro-
duced here with stylistic changes by the Translation Consultant.



LOW TEMPERATURE PHYSICS VOLUME 26, NUMBER 7 JULY 2000

LOW-TEMPERATURE MAGNETISM

Phonon-assisted anti-Stokes excitation of the fluorescence of Mn 2* ions
in the CsMnClI ;-2H,0 crystal
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We demonstrate that anti-Stokes excitation of?Mions in the CsMnGJ- 2H,0 crystal can occur
through multiphonon addition to the energy of the photons of exciting light. The dékcit

between the energy of the ¥Ih*T, exciton and the photon energy of the He—Ne laser used as the
source of illumination is compensated by simultaneous annihilation of several thermally
activated lattice phonons. The absence of two-photon activation of the fluorescence was verified
by measurement of the dependence of the fluorescence intensity on the intensity of the

exciting light, which appears linear at a fixed energy mismalieth © 2000 American Institute

of Physics[S1063-777X00)00507-1

1. INTRODUCTION The strong anisotropy of various physical properties of
CMC originates from its chainlike structure; for example, it
It is well known that fluorescence is usually optically is responsible for the quasi-one-dimensional character of the
excited using a frequency of the pumping source above thantiferromagnetic ordering of M spins at low
frequency of the fluorescent electronic transition. The positemperatures The vibrational spectra of CMC also reflect its
tive difference between the energy of the exciting photon andayered and chainlike structufe® They contain extremely
the energy of the electronic level is expended on the creatiolow-frequency optical excitation§30—50 cm™). The unit
of phonons(or another quasiparticlgsso the process is cell of CMC contains two chains which are symmetric to
called Stokes. The situation becomes quite different in theach other with respect to inversion. It was found eafiier
case when the difference has the negative sign. Then the ontlgat the Davidov splitting of the vibrational modes of the
way to excite the electronic level is to add enough energy t@rystal, in consequence of the above fact, is small, so the
the photon. Such a process is called anti-Stokes excitation dfiteraction between chains is weak.
fluorescence, because it is accompanied by the simultaneous Detailed studies of the Stokes fluorescence show that the
annihilation of some quasiparticlésisually thermally cre- dynamic behavior of the M “T; exciton reflects the re-
ated. A number of experiments on anti-Stokes fluorescencéluced dimensionality®~** The optical excitations in CMC
excitation are known, but all of them deal with rare-earthare localized, and the energy migration at low temperatures
compoundgsee, for example, Refs. 1 andl 1 the present IS very slow!! The strong coupling of the exciton with an
paper we investigate the anti-Stokes fluorescence excitatidH stretching vibration causes its efficient nonradiative re-
in a Mn-containing compound. laxation and quenching of the fluorescence. This is apparent
Recently we observed the presence'®f fluorescence from the increase of the fluorescence lifetime, by more than
of the Mr?* ion at close to room temperatures under the@n order of magnitude, when the®lin CMC is replaced by
condition of irradiation of a CsMnGI2H,0 single-crystal heavy water RO (Ref. 10.
sample with a He—Ne laser. This phenomenon is quite sur-
prising at first glance because the energy of the lowest exci-
tonic level *T, in this compound is about 17 064 ¢f(at 2. EXPERIMENTAL SETUP
1.8 K),® whereas the energy of the exciting light is 15803  cMmC single crystals of good optical quality were grown
cm™, so the energy differenceE=1 261 cni* is substan-  from saturated solutions of Mng#H,O and CsCl. The
tially higher than the sample temperattre clearly distinguishable habit of the crystals used in our in-
CsMnCk-2H,0, or CMC, is strongly anisotropic due to vestigations allows one to easily cut oriented samples rela-
its layered and chainlike crystal structure. The CMC struc+ive to the crystallographic directions for sample preparation.
ture is described by the orthorhombic space gré®qra  The samples have the form of a rectangular parallelepiped
(D3,).* The unit cell contains four formula units and has theand were polished to optical quality.
dimensionsa=9.060A,b=7.285A, andc=11.455A. The The spectra were recorded using a JOBIN YVON
Mn?" ions are arranged in chains along theaxis. Each  U-1000 double monochromator with a cooled photomulti-
Mn?* ion is surrounded by a coordination octahedron conyplier, photon-counting electronics, and digital data storage.

sisting of four CI ions and two & ions. Two of the CI In order to avoid the polarizing effect of the monochromator,
ions are shared by adjacent octahedra, while the other twa depolarization wedge was placed in front of the entrance
belong to only one octahedron. slit. Polarized Raman scattering and fluorescence measure-

1063-777X/2000/26(7)/5/$20.00 479 © 2000 American Institute of Physics
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FIG. 1. Temperature dependence of the fluorescence overlapped with the 000
Raman spectra excited by a He-Ne las&f5803 cm?') in a 14000 15000 16000 17 1
CsMnCk-2H,0 single crystal. The fall in the spectra near the laser fre- WAVE NUMBER, cm
quency is a result of shutting off the laser to prevent photomultiplier dam-FIG. 2. Comparison of the fluorescence bands in a Cs¥EL0 single
age. crystal excited by He—Nésolid lineg and He—Cddashed lineslasers. The

hatched areas represent the contribution of multi-phonon light scattering
processes during excitation by a He—Ne laser.

ments were made using a right-angle scattering geometry. As

sources of exciting light for the experiments we used a

0.5-mW He-Cd laserN=441.6 nm) and a 40-mW He—Ne o . . .
B . .~ _conditions during the experiments, we monitored whether
laser A =632.8 nm). The sample was mounted in an optical

. the areas of some Raman lines conformed to the Bose law:
cryostat for measurements over a wide temperature range.
The temperature of a sample was measured to an accuracy of
1 K using a copper—Constantan thermocouple. The recorded

spectra were corrected for instrument’s spectral response to i i
represent the results in the form of the quantum yield. wherew is the phonon frequency ardis the temperature. In
the case of anti-Stokes excitation of the fluorescence with the

He—Ne laser the most intense lattice phonons, with frequen-
cies of about 75, 205, and 217 ¢ were used, whereas in
The experimentally observed features are shown in Figthe case of Stokes excitatidhle—Cd laserthe very intense
1, which exhibits the spectra for different temperaturesphonon line at about 3380 ¢m corresponding to an OH
which look like narrow Stokes and anti-Stokes Raman linestretching vibration, was used.
on a broad background of a Gaussian-like shape. Evidence At low temperatures the relative contribution of Stokes
that the broad band is of a fluorescence nature was obtainedultiphonon light scattering increases, with an increasing
by comparison with the spectra obtained in the irradiation ofscale factor, as shown in Fig. 2, giving the illusion of a
the sample at the shorter wavelendgd1.6 nm of the difference between shapes, whereas at the highest tempera-
He—Cd laser at the same temperatures. The energy of thares the shapes match rather well. So, to calculate the rela-
photons of this source is 22 645 ch which is about 5580 tive factor of the efficiency of anti-Stokes excitation in com-
cm™ ! higher than the fluorescent electronic level of CMC, soparison to the Stokes, at every temperature the high-energy
we are then dealing with the usual process of fluorescencglope of the fluorescence band was fitted. This slope corre-
excitation. Figure 2 shows this comparison. A temperaturesponds to the anti-Stokes part of the Raman spectrum where
dependent scale factor is only used to fit these bands; thesiee contribution of multiphonon scattering decreases rapidly
scale factors are subsequently used as the temperature depetith increasing Raman shift.
dence of the relative quantum yield of anti-Stokes excited In order to check the mechanism of anti-Stokes excita-
fluorescence. To check the constancy of the experimentdlon of the fluorescence, we measured the dependence of the

I'stokes= lof 1+ [XH A @/KT) = 1] 71,

3. EXPERIMENTAL RESULTS AND DISCUSSION
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emission intensity on the power of the He—Ne laser. It shows  FLUORESCENCE { { ABSORPTION
a linear dependence that excludes the possibility of multi-
photon excitation.

A

Another exotic situation may give such a linear depen- TK
dence, if one imagines that in the crystal there is some elec- §
tronic level lower than Mf" #T, and lower than the energy /\ N7 ‘ =470

of a He—Ne laser photon. Such a levef defects, for ex- =57 N N
ample is conjectured to have a very long lifetime, so it is - . A_w- ,.\ - 180
fully excited even at an extremely low density of irradiation. mv o 190
Thus the level may play the role of the initial level for a W N
YW/ N\ X200

second step excitation of the KIn*T, electronic level. This
scheme nevertheless does not stand up from the point of
view of temperature dependence. Usually the lifetime of
electronic excitations becomes longer with decreasing tem-
perature, so the intensity of fluorescence must be at least
nondecreasing, whereas the experiments display a contrast-

INTENSITY, arb. units
N
S
K
x:{
N«‘
S

ing behavior. _ 3
Polarization studies showed that the maximum intensity N\ 7 NN
of the fluorescence band is observed with polarization along 7/ AN 'A-l ‘\ 250
the direction of the chains, in the crystallographic direction 77/-\ \ v’ \“.\ \\\260
a. & e N N
In order to check whether the experimentally observed 7/ N ’,f’ “\.\ \‘ 270
temperature dependence of the quantum vyield of the anti- // N \280
Stokes excited fluorescence is consistent with the depen- N7 NG
dence of the absorption on the He—Ne laser wavelength, one L g >~ 5, 1 2290
needs to obtain the values of the absorption coefficient. The 14000 16000 18000 20000
main problem of such measurements is the very small value WAVE NUMBER , c¢cm"’

of the absorption. Ar_IOther way iS_tO calculate the anti-Stokegg. 3. comparison of the fluorescence and absorption spectra of
part of the absorption band using Stepanov’s equafion, CsMnCk-2H,0 at different temperatures. The fluorescence was excited by a
which relates the shape of the fluorescence band with that dfe—Cd laser22 645 cm'). The solid absorption bands were obtained from

- . . . original onegdashed bandsy subtracting the weak wing of the next
]'Ehe absorption band, and vice versa. This expression has tlé%esorption band with higher energy.
orm

IYIELD(w) ) h(wo—w)
e exp< KT ) ferent thicknesses mounted in the two channels of the setup.
This allowed us to ignore the light reflectance from the
where | """ («w) is the quantum fluorescence yield at fre- sample surfaces in the absorption coefficient calculations.
quency w; (w) is the absorption coefficient at this fre-  Thus, having experimental fluorescence and absorption
quency; andwg is the frequency of the 0—0 electronic tran- spectra(see Fig. 3, it is possible to calculate the relative
sition. Note that the expression has a universal character {falues of the absorption coefficient in the area of good trans-
the ground and excited states are in thermodynamic equiliparency, if the frequency of the 0—0 electronic transition is
rium and there are no alternative channels of absorption apaghown. The last problem may also be solved on the basis of
from the electronic transition. It is well known that phononSthe princip]e of so-called “mirror” Symmetry of the fluores-
play an important role in processes of electronic absorptioRence and absorption renormalized line shapes. The renor-
and radiation of light, so it is important to know the distri- malization follows from the representation of the fluores-
bution functions of phonons in the electronic ground andcence yield and absorption coefficient in terms of the

excited states. We make the usual assumption that the initiginstein coefficients for spontaneous and stimulated elec-
phonon state is in thermal equilibrium with the medium andironic transitions. The renormalization has the form

can be characterized by a Boltzmann distribution with an

effective temperatur@*. In the case of optical absorption IYELD (wo—Aw)  k(wp+Aw)

this is not an _assumption but simply a_def_inition of the (wo—Aw)® * (wogtAw) ’

ground state withT* =T. For the case which involves ex-

cited electronic states this assumption is valid subject tavhereAw is the relative frequency counted from the electron

some conditions. It is known that tH&; exciton in CMC transition frequencyw,. An example of such a fitting is

has a long lifetimg0.58 ms in CMC with ordinary water and presented in Fig. 4. The slight difference between the fluo-

9.2 ms in CMC with heavy water at=1.8K)'°in compari-  rescence and absorption bands is a result of Franck—Condon

son with the lifetime of an optical phonorusually interaction, which in the present case may only slightly vio-

10°-10 's), so the assumption that* is close to the late the principle presented above. Figure 5 represents the

lattice temperaturd& can be justified also. temperature dependence of the 0—0 electronic transition fre-
The absorption spectra were measured at the same temguency obtained in present experiments together with the

peratures as the fluorescence spectra, using samples of diésult of a direct observation at 1.8°K.

k()
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Condon interaction.
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Using the results and methods presented above, the val- WAVE NUMBER . cm"

ues of absorption coefficient at different temperatures were - -

. , IG. 6. Example of the fitting procedure for the determination of the weak
_Obta_med- Examples _Of the use of _Stepanov s law are ShoVVE'osorption coefficient at the He—Ne laser frequeticy803 cm*) by com-
in Fig. 6. A comparison of the directly observed areas ofparison of the real absorption spectrusolid line) with the part of the
anti-Stokes excited fluorescence bands and the calculated adsorption bandopen circley calculated from the corresponding fluores-
sorption coefficients are in good agreeméfig. 7). cence band using Stepanov's equation.

It should be noted that the data obtained on the tempera-
tzre dependlence of th? calﬁulatgdhabsorptlon cggffmmnt Fhental relative quantum yield of fluorescence conform well
the He—Ne laser wavelength and the corresponding expery, ihe Arrhenius law(see Fig. 8 But the value obtained for

the activation energy is not compatible with the real energy
17400 mismatches at all experimental temperatures. The cause of

, this illusion follows from a few accidental reasons. First of
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FIG. 5. Temperature dependence of the frequency of a pure excitonic tran- 80
sition in a CsMnCJ-2H,0 single crystal. The open circles represent the 160 200 T |'2(40 2
exciton positions calculated in the present paper, whereas the solid square is )
the result of direct observation at 1.8°KThe interpolated dashed line FIG. 7. Comparison of the data obtained for the absorption at the He-Ne
=wo+AT+BT? is plotted using the following parametersi, laser frequency and the relative fluorescence quantum yield in a CgMnCl

=17 064 cm?, A=0.139 cm¥/K, B=0.0028 cm /K2, X 2H,0 single crystal.
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—O— ABSORPTION AT LASER FREQUENCY Taking into account the approximately linear temperature de-
0|~ FLUORESCENCE QUANTUM YIELD pendence ofvy=wy+ aT, one can obtain the following:

[ YIELD (@) F(—f'L(Z)O—w) F{—ﬁa)
Kk(w)oc Y ex T ex ik

Because the Stokes-excitel®-°(w) hardly depends on the
temperature at the frequency of the He—Ne ldsee Fig. 3,

the Arrhenius law follows from the first exponent in the
above expression, so the activation energy is simply the
valuesi (@y— wase) - If ONE uses the values given in the cap-
tions of Figs. 8 and 9 and a laser frequency 15 803rone
more easily sees that the values obtained are in very good
agreement @o— wpace=16924-15803=1 121 cm '~AE
=1120cm 1=1615K).

4. CONCLUSION

_5 ] 1
0.003 0'0041”- 12._905 0.006 The experiments and calculations presented show that

) ) . the anti-Stokes excitation of fluorescence in CMC has a
FIG. 8. Arrhenius temperature dependence of the relative absorption coe

ficient at the He-Ne laser frequency and the anti-Stokes excited fluorescenghonon'aSSISted character. The possibility of fluorescence

in a CsMnC}- 2H,0 single crystal. The parameters of the interpolated line €XCitation with a great energy mismatch in comparison with
y=Yo+Bx are the following:y,=—9.75,B=1615K=1120 cn %, the experimental temperatures seems likely to be a result of

the chain like crystal structure of CsMnCRH,O, which

produces many low-frequency vibrational modes. These
all, the position of the 0—0 excitonic level exhibits a tem- modes give a high phonon density of states in the low-energy
perature shift, as was shown above. In the temperature regigggion and are a cause of the well-developed absorption and
of our experimentg170-290 K the shift is close to linear fluorescence intensity in the immediate vicinity of the 0-0
(see Fig. 9. In addition, the position of the exciting wave- electronic transition in both the Stokes and anti-Stokes re-
length at all temperatures remains near the maximum of thgions. As a result of this work, the temperature dependence
fluorescence band. Taking the above facts into account it isf the energy of the lowest level of the MIF'T; term in
easier to understand the illusion. It follows from Stepanov'sCMC was also obtained. It displays a very large temperature
law that the absorption coefficient in the anti-Stokes regiorshift and reflects a large change in the crystal-field splitting
can be expressed in terms of the Stokes part of the fluoresf the level.
cence band as
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Anomalous behavior of longitudinally polarized sound waves in non-Heisenberg
ferromagnets
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The spectra of coupled magnetoelastic waves in two-dimensional and three-dimensional non-
Heisenberg magnets with biaxial anisotropy are investigated. It is shown that for a certain
relationship of the material constants, three different phase states can be realized in the system.
The phase transitions between these states occur by “quantum spin reduction,” and the
unstable branch of elementary excitations at the phase transition point is a linearly polarized
guasiphonon mode. @000 American Institute of Physid$$1063-777X00)00607-1

1. INTRODUCTION

1
H==5 2 [JnuSe St Ko (S )]

It is well known that the magnetoelastic interaction in
magnetically ordered systems leads to hybridization of the 8 8 8
elastic and magnetic excitations, i.e., to magnetoelgistie) P1 2, P2 2, Ps 7\2
waves' In this case the dynamic properties of the system are * 2 ; (S 2 ; (Sp*+ 2 ; (Sh)
substantially altered. The changes are manifested with par-
ticular clarity in the neighborhood of orientational phase X\ 2 v\ 2 XQy | QX
transitions(OPTS. For example, at the point of an OPT the H\; [ S0) ™ Uyy(S0) "+ Uy (SiSn+ S0
soft mode is a transversely polarized quasiphonon branch of E
excitations (the dispersion relation of the quasiphonons +—2_f df[E uﬁ+202 uju;+2(1
changes from linear to quadrati@and a ME gap appears in 2(1-0°) i i
the quasimagnon spectruri Then the longitudinally polar-
ized sound waves are practically noninteracting with the —o)> uizj
magnetic subsystefm? 1

However, there are some experimental #igt¢hat indi- - ] .
cate that under certain conditions the longitudinally polarizedVh€r€Jnn, Ky - are the bilinear and biquadratic exchange
sound waves can interact with the magnetic subsystem. F&onstantsg; are the single-ion anisotropy constanss the
example, a decrease of the longitudinal sound velocity ifnagnetoelastic constant; is the symmetric part of the
ErFeQ was observed in Ref. 5. In addition, it was noted inStrain tensor componentg, is Young's modulus, and is
Ref. 7 that the softening of a longitudinally polarized qua_Pmsson’s ratio. In Hamiltoniafl) the two-dimensionality of
siphonon mode in a biaxial ferromagnet is observed for 4he system is taken into account in the elastic and ME ener-
certain relationship between the single-ion anisotr¢®g)  9ies of the ferromagnet. To simplify the calculations we shall
constants. assume that the magnetic ion has spinl.

In this connection it is of interest to address the question ~ We introduce the notatio8,=8,— 83, B,=B>— B3
of the interaction of longitudinally polarized acoustical and use the relatior{)?+ (S)?+ (S)?=S(S+1); then the
modes with the magnetic subsystem. expression for the SA energy can be written

Previous studiés’ have shown that no such effect is
observed in Heisenberg magnets, and as the simplest model B Bo
we therefore choose a biaxial non-Heisenberg ferromagnet. HSA=7E (SH?+ 72 (Sh2. 2

. . n n
Furthermore, the compound ErFg€bntains rare-earth ions,
whose magnetic properties are determined not only by the ) ~ ~ ~ )
Heisenberg interaction but also by invariants of higher del€t Us consider the casg,>0, 8,>0, Bi>\"/E. The
grees. Therefore, we choose a model for this system in thE@miltonian(1) then becomes
form a biaxial ferromagnet with a biquadratic interaction, 1
located in an external magnetic field parallel to the &xis. H=— 52 [3n0/Sh S+ K (Sy- Sv)?]

n,n

~HX 8, 6

2. DISPERSION RELATION FOR COUPLED
MAGNETOELASTIC WAVES IN A 2D FERROMAGNET By ‘e B, yi2 ‘e
. . + = + = +
Let us examine the effects of interest to us for two- 2 ; (Sn) 2 ; (Sp) )\; (Ul Sn)
dimensional and three-dimensional ferromagnets. Let us first
;:é)ﬁSlder a 2D system, in which case the Hamiltonian is writ- + Uyy(Sﬁ)Z] +)\; [ny(SﬁS%WLS%SnX)]

1063-777X/2000/26(7)/5/$20.00 484 © 2000 American Institute of Physics
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S =(S)", (6)

E
2 2

+ m f dr[uxx+ uyy+ ZUUXXUyy

Si=cos25(H:—H_ 1 —sin26(X: 1+ X 1.

+2(1—g)u§y]—HE Sk (3) Using the Green function method described in detail in
n Ref. 10, we can obtain the dispersion relation of coupled ME
Separating out in the exchange part of the HamiltonianVaves:
(3) the mean field(S?) and the additional fieldg} (p det] 5, +G2b(a)ay, () Ay,
=0,2) due to the quadrupole moment, we obtain the one-site . !
Hamiltonian,(n): +BO(k; u, )T~ %(K, ) Gb( ) TA
Bl Bz X(_kvﬂ,)ng(B)air(ayﬂ)ArJHZO- (7)

Ho(n)= —HS;—BIQ3, — B2Q3+ 5 (Sh)2+ - (S))?
° S B2Qzn = B0+ 5 () 5 (5 Here TM(9)(q, 1) are the amplitudes of the transformations:

\ coq29)

+)\[UXX(S§)2+U (Syn)z‘l-ux (SﬁS)rH'SXSE)]’ .
” ’ o H(0,0) =T (0, ) ————(e)ax—€)dy)

(4)
where 0 N
K 1 +Tn(q:ﬂ')§(euqy+e¥/gQX)y
ﬁ:H+<SZ>(JO— —O>i Bg:gKoqg;

2 0g296)

_ . AC
L T H(0,m) =iTR(0, 1) ———— (€0~ elay)
BS=5Kot 5=(Q5): Q5,=3(S)*-2; \
L = Ta(d )  (€)ay+ €05, ®
Qon=5[(S1)*+(S)%]: Sy =si=is]. |
To(q - exp(ign)
To simplify the subsequent calculations we assume fhat nt A V2me,(q)’
=Z32=,8. Such a relationship of the SA constants corre-
sponds to a ferromagnet with “easy axis” anisotropy, with persion relation fop-polarized soundw,,(q) =C,q, andc,,

its axis c_>f easy maglnetization pargllel to thE axis. . is the sound velocity. The remaining quantities appearing in
Solving the one-ion problem with the aid of Hamiltonian Eq. (7) are defined in Ref. 10.

(4), we obtain the energy levels of the magnetic ion:

wherem is the mass of the magnetic iow,,(q) is the dis-

The solutions of equation&) determine the spectra of

B\ 0. o o h_ybridi_zed ele_mentary excitat_ions for_arbitrary values of the
E1=5 + 5 (U TUyy) —Ba— X, single-ion anisotropy and biquadratic exchange constants
and arbitrary temperatures.

Eo=B-+N(ug)+uly)+2B3, (5)
B A (0) (0) 0 2_142 2\2
E_1:§ + E(Uxx + uyy)— Bz"'X'X =H +(Bz) 3. PHASE STATE AND SPECTRA OF COUPLED

MAGNETOELASTIC WAVES OF A 2D FERROMAGNET

and the eigenfunctions of the one-site Hamiltonién Let us investigate the spectra of coupled ME waves gov-

WV, (1)=cosd|1)+sins|—1),¥,(0)=]0), erned by dispersion relatioli7) at low temperaturegT
) <Tc, whereT¢ is the Curie temperatuyreThen the lowest
V,(—1)=—sing|1)+cosd| —1), energy level will beE;, and only this level needs to be taken

where |i) are the eigenvectors of the operat®f, coss  Into account. This approximation simplifies the mathematical

_ = manipulations substantially.
=BJ[V(x—H)?+(B%)?], and u{” are the spontaneous " .
strains, which are determined from the condition of mini- Before determining the spectra of elementary excita-

mum free energy density; they have the values tions, !et us ponsujer the p055|ble.phase states of the system.

For this we investigate the behavior of the order parameters
Nl-o of the system:
0 0 0
W= E T WO

E 2 (SH)~cos25, qo~1, qi~sin2s. 9

The eigenfunctions  of the Ham|lton|anHo(p) From the last expression {8) we can obtain an equation for
are used to construct the Hubbard operatorS' " — y_ 2.

=|W(M"))(W¥(M)| describing the transition of the magnetic
ion from the stateM’ to the stateM. In terms of the Hub-
bard operators the Hamiltonigd) is diagonal, and the spin
operators are related to the Hubbard operators as

St =v2 cosd(X10+ X%~ 1) +v2 sin(X%— X 19), +2H

X4(— 32+ Kodg) +x2 H2+ 324+ KJ,

=0. (10

K
‘]0_ _0) 1_X2

2
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It is easy to see that one of the solutions for arbitrary values

of the parameters of the systemq'% 0, which corresponds

Yu. A. Fridman and D. V. Spirin

As we have said, the magnetic momentum of the system
is perpendicular to thX0Y plane. For this reason, the non-

to realization of the ferromagnetic phase. There is one moreero spontaneous strains are equal to each othél) (

solution:
2
q2: 1_ H—
2 (Ko—J0)*’

which corresponds to a quadrupolar—ferromagnetic phase.

For H=0 there obviously exists a quadrupolar phas
with order parameteréS?)=0, g5=1, g5=1. In a nonzero

field there can exist both a ferromagnetic and a quadrupolar

ferromagnetic phase.

Thus three phases can be realized in the system under

study: a ferromagneti¢FM) phase with{S?~1, q9=1, and
g5=0; a quadrupolar—ferromagnetiQFM) phase, and a
quadrupolar (QP phase, which is realized foH=0. It
should be noted that the @Phase arises through the quan-

=u(?). This leads to the situation that the system under

discussion is invariant with respect to rotations around the
guantization axis, and this, in turn, as can be seen from Eq.
(11), leads to degeneracy of the elastic excitations with re-
spect to polarization, i.e., the spectrum of longitudinally (

olarized quasiphonons is the same as the spectrum of of
transversely £) polarized quasiphonons. Furthermore, it fol-
lows from Eq.(11) that the “longitudinal” quasimagnons
interact with longitudinally polarized quasiphonons, which
have a spectrum of the form

Yk2+ 2(H+Jo— Ko—ayp)
'yk2+ 2(H +J0_ Ko)

w?(k)= w3(k) (15)

We see from(15) that in a magnet with a large biquadratic

tum spin reduction, and the FM—QFM phase transition alsanteraction Ky>J,), a softening of the spectrum of longitu-

occurs through a decrease in the modulus of the magnetizainally polarized quasiphonons occurs

tion vector.

We thus examine Eq(7) in the following geometries:
wave vectork|0X, in which the polarization unit vector has
the nonzero componengs ande” . Since we are considering
a 2D system, the third polarizatiogf does not exist for
acoustical excitations.

Taking Eqg.(8) and our chosen geometry into account,
we can write the dispersion relatiaf?) in the form of a
product of two determinants, getnd det :

1+x91 Xgs X16
det=| Xs1 1+Xss Xs6 | =0, (11

X61 Xgs  14Xeg

14X  Xp3 Xo7 Xog
Xz 14Xz  Xaz Xa3g
X72 X735 1+Xy7 Xy
Xg2 Xg3 Xg7 1+ Xgg

where

Xij :ng(a)ai,(a)A,j + Bo(k,M,M/)
XT (K, 1) GEb(a) TA(—k, 1" )GEb(B)ay (, B)A;; -

Equations(11) and (12) determine the spectra of “lon-
gitudinal” (high-frequency and “transverse” (low-fre-
guency quasimagnons, respectively:

g (K)=yk?+2(H+Jg—Ky), (13

e, (K)=ak®+H+ A

E— ap. (14)

Herea= RgJO, whereR, is the Heisenberg exchange radius,

y=R3K,, whereR, is the biquadratic exchange radius, and

ao=\?/(2E) is the ME coupling parameter.
Since all of the off-diagonal amplitudes of the transfor-
mations(except forT* =1 andT~1?) are zero, it follows from

Eqg. (12) that none of the quasiphonon modes interacts with

the “transverse” quasimagnons.

in the long-

wavelength limit(for yk?<a,) when

Hc:Ko+ao_Jo, (16)

and in this case the quasiphonon spectrum has the form

yk?
wi(k)= o (k) 5. (17)
Longitudinally polarized quasiphonons interact with a high-
frequency (relaxational magnetic modeg;(k), which for
H=H, exhibits a ME gap:

£(0)=eye=2ag. (18)

Expressiong16)—(18) will also have meaning for an-
other relationship among the material constaf¢s: K, but
Ko=Jg<—ay. However, it seems to us that this relationship
among the material constants is less realistic tkgr Jg.

As we have said, the low-frequency quasimagnon branch
e, (k) does not interact with the elastic subsystem. Hor
=H, it has a gap equal to

£, (0)=Ky—Jp+ g

For H<H, a QFM phase is realized in the ferromagnet
(0<q§< 1). ForH=0 it is the QR phase with the ground
stateW(1)=(|1)+|—1))/v2 that is realized. In that phase
the spectrum of “transverse{low-frequency quasimagnons
has the form

2

el 'yk2+

2

(k)= 5

(19

2 apt2(Ko—Jo) |
and the spectrum of “longitudinal’(high-frequency quasi-
magnons can be written as

e (k) =27k*(Ko—Jo). (20
From expressiolil9) one can determine the existence region
of the QR phase:

>a,. (21)

2
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4. PHASE STATES AND SPECTRA OF COUPLED

MAGNETOELASTIC WAVES OF A 3D FERROMAGNET Tgl(q”u) zTﬁ(q,m Z%[i (cosé—sin 8) X (eZqZ+ e;qx)
Let us consider a 3D ferromagnet at low temperatures.
The Hamiltonian of the system will differ fromil) by the —(cosd+sind)(e)a,+€,ay)],
presence of additional terms in the magnetoelastic and elastic
energies: T, u)=iT%q,p) A co$29) (eXa,—€e’q,)
2 ® py

1 B
= - = ’ . ’ ’ . ’ 2 ~ )2 )\
Tt 2% Lo S S+ Ko (Sy-S)°1+ 5 24 (S)) +Th(a, 1) 5 (€0, + €0,

0925)

E 2 Xy 2 2 )
P SOIAZ TS uyST S 3 =it 22 (@, elay)

+ny(S§S¥+S¥S§)]+)\; [UXZ(SESE'FSﬁSE) _Tg(q M)E(equ_Fqux)
1 2 M l‘L 1

E .
+Uyz(SynSﬁ+ SﬁSyn)]—F m To(q M): exmq-n)
T 2me,(q)
XJ dr[Z Uﬁ+2‘7; Ujiuij +2(1— o) Let us investigate the spectra of coupled ME waves in a

3D ferromagnet. For this we use E). The geometry of
the problem remains as before: the wave ve&tfiX, and
—HX S (22 the nonzero com izati
= ponents of the polarization vector ere
e/, and €. It must be noted that when the three-
Here all of the notation is analogous (). As before, we dimensionality is taken into account there is one more trans-
assume that the magnetic ion has spil. The solution of versely ¢) polarized quasielastic mode.
the Schrdinger equation determines the energy levels of the  As before, the equations for the order paramé®and
magnetic ion: (10) determine the existence region of the ferromagnetic,
quadrupolar—ferromagnetic, and quadrupolar phases.
In the ferromagnetic phase the quasimagnon spectra
have the same form as in the 2D case:

xiEj uizj

B A
Er=b + 5 (U + ud + 2u%) B3y,

— _ 2
Eo= B+ AU +u®)+28Y, &)(k)=2(H+Jo—Ko) + 7k*,
(23 B )
B N 0, 0 ) 0 sl(k)=H+§+a0+ak , (24
E,1=§+ E(uxx +uyy +2u,;) =Byt x,
while the quasiphonon spectra are

2_142 2\2
X°=H+ (B 2(k) = o? yk?+2(H+Jo—Ko—ao)
wq = w 2 — ’
The spontaneous strains, as before, are determined from YK*+2(H+Jo—Ko)
the condition of minimum free energy density and have the ak?+H+ BI2 (25
form 2(k)= w? .
2K = TR B2+ ag
u@=yO= _ f 1-3¢ u(O)zl(l— o) In this case, as in the 2D system, a degeneracy of the quasi-
e B2 7 T E ' elastic excitations with respect to polarization occurs in the

XQY plane, but nowt-polarized phononsd,) also arise.
ug):u(z‘;):ug):& It follows from (24) and (25) that at the point of the
FM—QFM phase transition, the high-frequency quasimagnon
The relation between the spin operators and Hubbard opergnodes (k) actively interacts with a longitudinally polarized
tors is the same a$) at the same value of cas quasiphonon. At the phase transition poil€H =K,
The subsequent calculations for the 3D system are analo- j,+a,) in the long-wavelength limit fk?<a,) the spec-
gous to those done before for the 2D ferromagnet. We notgum of thel-polarized quasiphonon softens:
only that the amplitudes of the transformations in this case

are different from those obtained before and have the form 2

vk
w3(k)=w?(k) 23y’

TOq, ) =T2%q, 1) L[i(cosb‘—sin 8) X (€50, +€%0y) and a ME gap appears in the spectrum of the high-frequency
2v2 quasimagnons:

+(cosé+sind)(elq,+€;,qy)], £(0)=gye=2a,.
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The spectrum of thé-polarized quasiphonons does not mode that softens at the FM—QFM phase transition is a lon-
undergo any substantial changes at the point of the FM-gitudinally polarized acoustical mode that interacts with the
QFM phase transition; there is only a slight renormalizationhigh-frequency(relaxational quasimagnon branch. This re-

of the corresponding sound velocity: sult is a consequence of the purely quantum-mechanical ef-
a fect of spin reduction. We note that an analogous system was
2(k) = w2 - %0 investigated by a phenomenological method in Ref. 7. How-
w5(K) wt(k)(l Ko_Jo"'B/Z)' g yap g

ever, in view of the quantum nature of this effect, it was not
In the quadrupolar phase, which, as before, is realized @bserved, and the interpretation of the results of Ref. 7 is
H=0, the spectra of elementary excitations are given by thénaccurate.

expressions It should be noted that if the Heisenberg exchange is
8 P predominant in the systeml{>K,) or if the biquadratic
sf(k)=( yk2+ §+a° 5 ao+2(K0_~]o)> , exchange is absenKg=0), then, ascan eas_lly be seen from
our results, only the ferromagnetic phase is realized in the
system, and so there are no phase transitions.
sf(K)=27k*(Ko—Jo), 26 & p it

from which we obtain the existence condition for the ;QP
phase: B/2>a,. Thus, under our initial assumptio
>\?/E, in a 3D ferromagnet witll,<K, the phase transi-
tion from the ferromagnetic to the QFM phase occurs via a, .
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An analysis is made of the experimental magnetic-field curves of the anisofiofle easy-

plane magnetostriction of the antiferromagnet Ce@t different temperatures in the

ordered phase. It is shown that the field dependence of the magnetostriction in a single-domain
antiferromagnetic state remains proportional to the square of the applied field over the

entire temperature range; this behavior corresponds well to the clalsity scheme of collapse

of the sublattice spinspin flip). The temperature dependences of the intrasublattice and
intersublattice contributions to the magnetoelasticity are proportional to each other. The
temperature dependence of the spin-flip field obtained from the magnetostriction data

agrees with that obtained previously from observations of the antiferromagnetic resonance
(AFMR). The temperature dependence of the spontaneous anisotropy of the magnetostriction,
obtained by extrapolating the magnetostriction in the single-domain state to zero field, is

close toM~T4. © 2000 American Institute of Physid$1063-777X00)00707-§

CoCl, crystals are layered dihalides with symme[fjgd The octahedral crystalline field in which each of the
and consist of Cl—-Co—Cl sandwiches with ionic—covalentCo”" ions, which have a true spin of 3/2, is located interacts
bonding within a sandwich and van der Waals bonds bewith them in such a way that the ground state of the ion
tween sandwichesThe layers of C&" ions form a hexago- becomes an orbital triplet. Because of the spin—orbit interac-
nal network in which the neighboring €oions are coupled tion and the trigonal crystalline field, it splitsand the lower
by a relatively strong ferromagnetic exchange. The exchanggtate becomes a Kramers doublet described by an effective
interaction of the C®" ions of neighboring sandwiches is SPin Ser=1/2 and with a highly anisotropig factor (g,
antiferromagnetic and extremely weak. At a temperature=6.0, g;=3.1; Ref. 3. Of the higher-lying Kramers dou-
Ty=24.7K (Ref. 1) a three-dimensional antiferromagnetic blets, the two closest to the ground state have energies of 699
order with a two-sublattice collinear magnetic structure isand 1653 GHZ. Their occupation in the ordered state is
established in the Cogtrystal, the magnetic moments being negligible>® According to Refs. 6 and 7, the strong uniaxial
parallel within each sandwich layer and antiparallel to thosenagnetic anisotropy of Cogls due to the anisotropy of the
in the adjacent layers. intralayer exchange interactions.

The uniaxial anisotropy of the spin interactions in CoCl ~ The magnetic properties of CoClere studied inten-
in the direction perpendicular to the plane of the layer issively in the 1960s and 70s. Studies of the high-frequency
extremely large, while the intralayer anisotropy is negligible.and low-frequency antiferromagnetic resonan¢&sMRs)

The sign of the uniaxial anisotropy is such that the magnetiavere reported in Refs. 2, 3, 8, and 9, the temperature depen-
moments of the two sublatticéd, and M, are oriented in  dence of the spin-flip fielt; (at which the frequency of the
the plane of the layer. The smallness of the intralayer anisotiigh-frequency AFMR goes to zerin Ref. 9, the nuclear
ropy leads to degeneracy of the directions of the antiferromagnetic resonance of the CI nuclei in the internal field of
magnetism vectoL =M;—M, in the plane. By applying a the magnetically ordered state in Ref. 10, and neutron scat-
magnetic fieldH, along the axis of the crystal, one can tering in Ref. 11.

achieve an orientation ®fl ; andM, parallel to the axis. For In studie$'*? of the low-frequency AFMR it was found
this it is necessary to overcome the uniaxial anisotropy fieldthat in CoC}, as in other layered dihalides of the iron group
the value of which af = 4.2 K, according to the data of Ref. with easy-plane antiferromagnetic ordering, a spontaneous
2, is ~150kOe. For reorientation of the directionlofin the  lowering of the symmetry in the easy plane occurs. The crys-
layer by a fieldH, applied along the sandwich layer it is the tal spontaneously deforms in the direction of the vedtor
small intralayer anisotropy that must be overcome. Then th&he spectrum of the low-frequency AFMR displays a char-
vectorsL and H, are mutually perpendicular, although a acteristic gapthat reflects the spontaneous magnetostriction
canting of the moment#1,; and M, to the field direction effect!?

(while remaining in the planewill occur. As the field is Measurements of the induced magnetostriction in GoCl
increased, the canting of the sublattice magnetizations in theere made in Refs. 12 and 13. The most remarkable
direction ofH, increases, and they become parallel to eachresult?*® was the practically total absence of spontaneous
other in the spin-flip field{;=2Hg, whereH¢ is the effec- magnetostriction of the sample as a whole in the absence of
tive exchange field of the interlayer antiferromagnetic inter-an applied external field, despite the spontaneous magneto-
action. AtT=4.2K the spin-flip field is #g~32kOe? strictive strain in the plane for each individual domain,
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which is attested to by the onset of a gap in the spectrum of 6
the low-frequency AFMR. The magnetostriction of the
sample appears only upon its transition to a single-domain
state under the influence of an external magnetic figld In L g
Refs. 12 and 13 this was explained by the circumstance that 21
in the multidomain state the direction &f and, hence, the
strains in the different domains do not coincide, and the
strains compensate each other for the sample as a whole. It
has been established that the formation of these domains
(which are called “magnetoelastic” in Ref. 18 basically
reversible as the magnetic field figt] is turned on and off,
although there is also a certain irreversible part, correspond-
ing to a predominant preservation of domains withH, ,

that remains present when the field is turned off. This irre- 0
versible part has also been detected in a neutron-diffraction

l . . . .
StUdy1 of the antiferromagnetic domains in CoCln Ref. FIG. 1. Field dependence of the relative elongations of the Co@ktal,

14 a_mOdel was prODOS?d in which the r'ever3|ble mMagnetGyeasured along a field lying in the easy plane for different temperatures
elastic domain structure is assumed to arise as a consequenbéow Ty=24.7 K).

of the finite size of the crystal specimen.

A second feature of the magnetostriction of layered di-
halides of the iron grougmeasurements have been made@nd then, after the transition to a single-domain state, one
only at helium temperatur&s' is that the relative changes observes the induced magnetostriction due to the canting of
in the dimensions of the crystals in the plane on account ofhe sublattice magnetizations toward the field. In the course
the spontaneous and induced magnetostriction are unusuaf this process the magnetostriction changes sign. In the
large (Al/I~10"%). spin-flip field H;s a kink appears on the field dependence of

A study of the temperature dependence of the parameteFQe induced magnetostriction. As we see, the temperature
characterizing the spontaneous and induced magnetostrictislgpendence of the curves is manifested both in the values of
and of the characteristic “poling” fields needed to eliminate the straingthey become smaller as the temperature is raised
the magnetoelastic domains is of interest both from theind in the values of the fields for transition to the single-
standpoint of obtaining concrete information about a giverflomain statgthe region of the maxima on the curyemnd,
crystal and for the development of general concepts aboui€arly, of the spin-flip fields of the sublattices.
easy-plane antiferromagnetic systems in which spontaneous The values ofH¢(T)=H(T)/H¢(T=4.2K) at vari-
symmetry breaking occurs as a result of a magnetoelastious temperatures are shown in Fig. 2. For comparison the
interaction. In general the temperature dependence of the
mechanisms of induced and spontaneous magnetostriction in
antiferromagnetic crystals remain insufficiently studied. For
this reason we have carried out a study of the temperature
dependence of the magnetostriction in Co&ltemperatures
ranging from liquid-helium temperature to the antiferromag-
netic ordering temperaturgy of the crystal.

EXPERIMENT

Measurements of the magnetostriction of Cp8ihgle
crystals were made by a dilatometric method in Ref. 15. As
was shown in Refs. 12 and 13, the induced magnetostriction
of CoCl, has a hysteretic character, which is due to the pres-
ence of a partial irreversibility of the domain structure.
Therefore, the values of the magnetostriction are somewhat
different when the field is increased or decreased. In the
single-domain state obtained when the multidomain structure
is destroyed by a magnetic field, the values of the magneto-
striction do not depend on whether the field is being in-
creased or decreasétiand the data obtained as the magnetic
field is increasedfor example can be used for analysis.

Figure 1 shows theH, dependence of the straire (
=Al/l) of a CoC}, crystal in the direction alongd, in the
temperature interval from 4.2 to 24 K. The character of the
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e(H.) curve is qualitatively similar at all these temperatures.rig, 2. Temperature dependence of the relative values of the spin-flip field

As H, is increased fronti, =0 there is initially a rapid rise  f,, (0) and He (W), the spontaneous anisotropic magnetostrictign
in the strain as the sample is “poled” into a single domain,(A), and the fourth power of the NMR frequenGfyyg (V)-
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analogous values of the effective exchange fidiig(T)
=Hg(T)/Hg(T=4.2K) determined by AFMR from the FG. 4. Relative values of the magnetostriction, normalized to the value of
value of H, at which the high-frequency AFMR goes to the spontaneous anisotropic magnetostriction at each tempera(reH(
Zero? The data from different methods of determining the :S(T,H)/SS(T)), versus the square oithe field, normalized to the square of
temperature dependence of the spin-flip field are in goodhe spin-fiip field for each temperaturéif=H?/Hf(T)).
agreement.

Figure 3 shows the dependence of the strain of the crys-

tal on the square of the fiela,(H?), at different tempera- . _ o
tures. For fields at which the magnetostriction is determinednultidomain state means that the value of the spin-flip field
by the canting of the sublattice spins in the single-domairPf th_e sublattice magnetizations and th_e parameters of the
state, i.e., fields up tbl;;, the strains remain proportional to field-induced rearrangement of the domain structure, e.g., the

the square of the field at all temperatures. This process cofharacteristic “poling” field, depend on temperature in a

responds to the parts of the curves approximated by straigifimilar way.
lines in Fig. 3. Extrapolating them td, =0, we obtain the Figure 2 shows the temperature dependence of the rela-

hypothetical values of the spontaneous magnetostriation five values of the anisotropic spontaneous magnetostriction

of the single-domain state. These are the values that wouitis(T) =€s(T)/e(T=4.2K). It is useful to compare it with

be observed if magnetoelastic domains did not arise in lowf(T) and with the temperature dependence of the sublat-
fields and if the total spontaneous magnetostriction that i§C€ magnetization, which is known from the NMR data for
anisotropic in the easy-plane of the crystal were not comperi€ Cl nucleus in zero field at different temperatufeShe

sated on the whole by the summation of strains in differenf\MR frequencies/yyr(T) are proportional to the sublattice
directions in each of the domains. magnetizationsM, o(T). Therefore, the normalized NMR

It is of interest to elucidate how the coefficient of pro- frequencies »(T) =vywr(T)/vaur(T=4.2K) should be
portionality of the magnetostriction tdaif in the single- gqual to the values of the normallfgd sublattice magnetiza-
domain state varies with temperature. In Fig. 4 the magnetdion M(T) =M A(T)/My (T=4.2K).™
striction data obtained at various temperatures are plotted as _Comparison ofgy(T) and 7yyr=mM(T) shows that
a function of the square of the field, with the magnetostric£s(T) can be represented as a quantity proportional to
tion normalized to the spontaneous anisotropic magnetostridd" (T)- A!‘though.the best fit is achieved far~4.5, the
tion at the same temperatu@(T,H)=&(T,H)/e(T), and  Curve Qf’iNMR(T? is shown for comparison in Fig. 2. We see
with the square of the field normalized to the square of théhat this curve is close to that &(T) within the error of
spin-flip field at the same temperatufé, =H?/HZ(T). It ~ Measurement. We note thie((T) ~?(T).° A comparison
is seen that with such a normalization the magnetostrictio®f £s(T) with H¢(T) shows that the relatioriEg(T)
curves obtained for different temperatures coincide, within=HZ(T) is satisfactorily obeyed.
the experimental error, both in the single-domain state and in
the region of the transition from the single-domain to the
multidomain state.

The agreement of these curves in the single-domain repscussioN

gion allows one to describe the magnetic field dependence of
the induced single-domain magnetostriction throughout the Let us first consider the field dependence of the magne-

temperature regioil <Ty by the relation tostriction in a style similar to the analysis in Ref. 13. We
_ _ 2 will then discuss the temperature dependence of the sponta-
e(T.H)=eo(T){1=&H, MHu(T]7, @ heous magnetostriction.
where¢ is a constant that is independent of the temperature  Restricting discussion to anisotropic magnetoelastic in-
(the value determined experimentallyds 1.6+ 0.05). teractions in the easy plane alone, we write the magnetoelas-

At the same time, the agreement of the curves in Fig. 4ic energy with allowance for the hexagonal symmetry of the
in the region of the transition from the single-domain to theCoCl, crystal in the form?
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Uyy(H [y, x)=AgF At [A(T) £ A(T)]
EME=EB Yap(T) (NaxN gy = NgyN gy ) (U= Uyy) R ! ’ H

H, |2
X|1-2| =] |, (6)
Hys
+ 2 Aaﬁ(T)(naxnﬁy"_ n,@xnay)uxy
ap where
—-26 )
+ 20 8,5T)(N% +n2 ) (Ut Uy, 2 = __ dre
CYEB aﬁ’( )( ax ay)( XX yy) ( ) A0 C11+ C12, p C11+ C12’
wherea, 3=1,2 is the number of the sublattice 8); 7, Au:L, Ay(T)= frl)
\, and § are temperature-dependent parameters of the mag- C11—Cypp C11—Cy
netoelastic interactions, amg,, N,y , andng,, Ngy are the |y expression(6) the upper sign corresponds to the orienta-
direction cosines of the magnetization vectbtg andMs.  tion of H, alongy and the lower sign, along. The terms

We will con_sider only tyvq of the possjble orientations of the appearing inA,, and A,; describe the anisotropic magneto-
field H, , with the x axis in the direction oH, or perpen-  gtriction, which depends on the direction Bf, . Its sign
dicular to it(thex andy axes lie in the easy planeThe first  changes when the field direction is changed fromxte the

and second terms in EQ) pertain to the anisotropic mag- y axis.

netoelastic interactions, which depend on the directions of  The contributions to the spontaneous magnetostriction
the magnetic moments in the layers. The third term, which igrom A, andA, are isotropic. In measuring the magnetostric-
anisotropic with respect to the hard axis, is |sotrop|c withingion of a sample containing these strain contributions, the
the layer. Fora=f3 the parametery, \, and é specify the  srains are reckoned from the starting value of the strain at
intralayer magnetoelasticity, while# g refers to the inter- |y —q j.e., these contributions to the strain are included in

layer magnetoelasticity. o _ the initial size of the crystal at the measurement temperature.
The elastic energy for the strains in the plane is Therefore, for comparison ab) with (1) it is necessary to
. “shift” the values of the strain ir(6) by the amount#\, and
Ap. At the same time, the contribution from, is deter-
Ee=5 Cra(UZ,+UZ) + CUUyy+(Ciy— Crp) Ug,. 0 ’ p
o=5 CralUioct Upy) + Caalolyy # (Cra= Cro Uiy mined by the modulus of and, hence, by the modulus of

3 H, . Therefore, the field-dependent part of the magnetostric-
R ) _tion will have a contribution containing,. Starting from
Minimizing the sum of the magnetoelastic and elastiCthe data of Ref. 13 on the magnetostriction in Co@l
energies, we determine the strain of the crystal as a functioprossed magnetic fields, it was shown that the predominant
of the orientation of the sublattice magnetizations. We takqerms in the field dependence of the magnetostriction of this
into account the fact that in the single-domain state Withcrystal are those containing; and A, . Thus, subtracting
LLH, the sublattice magnetizations are symmetric about thehe isotropic contribution and neglecting the terms contain-
direction of the magnetic fielti, . Therefore, ifH, is di-  jhg A,,, we can write the expression for the magnetostric-

rected along thes or y axis, the second term if2) will be  tjon of CoC}, in the direction along the fieldH, in the form
equal to zero. We thus obtain

S YT (N g — Ny ) e(H, .T)—A11(T)—2[A11(T)+A,,(T)](H—H) ®

U= —
o C11—Cyp2 or
S 080a8(T) (NN g+ NN ) { ( A(T))(H )2
apBapf ax''Bx ay''By p 1
- , 4 H ,T)=A(T)|1-2{1+ — . 9
Cit iz @ e D=AuD AT |y ©
For H =0 we find from (9) that &(H, =0,T)
U= _UXX_ZZaﬁﬁaﬁ(T)(naxnﬁﬁnwynﬁy). =A;1(T). From a comparison ofl) with (9) one can con-
i CutCyp clude thatA4(T) corresponds to the experimental spontane-

ous magnetostrictiory(T). It can be inferred from Eql)
In Egs. (3) and (4) the dependence of the striction on the that for CoC} the coefficient multiplying the square of the
temperature is determined by the temperature dependence fd|d in (9), containing the ratiod ,(T)/A1y(T), is indepen-
¥(T) and 5(T). We shall assume that the rotation of the gent of temperature. This can be the case if the parameters
vectorsM, and M, toward the fieldH, occurs without a A andA,, vary with temperature in the same way. We note
change in their moduli; the orientation is defined in analogythat A, depends on the intrasublattice contribution to the
with Ref. 16: magnetoelasticity, whilé\;; depends on the intrasublattice
contribution. The quantitative contributions to the magneto-
striction from these terms are different. By comparing with
experiment, we find tha#\,;>0 and that the raticA,/Aq;
=-0.2; i.e.,A,<0 and|A |<Ay;.
whereg(H, ,T) is the angle betweeH, and the sublattice In describing the temperature dependence of the sponta-
magnetizations at temperatufe We write an expression for neous magnetostrictiogy(T) of the single-domain state, we
the strainU,, whenH, is oriented along thg or x axis: take into account that it is due mainly to the intrasublattice

H
cosp(H, ,T)= T(lT) )
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magnetoelasticity, as can be inferred from a comparisoifhe phenomenological representation for the magnetostric-
(made afT=4.2 K in Ref. 13 of the magnetostriction in the tion due to this type of interaction should have the form

direction ofH, and perpendicular to it. Here, unlike E&),  proposed in Ref. 17, which corresponds to E40). The

we write the magnetoelastic energy as a functional of thggredominance of the contribution to the magnetostriction

direction cosines of the sublattice magnetizations and treat ftom these interactions over those containing the second
as an expansion in the sublattice magnetizations, keepingowers of the sublattice magnetizations is, general speaking,

terms up to fourth order: atypical, and it therefore demands additional analysis.
In closing we note that the induced magnetostriction in
EME:E ')’ia(uxx_ Uyy)(Mix_ Miy) the CoC} crystal upon the flipping of the sublattice spins is

proportional to the square of the applied in-plane magnetic
field throughout the temperature region in which the antifer-
+2 Y A(U— Uy ) (M4 — M%) romagnetic phase exists. This quadratic dependence in the
“ single-domain region is in good agreement with the conjec-
ture that the collapse of the sublattice magnetizations occurs
+ 2 MAUGM M through their rotation without a change in their magnetic
“ moments. The temperature dependence of the spontaneous
@ ) ) anisotropic magnetostriction of the Cg@lrystal can be ex-
+ Ea: NaaUxyMaxM oy (M +M3y), (10) plained physically by a predominant magnetoelasticity that is
proportional to the fourth power of the sublattice magnetiza-
where, unlike Eq.(2), &, 2, A\, and \? are ions.
temperature-independent parameters. In(EQ. only the an- This study was supported in part by the Ukraine Foun-

isotropic intraplane interactions are taken into account angation for Basic Research as part of Project 2.4/734.
are written in the form of a series including the second and

fourth powers of the projections of the sublattice magnetiza-

tions, in accordance with the symmetry of the crystal. It fol- E-mail- lozenko@iop.kiev.ua
lows from (10) that the parameters,,(T) and X ,,(T) in
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The velocity distribution of the charge carriers at the Fermi surface in layered organic conductors
can be found from an experimental investigation of the cyclotron resonance in a magnetic
field parallel to the layers. €000 American Institute of Physids$$1063-777X00)00807-(

The quasi-two-dimensional character of the electron enspectroscopic methods for studying the electron energy spec-
ergy spectrum of layered conductors of organic origin lead$rum in organic conductors.
to a number of specific effects that are absent in ordinary  Cyclotron resonance in metals in a magnetic field paral-
metals or that exhibit extremely peculiar behavisee, e.g., lel to the surface of the sample has proved to be a highly
the review$? and the references cited thergin large frac-  sensitive method of studying the extremal values of the cy-
tion of organic layered conductors at sufficiently low tem-clotron effective mass@sand the extremal diameters of the
peraturesT, of the order of 10 K and below undergo a tran- Fermi surfac€. The authors of Refs. 3—5 had a preference
sitton to a superconducting state, and in the normafor studying the resonance absorption in the quasi-two-
(nonsuperconductingstate they have a metallic type of con- dimensional conductors mentioned above in the case when
duction with a sharply anisotropic conductivity. For this rea-the Poynting vector and magnetic field are orthogonal to the
son they are called organic metals, and at temperatures belgwrface of the sample. Under such conditions, because of the
T., organic superconductors. drift of charge carriers into the interior of the sample, a shift

Magnetoresistance measurements in high magnetic fielddf the resonance frequencies occurs, and the error of deter-
have been widely used to study the electron energy Spectrumination of the cyclotron effective masses from the position
of layered organic conductors, and in recent years highof the resonance line is increased.
frequency effects have also been used. Let us consider the resonance absorption of the energy

The resonance interaction of charge carriers with arPf €lectromagnetic waves propagating along the normal to
electromagnetic wave propagating perpendicular to the lay€ layers(the z axis) in a layered conductor with an arbi-
ers has been detected in certain tetrathiafulvalgfier)  trary dispersion relation of the charge carriers:

salts$° in magnetic fieldsH that were sufficiently high that -

the gyratiqn frequency of .the gqnduction electrofis e(p)=> en(Px,Py)coganp,/i};

=eH/m*c is larger than their collision frequency 71and n=0

comparable to the frequeney of the electromagnetic wave. 1)
The cyclotron effective mass* of the charge carriers in a en(Px,Py) =&n( =Py = Py)-

magnetic field parallel to the normal to the layers in the
conductor (BEDT-TTH,KHg(SCN),, is approximately

three times as large as the masg of a free eI(_acfcroﬁ;“ mum value of the functior,(p,,p,) at the Fermi surface is
while in the compogndBEDO—TTHzReQ(HZO) itis al- ¢ <er, wherey is the quasi-two-dimensionality param-
most the same &g, . As the anglet between the vectotd gty of the electron energy spectrum, so that the velocity of
and n increases, the cyclotron effective mass increases ig,e charge carriers along the normal to the layers,
inverse proportion to co which again confirms the validity
of the proposed shape of the Fermi surfag@)=¢cf as a - _
slightly corrugated cylinder. v,= _nZl (an/fi)en(py,py)sinfanp, /fi} 2

The values found in Refs. 3-5 for the effective masses
of the charge carriers are significantly different from the ef-is much lower than the velocity along the layers. Hares
fective cyclotron masses determined from the temperaturehe distance between layers, afids Planck’s constant.
dependence of the amplitude of the Subnikov—de Haas 0s- In a magnetic fieldd = (0,H sin ,H cosé) inclined to the
cillations of the magnetoresistan¢a the charge-transfer surface of the sample;=0, the charge carriers drift slowly
complex(BEDO-TTH,ReQ,(H,0O) the values of the cyclo- into the interior of the conductor with a velocity,
tron effective masses differs by a factor of 2.5-Bhis cir- = nvg cos6, wherev is the characteristic Fermi velocity of
cumstance has motivated us to analyze the cause of suchtl@e charge carriers along the layers. Ascreases, the drift
sharp disparity in the cyclotron effective masses, which castef conductor electrons along the normal to the layers de-
doubt upon the applicability of one of the aforementionedcreases, but foé close tow/2 the orbits of the charge carri-

The coefficients multiplying the cosines in Ed), as a
rule, fall off rapidly with increasing numbaer, and the maxi-
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ers are highly elongated, and the conditidr=1 does not Hy=(w+vM™k;)mden, (7)
hold, so that the resonance curves become highly smeared.

_ For §=m/2 the charge carriers with energy move i is possible to observe only a “smeared” doublet on ac-
with an almost constant velocity, along open periodic or-  ¢ount of the broadening of the resonance lines due to the
bits in momentum spacdor momentumpy,=p-H/H) with  popper effect, so that one is able to determine the extremal
a comparatively short period: values of the cyclotron effective masses of the conduction

electronsmy,,, from the position of the resonance lines at
(3)  w=nQq, only with a relative error of the order of
nKor oCOSH.
In that case the motion of the charge carriers, which can drift It is apparently this circumstance that is responsible for
only in the plane of the layers, completes many periods irfhe significant disparity of the cyclotron effective masses of

the course of the mean free timeso that the displacement the charge carriers as determined_from the study of t_he tem-
along thez axis is by a quantity only of the order ofr,,  Perature dependence of the amplitude of the Shubnikov—de

wherery,=ch/eHa, e is the electron charge, ardlis the Haas oscillations and the cyclotron resonance in a magnetic

speed of light in vacuum. In this case the velocity distribu-field orthogonal to the layers®

tion of the charge carriers in a plane orthogonal to the axis of ~For #=0 and an isotropic energy spectrum in g,

the corrugated cylinder, i.e., the distribution of the velocitiesPlane, the Fourier transforms of the velocit} are nonzero
of the Fermi conduction electrons in the plane of the layersOnly for n==1, and resonance occurs only when the fre-

can be found to a sufficient degree of accuracy from théluénciesw and (e coincide. If even one of these condi-
cyclotron resonance conditianT =27 tions is not met, i.e., if either the angteis nonzero or the

If »<I/8, wherel=vgr and & is the skin depth, in velocities of the Fermi electrons are anisotropic in the plane

solving the electrodynamic problem one can use the approxff the layers, then the cyclotron resonance can occur at mul-
mation of a local coupling of the Fourier transform of the tiples of the frequency. _
electrical current density and the alternating electric field. As the angled increases, the resonance lines narrow, and

In this approximation the roots of the dispersion relationat 6= /2 the width of the cyclotron resonance lines is de-
termined solely by the mean free time of the charge carriers

taking part in the formation of the resonance. Here the rela-
tionship between the values bfand 6/ » does not play an

) o ) important role, since drift of the charge carriers into the in-
determine to sufficient accuracy the damping length of thggior of the sample does not occur in this case.

electromagnetic field and the surface impedance of the lay- ¢ period of the motion of the charge carriers along an
ered conductor. open trajectory takes its minimum value at the central cross

c 27-rh/adpZ
_eH 0 Uy '

Ariw

The high-frequency conductivity tensor section of the Fermi surface, =0, and under the condition
2e*H T
T op5(K)= mj defo dtv ,(t,py) oTmn=2mn, n=1,2,3,... (8)
L . the interaction of the charge carriers with the electromagnetic
X Jlmdt vt Pr) wave has a resonant character.
The growth ofT(py) with increasingpy takes place on
Xexp{(Ur—iw)(t' —1)} a self-intersecting orbip,=p., where the period goes to

, infinity. In the case of a rather complex energy spectrum of
X cosk{z(t", py) ~2(t,pu)} ®) the charge carriers along the path betwgeg=0 and py
in a magnetic field sufficiently strong thiat,7<1 takes the =P, additional extremal values of(py) can arise, and,
form hence, additional resonance frequencies. However, the cyclo-
5 . —nn tron resonance at frequencies satisfying the condition
(k)= 2e fd 2mmM* v, vg ©) oT(0)=27n will always take place for any form of the
Tap (27h)3 pH1/7-+i(ku_z+ nQ—w)’ electron energy spectrum.
Under conditions of the anomalous skin effect, when

where 7ro= 4, the resonance conditidB) remains unchanged, and
1 (T the cyclotron resonance at multiples of the frequency is most
v (pu)= T fo dtv ,(t,py)exp[—inQt}, clearly manifested under the condition
andT=2x/Q is the period of the motion of the conduction ol p<ro<l. 9
electrons along an orbié=¢g, py=const.
The rootsk=k;+ik, of the dispersion relatio4) are By studying the cyclotron resonance experimentally for

complex, so that along with a shift of the resonance fre-different orientations of the magnetic field in the plane of the
quency the drift of the charge carriers along thexis also  layers, one can determine the distribution of the average val-
leads to additional broadening of the resonance line. As aes of the carrier velocities=2=r,/T(0) in thexy plane,
result, instead of two cyclotron resonance lines, in magnetiand ultimately find the velocity distribution over the entire
fields satisfying the condition Fermi surface with an accuracy up to the valuenof- .
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Size effects in Kondo scattering are studied on CuCr and AuFe allgys 2 K and 0.2 K,
respectively by applying point-contact spectroscopy in break-junction type contacts. It is shown
that as the contact diameter is decreased under the condition of ballistic electron transport,

the size effect enhances the interaction of the conduction electrons with the Kondo infasrity
compared to the phononand increases the Kondo temperature in the contact region. In

an external magnetic field the size effect decreases the negative magnetoresistance in CuCr and
suppresses the Kondo peak splitting in AuFe. 2800 American Institute of Physics.
[S1063-777X00)00907-5

INTRODUCTION presented in a theoretical investigation of such systemd
may be induced by the fluctuation of a local electron density

Point-contact (PC) spectroscopy measurements of ) . . . .
of states at the Fermi energy in a bridge-like point contact
Kondo alloys performed on pressed contactave revealed . > .
linking massive electrodes.

that the interaction between conduction electrons and mag- Size effects were also studied in measurements of the

hetic 'T"p‘%”“es S.hOWS |.tsel'f in the PC spectra as a peak ar%sistance of CuCr films as a function of their width at low
zero bias in the first derivative of the voltage—curreévt()

curve dV/dI(V). The energy region of the Kondo peak temperatures, the film thickness remaining uncharigkd.

manifestation is bounded from above by the energy of pho o> found that the Kondo resistance anomaly was sup-
y 9y Of POy essed in a film of width smaller then Jm. This length

non features of the noble metals in which these impuritieé) ; : . o . .
) L scale is consistent with an heuristic estimate of the radius of
are dissolved and lies in the range between 0 and approxr

mately 10 mV. The Kondo peak intensity is sensitive both to he spm—electrop correlapon. Note_ that the sign of the size
effect observed is opposite to that in PC measurements.

the chemical species of the magnetic impurity that defines o ) . S
i : Investigations into size dependences of the resistivity
the Kondo temperature and to its concentratiah %) in a : .
and thermopowemerformed on mesoscopic AuFe films and

1 0,
g:Zelr;allzykgrt\)éoexaergili}tgie E (i:nfeprfsciirava?trhcgﬁioitéu?me OIwires demonstrate that for thickness smaller than 300 nm the
play P g y P Kondo contribution ofAp and §S(T) is also suppressed, i.e.,

smearing of the phonon characteristics, as opposed to tr}ﬁe sign of the size effect is same as in the above-studied

well-defined spectra of CuMn for the same concentratlon._Amm_ In addition, at high impurity concentrations spin-glass

similar smearing of the phonon characteristics and an mbrdering destroys the size effect.

crease in the Kondo peak are observed with increasing im- - .
urity concentration in CuMn alloys as well Resistive measurements of Kondo AuFe wires versus
P ) their widths were made in Ref. 6. The Kondo resistance was

The increase in the differential resistance in the vicinity . S i
of the Kondo peak follows approximately the logarithmic found to be independent of reduction in wire width down to
a wire thickness less than 38 nm, much less than the Kondo

relation dV/dI(V)«<—In(V), also typical of the increase in . ~ N
the resistance of these alloys at low temperatures. correlation lengtht =Ave /KgTy~38 um.

More recently, CuMn Kondo alloys with different mag-
netic impurity contents were studied using break-junction
contacts It was found that a decrease in the point contactypeRIMENTAL
diameter resulted in an enhancement of the interaction be-
tween conduction electrons and Kondo impurities as com- In this paper we present PC spectroscopy data on the
pared to the electron—phonon interacti@®l) and in a con- Kondo size effect in CuC(0.1 at. % and AuFe(0.1 at. %
siderable increase of the apparent Kondo temperature in theloys, with Kondo temperatures of 2 and 0.2 K, respec-
point contact area. Moreover, the decrease in the contact diively. Junctions that satisfy conditions for ballistic electron
ameter resulted in a disappearance of the Kondo peak splitransport, where the junction diametkis much smaller than
ting induced by an external magnetic fiékbe Fig. 7 in Ref. the elastic and inelastic mean free pathsandl; (ballistic
2 (b)). regime, were formed between massive electrodes by the
An explanation for the observed Kondo size effect wasbreak-junction technique.This makes it possible to study

1063-777X/2000/26(7)/5/$20.00 497 © 2000 American Institute of Physics
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the interaction of the conduction electrons in the contact area
with phonons and magnetic impurities on the same constric-
tions of different diameters.

The Kondo alloys were prepared at the Kamerling Onnes
laboratory. A massive sample was used to prepare a wire 0.2
mm thick. The use of a sample in the form of a small diam-
eter wire permits notching by using a sharp knife at the site
where we want it to break. This notch is produced at the
middle of a 10-mm-long wire section and reduces its diam-
eter severalfold. The sample with the notch was etched in a
mixture of acids(1/3 acetic, 1/3 orthophosphoric, and 1/3
nitric acid for CuCr and aqua regia for AuFand annealed
in high vacuum aT =600 °C for 2.5 hours followed by natu-
ral cooling down. The sample was fixed on a substrate of
beryllium bronze coated with a kapton film, using Staycast
epoxy. An important factor for PC resistance stability is that

the glue droplets be placed as close as possible to the notch.

The notch should be made at the middle of the substrate,
which is 15 mm long in our measurements. The substrate
with the glued sample is placed in a bending beam that per-
mits the middle part of the substrate to be pressed from the
side opposite to that carrying the sample, with the substrate
edges remaining fixed. The bending is controlled from out-

side the cryostat. The substrate deflection results in a smooth
extension of the sample at the site of the notch and hence in
a decrease of its diameter to the required values. Four wires

dv/dl, Q

Vo, uVv
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connect the sample with a measuring circuit. A temperatur€IG. 1. Point contact spectrum for Kondo alloys of CuGrl at. %. The
of 1.6 K is achieved in a liquid helium cryostat that containsfirst V-I derivativeR=dV/dl, where the arrows indicate the contribution

a superconducting solenoid.
The firstdV/dI(V) and the second?V/dI?(V) deriva-

to the differential resistance due to the interaction of conduction electrons
with phonons,dR;;,, and Kondo impuritiesgRy . Inset: the Kondo peak in
zero magnetic field on an expanded sc@e The second/—| derivative

tives of the current—voltage curves were measured by a Stai). The rms modulation voltag¥; equals 585.V. The rms second har-

dard modulation technique with the use of lock-in amplifiers.monic signalV; is connected with the second derivative via the equation
. . . . —n3/2 2 _ —

The Kondo peak was measured by using a bridge circuit téL/R)(dRdV)=2"4V,/V}). T=1.6K, H=0.

produce higher spectral resolution for lower modulation.

RESULTS

Typical spectra of the firsdV/dI(V) and the second
d?V/dI?(V) derivatives of theV—I curves for CuCr(0.1
at. %9 point contacts are shown in Fig. 1. The inset illustrates
the Kondo peak in zero magnetic field on an expanded scale.

This peak in the PC spectrum of copper is accounted for b¥u

conduction electron scattering off the Kondo impurities of Cr
in the vicinity of the point contact and is characterized by an
increase of the differential resistance by the logarithmic law
dVv/dIl(V)x—In(V) at voltage biases lower than for the

phonons for Cu. The variations in the differential resistance

phononséR,y,, and the Kondo impuritiesiRy , are denoted
by arrows. For the AuFe alloy, one can observe a similar
phonon spectrum of Au, while there is a Kondo peak of
lower intensity in a lower bias range than for the phonons
(not shown. The lower intensity of the Kondo peak com-

perature in AuFe is one order of magnitude lower than inthis equation with a nominator of 28.

CuCr.

impurity. Therefore, a portion of the sampl@ge measured
more than 10 samples of CuCr allogxhibited a lower

by us for detailed measurements. It should be emphasized
that we studied all of the point contacts, even those whose
lower peak intensities were indicative of clustering, and all
of the samples display the size effect described below.

For pure metals, in the ballistic limdR/dV(V) is di-

1

dR

8 ed

rav\V=3 mgpc(eV).

rectly proportional to the electron-phonon interacti@pl)
nctiongpc (Ref. 9

@

The Sharvin resistandg, for zero bias is related to the
due to the interaction between conduction electrons and theu point contact diameter through the equafidn:

30

VRIQ]

nmj.

@)

This equation is valid for contacts in the shape of a clean
pared to that in CuCr is due to the fact that the Kondo tem-orifice. For Au point contacts the diameter was estimated by

The essential parameter characterizing the PC spectrum
It is knowrf that Kondo impurities such as Cr and Fe in is the maximum value of the EPI signal that determines the
copper form clusters at low concentrations, unlike the Mnballistic regime of electron transport through the point con-

Kondo peak intensity for high diameters than those selectel) and (2):°

tact. The maximum value of the EPI signal for the point
contacts was estimated by the relation which follows from
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IG. 3. Dependence of the Kondo temperature on the point contact diameter
or CuCr and AuFe according to E¢4). Bottom inset: broadening of the
Kondo peakCuCr with decreasing contact diameter; the spectral resolution
is shown as a horizontal bar; top inset: the Kondo peak of the same alloy
with a logarithmic voltage scal@, ,d, are the diameters in both insgtEor
clarity, the points for the AuFe alloy are presented a decade below.

FIG. 2. Point-contact-diameter dependence of the relative variation of th
differential resistance due to the conduction electron interaction with
phonons and Kondo impurities for CuCr and AuFEhe dashed line repre-
sents Eq(3)). Note the difference of slopes between the linear fits to the
phonon and Kondo-impurity interactions shown as straight lines.

that characterizes the PC length in Ed), giving a linear

Opc(eV)= _12'9 d_R interpolation between the theoretical limits for a clean orifice
JR,/ AV and a channeft
where the resistance®, andR are expressed in ohms and 1 dR ==~ 8 e(d+37L/4) (eV), T~0
the voltageV in millivolts. Rdv' "/ 3 g 9rcteV) '

The estimategpa=0.24 for CuCr is in good agreement
with the value for point contacts of pure copper in the clear}he
orifice model. The value of maximum EPI intensity for the
AuFe point contactsgpe=0.1, is also consistent with that
for pure Au? Thus we are measuring point contacts with
electron transport close to the ballistic regime.

Here fluctuations of the local density of electron states at
Fermi energy in a channel-type point cortaesult in an
enhancement of electron scattering by Kondo impurities with
decreasing PC diameter. Linear fitting of the experimental
PC diameter dependence of the EPI in logarithmic coordi-
nates gives a slope of 0.88.04. For CuCr the experimental
Contact-size dependence of phonon and Kondo scatterings curve thus obtained lies slightly above the same dependence
A qualitative estimate of the electron—phonon interac-?cor the orifice-type PC. I__inear fitting of the_ pointfs_dete_rmin-
tion was made by determining the increase in the differential"9 the eleciron scattering t_)y the K°.”°‘° Impurities gives a
resistance from the minimum of the differential resistance fo lope of 0'77:.0'04' The d|ﬁ§renge in the slopes of the
a given contact up to the resistance for a bias of about 20 m\lflondo scattering ar;)d tk;]e EPI |dmp!|es an .enha_n rc;‘edment Of. the
at the intersection of the interpolation straight line#R(y) € ectr.on scattering by the Kondo impurities W'.t ecreasing
nPC diameter. As to the AuFe alloy, the experimental points

(Fig. 1). The estimate was performed with the assumptio . .
that the PC spectra of pure Cu exhibit no zero-bias anomzf the EPI do not lie above the theoretical dependence. We

lies. The interaction with the Kondo impurities was esti—CorlSIder this to be due to the fact that the impurity concen-

mated by the peak amplitude for zero bi@g(). The values tration for this alloy is at the boundary of changing over to a

of (R,) and (3Ry) for the AuFe alloy were determined in spin glass lying between the diffusive and ballistic regimes.
a similgr way The slopes of the EPI and the Kondo interaction linear fit-

The relative differential resistan@R,,/Ry and 5Rx /Rg t|?gs.f%r. AltJ.Fe tahre O.tho.lodar?d O'?fi Ot'OS' respectively,
versus the point contact diameter are shown in FidR2is also Indicating the enhanced size eftect.
measured directly. The diameter is estimated from @. _
The dashed line in the figure illustrates the diameter deperf=nergy dependence of Kondo scattering

SR/ Ry for the clean orifice modé: Kondo temperature is the energy broadening of the zero-bias
peak. In Fig. Jthe lower insetthe dependence of the Kondo
ORph 8 ed (20mv ) . . . . .
R =3 ﬁ—f Jpc(w)dw peak differential resistance is shown for two diameters. It is
0 /v=20mv UrJo clearly seen that a decrease in the PC diani{éterdiameters
— 4.05 10~ 3d[nm]. &) for the curvesd; andd, are 12.2 nm and 1.9 nm, respec-

tively) causes the Kondo peak to become broader. We esti-

The discrepancy between the experimental PC diametenated the spectral broadening of the Kondo peak due to the
dependence of the EPI and the model dependence is aexperimental temperature and the modulation signal ampli-
counted for by the difference in PC area geometry. We protude by the equatidi
pose that this discrepancy is due to the fact that the produc- s < 5 5
tion of the point contact by the break-junction technique (EV)=V(3.5%pT)"+(1.72V, 0%
involves a contact elongation accompanying a diameter rewhereV, g is the amplitude of the modulation voltage across
duction. Hence, it is necessary to introduce a pararmieter the point contact at zero bias. The calculated value of the
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spectral broadeningV~0.86 mV (indicated by the horizon- AuFe a
tal bar in the lower inset of Fig.)3suggests that it does not - (0.1at.%)
result in significant instrumental broadenifthough for the
larger diameters the width of Kondo peak may suffer from
experimental broadeningNote that the energy broadening
of the Kondo peak is sensitive to the ballistic conditions of
electron transport. The condition of ballistic electron trans-
port d<l;,l. depends on both the point contact preparation
technology and contact area strain. The latter is due to mul-
tiple fracture and bringing the contact together repeatedly.
The nature of the chemical element and concentration of
magnetic impurities also have an effect.
Thus the peak broadening clearly observed with decreas-

ing contact diameter is not related to the temperature and b
modulation smearing and is one more manifestation of a size 6.05}F
effect. The upper inset in Fig. 3 illustrates the voltage char- g
acteristics of the same Kondo peaks on a semilogarithmic (< | & s R

o_E

K

R, arb. units

scale. It is evident that the energy broadening of the Kondo
peak results in an increase in the slope of the logarithmic
portion (the dashed linewhich is in direct relation to the -
Kondo temperature. We believe now that the equations used
in Ref. 2 to calculate the Kondo temperature give a poor 595}
method of estimating it correctly from the PC characteristics. g
Their application for contacts of large diameter gave a 5920 .1 .1 P S R R T T
Kondo temperature value different from that in bulk materi- -10-8-6-4-20 2 4 6 8 10
als. Moreover, the Kondo temperature increases by several vV, mvV

orders of magthde as the contact diameter is reduced. He[‘—‘?G. 4. Effect of an external magnetic field on the Kondo peak: An external

we use instead, following Refs. 13, the empirical relationfieid of 4.3 T splits the Kondo peak in AuFe alloys. The size effect results in
between the Kondo impurity resistivity in bulk alloys as a suppression of splittingcurve withd=>5.1 nm (a); the Kondo peak in zero

CuCr
{0.1 at. %)

function of temperaturé‘! field (line) and at 4.3 T(circles for CuCr alloys (the arrow shows the
magnetoresistangdb). Inset: the negative magnetoresistance at a field of
pm=A—BIn[1+(T/ 0)2]; (4) 4.3 T as a function of the point contact diameter.

— 1/2 H H H H
here In@/Ty)=—n{S+1)] ", whereSis the impurity spin, for example, due to mechanical deformation causing dis-

whic_P we take eqtl;]al ttO 1/2 fO; bOtf:j Cr ar:jd Fe. i ,%acement of the impurities. Indeed, the higher the Kondo
¢ ° comgoe:rke © Iempter:atrtljred epe(r; ence foth eKresc,;.- purity concentration, the higher is the peakve might
ance in a bulk sample wi € dependence of the Ronde, expect that this uncontrollable growth of the Kondo-

scattering upon the applied voltage in a point contact, Wei'mpurity content would lead, at certain concentration and

tiaonzlf_lfeK th% fenfrgyThscaKlesd uilng thet relgtkt[‘rtr)V]t d quite low temperatures, to the formation of a spin-glass state,
=0.3IM[K] (Ref. 19. The Kondo temperature is estimate i.e., the splitting of the peak in the frozen internal magnetic

from fitting of the experimental dependence of the normal-; . : X i
ized Kondo peak by this formula, Ed4) (Fig. 3, upper field. In reality, however, when the contact diameter is de

inset. The d d f the Kondo t " biained .creased, the peak splitting in external or internal magnetic
INse). The dependence of the Kondo temperature oblained ifg ¢ (due to spin-glass ordering at high nominal concentra-
this way upon the point contact diameter is shown in the F'gtions) is always suppressed

3. It is seen that for both alloys the Kondo temperature is
considerably higher when the contact diameter is smaller. o L
For large diameter contacts the Kondo temperature saturatg‘éze'eﬂect of Kondo scattering in an external magnetic field
at a value exceeding the corresponding bulk value. This dis- The dependence of the magnetoresistance upon the point
crepancy may arise because the empirical formula cannatontact diameter is the third parameter manifesting the
properly treat the character of the Kondo scattering in ballisKondo size effect in point contacts. In an external magnetic
tic point contacts, while it is fairly adequate for resistive field the negative magnetoresistance is caused by the Zee-
measurement in bulk. Besides, the Auf@el% alloy is in  man effect® which restrains the spin degrees of freedom of
the spin-glass state dt=1.6 K, which leads to an apparent the magnetic impurity and thus suppresses the Kondo effect.
increase ofT¢ determined by formuld4). Another reason In our study the Kondo temperatures of the bulk CuCr and
for the different Kondo temperatures of a bulk sample and auFe alloys ae 2 K and 0.2 K, respectively. They are within
larger-diameter point contact may be a deviation from a balthe interval where our maximal external magnetic field of 4.3
listic character of the electron transit through large diam-T at T=1.6 K is unable to split the Kondo peak in CuCr but
eters. it can do this in AuFe. The size dependenddddI(V) of

The enhanced intensity of the Kondo peak in the experithe AuFe Kondo peak split in the field 4.3 TR+ 1.6K are
ment may be attributed to the systematically increasing conshown in Fig. 4a. This splitting is clearly seen for large-
centration of magnetic impurities in the point contact region,diameter contact¢Fig. 4a, curves fod=12 and 10 nmy
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where it is not influenced by the size effect. When the point — the interaction of conduction electrons with the
contact diameter is decreasécurves ford=6.8 and 5.1 Kondo impurities increases, relative to the EPI, with decreas-
nm), the splitting of the Kondo peak is suppressed, thoughng point contact diameter, similar to our earlier results on
the positionV,_, remains the same. The size effect en-CuMr” and CuFé& alloys;
hances the interaction between the conduction electrons and — a decrease in the point contact diameter leads to a rise
the magnetic impurities. For small sizes it leads to the facbf the Kondo temperature, which results in energy broaden-
that the Zeeman enerdy=guHS, in a field 4.3 T is unable ing of the peak;
to fix the magnetic impurity spins with the field, i.e., to re- — in the external magnetic field, a decrease in the point
strict their degree of freedom and to exclude them from thecontact diameter causes a considerable drop of the negative
Kondo interaction. magnetoresistance in the CyC@d at.% alloy and sup-

For the CuCr alloy the Kondo temperatufig=2 K and  presses the Kondo peak splitting in AYB4. at. %;
an external magnetic field 4.3 T is insufficient to split the — in the CuCr alloy, saturation of the Kondo tempera-
peak. A similar result was obtained for CuFe in a magnetidure is observed for large diameters.
field of 12 T atT=0.5K."* The dependencdV/dI(V) of
the Kondo peak in zero field and 4.3 T are shown in Fig. 4b. E-mail: fisun@ilt.kharkov.ua
The weaker intensity of the Kondo peak in the external mag-
nefic field results from the negative magnetoresistanpe irllA. A. Lysykh, I. K. Yanson, O. I. Shklyarevski, and Yu. G. Naidyuk,
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The rare-earth Kondo semiconductor CeNiSn is investigated by point-contact and tunneling
spectroscopy using mechanically controllable break junctid(®) characteristics and their
derivatives are recorded for contacts from the metallic to the tunneling regime at

temperatures between 0.1-8 K and in magnetic fields up to 8 T. It is found that CeNiSn behaves
like a compound with typical metallic properties instead of exhibiting the expected
semiconducting behavior. The main spectral feature is a pronounced zero-bias conductance
minimum of about 10 meV width, which appears to be of magnetic nature. These break-junction
experiments provide no clear-cut evidence for an en¢pggudo gap in CeNiSn. ©2000

American Institute of Physic§S1063-777X00)01007-0

INTRODUCTION the break-junction technique that one can not use a well-
) ) ) ) known superconductor like lead or aluminum as a counter-
Cerium intermetallic compounds show a large variety Ofgjectrode to test the tunneling with a known superconducting
extreme properties at low temperatures. Thiectrons of the 4 asiparticle density of states. The only way out of this di-
Ce ions can strongly hybridize with the conduction electrons|emma seems to be to test the tunneling regime via the ex-
resulting in a number of different ground states. The heavypgnential variation of the contact resistance as the vacuum
fermion, the mixed-valent, and the Kondo-lattice state haveya, width between the two electrodes is varied or to find a
attracted most of the interest. Among the Ce compounds,onqyctance quantization in the metallic regime. Here we
CeNiSn is usually classified as a Kondo semiconductorrenort our investigation of mechanically controllable break
mainly due to the enhanced electrical resistivity at 10wj,nctions of CeNiSn single crystals, both in the true vacuum-

temperatures. _ _ _ tunneling and in the metallic regime.
As soon as high-quality samples became available, the

low-temperature resistivity turned out to be metallic, unlike

that of CeNiSn samples containing nonmagnetic impurfties. SPECTROSCOPY ON SMALL POINT CONTACTS

However, an anisotropic gap or V-shaped pseudogap in the 14 jnyestigate the interaction between conduction elec-
electronic density of states is still used tOdaé to describeyong and quasiparticles, point contact spectroscopy uses the
e.g., the specific-heat measurements below Am_othe4r nonlinear conductance of metallic point contacts, as re-
example are the break-junction experiments by Elébal:"  \iewed, e.g., in Ref. 6. Energy-resolved spectroscopy is pos-
They observed/dV(V) spectra with~10 meV broad zero- - gjpje in the ballistic regime, when the electronic inelastic
bias minima. Assuming the junctions were in the tunnelingpean free path is much larger than the contact diameter. A

regime, these anomalies were interpreted as being due to tg)t59e v applied to the contact accelerates the electrons to
gap in the electronic density of states. Later, break-junction,, excess energyV.

experiments in high magnetic fieRjBav_eaIed a suppression In the opposite limit, when the inelastic mean free path
of the above zero-bias anomaly for fields along &exis, s smaller than the contact diameter, energy is dissipated in
unlike for fields along the axis. This field-induced reduc- e contact region due to relaxation processes. The excess
tion of the gap structure was interpreted as crossover phee-nergy is therefore much smaller thaV (see, e.g., the

nomenon from a pseudogap to a metallic heavy-fermione, ey ” Simultaneously, the temperature in the contact re-

state. . _ __gion Tp¢ is enhanced with respect to the bath temperature
Although the observation of a gaplike conductance mini—r " In this thermal regime

mum of the CeNiSn break junctions is an interesting fact, the
tunneling regime in Refs. 4 and 5 was mainly postulated
instead of experimentally verified. It is a severe drawback of

VZ
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with the Lorenz numbek. A simple formula were recorded in the standard four-terminal mode with cur-
rent biasing at low contact resistandes: 10 k(), while for
16pl  p(T) ? .
Rpe(T)=o—5+—— 2) contacts withR=100 K2 a two-terminal mode was used,
3md d and the differential conductance was recorded with voltage
interpolates the contact resistance from the thermal to thkiasing. _ _ _ .
ballistic regime® Here p is the electrical resistivity,pl Three CeNiSn single crystals were investigated. Each

=#ke/ne?, wheren is the density of conduction electrores, had one long side in tha, b, andc directions of the ortho-
is the electron charge, amd is the Fermi wave number. The rhombic crystal lattice, respectively. At room temperature,
first term of Eq.(2) represents the ballistic resistance, domi-the contact resistance of the samples with the notch was be-
nating at small contact diameter The nonballistic second tween 0.1 and X}, instead of the expected few(n esti-
term depends on scattering processes of the material in thgated from the geometrical size. This difference points to
contact region. Therefore, in the thermal regime the nonlinmicroscopic cracks at the constriction. On cooling down, the
ear conductance of the junction is mainly due to the temperaesistance of some of the contacts further increased by an
ture dependence gf(T). Since the latter is determined by order of magnitude, probably due to different thermal expan-
the electron—quasi-particle interaction and peculiarities ofion coefficients of the sample and the bending beam, pro-
the electronic structure, they can be resolved on pointducing additional cracks.
contact spectra even in the thermal regime as anomalies of Note that the notch defines only the macroscopic posi-
the contact conductance. But it is not possible to get mor&on of the junction, while the microscopic contact is less
information than fromp(T) measurements. Additionally, in Well defined. After the sample was removed from the refrig-
the thermal regime the energy scale seelwis not directly ~ erator, the surface of the junction was not mirrorlike or
related with the spectrum of the quasiparticles or other excismooth, as expected for a single crystal, and the break was
tations, in contrast to the ballistic limit. usually tilted with respect to the direction of the notch and

By reducing the cross-sectional contact area down to athus to the crystal axis. Therefore the current flow through
atomic radiusa, which corresponds to the Fermi wavelength the contact deviates somewhat from the direction defined by
for metals, on account of the quantum size effect the condughe long side of the sample. A magnetic field oBtT could
tance of a 3D constriction assumes only well-defined value§e applied perpendicular to the bending beam, i.e., perpen-
in multiples of Go=2e?/h=77u0"! (Refs. 8 and 9 dicular to the long side of the sample and to the current flow.
Hence the maximal resistaritef a contact of atomic dimen-
sion is of the ordeRm.,=G,'=12.9 k). RESULTS

When the distance between the two electrodes is further

increased, the direct metallic contact breaks, a vacuum gag‘ First one has to identify the regime of charge transport

opens, and tunneling across the vacuum barrier starts. It rough the junctions, because this regime provides the basis

often believed that the tunneling conductance directly image pr any further mterpretatlo_n. To solve this problem we mea-

the density of state€DOS) of the electrodes. Actually, for a sured_ how the cor!tact resistance depends on the piezo volt
classical planar tunnel junction between normal metals thghge’ €., Ion It:he d'StlanCT beltwe;:n the two broker;_ plle(:jces of
tunnel current depends on the DOS along the transverse dire sample. Figure 1a clearly shows an exponential depen-

rection only. This current, however, is strongly suppressec&jence of the current at constant bias voltage versus piezo

due to the exponential transmission coefficient of thevoltage for contact resistances above 161) &s expected for

. . —1_ 2
barrierl® The influence of the DOS on the tunnel current cant™U€ vacuum tunneling. For resistances belGy ™ =h/2e

be seen preferentially in special tunneling geometries like 61213k9' the curves in Fig. 1b reveal a steplike change of

tip—plane setup, or when strong correlation effects break th&onductance, which is characteristic for atomic-size_metall_ic

single-electron representation. contacts. We therefore conclude. that for contacts with resis-
tance above 100(k, the current is due to tunneling, while
below 10 K it is due to direct conductance of a metallic
constriction. Note that this interpretation differs from that in

We prepared the CeNiSn sampl@verall size approxi- Refs. 4 and 5.
mately X 1 X5 mm) by mechanically cutting a 0.5—0.7 mm Figure 2a shows thdV/dl spectra of several metallic
deep notch to define the break position. The sample is affixedontacts in the 20—500Q range. In general, all the spectra
by electrically insulating glue onto a flexible bending beam.look similar to each other. They have a pronounced peak at
Twisted pairs of voltage and current leads were attached witkero bias, and the differential resistance decreases logarith-
silver epoxy on both sides of sample, which is then mountednically between 1 and 10 mV. According to Fig. 2b, the
onto the mixing chamber inside the vacuum can of the diludatter dependence can be fitted well by an empirical formula
tion refrigerator. With a micrometer screw the bending beanwidely used to describe the temperature dependence of
is bent at low temperatures, thereby breaking the sample #&ondo scattering if the temperature is replaced by the ap-
the notch. For further details of the experimental setup seplied voltage. This seems to be a reasonable assumption for
Ref. 11. the thermal regime and follows from E(L).

The resistance of the break junction or its lateral contact  Figure 3 shows the temperature and field dependence of
size could be adjusteth situ both mechanically with the thedV/dIl spectra of the sample in thedirection. In addi-
micrometer screw and with a piezo tube, which allows finetion to the zero-bias peak, the curves have a background that
tuning of the contact resistance in the tunneling regime. Th@radually increases with/, resulting in a double-minimum
current—voltage characteristic and the differential resistancstructure. This kind of anomaly is very similar to that found

EXPERIMENT
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FIG. 1. Currentl through a CeNiSn break junction in tledirection versus the piezo voltadk., for several successive sweeps of the piezo voltage at
=0.1K and at a constant bias voltage of 0.1(&). The data of Fig. 1a are in units of conductance normalized to the quantum conduGign@e? h
=77.5uS. The curves have been shifted along ¥he axis to fit into one diagranib).

by Ekinoet al* and by Davydowet al® if dV/dl is replaced behavior characterizes the thermal regime, and not the bal-
by dI/dV. Note, however, that theV/dI(V) dependence listic one. A detailed discussion of the thermal regime and

looks like the temperature dependence of the zero-bias coffidrther literature can be found in Ref. 7. Since contacts with

tact resistancdV/dI(T,V=0); see the inset of Fig. 3a. Such resistance below about 1Q)kare not in the tunneling re-
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FIG. 2. dV/dI versusV spectra of metallic CeNiSn break junctions in thdirection atT=0.1 K. Note the logarithmic absciséa. Normalizedd V/d| versus
V (symbol$ for the two contacts in Fig. 2a with the lowest and highest resistance. The solid lines are fits to the Daybell*foRmula- A log(1
+(VIVg)?) with A=0.019(0.066)Y,=0.357(0.345) mV for the bottorftop) curve, respectivelyb).
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FIG. 3. Temperature dependenceddf/d| versusV for metallic CeNiSn break junctions in thedirection. The temperature is 0.1, 2, 4, 6, and &iém top

to bottom). The spectra are slightly offset against each other for clarity. The inset shows the temperature dependence of the contact resistance at zero bias for
the same contact. The resistance is slightly lower because the junction changed somewhat after heatiagy td&Ketic field dependence d¥/d| versus

V for the contact in Fig. 3a af=0.1 K. The applied field is 0, 2, 4, 6, and 8(ffom top to botton). The curves are again slightly offset against each other

for clarity. The inset shows the contact magnetoresistance at zero bias ¥rd28tmV, respectivelyb).

gime, the zero-bias anomalies cannot be attributed directly taot oriented exactly perpendicular to thexis.
the density of states or to the energy gap, as proposed in
Refs. 4 and 5. A natural explanation for the zero-bias peak irll_)ISCUSSION
Fig. 3 with its logarithmic dependence could be Kondo scat-
tering. The negative magnetoresistance shown in the inset of For low-ohmic metallic contacts thé&Vv/d| spectra look
Fig. 3b also favors some magnetic or Kondo type of scattersimilar to the temperature dependence of the zero-bias con-
ing. tact resistancéFig. 3a. Hence they reflect the behavior of
For junctions in the tunneling regime, two cases have tdahe electrical resistivity in the contact region in the thermal
be distinguished: )i Contacts with a large nonlinearity limit, when the temperature inside the constriction increases
(~100% in the dI/dV spectra also have a sharp zero-biaswith applied bias voltage according to Ed). The increase
minimum, similar to the maximum idV/d| of the metallic ~ of the contact resistance as the temperature is lowered very
contacts(see Fig. 4 anddl/dV increases nearly logarith- likely has the same origin as that observed earlier on the less
mically in the 0.1-10 mV range.)iiContacts with small perfect(that is, not very pureCeNiSn sample$We believe
nonlinearity(~10%) have a relatively broad zero-bias mini- that in our experiments some intrinsic cracks with poor in-
mum. They are more asymmetric, and we found them alsterface quality determine the microscopic properties of the
less reproducible. Applying a magnetic field slightly broad-junction. Alternatively, mechanical stress itself could distort
ens the zero-bias minimum. Unfortunately, contacts of thehe crystal lattice, producing imperfections. We found that
first type were unstable when we started applying a magnetithe temperature dependence of the contact resistance of very
field. We could therefore not check reliably how the field low-ohmic CeNiSn contacts of about 70(hrfor the slab in
influences the spectra of the first type. TthH#dV spectra the c directionbeforeapplying a mechanical force showed a
with small nonlinearity were measured on a slab prepared imetalliclike decrease of the resistance down to 0.1 K. Hence,
thec direction. As we have said, the direction of current flow after the mechanical break the metal in the contact region
through the microscopic contact can deviate from the exmay be distorted, or impurities like Ce ions may have been
pected direction along the long side of the slab. For exampleadded to the interface, playing the role of scattering centers.
according to Fig. 1a, to increase the tunneling current by on&he logarithmic Kondo-like dependence both &v/dI(V)
order of magnitude one must increase the piezo voltage bgnd dV/dI(T,V=0) favors a magnetic kind of scattering
about 15 V, while for the sample along thadirection only ~ mechanism.
abou 2 V is needed. This latter value ought to be expected in  In the tunneling regime, thdl/dV(V) spectra with a
our setup for a change in the vacuum gap of about 0.1 nnpronounced sharp minimum and logarithmic increase of con-
We conclude that for the sample in tbelirection the chang- ductance in Fig. 4a also look as if they are caused by mag-
ing vacuum gap between the two electrodes was probablgetic scattering. For thin film metal-oxide—metal planar tun-
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FIG. 4. dI/dV versusV for CeNiSn tunnel junctions in tha direction atT=0.1 K. The applied ac voltage was 0.1 mV. The inset shows one curve on a log
plot (a). d1/dV versusV spectra normalized for zero conductance of CeNiSn tunnel junctions indhection atT=0.1 K. The zero-bias resistance is 1, 5,

and 10 M) (from the second curve to the bottom curv&he curves are offset against each other for clarity. The applied ac voltage was 1 mV. The upper
curve 5 a 1 M) contact in a magnetic fieldf® T together with a fifdashed symmetric curyéo Coulomb blockade according to EqbB

nel junctions, evaporating less than one monolayer obn the intrinsic static capacitance of the specific junction.
magnetic impurities can produce either a maximum or &oulomb blockade could explain at least part of the zero-bias
minimum in the zero-bias conductaneThe size of this minima of thedI/dV(V) spectra in Fig. 4b, while curves in
anomaly is of the order of 10%, and it depends on the sign oFig. 4a have a several times larger anomaly of the conduc-
the exchange integral between the conduction electron spitance, which cannot be explained only by Coulomb block-
and the magnetic impurity spin. A giant zero-bias resistancade.
maximum similar to the conductance minimum in Fig. 4a, One could also suppose that in the latter case some free
with logarithmic variation between a few mV and 100 mV, isolated metallidmagneti¢ clusters are formed accidentally
has been observed in Cr—oxide—Ag tunnel junctithishis  during the breaking of the junction. These clusters could
anomaly is possibly explained by Kondo scattering as wellhave rather small capacitances, increasing the effect of Cou-
However, the change in resistance is too large. Interestinglyomb blockade, while simultaneously depending on the mag-
a giant resistance peak was observed also for Al-oxide—Ahetic field.
tunnel junctions in which nonmagnetic Ni or Sn was evapo- Let us come back to thdl/dV(V) spectra in Fig. 4b,
rated onto the upper Al film* This observation casts some with small nonlinearities and broad zero-bias maxima. If we
doubt on the purely magnetic origin of the zero-bias anomaassume that this structure reflects the gap in the electronic
lies, and so the nature of the giant zero-bias conductanagensity of states, then the width of the gap is determined by
minimum is a question still open to discussion. the position of maximum, corresponding taA220mV.

Another explanation for a zero-bias conductance mini-This is two times larger than that found in Ref. 4, where the
mum of small point contacts could be Coulomb blockadevalue of the gap is also too large when compared to the
When the junction has a capacitanCethe tunneling elec- characteristic temperature of about 10 K.
trons have to overcome the electrostatic charging energy
Ec=€?/2C. At large voltagesC equals the intrinsic capaci-
tanceC, of the junction'! But at small voltagesC is en-
hanced due to the lead capacitataefi/e|V|. HereK is the We have studied CeNiSn using mechanically control-
capacitance per length of the setup arnsithe speed of light. |able break junctions from the metallic to the vacuum tun-
Consequently, the conductance of an otherwise ohmic junaieling regime. We observed quantization of the conductance
tion shows a more or less pronounced zero-bias diglike  with a value near the conductance quan@gat the transi-

di e?Kch tion from metallic contact to vacuum tunneling. This obser-
Ro—=1- (3)  vation characterizes CeNiSn as a good metal even for tem-
dv 2(e]V|Co+Kch)® peratures well below 1 K. The pronounced zero-bias

due to Coulomb blockade. In our setup the relative size ohnomalies observed both in the metallic and in the vacuum-
such a Coulomb anomaly is about 3%ts width depends tunneling regime seem to be mainly due to scattering of elec-

CONCLUSION




Low Temp. Phys. 26 (7), July 2000 Naidyuk et al. 507

trons on the disordered magnetic Ce ions or other imperfec?k. izawa, T. Suzuki, T. Fujita, T. Takabatake, G. Nakamoto, H. Fuijii, and
tions at the interface between the electrodes, which could K. Maezawa, Phys. Rev. B9, 2599(1999.

also be produced by mechanical stress. This hinders the us@- Ekino, T. Takabatake, H. Tanaka, and H. Fujii, Phys. Rev. [#gf.

of break junction tunneling experiments for unequivocally 2621999

. e . D. N. Davydov, S. Kambe, A. G. M. Jansen, P. Wyder, N. Wilson, G.
Identlf)gng .the ?I’Oposedf eCnerq%pseud()) gap in the elec Lapertot, and J. Flouquet, Phys. Rev5B 7299(1997.
tronic density of states of CeNiSn. 5A. Duif, A. G. M. Jansen, and P. Wyder, J. Phys.: Condens. Mditer

: 3157/(1989.
This work was supported by the SFB 252 Darmstadt.,, G( N;?dyuk and I. K. Yanson, J. Phys.: Condens. Matt@r 8905
(Frankfurd Mainz. Y. N. thanks the SFB 252 for financial (1998. '
support during his stay in Darmstadt and is grateful to Prof.sa m. zagoskin and 1. 0. Kulik, Fiz. Nizk. TempL6, 911(1990 [Sov. J.

I. K. Yanson and Yu. A. Kolesnichenko for valuable re- Low Temp. Phys16, 533(1990].

marks. 9J. A. Torres, J. I. Pascual, and J. J. Saenz, Phys. Rd9, B5581(1994).
10E. L. Wolf, Principles of Electron Tunneling Spectrosco@xford Uni-
*E-mail: naidyuk@ilt.kharkov.ua versity Press, New York1983.

Dinterestingly, the Sharvin formula for an orifice of atomic radius yields the K. Gloos and F. Anders, J. Low Temp. Phyd.6 21(1999.
same value Ry~ 16p1/(37d?)=4/(ake)2h/(2e?)=4/(ak:)?G, ., 12M. D. Daybell, inMagnetism G. T. Rado and H. SUKEds), Academic
where @kg)?=4 for ordinary metal$. Press, New Yorlb, 121(1973.
133, R. Cooper and A. F. G. Wyatt, J. Phys. F: Met. PI/4.120 (1973.
M. A. E-Semary, Y. Kaahwa, and J. S. Rogers, Solid State Com@jn.

. L ) N 593 (1973.
7. Takabatake, F. Teshima, H. Fuijii, S. Nishigori, T. Suzuki, T. Fujita, Y.

Yamaguchi, J. Sakurai, and D. Jaccard, Phys. Re#1,B9607(1990.
2T. Takabatake, Y. Echizen, T. Yoshino, K. Kobayashi, G. Nakamoto, H.This article was published in English in the original Russian journal. Repro-
Fujii, and M. Sera, Phys. Rev. B9, 13878(1999. duced here with stylistic changes by the Translation Consultant.



LOW TEMPERATURE PHYSICS VOLUME 26, NUMBER 7 JULY 2000

The influence of single magnetic impurities on the conductance of quantum
microconstrictions

A. Namiranian and Yu. A. Kolesnichenko

Institute for Advanced Studies in Basic Sciences, 45195-159, Gava Zang, Zanjan, Iran

Yu. A. Kolesnichenko*

Institute for Advanced Studies in Basic Sciences, 45195-159, Gava Zang, Zanjan, Iran;
B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences
of Ukraine, 47 Lenin Ave., 61164 Kharkov, Ukraine

Yu. A. Kolesnichenko and A. N. Omelyanchouk

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences
of Ukraine, 47 Lenin Ave., 61164 Kharkov, Ukraine

(Submitted March 3, 20Q0

Fiz. Nizk. Temp.26, 694—699(July 2000

The nonlinear ballistic conductance of three-dimensional quantum microconstrictions containing
magnetic impurities is investigated. The nonlinear part of the conductance, which is due to

the interaction of electrons with magnetic impurities, is obtained. The analytical results are
analyzed numerically. It is shown that the intensity of the Kondo anomaly in the

conductance as a function of the applied voltage depends on the diameter of the constriction and
the positions of the impurities. @000 American Institute of Physid$1063-777X00)01107-5

The impurity—electron interaction in Kondo systems canthe quasiclassical approximation it disappears with increas-
be effectively studied by using point conta¢®C9. In the  ing contact length. Zarand and Udvaftconsidered a con-
first measurements of the differential PC resistaR¢¥) in  tact in the form of a long channel and suggested that the
metals with magnetic impurities the zero-bias KondoKondo temperaturd is changed due to the strong fluctua-
anomaly was observéd® These experiments were ex- tions of the local density of states generated by the reflec-
plained by quasiclassical theory of Kondo effect in B@s. tions of conduction electrons at the surface of the contact. As
was shown that in the second-order Born approximation tha result of that, the effective cross section of electrons has a
magnetic impurity contribution to the PC resistance includesnaximum if the position of the impurity inside the contact
the logarithmic dependend@(V)~In(V) for eV>Ty and  corresponds to the maximum in the local electron density of
saturation foeV<Ty (T is the Kondo temperatur®,is the  states. But the mesoscopic effect of the spatial distribution of
voltage applied to the PCIn accordance with the theofy, impurities in quantum contacts was not analyzed in that
the nonlinear correction to the ballistic PC resistance is propaper°
portional to the contact diameter. But in the experimktits In ultrasmall contacts the quantum phenomena known as
the size dependence of the PC current was not investigatatie quantum size effect occur. The effect of tre#/h con-
due to the limited range of contact diameters accessible. ductance quantization has been observed in experiments on

The development of the technique of mechanically concontacts in the two-dimensional electron ffd€and in ultra-
trollable break junctiondMCBJ) has made it possible to small three-dimensional constrictions, which are created by
create stable PCs with diameters adjustable over a broassing scanning tunneling microscdpy”* and mechanically
range, down to a single atom’.In the MCBJ experiment€  controllable break junction’s. Defects produce backscatter-
the authors studied the resistance of ultrasmall contacts witimg of electrons and thus break the quantization of the con-
magnetic impurities as a function of the PC diametein  ductance. On the other hand, the impurities situated inside
contrast to the prediction of the quasiclassical théovign-  the quantum microconstriction produce a nonlinear depen-
sonet al.”® observed that the Kondo scattering contributiondence of the conductance on the applied volt4gehis de-
to the contact resistance is nearly independent of the contapendence is the result of the interference of electron waves
diameterd for small d. This behavior was explained by the reflected by these defects!®
authoré® as being due to an increase of the Kondo impurity  In this paper we present a theoretical solution of this
scattering cross section with decreasing contact size. problem for the conductance of a quantum microconstriction

It has been shown in theoretical wotkthat in very in the form of a long ballistic channel containing single mag-
small contacts the discreteness of impurity positions must baetic impurities. We study the first- and second-order correc-
taken into account, and the experiméritmay be explained tions to the conductance of the ballistic microconstriction in
by the “classical” mesoscopic effect of the dependence ofthe Born approximation. The effect of impurity positions is
the point contact conductance on the spatial distribution ofaken into account. Within the framework of the long-
impurities. This effect is essential in “short” contacts, and in channel model the quantum formula for the conductahce

1063-777X/2000/26(7)/5/$20.00 508 © 2000 American Institute of Physics
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obtained. By using the model of a cylindrical microconstric-

+ +
tion, the nonlinear conductance as a function of volt¥ge Hint=_2, Ji k k' [SACyr1Ckp = Cyr Ck))
and the width of constriction is analyzed numerically for Jkk
different positions of a single impurity. X S*clf,TckpL S"cyr Gkl (6)

Let us consider a quantum microconstriction in the form
of a long and perfectly clean channel with smooth bound-  Here the operatoc,, (cy,) createsiannihilates a con-
aries and a diametet comparable to the Fermi wavelength duction electron with spirr, wave functione, and energy
Ae=h/\2mer, wheree is the Fermi energy. We assume &k Sdenotes the spin of the ir.npurity;;Z is.the electron
that this channel is smoothljover the Fermi length scgle Velocity along the channel; . is the matrix element of
connected with bulk metal “banks.” As was shown in Refs. the exchange interaction of an electron with an impurity at
19 and 20, in such a constriction an accurate quantization cdf® Pointr; ko is the full set of quantum numbers; and,
be obtained in the zeroth approximation in the adiabatic pa-
rameter]Vd| < 1. The corrections to the tunneling and reflec- Jj,k,k,=f drd(r,r)ex(r) e (r). (7
tion coefficients of electrons due to deviation from the adia-
batic constriction are exponentially small, except near thelhe electron wave functions and eigenvalues in the long

points where the modes are switched on andoff. channel in the adiabatic approximation are

When a voltageV is applied to the constriction, a net i
currentl starts to flow. In the limitv— 0, the ballistic con- ()= lﬂﬁ(R)eX!{—PzZ)i (8)
ductance of the quantum microconstriction is given by the h
formula p?

z
G- —GoS fe(ep) (1) o °
= = £5),
dv ° B Fp wherek=(8,p,), p; is the momentum of an electron along

) . . . . the contact axism, is the electron mass;=(R,z), with R
wherefg is the Fermi functiong s is the minimal energy of .o ~oordinate in the plane perpendicular to #Hais.
the tran;verse electron mode, g@ds the fuII. ;et of trans- Differentiating(H,) with respect to the time we obtain
verse discrete quantum numbers. The ballistic quantum PG, equation for the changel of the current as a result of the

displays specific nonlinear properties, such as the conduGsiaraction of electrons with magnetic impurities:
tance jumps?/h. For the two-dimensional PC these effects

were considered in Refs. 22 and 23. The aim of this study is 1
to analyze the zero-bias Kondo minimum in the PC conduc- VA1~ 77 (H1(). Hin(O) ]),
tance. We assume that the bigis much smaller than not
only the Fermi energy but also the distances between the
energies 5 of the quantum modes. In this case the influence (..)=Tr(p(t)...). (12)
of the applied bias on the transmission is negligibly small. ] ) ) )
Impurities and defects scatter the electrons, decreasing All Operators are in the interaction representation.
the transmission probability. In accordance with the standard ~ The density matrix(t) satisfies the equation
procedure’? the decrease of the electrical currexit due Ip
to the electron—impurity interaction is connected with the ihE:[Hint(t),p(t)], (12
rate of dissipation of the enerdy by the relation:

(10

where

which can be solved using perturbation theory:

dE d(H,)
VAI=E= TR (2 1 [t 1
pO=pot i3 | dUTHE ) ol
The HamiltonianH of the electrons contains the following
terms: L A ) p
%[ 0t [ aU i) T )opl)
H=Ho+Hi+Hiq, 3 13
where By means of Eq(13) the change in the electric current
due to magnetic impurities can be determined as
Ho= 2. &40, Cur @
A|=|1+|2+...=—W

is the Hamiltonian of free electrons, and

t
eV % [0t THpelHy Hi0) Hi )10
Hi=— > signv,)c, S ®) e O
k,o
1 t’ t
describes the interaction of electrons with the electric field. - erf_wdt f_xdt Tr(pol[[H1,Hin() I,Hin(t") 1,

The Hamiltonian of the interaction of electrons with mag-
netic impuritiesH,,; can be written as XHin(t" ] +... . (14
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After simple but cumbersome calculations, we find the

first-and second-order corrections to the PC current

- s (s+1)>, >, (signu,,—signu,,)

I]_:

nm i
><(fm_fn)5(8n_<9m)‘-]j,n,m\]i,m,n- (15)
e
lo=— s+1)2 E (signv,,— signuv,,,)
Tl
1 1
X 6(8n—8k)Pl’8m_8k+5(sm—8k)Pr8n_8k
X[ Jj nkdimndi komt I kndionmd mk]
X(fm_fk)(l_an)v (16)

where f,,=fg[e,+ (eV/2)signv,]. The first additionl; to

the PC current describes a small spin-dependent correction

(of order (/eg)?) to the change of the current due to the
usual scattering. The second additlgris also small too, but

contains the Kondo logarithmic dependence on the voltage,
and it is the most important for the analysis of the nonlinear
conductance of constrictions containing magnetic impurities.

The expressiongl5) and (16) can be further simplified
in the case of a-function potential of the impurities,

J
J(f)=n—e5(f), 7

wheren, is the electron density. In this case the additign
to the ballistic current has the form:

2 J 3
(—) s(s+1) Z 2 (signwv,—signuv,,,)
n nmKki,j,l

e

2me
)

|2:

1

—&y

1
X| 8(en—eK)Pr +d(em—e)Pr
€m~ €k

n

X(fm=fil)(1-21,)

XRe @i (1) en (r)em(r) ex(r) em(ri) en(rj].
(18

It follows from Egs.(16) and (18) that the current,
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(R inF* \ z
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FIG. 1. Schematic representation of a ballistic microconstriction in the form
of a long channel, adiabatically connected to large metallic reservoirs. Mag-
netic impurities inside the constriction are shown.

Trezmg( J )3
—1 s(s
ne

ﬁ4

D2 2 |va(RPwaRIu(RI?

(k) (=) (k)
p\—p [
><[pif>p(“)p“>]1{l %( )
s Py p I+ p | po
(K) A (—K) _ (= K) (k)
ppl ¥ —p! py
+ (1= 8,)In|—F s
A plopl T pl ><>‘
(—k)\2
+5a,3|n‘( iy’ )}, 19
(pS; )
where
eV 1/2
pl=|2m, spty—sa) : (20)

and the transverse parts of the wave functiog(R) and the
electron energy, are given by Eqs(8) and(9).

Carrying out the numerical calculations, we use the free
electron model of a point contact consisting of two infinite
half spaces connected by a long ballistic cylinder of a radius
R and lengthL (Fig. 1). In the limit L— the electron wave
functionsV¥ ,(R) and eigenstates, can be written as

ho(R)= Im(ymnp/R)EXR(ime);

1
\/;R I+ 1(Ymn)
ﬁZ

_ 2
Sa_zme R2 Ymne (21)

where we have used cylindrical coordinates(p, ¢,z) with
thez axis along the channel axis. Heyg,, is thenth zero of
the Bessel functiod,,,. Because of the degeneracy of the
electron energy with respect to azimuthal quantum number
(as a result of the symmetry of the modejuantum modes

depends on the positions of the impurities. Two effects inwith =m give the same contribution to the conductance. In

fluence the value df,: the effect of quantum interference of

this model the ballistic conductand#&) has not only steps

scattered electron waves, which depends on the distanc&, but also steps @, (Refs. 20 and 26

between impurities, and effect of the electron density of

In Fig. 2 the dependence of the nonlinear conductance

states at the points where the impurities are situated. Then the applied bias is shown for different positions of a
nonlinear part of the conductance can be easy obtained afteingle magnetic impurity inside the channel. The results ob-

differentiation of Eq.(18) with respect to the voltages,

=dl,/dV. In the case of a single impurity and at zero tem-

tained confirm that the nonlinear effect is strongly dependent
on the position of the impurity. If the impurity is situated

peratureT=0, this equation can be integrated analytically near the surface of the constrictians R, where the square

over the momentunp,, and the conductancg, takes the
form

modulus of the electron wave function is small, its influence
on the conductivity is negligible. This conclusion is con-
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FIG. 2. The voltage dependence of the nonlinear part of the condudBnce F|G. 4. The dependence &, (19) on the radius of the constriction for a
(19 for different distances of the impurity from the contact ak®&™R  single-mode channel and different positions of the impufity=0.02 ;
=52f; T=0; 1-2mp=15\¢; 2-2mp=2.5\¢; 3—-2mp=3.0\; T=0; 1—27p=0.5\¢; 2—27p=1.0\¢; 3—27p=15\; 4—27p
4—27p=23.5\p). =2.0np).

firmed by the calculations of the depender@gon the po-  applied voltage. This mesoscopic effect is due to the strong
sition of the impurity for different numbers of quantum dependence the electron scattering amplitude on the posi-
modes(Fig. 3. The results indicate that the mesoscopic ef-tions of the impurities. As a result of the reflection from the
fect of the impurity position is more essential for ultrasmall boundaries of the constriction, the electron wave functions
contacts, which contain only a few conducting modes, an@orresponding to bounded electron motion in the direction
G, has a maximum. Similar results are obtained for the detransverse to the contact axis are standing waves. If the im-
pendence oG, on the radiusk of the constriction(Figs. 4  purity is situated near a point at which the electron wave
and 5. In the single-mode constrictioffrig. 4) the conduc-  function is equal to zerénear the surface of the constriction
tanceG, displays a much stronger dependenceRathan in  or, for quantum modes with numberns>1, at some points
the contact with five conducting modésig. 5). inside), its scattering of electrons is small. The fact is that the
Thus we have shown that in long quantum microcon-amplitude of the Kondo minimum of the conductance of a
strictions the spatial distribution of magnetic impurities in- quantum contact displays the mesoscopic effect of a depen-
fluences the nonlinear dependence of the conductance on tdence on the positions of single impurities. This effect is
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FIG. 3. The dependence @&, (19 on the position of the impurity for FIG. 5. The dependence &, on the radius for a microconstriction with
different numbers of quantum modes in the constricts0.02¢; T five quantum modes and different positions of the impufity=0.02 ;
=0; 1—one mode (ZR=3\;); 2—three modes (Z2ZR=4\); 3—five T=0; 1—27wp=0.5\g; 2—27wp=15\¢; 3—2mp=25\¢; 4—2mp
modes (2rR=5.3\¢); 4—six modes (ZrR=6\¢). =4.5\p).
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It is shown that the conductan€ of a quantum microconstriction in a metal with an open

Fermi surface undergoes jume¥h of the opposite sign as a function of the contact diameter. The
negative jumps are a result of the limitation of the energy of the electron motion along the
direction in which the Fermi surface is open. The point contact spectt@dV of such a
constriction has additional peaks at the bédswhere the maximum energy,., of the

guantum subband is equal to the energies eV/2 (¢ is the Fermi energy © 2000 American
Institute of Physicg.S1063-777X00)01207-X]

The quantum size effect in conductors was predictedeasons for the negative slope may be the resonances due to
theoretically by I. Lifshits and A. Kosevich in 1958nd was  electron reflection at the ends of the constrictibn.
found experimentally in thin films of metals and semicon- The theory of electron transport in mesoscopic micro-
ductors(see, for example, Ref)2In those studies, quasiclas- constrictions(see, e.g., Ref. 12explains the conductance
sical oscillations of the thermodynamic and kinetic proper-quantization as being the result of the existence of discrete
ties were investigated, because of the limited range of th&ransverse electron statémodes. With increasing contact
sample thicknesses which were then accessiblas usual diameter new modes open up, and the conductance increases
d>\g, wherer is the Fermi wavelengihAdvances in the in a sequence of steps of heidghg . At finite voltages, as a
modern technology of nanofabrication make it possible taresult of the splitting of the Fermi surface in the constriction
realize the ultraquantum limit of the size effect in the con-by the applied biagV,***°a steplike structure of the nonlin-
ducting properties by using small ballistic contacts of a sizeear conductance occurs at integer multiplesGgf2, as a
comparable to the Fermi wavelength. The curfietitrough  function of the constriction width® The new period of the
such a microconstriction is governed by the currents of onequantum steps is caused by the difference of the maximum
dimensional quantum subbands, each of which contribute tenergy of electrons with different directions of the electron
the conductanc&s=dl/dV a value Go=2e?/h (V is the  velocity v, along the contact axis. With increasing contact
voltage applied to the contactAs a result, the conductance width a new quantum mode opens up nonsimultaneously for
G displays a step-like structure versus contact size. Foelectrons with the energgr+eV/2 and the energyeg
“large” contacts (d>\g) this structure turns into quasiclas- —eV/2. Each time, when a quantum mode opens up for one
sical oscillations. The conductance quantization effect wasf the two directions of the vectar;=0, the conductance
first observed in a model system in the two-dimensigaBl) increases by5y/2. If the biaseVis larger than the distances
electron gas formed at a GaAs<8a ,As hetero- between the energy levels of quantum modes, it is possible to
junction®“ The development of methods of scanning tunnel-change the number of open modes by changing the voltage
ing microscopy and mechanically controllable break junc-V. In this case the conductance jumps in a sequence of steps
tions enables one to investigate the conductivity of ultra-of height Gy/2, as a function of the voltag€. This effect
small (down to atomic sizecontacts in real metafs® By ~ can be used for spectroscopy of energy levels in quantum
using these methods the quantum steps of the conductancenstrictions:’ The conductance quantization in 3D point
were observed in three-dimensio@D) point contacts. In  contacts of a metal with a spherical Fermi surface was con-
the simple metal§Na, Cu, Ay the conductance steps are sidered in the theoretical papéfs:® It was found that for
rather similar to the conductance of 2D contdctd.But for  sufficiently long constrictions the conductance has a steplike
metals with a more complicated electronic structure, such adependence on the contact diameter. For the symmetric
Al and Pt, the size dependence of the conductance hasrodel of the contact, because the degeneracy of the electron
more irregular behavior as compared to simple métisAl energy with respect to one of discrete quantum numbers, the
and Pt the first few conductance plateaus have positive slopeonductance has not only steBg, but also steps G,.*8*°
It signifies that the conductance decreases when the contact In a majority of real metals the Fermi surface is a com-
size increases. In some cases weakly expressed negatipkcated periodic surface, which continuously passes through
steps of the conductance have been obseh@de of the the whole inverse lattice®pen Fermi surfade The energy
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g of the electron motion in the direction in which the Fermi 8F —

surface is open is limited @¢ <eg,;), and its maximum

valuee,; may be considerably smaller than the Fermi energy

eg. That leads to phenomena such as, for example, the linear 6

magnetoresistance of polycrystil§Kapitsa effect) or the o Sk

oscillation of the resistance of single crystals as a function of 34

the direction of the strong magnetic filtwhich are absent S

in conductors with a closed Fermi surface. The limitation of

the electron velocity in some direction is most important in

the “organic layered metals,” the Fermi surface of which is

a slightly “warped” cylinder?® 0
In this paper we analyze the conductance of a 3D quan-

tum microconstriction in a metal with an open Fermi surface.

It is shown that the conductand® may display not only

stepsG, but also negative steps G,, as a result of the FIG. 1. Quantum steps of the_conductance in the IWhit 0. The solid line

finite width of quantum conducting subbandse = & . is for £1=0.%¢, the dashed line fog;=0.55¢; T=0.001ef .

—é&min- The point contact spectrundG/dV) contains two

2‘3/”5?: gf(gr:elxtlgm?). Oanse iﬁf tthemmfcc;gsosggtrr‘gfiégsthaen\éol;aDgeﬁl_ese two_elecFron_ streams mpving in opposite directions,

i min/» X _ i ) -~ with energies differing by the bias energy.
point contacts in metals with an isotropic Fermi surface. After the integration in Eq(2) over the energy we

Ihze( secondx)serles of maxima satisfies the condiedt=  ,pain the following equation for the ballistic conductance:
- EF T Emax:

If the contact axis coincides with the axis of the open odr 1 e eV
; ATt ____GOE fel emint 5| + el €min— 5
Fermi surface, for the participation of tin¢h quantum mode dv 2 n 2 2
in the electrical current, not only must the minimum energy
of the transverse mode,,,(n) be smaller tharer*eV/2, s (8 L&V _ (8 B ﬂ/) ®
but it is necessary that alsg,,{n)=er*=eV/2, wheren F|Fmax® 2 Fl ¥max 2

;(nl’nZ) IS the;et of two trarzﬁvers_e _dlscrete cgjuantu_m NUMAL v—0 formula (3) describes thé&s, steps of the conduc-
ers, emin() and emq,(n) are the minimum and Maximum  ya06 a5 4 function of the contact size:
energies of the quantum subband, which is characterized by

the setn. As a result, with increasing contact diametgr
starting from the energy,,.,{n,d) = e £ eV/2, thenth mode
does not contribute to the conductivity.

We consider a model of the microconstriction in the
form of a long ballistic channel of length and diameted pa
<L, which is smoothlyadiabatically* connected with bulk e(p) :SO(DL)_F‘SI(pL)CoS{T

metallic reservoirs. In the longL&>d) ballistic channel the ) _ . )
“duplicated” electron distribution functionf(s) has the Whereais the separation between the atoms. The “warped

form1415 cylinder £(p) is an infinite surface in the directign and in
this direction passes through all cells of the reciprocal space.
If the contact axis is parallel to thg, axis, the transverse
parteq of the total energy is quantizegh=eq(n). But un-
like the case of a spherical Fermi surface, the widths of
guasi-one-dimensional subbands have the finite vaj(e).

So, if the energy ma{n) = go(n) +&4(n) is smaller than the
Fermi energy, the subband below the Fermi level is com-
pletely filled and does not participate in the current. That
results in negative steps Gy under the conditiore ,,(Nn)
=¢gg. Figure 1 illustrates the conductance of a channel of
square cross section as a function of the sizEor simplic-

ity we used a model of the Fermi surface in whiel
=p?/2m ande,=const.

By changing the voltageV we can change the number
of open quantum modes for different directions of the elec-
(2)  tron velocity’ In a metal with a closed Fermi surface, if the

bias is larger than the distances between energy levels, then
Expression(2) has a clear physical meaning: The b as the voltage is increased, the number of quantum modes
applied to the contact splits the Fermi surface of the elecbelow the energy levet+eV/2 increasegand each time
trons injected into the channel into two paft§>0 andv;  the conductance increases By/2), while the number of
<0) with maximum energies differing bgV. The net cur- modes below the level —eV/2 decreases, and that leads to
rent inside the contact is determined by the contributions ofumps —Gy/2. The peaks on the point-contact spectrum

G=Go§ [Fe(emin) — FE(Emad - (4)

Let us consider a “model metal” with the Fermi surface

;o e1<eq, (5)

fe)="fp

eV .
e+ 7S|gnuz) , (1)
wherefg(g) is the equilibrium Fermi distribution. The dis-
tribution functionf(e) (1) is valid if the bias is smaleV
<\epde (where de is the characteristic distance between
qguantum levels of the transverse molioWith this inequal-
ity, which we suppose is fulfilled, the distributiqt) satis-
fies the condition of electrical neutrality, and the electric
field inside the channel is negligible.

The total current flowing through the contact can be de
scribed by a Landauer-type formdffawhich at finite volt-
ages is given by

2e €max
= —2 de
h 4

€min

eV
e+ —

fr 5

eV
o= | ~f
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Here Ggy, is the Sharvin conductancé;the vectork is the
8t aggregate of two positive integeks and k,; n; ; are the
coordinates of the points on the curwg,{n)=¢g, andn; ,
are the coordinates of the points on the cusyg,(n)=¢g,
o1 at which the normal to these curves is parallel to the vector
8 6r k;Ki o is the curvature of the curve(n)=eg at the points

n; .. The sign in front of the phase/4 is minus if at the

-
T

-

pointn; , the convexity of the curve is directed in the direc-
tion of vectork. In the opposite case, the sign in fronta#
is plus. In Eq.(6) the summation is ovet+ 0 and all points

n; ., in the first quadrant. Hence, in the quasiclassical region
the conductance oscillates as a function of the constriction
diameter and the applied bias, and also depends on the maxi-
FIG. 2. The dependence of the conductance on the applied voltage. THAIUM €Nergy of electron motion along the constriction.
solid line is fore;=0.9, the dashed line foe;=0.5¢¢; T=0.00%k; Thus the conductance of three-dimensional point con-
d=1.95¢. tacts between metals with an open Fermi surface may display
dG/dV are determined by the minimum energies of thep.OSitiVe and negativg stepgZh as a function of the contact .
transverse electron modes,,.1’ In the case of an open diameter. The negatlve. steps can be obs'er.ved in the experi-
Fermi surface, increasing the bias leads not only to this bugnenta_tl geometry in which t_he contact axis Is parallel to the
irection in which the Fermi surface is open. The decreasing

also to the opposite process: at some voltages the maximu ) .
PP P 9 g} the conductance is a result of the complete occupation of

energiese ,,x Of the subbands go through the energy levels ) .
&¢+eVI2, changing the conductance by value€,/2. As a quantum subbands below the Fermi level. The negative steps

result, the point-contact spectrum has two series of sharglc é?]e quUr?nr:tuSnJrfgzgduccct,irdcebén :Ir:snflt P;; ‘;\;]Téczf?;:\ie g?
peaks at energieseg=eVi2=gi,(n) and eggteVi2 P ’ '

~pafn). Measuring the distances beween these pea€Ciice, T SERCRESIENE B S AT LY S e
makes it possible to find not only theninimal) energy of ! prop

guantum modes in the constriction but also the width of thedescnbed by thg simple modé3). The effect of t.he open
rt of the Fermi surface may be masked by the influence on

quantum subbands and its dependence on the number of t ne conductivity of other parts, and instead of negative jumps

mode. In Figs. 2 and 3 the voltage dependence of the quarn . :
. : a negative slope of the conductance plateaus was observed in
tized conductance and the point contact spectrum of the sal

0 0|.05 0|.1 0.15 0.2 025 0.3 0.35
eV/sF

L n’?ﬁe experiments of Ref. 9. Recently research on of the non-
constriction are shown. .
linear quantum conductance has bedUfl. The ultrasmall
ize of a point contact makes it possible to produce biases up
to 1 V,26 which opens up the possibility of point-contact
g,pectroscopy of quantum energy modes in three-dimensional
contacts. An experimental investigation of point-contact
spectra for different directions of the contact axis with re-
spect to the crystallographic orientation of the sample to be
studied could enable observation of the effects discussed

In the quasiclassical case, we can use the Poisson fo
mula for the summation over discrete quantum numbers i
Eqg. (3). Using the method developed by Lifshits and
Kosevich! we can write the conductance at zero temperatur

in the form

2 2
G=GgtGo—2, > (

—D“{Ikl”les(ni,a)l

T Ki a=1
theoretically in this paper, manifested in the voltage depen-
an; -1 T d h d . ..
2 ia . ence of the conductance of quantum microconstrictions.
XK o/ k e sin Zwkni,aiz
We acknowledge fruitful discussions with M. R. H.

an; ,
X cosmk ——eV.
de

dG/dV, arb. units
<C?-
=

eV/aF

(6)
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Viscous dislocation drag in KBr crystals at temperatures of 77—-300 K
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The resonance dislocation absorption of ultrasound in KBr crystals in the frequency region
7.5-217.5 MHz is investigated in the temperature interval 77—300 K. The temperature
dependences of the shear modulisDebye temperatur®, dislocation damping coefficier,

and the mean effective lengthof a dislocation segment are determined in this temperature
interval. The experimentally obtaind®(T) curve is compared with the Al'shits—Indenbom theory
of dynamic dislocation drag. @000 American Institute of Physid&§1063-777X00)01307-4

1. INTRODUCTION whelming majority of the measurements of the drag coeffi-
Thi ) finuati ¢ Refs. 1 and 2. which cientB, was being used in a manner that was methodologi-

IS paper 1S a continuation of Rels.  and , whic WerecaIIy incorrect and was therefore in need of substantial
devoted to a study of the dynamic characteristics of crystals

. . o modification. This circumstance stimulated some new studies
and, in particular, of the frequency coefficient of the effec-.

tive viscosity B. The problem of the dynamic mobility of !n whic_h the use OT modern e)_(perimental technologies made
dislocations had been developed quite intensively prior to thé possible to obtain more rellablg dat.a on the tempe;ature
studies of Refs. 1 and 2. It had been established that thgepeg%lence OBS—) for the alkali hal|02Ie crystals LiF
mobility of dislocations in crystals is governed by mecha-NaCl,~and Cst'%and also Ct and S& The results con-
nisms of different natures—thermal-fluctuation and dynamicfirmed the correctness of the theoretical conclusicthst

The effect of the latter is most fully manifested in the high- near the Debye temperature the dislocation damping is is due
velocity motion, when a dislocation, having a large kineticto @ combination of two phonon mechanisms: the phonon
energy, overcomes short-range barriers without thermal flugwind, and the relaxation of “slow” phonons. Nevertheless,
tuations. Under these conditions the force and the dislocatiothis agreement between theory and experiment did not finish
velocity v are related byr =Buv (whereF is the force acting the development of this topic—it just marked the beginning
on a unit length of dislocatignand its motion can be treated of the real possibility of accumulating some new experimen-
as translation in a viscous medium. In the above-barrier motal data on the dynamic dislocation drag for crystals with
tion of a dislocation energy is dissipated as a result of itslifferent lattices over a wide range of temperatures, so that it
interaction with various elementary excitations of thepecame possible to check not only the aforementioned chan-
crystal—phonons, electrons, other dislocations, etc. The ehels of energy dissipation from a moving dislocation but also
fect on the dislocation from the forces arising in these intersgme new channels involving Raman scattering, the flutter
actions is expressed by the coefficidht Phonon drag on effect, etc.

dislocations had been studied both experimentally and theo- Judging from the available dd° on the temperature

retically on more than one occasion prior to the studies ofjgnendence d(T), it is advisable to continue this research
Refs. 1 and 2a summary of the results is presented in the, ' yher ionic crystals, KBr in particular. This will make it

frevelv\f’). Akn ?t:ﬁmpl_t vt\;?s rgadeMto d%si:rr:be .the rHesuIts in th‘?)ossible to ascertain the general trends in the variation of the
ramework of the Leibiried or Maso eories. However, )E)_honon dislocation drag in materials of the same structural

because of the unusually large discrepancy among the etype and to establish the relative roles of the mechanisms

perimental results and their disagreement with the thedries, overning these processes. and also to compare the numeri-
for a long time the value of the dynamic viscosity for most of 9 9 P ' b

the crystals studied could not be established even in order &al estimates oB with the available data obtained by other

magnitude. Its temperature dependence also remained ufXPerimental methods.™In addition, because of their low
clear. These difficulties were overcome only after the publi-2€PYe temperatur®, KBr crystals are promising for study-
cation of the Al'shits—Indenbom quantum theory of dynamic!n9 the drag exerted on dislocations on account of the ther-
dislocation drag. With the help of that theory it became moelastic potentials, which, owing to its quadratic tempera-
possible to describe a considerable fraction of the experimeriLire dependence, can be appreciable at high temperdtures.
tal material, to refine the conclusions of the theories of Refs. ~ With the goal of identifying the phonon mechanisms
4 and 5, and to discover new channels of energy dissipatiogoverning the dynamic mobility of dislocations in KBr crys-
from dislocations, but it was not possible to put this theory totals, in this study we have attempted to investigate the tem-
a comprehensive test. The studies of Ref. 6 showed that thgerature dependence of the coefficient of viscoBitpy a

method of shock loading, which had been used in the overtraveling-wave pulsed method in the megahertz range.

1063-777X/2000/26(7)/5/$20.00 517 © 2000 American Institute of Physics
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FIG. 1. Frequency dependence of the dislocation damping rate at variousig. 2. Temperature dependence of the mean effective ldngiha dislo-
temperatured, K: 300 (1), 200(2), 77 (3). The solid curves are the theo- ation segment, the maximum damping rate, the resonance frequency
retical result® and their high-frequency asymptotes. f., and the dislocation damping constaht

m»

2. EXPERIMENTAL PROCEDURE . . .
obtained dependenaky(f) agrees with the normalized fre-

For this study we used an original multifunctional quency profilé® calculated for the case of an exponential
apparatu$ that permits making precision measurements oflength distribution of dislocation segments. A comparison of
the damping and the velocities of elastic waves in an autothe theoretical curve with the experimental curve plotted in
matic mode over a wide range of frequency and temperatureéhe coordinates logy(logf) was done by numerical meth-
with simultaneous recording of the load curve for differentods. Using the results of Ref. 16, the theoretical curve was
strain rates. The acoustical characteristics were measured ‘ftied in” using the points lying on the initial branch and in
a pulsed scheme with the use of waves of different modeshe resonance region. As we see from Fig. 1, as the tempera-
polarizations, frequencies, and amplitudes. The ultrasountlre is lowered the level of acoustic loss in the sample is
velocity was measured by a pulsed interference method, anldwered, and the frequency spectrum is shifted to higher fre-
its damping by the superimposed exponential method. quencies. This shift of the height and frequency of the reso-

This apparatus made it possible to obtain most of thenance peak is shown by the curuks andf,, in Fig. 2. The
characteristics needed for calculating the damping constamiosition of the maximum and of the descending branch of
B. The frequency spectra of the acoustical loss were studiethe resonance curve, according to Ref. 17, are described by
in the frequency range 7.5-217.5 MHz and in the temperathe equations
ture interval 77—300 K for longitudinal waves with the use

_ 2
of a quartz piezotransducer with a fundamental frequency of Am=230OMAL%, @
7.5 MHz. The measurements were made on single-crystal 0.084+C

samples of KBr having a purity of 1 wt.% and dimen- fo=—gz 2
sions of 18&18x30mm, cleaved from the same crystal

along cleavage planes and finely ground and polished on the 40Gb*A

working surface. To remove traces of the mechanical treat- »= T 2Bf )

ment they were annealed in a regime similar to that de- . .

scribed in Ref. 9. The working surfaces of the prepared’vhereAm and fr, are the maximum damping rate an_d the
samples were parallel to within abotitl um/cm. Fresh dis- peak freguencyAw IS the ‘?‘amp”?g rat_e for frequencids
locations were introduced into the crystal by compressing il>_>fm’ A is the dgnsny Qf dislacations, is thze m;ean eff_ec-
in the (100) direction until a residual deformation of 0.23% tive Iength of a dislocation segmeMzBQb /.(77 C).Cis
appeared. The ultrasound was passed through the samplet effecyve stres_s of a bent d|s_locat|o©, IS the shear
the same direction. The densities of dislocations in the initi:’:lmc’du_Ius n the ?Ctlvg slip sy_stelﬁ, Is an orientational fac-
(annealed, undeformgdnd deformed samples were deter- tor, vis PO'SS‘?” S ratio, a_mU is the mOdl.JIUS of_t_h(_a Burgers
mined by selective etching and found to be>5EP m2 and vector. Equation3), by virtue of of the insensitivity of the
2x10° m~?, respectively. The dislocation contributidr to

limiting absorption to the length distribution of the disloca-

the measured ultrasound absorption was determined as t an loops, can be used to ca_\lculate the paramBtérone
difference of the values obtained for the same sample in th rst determmes_&x from the high-frequency asymptote_and
deformed and initial states. by the etch pit methqd. We note that analogous estimates
of B can also be obtained from the resonance parameters
A, T, andA appearing in formulagl) and(2). Since the
error of determination of the elastic constants due to differ-

The results on the frequency dependence of the dislocances in the samples can be more than 1B%f. 18, in the
tion damping rateAy measured at temperatures of 77, 200,present paper the necessary quantities for finding the viscos-
and 300 K on KBr samples with a residual deformation ofity coefficient B were measured on the same sample. To
0.23% are presented in Fig. 1. The curves for other temperascertain the temperature dependence of the elastic proper-
tures in the interval 77—300 K have a similar form and areties of KBr crystals, we measured the propagation velocity
therefore not shown. It can be seen that the experimentally, of longitudinal sound waves in th€l00) and (110 di-

3. EXPERIMENTAL RESULTS AND DISCUSSION
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FIG. 3. Temperature dependence of the elastic constants of potassium bro-
mide: Cy5, Cq1, Cas, Giip (O, A, +, O—data of the present study;
H—Ref. 21,0, A—Ref. 20.

1
T/0
FIG. 4. Comparison of the temperature dependencB(d%) according to
formula(5) (curvel) with the experimental points for the KBr crystal; curve
2 is the high-temperature asymptof2;is a parameter of the thedrand is
. . used in(5).
rections and the velocity/g for transverse sound waves
along the(100) direction in the initial samples. Then, using
the velocity data and the formufds

C,,=(4.65914+0.00186 — 1.96226< 10 °T?

2(v =Cy, p3V =Cyy,
P"Vi(100)=C11 P7(Vs(100) =Cas +6.80952¢ 10" °T3) x 10° Pa,

p*(Vi109) =0.5(C11+ C15+ 2Cyy), Cas=(5.38125-0.00187 +9.92802< 10 T2
we calculated the elastic constafitg . The results of a com- —4.04611x 10" °T+5.5095%< 10" %)
parison of the temperature dependence&gfwith the pub- «10° Pa

lished dat&?'are shown in Fig. 3. In these calculations the

temperature dependence of the dengitf the crystals, their On the basis of the values obtained for the elastic constants
working lengthl, the modulus of the Burgers vectby and ~ Cix and the functiorf(s,q), we determined the Debye tem-
the lattice parametea were estimated using the formulas perature® =174.5K using the tables of Ref. 20. This value
given in Refs. 22 and 23. As can be seen from Fig. 3, thé&f the Debye temperature is in good agreement with the data
results of the present study differ somewhat from the data of calorimetric measurements and, to a lesser degree, with
Refs. 20 and 21, on account of the differences in theother results obtained by acoustical methBi#inalysis
samples. Using the values obtained @ we determined showed that the difference is apparently due to the fact that
the temperature dependence of the orientation fatand  the change in the lattice constaatwith temperature was
shear modulusG (see Fig. 3 for the active slip system neglected in Ref. 20, to a slight difference in the slope of the
(110/{110,. The value of) varied almost linearly from 0.42 Cik(T) curve, and to the errors associated with finding the
to 0.44 as the temperature was decreased from 300 to 77 Kalues ofCiOk by a linear extrapolation of the elastic constants
Such a character of the temperature dependence on decre&em 77 to 0 K. _ _ _

ing temperature was also observed for the Poisson’s ratio ~ Using the experimental data on the elastic, acoustical,
evaluated from the velocity measurements: it increased frorand dislocation characteristics, we determined the functional
0.41 to 0.42. Following Ref. 20, from the results ©of we ~ form of B(T) andL(T), which are plotted in Fig. 2. One can

determined the Debye temperat®eat 0 K: see that decreasing the temperature from 300 to 77 K leads to
a decrease in the dislocation damping and to a shortening of
81N h\3( Cuu) 32 the length of a dislocation segment.
®3=—(E (— f(s,q), (4 Figure 4 shows the results of a comparison of the mea-
4m(18+v3) p sured temperature dependenceBdfT) with the theory of

Ref. 3, using the Debye temperatuecalculated according
to formula(4).

The theoretical curve was calculated in accordance with
Ref. 3 using a formula describing the contribution to the
dislocation drag from two phonon mechanisms—the phonon
wind, and slow-phonon relaxation:

where f(s,q) is the elastic anisotropy functior5=((3?1
—C1(Co+ Yy, q=(Cc%—C)yICl,, p andC are the
density and elastic constants of the crystallfatO K, k is
Boltzmann’s constant) is Planck’s constanty=8/a® is the
number of lattice sites per unit volume, aads the lattice
constant. For calculatin@iok the temperature dependences of
Cy1, Cy1p, and C4, were processed on a computer, which  B(T)  f1(T/0)

(G}
yielded the following expressions: B(O®) fy(1) (1=Dfa(1))+D - o(T/6), ®)

Cyi=(4.17725+ 5.01378< 10 “T — 3.35786< 10 5T2 whereD is a dimensionless parameter determined from ex-
He ' ' periment by extrapolatingotO K the high-temperature as-
+1.3672x10 'T3—1.89921x 10 °T4)10'°Pa, ymptote of B(T)/B(®) as a function ofl/®. The values of
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the other functions entering E() were taken from Ref. 3. purity atom at a distance between thenrt pfs insufficient to
We see from Fig. 4 that the theoretical curve gives a googin the dislocation. Pinning is also prevented by thermal
description of the experimental data 0= 0.4. On the basis fluctuations at room temperature; these decrease with de-
of the existing agreement of the temperature dependence ofeasing temperature. As the temperature is lowered from
the experimental and theoretical curves, we can conclud800 to 77 K, the increase in the shear modutugFig. 3
that the viscous dislocation drag in KBr crystals is due to acauses an increase in the interaction enékgyf a disloca-
superposition of two mechanisms: the phonon wind andion with impurity atoms(even when the temperature depen-
slow-phonon relaxation. This conclusion as to the predomidence of the modulus of the Burgers veckors taken into
nant role of these two phonon mechanisms to the dislocatioaccoun}, and because of this the potential obsta¢legu-
drag at temperatures close @turns out to be general for rity atom9 can become real pinning points. This leads to
both KBr and other crystals:12 However, upon a more de- changes in the parameters of the length distribution function
tailed analysis of the dislocation drag effects in alkali halideof the loops, in particular, in the mean value of the length of
crystals, one can also discern a number of substantial diffe dislocation segment and its effective length. This effect is
ences. For example, it has been found, in particular, that thanalogous to the introduction of an additional impurity con-
value of B at room temperature is smaller by a factor of tent into the crystal.
approximately 1.9 in KBr than in LiF, according to the re- The change in_(T) is manifested in a shift of the reso-
fined data on the latter crystalwhich has a high Debye nance peak in height and in frequendsig. 1). Because of
temperature®. An even greater difference is found betweenthe increase in the shear modulus as the temperature is low-
the temperature dependence of the dynamic visc@&tly) ered, the force of linear tension in the dislocations increases
in the two crystals. (~Gb?). At a specified level of external stregm the

The slopeS of the high-temperature asymptote BfT) amplitude-independent regipthere is a decrease in the cur-
(Fig. 4), which determines the value of the paramdiein  vature of the dislocation segment and hence in the area swept
relation (5), was found to be approximately 2.5 times largerout by it in its oscillatory motion. This results in a decrease
for KBr than for LiF.” These estimates indicate that in KBr in the damping raté 4 as the temperature is lowered. When
crystals the predominant role in the dislocation drag at théhe temperature is raised from 77 to 300 K all of the pro-
temperatures studied is played by processes involving theesses take place in the opposite direction.
scattering of phonons rather than their relaxation, as in the
case of LiF’

A substantial difference in the values Bfis also ob-
served in a comparison of the results of room-temperature
measurements in the present study and in Refs. 13 and 14ONCLUSION

The value we foundB=2.4x 10 ° Pas, differs by roughly L Weh wablished the t g q .
an order of magnitude from the corresponding values found - e have estaplishe e temperature dependence o

in those papers: 2:410 *Pas™® and 1.7 10 *Pas. the dislocation drag coefficiel®(T) from the results on the

The large difference of the results in Ref. 13 may be due td‘requency dependence of the dislocation damping rate and

the methodological inaccuracies in the shock loading methogltrasoupd velocity in KB crystals by an acoustical echo
. ) . method in the megahertz frequency rarige—-217.5 MHz
of determining the paramet®&;, which were brought to light . .
. . . in the temperature interval 7—300 K.
in Ref. 6. The overestimate oB obtained by the low- . .
. . 2. From an analysis of the result fBrin the framework
frequency ultrasonic meth&tis apparently due to neglect of s . .
. . . . of the Al'shits—Indenbom theory of phonon dislocation
the relaxation component of the total dislocation damping, 3 . . R
. . L drag; we have concluded that the dislocation drag is limited
which, according to Ref. 11, can represent a significant con:- " .
tribution to a superposition of the phonon wind and slow-phonon re-
It remains unclear why the effective lendthof a dislo- laxation mechanisms.

. : 3. From measurements of the ultrasound velocity we
cation segment decreases as the temperature is lowered, an . .
2 L have determined the temperature dependences of the elastic
effect observed here and elsewh&?é? and it is not yet

. : . o . constants and used them to find the Debye temper&iuae
possible to give a rigorous quantitative estimate of the tem-

0 K, obtaining a value that agrees with the calorimetric mea-
perature dependence bf We can, however, suggest some surements

possible factors which we believe might be responsible for 4. Using the temperature dependences of the resonance

the temperature dependenceldfT) (a quantitative analysis frequency, maximum damping rate, shear modulus, and

of this depepdence will require further theoretical and eXpe”'damping coefficienB, we have established the temperature
mental studies

In th tal that has b bi d to def _dependence of the mean effective lengttof a dislocation
n the crystal that has been subjected to deformation gegment. We have given a qualitative explanation for why

d|slocat|0n' depmned from ,'mp“““( atoms W'”, EXECU® yhe value ofL decreases with decreasing temperature.
forced oscillations of a certain amplitude in the field of an

ultrasonic wave. The force of interactidf) between a dis- In closing, the authors thank Prof. A. M. Petchenko for
location and an impurity aton{F;=dJW;/dr, where W, helpful discussions of this study and for providing the oppor-
~Gb*r is the binding energy of the dislocation to the im- tunity to make the acoustical measurements.
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The effect of changes in the ultrasonic frequency or in the dislocation structure of the samples
on the parameters of the low-temperatar@eak of the internal friction and the Young's

modulus defect corresponding to it is investigated experimentally in single crystals of pure iron.
A statistical interpretation of the temperature dependence and structural sensitivity of the
characteristics of the dynamic relaxation in the neighborhood o#xtheak is proposed, based

on the assumption of a random scatter of the values of the activation energy of the

elementary relaxators. Empirical estimates are obtained for the attempt period and for the mean
value and variance of the activation energy of the relaxation process responsible for the

peak of the internal friction in iron. €2000 American Institute of Physics.
[S1063-777X00)01407-9

1. INTRODUCTION However, the correctness of this interpretation and the
quantitative values of the parameters of the relaxation pro-
cess are open to question, since the different studies not only
used different methods of investigating the internal friction
but also samples with different and uncontrolled defect struc-
ture.

An internal friction peak with analogous properties has

It has been shown in previously published stutii&hat
a preliminary plastic deformation of single crystals of high-
purity iron gives rise to a low-temperature peak of the acous
tic absorption, having properties typical of thgpeaks in bcc
metals. At vibrational frequencies of the order of Hx this

peak is observed in a region of temperatures of the order Qrgeen detected in niobium: at frequencies of the order of

50 K. The _temperatur(_e dep_endence_ B t_he elastic modulu 0° Hz this peak is localized near 200'R Unlike the case of
corresponding to the investigated vibrational mode of th ron, in niobium thea peak is observed even in undeformed

sample ?Xh'b'ts a characteristic step in the same ter‘npera'samples, and a preliminary plastic deformation leads only to
ture region. Those papers also mentioned certain features

. . . g‘change in its height, width, and position on the temperature
the behavior of the shape and parameters of this absorptlozﬁ(is. Detailed experimental and theoretical studies ofdhe
peak and of the “step” of the modulus defect, which indi-

. . . ) eak in niobium have showhthat the effect of plastic de-
cated that this peak is sensitive to the details of the defe‘g)rmation on the shape and parameters of this peak can be

structure of the samples and which could not be eXplame%xplained by assuming a statistical character of the param-

Eorr;pleiily n thet_fran"(ljew%rk O; th_e emfttl::g the?(ry. In par- eters of the elementary relaxators responsible for this peak,
ey afr’th ey tmerl |on(;-3 a broa gn'rr:_?t Of the tpea S, at Sme?E{nd that plastic deformation affects the variance of the acti-
INg o the “step,” and an upward shitt 0 “e en:pera Ure oty ation energies and the volume density of the relaxators.
the peak and of the inflection point of the “step” after plas-

. ) : In the present study this theory is developed further. As
tic deformation, and the restoration of these parameters aﬁ%{supplement to the results of Ref. 10, where we analyzed the
a prolonged annealing. o

._influence of the statistical distribution of the activation en-
It should be noted that a Iow-temperatur € absorF.)t'(,)nergy of the relaxators on the peak of the relaxational absorp-
peak ha? also been observed in a study of the_lnternal fr'Ct'Oﬂon of elastic vibrations, here we also describe the statistical
of pure iron by low-frequency methods: at vibrational _fre- smearing of the elastic-modulus defect corresponding to the
quencies of the order of 1 Hz SQUCh a peak_ IS detectegl n thFelaxation resonance. The conclusions of the theory are used
temperature interval 28-35 k._ln Ref. 4 it was conjec- analyze the temperature dependence of the decrement and
tured that the _peaks observed in Refs. 1_.3 and _7_9 haVerﬁodulus defect of samples of plastically deformed iron. Ad-
common physu_:al nature—the resonance |nterac_t|on of e Ia%’itional experiments are carried out to investigate the prop-
tic vibrations with the thermally activated nucleation of kink erties of the peak recorded in Refs. 16, and refined values

{:)alrs ont non(;screv:/j d'SIOC?t;ﬁnS' :f I tI'S atS.Sl_JEm?d :E?t th%f the parameters of the elementary relaxators responsible for
emperature dependence of the relaxation titiE) for this this peak are obtained.

process is described by the standard Arrhenius relation,
7(T) =7 exp(U/KT), (1) 2. EXPERIMENTAL PROCEDURE

then the results of Refs. 1-4 and 7-9 lead to the following A single crystal of high-purity iron grown by the strain-
empirical estimates for the activation energy and attempt peanneal methdd was chosen as the object of study. High
riod: U~0.071eV, 7o~2x 10 3s. purity of the sample was achieved by a sevenfold zone re-

1063-777X/2000/26(7)/7/$20.00 522 © 2000 American Institute of Physics
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fining of the the initial commercial metdfrom the firm of
Johnson and Matthew, U.Kand a prolonged~ 7days) an- 20 o, /2n = 88kHz
nealing of the resulting single crystal in an atmosphere of
dried hydrogen with a hot zirconium absorBérThe final
concentration of interstitial impuritie€C, N, etc) was less
than 1x10 # at. %. The initial density of growth disloca-
tions was~10°-1CF cm 2

The sample had the shape of a cylindrical rod, with a
diameter of 4 mm and a length of 27 mm. Acoustical mea-
surements were made by the method of a two-component
composite oscillatot*'* Longitudinal standing waves were .
excited in the sample, with a frequency of around 88 and 352 o s 100 180
kHz (the corresponding angular frequencies of the vibrations T K
were w,~5.5x 10° s ! and w,~22.1x 10° s~ %). The ampli- ’
tude of the ultrasonic deformation in our experiments had &1G. 1. Temperature depepde_nce of the decrement of vibrations of a single-
value 80~1077, which corresponded to amplitude- crystal sample of high-purity wonl—undgformed se_lmpleﬁ—the_ sample
. . . deformed at room temperature to a residual plastic deformatipa3%,
mdependent acoustical relaxation. the measurements being made immediately after the deforma&iethe

To establish the relation of the acoustical properties okame sample 3 days after deformatida:-the deformed sample 11 years
the investigated material with dislocation processes, freshfter deformation_. The solid curves are the_background absorption described
dislocations were introduced into the sample at room tem®PY formula(14) with the parameters given in Table I.
perature by means of a plastic deformation by the four-point
bending method without detaching the samples from the pito plastic deformation, and in the latter sample after low-
ezoelectric transducer. The measure of plastic deformatiofemperature annealin@t room temperatujefor a short and
used was the residual strain of the outer “fiber” or outside-a long time. The preliminary deformation increases the dec-
line, which had a value ~3%. rement significantly over the entire temperature interval and

The orientation of the sample was determined fromgives rise to the so-called peak of acoustical relaxation on
outside-line Laue diffraction patterns. The longitudinal axisthe 6(T) curve atT~54 K. The height of the peak, as was
of the sample coincided with the vector of the longitudinalshown in Ref. 1-6, increases with increasing, and its
sound wave and the axis of loading during the plastic deforPosition on the temperature axis in general depends on the
mation and had a direction close ({@31), coplanar with the ~ structural state of the samples. Precise values of the peak
directions(111) and(101) and making an angle of-45°  temperatured,(w,) for various types of structural states of
with them. The chosen orientation of the sample ensured thdhe sample are presented in Table I.
in deformation by bending there is single slip in t@ﬂ-l Increasing the vibrational frequency while maintaining

plane, with a maximum resolved stress in the direction of thdN® same structural state of the sample shifts the peak to
Burgers vectof111].15 higher temperatures. Figure 2 illustrates the influence of the

In the temperature region6<T<150 K we measured vibrational frequency on the temperature dependence of the

the temperature dependence of the decrerdefithe sample decrement of a sample that had been plastically deformed

and the resonant frequency of the composite oscillator, fronind then held at room temperature for a long time prior to

which we calculated the dynamic elastic Young's modulusthe measurementstructural state in Fig. 1 and Table)l It

.14 is seen that increasing the frequency of the ultrasound by a
>{flctor of 4 causes the peak temperature to increase from

10°%s

The first measurements on undeformed and preliminaril
deformed samples of the orientation indicated above wer p("’%):44-4K t0Tp(wz) =50.7K.
made in 1988. Subsequently the deformed samples were held Figure 3 shows the temperature dependence of the dy-
at room temperature for 11 years, and low-temperatur@@Mic Young's modulug(T) measured at a frequency of
acoustical experiments were again performed on them. Thi@1/2m=88kHz on undeformed and deformed samples. The
procedure made it possible to establish how thpeak of plastic deformation leads to a significant decrease in the

dislocation acoustic relaxation is affected by the changes ocf©Ung’s modulus and gives rise to a “step” on t&gT)
curring in deformed samples during prolonged low-CUTve, centered at the temperat(rg of the « peak. Low-
temperature annealing. temperature annealin@ hold at room temperaturevill par-

The measurements were made on both the undeformdif!ly restore the properties altered in the deformation: the
and deformed samples in the absence of magnetic field. ffécrement decreases and Young's modulus increases. The
has been shovirthat placing a sample in a saturating mag_temperature of the absorption peak and the inflection point of
netic field does not affect the position or shape of the peak iff’€ modulus “step” are shifted to lower temperatu(egs.
guestion, while it increases the background acoustical abt and 3.

sorption considerably. 4. INFLUENCE OF THE STATISTICAL DISTRIBUTION OF

THE ACTIVATION ENERGY OF THE RELAXATORS ON THE
3. RESULTS OF THE MEASUREMENTS TEMPERATURE DEPENDENCE OF THE ACOUSTICAL

Figure 1 shows the temperature dependence of the deEBSORPTION AND MODULUS DEFECT

rementd(T) measured at a frequency @f/27=88kHz in The evolution of the temperature dependence of the dec-
an undeformed sample, in a sample that has been subjectegiment of vibrations and the dynamic elastic modulus as a



Natsik et al.

524 Low Temp. Phys. 26 (7), July 2000

TABLE |. Dependence of the acoustical relaxation parameters in iron on the structural state of the sample, and
the empirical values of the parameters of the theory.

Structural state of the samples

Parameter of the peak or “step” 1 2 3 4
Te(w,), K - - - 50.7
Te(wq), K - 54.3 49.5 44.4
A, x 10 1.4 3.2 3.0 2.8
A, X 10 0.8 4.2 2.1 1.7
Ugs, eV 0.01 0.01 0.01 0.01
E,, GPa 186.2 184.0 184.4 185.3
BXx10" K2 6.91 9.19 8.33 7.87
(C/Ay) X 10° - 4.72 2.71 1.80
d - 7.55 6.10 5.80
D, eV - 0.0177 0.0143 0.0136
Uy, eV - 0.037 0.037 0.037
70, S - 2.5¢1071t 2.5x107 1! 2.5x10° 1!

result of plastic deformation and subsequent low-temperaturpendence of the modulus defect in the presence of a statisti-
annealing is apparently due to the introduction of fresh dis<al distribution of the activation enerdy of the relaxation
locations into the sample. Fresh dislocations, on the onerocess.

hand, are relaxators: kink pairs are nucleated on them in a Consider the changes brought about in the elastic and
fluctuational manner. The resonance of acoustical vibrationdissipative properties of a crystal by a thermally activated
with this process gives rise to the relaxation peak. On theelaxation process for which the temperature dependence of
other hand, the random distribution of dislocations leads to #he relaxation timer(T) is described by the exponential ex-
statistical distribution of local values of the internal stresspression(1). In a rather perfect crystal such a process can be
fields and of the parameters of the kinks in the bulk of theassigned three parameters whose values are determined, to a
sample. In the annealing process a partial relaxation of thérst approximation, by the geometric and energy parameters
dislocation structure and of the long-range internal stressf the defect-free crystal: the activation eneldy, the at-

fields due to dislocations occurs. As was shown in Ref. 10tempt periodry, and the characteristic elementary contribu-
the different influences causing structural changes in &on of an individual relaxator to the decrement of vibrations,
sample can alter the parameters of the statistical distributio,. If C, stands for the relative volume concentration of

of the activation energiebl of the relaxation process that these relaxators which interact with the vibrational mode un-
gives rise to the peak in the acoustical absorption. An inder consideration, the expressions for the temperature depen-
crease in the variance of the activation energy will increaselence of their total contribution in the linear response ap-
the asymmetry and broaden the peak and will also cause the
location of the peak to shift to higher temperatures. Clearly,

a decrease in the varian¢as occurs during annealing of the 186 L==="ru .
samplé will give a result of the opposite sign. .., ©f2n=88kHz
The corresponding changes should also occur in the tem- v, e,
perature dependence of the modulus defect, but no statistical &\“A‘ .
analysis of the modulus defect was done in Ref. 10. Let us ”'.,:AAAA ., .
take the approach of Ref. 10 to analyze the temperature de- 184 L “ .
© .’o. Yy .
[al o, s, v L]
5} L, T,
- .~0. . v 4
2.0 L . . .
Spl"' 3 % a * . . a R v .
15L 4 -o,/2n=88kHz ot 1821 . 3
A -0,/27=352kHz 4 *,
A . A
AA .
m”o 1.0 AAMA‘A“AI Lant AAAAAAA 2
o AA AA AAAA e
-~ vy VYN 180 M N —l .
A
05 L Aﬁ 0] 50 100 150
At T,K
- T - . FIG. 3. Temperature dependence of the dynamic Young's modulus of a
0 50 100 150 single-crystal sample of high-purity irol—undeformed sample2—the

T, K sample deformed at room temperature to a residual plastic deformgjion

~3%, the measurements being made immediately after the deformation;
FIG. 2. Shift of the ultrasonic absorption peak upon a change in the vibra3—the same sample 3 days after deformatién;the deformed sample 11
tional frequency in the sample with structural stdtm Fig. 1 and Table I.  years after deformation.
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proximation haye t_he form of a Debye peak for the 1 ( U ) F{ (U—Ujg)?
decrement of vibration$(T,w) and of a “step” for the PlU)=——|—|exg ————|,
modulus defect M (T, ®)/My: V27D | Uo 2D?
©7(Uo) D<U,. ®
5(T’w):25pm; As D—0 the distribution(8) goes over to a Dirac delta
() function, P(U)=8(U—Uy), so that the functions(T,w)
AM(T, ) _ ﬁ 1 . and AM(T,w)/M, go over to functiong2) at small values
Mo T 1+ w?7?(Ug) of the variance. Increasing the paramedlecauses broaden-
ing of the distribution(8) and shifts its maximum to higher
8p=CiAg, Ug=Ug/KT, 7(u)=rge". 3

energies. This leads to a broadening of the peak and ‘“step”
on the temperature curves of the averaged decreE(@r,]to)

and modulus defeck I\W(T,w)/MO and also an upward shift
of the peak temperaturg,. The asymmetry of distribution
(8) about Uy on account of the factor o) in the pre-
exponential factor leads to additional asymmetry of the tem-
perature dependence @(T,») and AM(T,w)/M, about

T

The peak temperatuf&? and the inflection point on the
“step” are given by

- O_—__ "9
o71(Ug)=1, T, Kin(wrg) "

4
The heights of the pealé,,, and of the “step,” 25,/,
are proportional to both the contributidyy, of an individual

relaxator and the relaxator concentratiop. ’ The integrals(6) and (7) with the distribution function

If the crystal contains a complex system of local struc-(8) can be evaluated by numerical integration methods. To
tural inhomogeneities and long-range internal stress fieldput the integral into a form convenient for numerical integra-
due to a random distribution of various defects, the paramtion, we change to a new integration variakland a new set

eters of an elementary relaxor acquire random increments Iaf parameters of the prob|em’ according to the relations
different regions of the crystal, and they should instead be

treated as random quantities with their corresponding distri- = u o T _ 1

bution functions. The decrement of vibrations and modulus KT’ T 0Ty’

defect of the macroscopic simple are theEby converted to 9)
certain complicated functiong(T,w) and AM(T,w)/Mg, 0 _v2D V2D

obtained by statistical averaging of expressi¢®s-® UokTp7InQ,  d= Fg)) Uy "

As was shown in Ref. 10, if it is assumed that the effects
on the structure of the crystal are weé@ke varianceD? of Here we have introduced a dimensionless temperaiure
the activation energy is smallD<U,), in the low- a dimensionless inverse frequenfly and a dimensionless
temperature regionk(T<U,) one can to a first approxima- characteristic varianog. When these substitutions are made,
tion perform the statistical averaging using only the distribu-formulas(6) and(7) take the form
tion of the activation energy and to exponential accuracy —
neglecting the variance of the parametagsand ;. Thus, 0=CrAoF,(6,02,0),
in view of the comments made above, we shall consider the

_ e 206> (= In x fInx—InQ\?2
single random parameter of the problem to be the activation F, = J dx ex;{ - (—) }
energyU of an elementary relaxator. As the statistical char- JrdinQ J1 X2+ 02 d
acteristic of this quantity we introduce the probability den- (10
sity _of values ofU in the f(_)rm_ ofa functiorP(_U) _defined on AM(T ®) CAg
the interval (O») and satisfying the normalization condition 'Vlo’ = Fo(6,Q,d),

fo P(U)dU:]. (5) 29202 »dx Inx
Fo=—= 3% f X w2102
In the presence of a statistical distributi®U) of val- VadinQ i X +0
ues of the activation energy, the functio@T,w) and flnx—In Q)2
AI\W(T,w)/MO are defined by the expressions Xex;{ _( d ) : (1D

— oc w7 exp(U/KT) In real situations If)=—In(wm)=10, and therefore our
5(T,w)=2AoCrfo du P(U) 1+ w222 exp2U/KT) " (6) initial assumption thatD<U, is consistent with taking
@ To d>1 (zero variance corresponds to the lindit~0, and a
AI\W(T,w) 2A,C, (= 1 relatively large varianqe td=1). o S
M i f dU P(U) 5 . The nature of the influence of the statistical distribution
0 0 1+ o"rpexp(2U/KT) @ of the activation energy of the relaxators on the temperature

As the simplest example of a distributi®{U) that will

dependence of the absorption and modulus defect in the
neighborhood of the relaxation resonance is illustrated in

permit a satisfactory description of the influence of randonFig. 4. At small values ofl the temperature dependence of
internal stresses on the low-temperature relaxation resdhe functionF,(6,(),d) has a maximum, while the function
nances, a quasi-Gaussian function was proposed in Ref. 1&,(6,{},d) has an inflection point a#=1, and these func-
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10

o2 9T )_1~ kTp(w1) Tp(wa)IN(wy/ 1)
Ue“‘”P(&Inw T Tp(w)—Tp(wr)
(13

Using the values ofT(w) given in Table | for the
sample with structural staté, we obtainto~2.5x 10 !s,
U4~0.043eV.

Since we are neglecting the statistical distributi@n
scattey of the attempt period, the value obtained fgrcan
be regarded as the final estimate for one of the main param-
eters of the relaxation process under study. But if the crystal
contains random structural inhomogeneities, then the param-
eterU ¢ given by formula(13) will only indirectly reflect the
value of the second of the leading parameters of the relax-
ators,Ug. The value olU ., generally speaking, depends on
the value ofU, and on the varianc®? of the activation
energy*? Obtaining empirical estimates fdJ, and D will
require an additional, deeper and less simplified, analysis of
the experimental data.

To perform a statistical analysis of the experimental data
it will be necessary first to subtract off correctly the back-
FIG. 4. Transformation of the temperature dependence of the absorptioground absorption for all the peaks in Fig. 1 and to separate
peak(a) and of the elastic modulus defed in the region of the relaxation gyt from the temperature dependence of the Young's modu-

resonance as the variance of the activation energy of the relaxator is in- _ . .
creased. The curves show the results of a numerical integration in formuIr:l]éJS in Fig. 3 the background temperature dependence unre-

(10) and(11) at a fixed value of the frequency paramefer 10* and values  lated to the relaxation process under investigation.
of the variance parameter=0 (1), 2.5(2), and 5(3).

F,(0,9,d)

S

5.1. Background of temperature dependence of the
decrement of vibrations

tions practically coincide with the Debye peak and the clas- N view of the high sensitivity of the background absorp-
sical “step” (curvesl in Fig. 4). Increasing the parametdr  tion to the temperature and structural state, one can assume
causes the peak and “step” to shift to higher temperaturesthat it is partly due to nonconservative viscous motion of
broaden, and increase their asymmefryrves2 and 3 in  dislocations;’*® with an activation energy of the process
Fig. 4). Ugg, which is different from the activation energy of the

It should be kept in mind that the various influencesProcess responsible for thepeak:
affecting the statistical characteristics of the relaxators in a Use
crystal can also change the relaxator concentrailpn Be- Ogg=A1t+A, ex;{ — W) (14
cause of this, the behavior of the heights of the absorption
peak and the “step” of the modulus defect can have addi- The coefficientsA; and A, and the parametddgg are
tional features not present in Fig. 4. In particular, there caradjustable parameters whose values change upon changes in

be an increaséecreasgof maxs and maxAI\W/MO together the defect structure of the sample; in particular,_the coeffi-
with a shift of T, to higher (lower temperatures in those CientA; can be substantially altered by changes in the mag-
cases when the change @ is more significant than the Netic structure of the sampl@<Graphs of the functiori14)
change in mak,; and max,. This means that in interpret- for undeformed and deformed samples with the values of the
ing the experimental data, the parame®m, must be Parameterd\;, A,, andUgg given in Table | are shown by
treated as one of the phenomenological parameters of e solid curves in Fig. 1. Thus we are talking about check-

theory, subject to experimental determination. ing whether the experimentally obtained temperature depen-
dences®(T) (Fig. 1) can be described by the relation

5. ANALYSIS OF THE EXPERIMENTAL RESULTS SO=A+A, exp( _Yss) C,AoF1(6,d,0) (15)

kT

The experimentally observed shift of the absorption peak ) ) o
upon a relatively small change in the vibrational frequencyfOr @ suitable choice of the constants appearing in it.
(Fig. 2 makes it possible to employ the standard formulas of
dynamic relaxation theot§ and to obtain estimates of the 5.2. Background temperature dependence of the Young's
parameters of the relaxation process—the attempt petjod modulus
and the effective valu®l . of the activation energy:

-1
Ty
Jlnw

To perform a statistical analysis of the temperature de-
pendence of the Young's modul&T) it is necessary first
to separate out that part of the temperature dependence
which is due to the relaxation process under study.
, (12) It is well known that the total strain of a real crystal
To(wa) = Tp(wy) under mechanical loading is the sum of an elastic component

7'51= w eX[{TID

Tp(wz)IN(wy/wy)

E(l)leX
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and an inelastic component. The main difference between 15
them is that the elastic strain occurs instantaneously, while [
the inelastic has a certain time dependence determined by the
relaxation processes. In connection with the presence of a 10 L
relaxation component it is customary to distinguish two lim- [
iting values of the elastic modulus: the unrelaxed modulus
My, which determines the reaction of the crystal to a load in
the absence of the inelastic contribution, and the relaxed
modulusMg, which is measured after a lapse of time much I
greater than the characteristic relaxation times for all the re- 0 =
laxation processes that are important in the temperature in- I b
terval under consideration. If the crystal is subjected to
periodic loading with an angular frequeney then its me-
chanical properties will be determined by the dynamic elastic
modulusM (w,T), the value of which depends on both the
vibrational frequency and the temperature. Hekég
<M(w,T)<My, and there exists a certain modulus defect
My—M(w,T).

In our case the contribution to the modulus defect from > oy
the relaxation process under study is described by formula 0 50 100 150
(11) with My=M(w,0). In addition, there is a certain con- T, K
tribution to the modulus defect from the nonresonance inter- _ )

. . . . . . FIG. 5. Comparison of the experimental data on the temperature depen-
action of the sound with dislocations of various Sllp syStemsdence of the decrement of vibratiot® and the dislocation part of the
with the magnetic structure of the sample, and with thermatiynamic Young's modulus defe¢b) for different structural states of the
phonons and conduction electrdfis?* To establish the most sample(see Figs. 1 and)3with the theoretical dependencéts) and (16)
important mechanisms determining the modulus defect in thglotted for the set of parametels,, D, and GA, chosen by numerical
temperature interval under study one requires data on thaenaIySIS and presented in Table |.
frequency dependence of the modulus over a rather wide
range of vibrational frequencies. Such data are lacking for o ] ]
the single-crystal iron investigated here. However, the temthe beginning of this Section, we can choose values of the
perature dependence of the Young’s modui8(T) mea- parameterd),, D, andC,A, that will permit lining up the
sured in experiments at a fixed vibrational frequency for theexperimental points fos(T) with the graphs of the function
undeformed samplé.e., in the absence of dislocation reso- (15 to a high degree of accuracy. The possible of doing this
nance has a rather simple and smooth fotourvel in Fig. is illustrated by the solid curves in Fig. 5a, and the corre-
3). Thus we propose to describe the temperature dependené@ondmg best-fit values of the parameters of the theory are
E(®(T) measured for an iron sample in different structural9iven in the bottom rows of Table I. The values\dj, D,

-
o
1

10° (AE/E)
(9]

states by a single analytical approximation: andC,A, were chosgn SO as to come as close as_possible to
the experimental points of the theoretical graphs in the cen-
®(T)= _RT2_ Cilo tral region.
E'®(T)=Ey 1-BT F»(6,Q,d)|. (16)

T The possible of using formulél6) to describe the ex-

The quantitie€; andB appearing in this expression will be perimentally measured temperature dependence of the

treated as adjustable parameters subject to experimental dg(_)ung’s modulus of Iron 1S lllustrated in Fig. Sb. The solid
termination; in general their values should depend on th&YVes show the theoretical temperature dependence Of_ that
vibrational frequency and on the structural state of thePart of the modulus defect which is due to the relaxation

process under study: these are graphs of the fungtidn
constructed for the values of the parametbrg, D, and
C,A, found from analysis of the absorption pe@ee Table
I). The graphs are compared with the experimental points
eraged contribution to the modulus defect of the reIaxatioer'[alned after subtraction from the experimentally measured

’ (e)
resonance under study and must be matched with the |a¥glues of the Young’s modulus™®(T) a backgroundE,(1

ZBT2 i i i '
term in expressioil5) for the vibrational decrement. Tai-ll:e)l, with the numerical values oo and B given in

Thus, after correctly subtracting the nonresonance back-
ground from the experimentally measured values of the
The form of the temperature dependence of the decrevibrational decrements®(T) and Young's modulus
ment after the background absorption is subtracted off i€(®(T), the main features in these quantities due to the re-
shown in Fig. 5a. laxation process under study are described satisfactorily by

To obtain the parametet$y andD and to be convinced the theory of a statistically “smeared” relaxation resonance
of the quantitative agreement of the experimental data andith a distribution function of the activation energy in the
formula(15), one can do a numerical analysis on a computerquasi-Gaussian forr(8). The statistical scatter of the values
Judging from the crude estimates fdg4 and 7 obtained at  of the activation energy for the relaxation process giving rise

sample(including the magnetic structifie

Empirical values oE are easily determined by extrapo-
lating the curves shown in Fig. 3 to the vallie=0 K (see
Table ). The last term in(16) describes the statistically av-

5.3. Relaxation resonance
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to the a peak in iron turns out to be very largel$1). pendence of the Young’s modulus defect was also studied. It

Therefore, the refined value of the activation energy for thisvas shown that the experimental behavior of the acoustical

process obtained as a result of a statistical analydis, relaxation in iron in the region of the peak finds a satis-

=3.7x10 2 eV, differs considerably from the estimdtey  factory interpretation in terms of the statistical theory of the

=4.3x10 % eV obtained by the conventional method usingrelaxation resonance.

formula (13). As a result of a statistical analysis we obtained empirical
Our statistically refined values for the parameters of theestimates for the attempt period and for the mean value and

relaxation processes giving rise to theeak of the internal variance of the activation energy of the relaxation process

friction in iron (7,=2.4x10 s andU,=3.7x10"2eV)  responsible for ther peak of the internal friction in iron.

differ very strongly from the values,=2x10 **s andU , _ ,

=7.1X 10 2 eV obtained in Ref. 4 from a comparison of this The .authors thank S. N. Smirnov _for helpful discussions

peak with the peak of the low-frequency internal friction in @nd advice on problems touched on in this paper.

the temperature region around 30 This circumstance *g.mair palval@ilt. kharkov.ua

does not support the view that these peaks have a common

physical nature. However, a final answer to this question canlNI o 4 K. Sakamoto. Jon. 3. Aool. PIcLOST (1570. K

be given oply after it becomes possible to perform a statisti- Tékit: aer?("j’“’lza g;‘kan{otof gg?l\;’étaﬁ’& 03 (1%’7'0. 11057 (1970; K.

cal analysis of the second peak. Unfortunately, the set obp p paj.val and S. Kadkava, Phys. Status Solidi 4, K29 (1986.

experimental data obtained in Refs. 7—9 is not complete3p. p. Pal-val, V. D. Natsik, and S. Kadeava, Phys. Status Solidi A05,

enough to permit such an analysis. K37 (1986. 3
4P. P. Pal-val, V. D. Natsik, and S. Kadewa, Philos. Mag. A56, 407
(1987.

6. CONCLUSIONS 5p. P. Pal-Val, Fiz. Nizk. Tem3, 1250(1997 [Low Temp. Phys23,
938(1997)].
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The features of the microstructure of quenched Al-Li alloys with lithium concentration below
the solubility limit (3.8 at. % and above the solubility limi¢7.0 and 10.4 at. %are

studied by the x-ray diffractometry. In addition to the standard structural reflections, the diffraction
patterns of all the alloys show diffuse halos that fall off in intensity as the lithium

concentration is increased. As a result of an analysis of the intensity of the diffuse scattering of
X rays it is established that the observed halos are due to short-range order of the layered

type in regions with a characteristic radius of 1.5 nm. The decrease in the intensity of the diffuse
halo on the diffraction pattern of the alloy Al-10.4 at. %Li and the appearance of new

structural reflections are explained by the precipitation of disperse particles 6f thigase. It is
shown that these particles have a substantial influence on the mechanism of plastic
deformation in these alloys in the temperature region 40—170 K2080 American Institute of
Physics[S1063-777X00)01507-3

INTRODUCTION concentrations. All of the samples were subjected to a ho-

It is known that the temperature dependence of the yielcﬁmt-]’enizmg anneal in an argon atmgsphere at a temperature
stress of the majority of fcc solid solutions at moderately low®f 823 K for 5 h and then quenched in ice water. In terms of
temperatures is governed by the thermally activated motiof€ir composition and heat treatment, the polycrystalline
of dislocations through impurity barriers. The empirical pa-Samples corresponded to those used in a study of low-
rameters of this motion in the binary alloys Al—Li subjected temperature plastic deformation in Refs. 1 and 2.
to homogenizing annealing and quenching were discussed The x-ray powder-pattern method was used to study
recently in Refs. 1 and 2. The analysis in those papers of thgowders obtained by crushing the initial samples. The pow-
experimental dependence of the flow stress on the impuritders were placed in a quartz container mounted in a holder.
concentration, temperature, and strain rate of the samplegy estimate the distortions of the crystal lattice due to the

showed that the values of some of the parameters of thgyshing of the samples, we analyzed the profiles of the dif-
thermally activated plasticity were in disagreement with thefraction estimating the value of the microdeformation and

theoretical ideas about the motion of dislocations throug . : . .
; e he size of the coherent scattering region. An estimate by an
point obstacles. The reason for this lies in the features of the S . g
proximation method showed that the microdeformation

phase state of the alloy: at lithium concentrations above 4-8P . R

at. % the annealing and quenching process gives rise to tfgd coherent scattering region in pure Al have values of
nucleation of the lithium-rich ordered’ phase (AdLi).3In ~ 0-09% and 70 nm, while in the alloy Al-7 at. %Li they are
the earliest stages of the decomposition one also observes tAel6% and 77 nm. The close values of these parameters in-
formation of clusters or regions with short-range ortidr.  dicates that the technology used to obtain the powders did
study of these defects is of interest from the standpoint ofiot introduce substantial distortions to the crystal lattice.
understanding the mechanisms of low-temperature plasticity The x-ray diffraction patterns were taken on a DRON-
of aluminum—lithium alloys, since they can serve as addi-2.0 diffractometer in CuU<, radiation (with a Ni filter) at
tional obstacles to the thermally activated motion of dislocaroom temperature in @—26 scheme with the use of the

tions. following collimating slits: in front of the sample—a slit 2

In the present study we have carried out an x-ray struCqpm wide and a Soller slit; behind the sample—a collimator,
tural analysis of quenched aluminum-lithium alloys, and thea Soller slit, and a slit 1 mm wide: in front of the counter—a

results are compared with the temperature and concentration. . . . .
; . slit 0.5 mm high. The intensity of the scattering was mea-
dependences of the yield stress of these alloys in the tem-

perature range 40—-170 K, where the plastic deformation is o?uredl point-by-point, by countlong the number of pulses in 40
a pronounced thermally activated character. s at intervals ofA(260)=0.01° across the angular range

10°<26<140°. From the position of the maximum, which
is determined in this way to an accuracy of f@leg, we
studied the intensity distribution of the diffuse scattering and
We investigated Al-Li binary alloys with equilibrium calculated the value of the lattice parameter of the crystal by
(3.8 at. % and nonequilibrium(7.0 and 10.4 at. %lithium a least-squares averaging of the data from nine reflections.

EXPERIMENTAL PROCEDURE

1063-777X/2000/26(7)/5/$20.00 529 © 2000 American Institute of Physics
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10000 F b distancep for the alloy Al-10.4 at. %Li.
o 8000 -
o
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P 6000 scattering factors, respectively,, are the radius vectors of
2 4000 the sites of the average lattidex 27S, |S|=2 sind/\, 20 is
T the angle between the incident and scattered raygp,,) is
2000 the effective short-range order parameter. We whiten the
form H(k)=1p(k)/N[cacg(fa—fg)?] and, using the least-
0 50 60 100740 squares method, require that the sum of the squares of the
20, deg deviations of the calculated K) from the experimentally
' determined value be minimum:
FIG. 1. Dependence of the x-ray scattering intensitgn the scattering ' 2
22?%%01)0&tgf;rli%;-mterval 10-140° for the alloys Al-3.8 at. %h) ES H (ko) — ZS E, Ciaé'f} cosks: p| = Min, 2

where thec; are the coordination numbers.
The number of equations i) is equal to the number of

EXPERIMENTAL RESULTS AND DISCUSSION coordination spheres taken into account. Since the measure-

The general view of the diffraction patterns of the Al—Li Ments were made on polycrystalline samples, after averaging
alloys is shown in Fig. 1. It is seen that the diffraction pat-©V€r all k a”q taking the inverse Fourier transform of the
terns consist of structural diffraction peaks and diffuse halosSUMm. We obtain the expression
As the Li concentration is increased from 3.8 to 10.4 at. %, = | p(s)sin(2mps)4ms®d s(2mps) *
the maximum intensity of the diffuse halos decreases by ap- aeﬁ(P):f NCACq(f o Tg)2
proximately 30%. The diffuse maxima are not observed on ATBLIA B
the diffraction patterns of pure Al. The structural diffraction Becausex#(0)=1, for calculatinga(p) it is sufficient
reflections for all of the alloys studied are narrow lines withto take into account the relative changes in intensity:
a redlstnbuted. intensity, thelir position dependmg Wegkly on 1 [lp(s)sin2mps)sd s
the concentration of the doping element. The diffraction pat- o 4(p)= >
terns of the supersaturated alloys showed additional reflec- 2mp Jlp(s)s"d's
tions (Fig. 1b. The integration of expressiaf®) was done by a special
computer program between the limits§260<38°. The er-
ror in the evaluation of the integral due to the cutting off of

One of the main characteristics of the fine structure of anpe range of integration is not more than 10%.
alloy is the short-range order parameter For its precise For all the alloys the calculated dependencergf on p
determination one usually uses data on the intensity of thfas the form shown in Fig. 2. Within the limits of the first
diffuse scattering of x rays by single crystals. In the case otoordination spherep< 0.3 nm) the values;>0 are char-
polycrystalline samples with a metastable short-range ordejcteristic for short-range order of the layered typegative
the required calculations simplify substantially in the case okhort-range ordér and agree with the data obtained in Ref. 4
cubic symmetry, for whichr depends only on the moduli of for single crystals of Al-11.4 at. %Li. With increasipgthe
the radius vectorpp, of the sites of the average lattice and parameter, is periodically alternating in sign and becomes
does not depend on their direction. For this reason, in calcuequa| to zero ap>1.5nm. This dependence af.(p) is
lating the short-range order paramete($,,) we shall take typical for a correlated position of atoms of one type. An
into account the values of the intenSity of the diffuse Scatterestimate showed that for the a”oys investigated in this work
ing in the interval of angles 10—40° and use the expressiothe characteristic size of the ordered regions is not larger

()

4

1. Microstructure of the alloys

for two-component alloys, than 1.5 nm.
. Using the data om.¢(p), let us attempt to determine the
Ip(K)=Ncacg(fa— fB)ZE aeﬁ(pm)E'k"’m, (1) partial order parameters in these alloys. For this we make a
m number of simplifying assumptions:
whereN is the number of atoms,,, cg andf,, fg are the 1) ac(p)=ans(p);

concentrations of the alloy components and their atomic  2) the parameteraag(p) = aga(p);
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FIG. 4. The partial short-range order parameters,, agg, and apg as
1 functions of the distancgin the alloy Al-3.8 at. %Lij is the number of the
c coordination sphere.
[a1] O OLAA[\ £ | L L
] ¥05 10 15 20
81 ’ Al-3.8 at. %Li for the case when the central atom is Al. In
6} -1r p,Nm the first coordination sphere the Li atoms are surrounded by

Al atoms (axag>0), while a rearrangement occurs in the
— 21 | o second coordination sphere: the Li atoms collect into ordered
regions. Asp increases, there is a successive alternation of
FIG. 3. The partial short-range order parameters for the arrangement Oqoordlnatlon spheres enriched and depleted m_ lithium atom_s'
same-type atomsy,, andagg, Versusp for the alloys Al-3.8 at. %L,  |IN contrast, an ordered arrangement of aluminum atoms in
Al-7 at. %Li (b), and Al-10.4 at. %Lic). the alloy is not observed.

Our analysis of the x-ray diffuse scattering intensity has
shown that the structures of all the alloys studied have re-
gions of short-range order enriched or depleted in lithium
atoms. An estimate of their average radidss nm agrees
with the average size of the clustefs.8 nnm) in Al-11.4
at. %Li single crystafsand with the radius of the nuclei of

3) the probabilityn,; that an atom of typg is adjacent
to an atom of typg is proportional to the concentration of
atoms of typgj. Thena,,; is unrelated to the concentrations

of the elements, andg(p) depends linearly on the amount "\ s phase(1.3 nm), which have a crystal lattice of the

of the introduced impurity; . That this assumption is real- twvoe L 1. and are formed in the very earlv stages of decom-
istic is confirmed by the known experimental data on theyPe =12 y y stag

short-range order parameter in the binary alloys Al—Zn position in the alloy Al-7.0 at. %L3.As the concentration of
Ti—Mo, Pt—Co, and Fe—Al.In the framework of the simpli- ‘the doping element increasésbove the solubility limit the

fying assumptions, the parameters of the pair correlations irr]lumber of ordered regions decreases, as is indicated by the

. falloff of the intensity of the diffuse hal¢see Fig. 1 Here
the position of the same-type atoms,, and agg can be ) . . R
. . new reflections appear on the diffraction pattern: their inten-
obtained from the relations

sity is weak, but their position corresponds to the position of
Cg Ca the reflections of theS’ phase recorded in Ref. 7.
TAAT T o, FaB: BB T o OBA- (5) The maximum intensity of the diffuse halo in Al-3.8
at. %Li indicates a high concentration of ordered regions be-

The resm_JIts Of. the corresponding ca]culgtions for thegyy the solubility limit of the doping element. This may be
three alloys investigated here are shown in Fig. 3. The COlgue to the high mobility of lithium in aluminum, to the dif-

related position of the same-type atoms, which is included Rerent electronic structure of the atofand to the pro-
the fluctuation of their average concentration and is due tQ

nged irradiation of the sample during the x-ray measure-
the short-range order, is characterized by the amplitudes (?Ee?\ts At the same time pthe diffr%ction pa>t/tern The

the parameteraa anc_i BB Such cor_relat|on IS inherent in g ction pattern of this alloy does not contain any addi-
a greater degree for lithiumngg) and in a lesser degree for tional new-phase reflectiorisee Fig. 1a
aluminum (@a,). Thus the first coordination sphere is en- '

riched with lithium atoms in comparison with their average _

concentration in the alloy. After that one observes an alter?- -atice parameter of the crystal
nation of depleted and enriched coordination spheres. The Itis known that lithium only distorts the crystal lattice of
correlations in the position of the same-type atoms, on thaluminum slightly, but the published data on the sign of the
contrary, are such that within the first coordination spheralistortions are contradictory. For example, in one of the first
there is a deficit of atoms of the other type than the centrapaper§ devoted to this question it was shown that the alu-
atom in comparison with their average concentration in theninum lattice is slightly compressed upon the dissolution of
alloy (see Fig. 2 Figure 4 shows the dependence of thelithium, on account of the different ionic radii and valences
partial order parameterans, agg, and aag in the alloy  of the atoms, and the dependerafg) is close to linear in
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F TABLE |. Parameters of the thermally activated motion of dislocations in
0.40498

Al—Li alloys.
50-40496_ cat% c,at% 7,MPa 7, MPa  Hg, eV f
 0.40494 3.8 3.8 48 127 0.24 -
0.40492 7.0 5.9 7.3 19.9 0.26 0.06
10.4 8.5 10.5 15.4 0.40 0.13
o 24[ o .-h
= 16+ The estimates of given in Table | are in good agree-
l__é gl ment with the data obtained in Ref. 3 for quenched alloys
subjected to a similar heat treatment, which indirectly con-
o ' ' ' — P firms the validity of the assumptions made.
c,at. %
*
© 4 r ¢ 3. Influence of microstructure on the thermally activated
% C motion of dislocations
1-: 2: In Refs. 1 and 2 it was noted that not all of the regulari-

L ties of the plastic deformation of quenched Al-Li alloys in
0 4 8 12 the temperature range 40—170 K agree with the concepts of
c,at. % ; ; ; ; ;
thermally activated motion of dislocations through barriers
FIG. 5. Concentration dependence of the lattice paranzetifrthe crystal ~ formed by impurity atoms. According to those concepts, the

(a), of the critical stressr, for activationless motion of a dislocatigqthe  Strain rates, the applied stress, and the temperaturE are
dashed curve corresponds to express®i (b), and of the effective stress  related by the Arrhenius equation as

™ atT=77K (c).
e=ggexd —H(7/kT)], (7)

whereg, is a temperature-independent pre-exponential fac-

the interval 3.5-5.0 at.%Li. In Ref. 7, on the contrary, alo» 7" =7—7; is the effective stress; is the characteristic
linear growth ofa(c) was observed in the interval 3.8—13 value of the internal stres$] is the effective activation en-
at. %Li. The anomalously weak expansion of the lattice wa€rdy (enthalpy, andk is Boltzmann's constant. The experi-
explained by an appreciable ionization of the lithium atoms:mentally observed temperature dependence of the yield
both neutral atoms and positive ions of lithium are substi-Stress and the other parameters of the plasticity in the indi-
tuted in the aluminum lattice. As a result, some of the cellscated temperature interval are best described by Bawith
undergo expansion and other compression, and the average H(7") of the form
parametera determined. _by the x-ray rnethod.depends only  H(r*)=Hy[1—(7*/7)¥%%? (8)
weakly on the composition of the solid solution. The com- . . o
plex microstructure of the quenched alloys was not takerfNere 7c is the critical stress for activationlestorced de-
into account in those studies. pinning of the dislocations from the impurity barriers, and
In connection with the contradictory data on the depen-HO is the characteristic energy parameter of the interaction of
dencea(c), in the present study we investigated the depenf" dislocation with a barrier, which in the case of barriers of a
dence of the lattice parameter of the alloys on the initia/S"9!€ type is independent of their concentration. For fcc
lithium concentration; the result is shown in Fig. 5a Dopingsond solutions of substitution this parameter has a value of
with lithium leads to a weak expansion of the lattice, 0-1-0-2 €V, as a rule.

(Lla)Aa/Ac=1.5x10"3, and the dependenca(c) itself The empirical values of some of the parameters of the
deviates from linear. ’ thermally activated motion of dislocations for Al-Li alloys

The aforementioned features of the microstructure of th&l€formed directly after quenching from 823 K in ice water
quenched alloys suggest that the observed nonlinearity Gi'® Presented in Table I and Fig. sb.c. _ _
a(c) is due to the diffusion of lithium from the matrix into It IS Seen that some of the values obtained are inconsis-
particles of thes' phase. Since Al—3.8 at. %Li is an equilib- tent with the concepts described above. For example, under

the condition that all three alloys represent an “ideal” solid

rium alloy, one can estimate the true lithium concentration . . . . " . .
c* in the matrices of the two supersaturated alloys Whichsolutlon, in which the effective barriers for dislocations are

will be lower than the initial concentratiofsee Table | and MPUrity atoms, the value of the characteristic energy param-
Fig. 53. For an estimate of the volume fraction of second-€terHo of the interaction of a dislocation with such barriers
phase inclusions we use the relation should not depend on their concentratipnand the critical
stress7., as follows from expression&) and (8), should
c—c* vary by a power law:
f=—7-+, (6)

C—¢C Te~C", 9
wherec,= 0.23 corresponds to the lithium concentration in awheren=0.5-0.7. The curve of (c) presented in Fig. 5b
particle of the second phassee Ref. 8 is inconsistent with the theoretical relati@®). In addition,
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the value ofHq in the alloy Al-10.4 at. %Li reaches values monotonic, i.e., it corresponds to the theoretical expression
that are atypical for fcc solid solutions of substitutiGee  (9).
Table ).

The reasons for the observed contradictions lie in theCONCLUSION
structural features of the quenched state. For mobile disloca-
tions the regions with short-range order, or clusters, and thgl_

nuclei of the 5" phase can act as additional barriers WhIChaddition to the diffraction peaks. Analysis of the intensities

?_ﬁed theb ratefof plr? ‘E“C Qeformat|oqt ?t Io;/;/l tefrr;pelratutr_esof the diffuse halos showed that they are due to regions with
1€ number ol Such barriers per unit length of disioca Ior‘short-range order of the layered type, with radii of 1.5 nm or
will be less than the number of single atoms, which leads t

d . : . ior9) has th : 9ess. The falloff of the intensity of the diffuse halo as the
af tﬁcrease ”th’ tS mce;: n exr].;)frest_smrgh) asl et_meignlng lithium concentration is increased is accompanied by the ap-
of the concentration of any efiective thermal-activation ar'pearance of new structural reflections, corresponding to in-
riers. At the same time, the corresponding valueHgfwill : /
be | than f inale lithi i clusions of thed’ phase.

€ larger than for a single ithium atom. . 2. Doping of aluminum with lithium and the observed

It follows from Fig. 5a,b that the correction to the true

- L2 . . hase transformations cause a slight expansion of the crystal
lithium concentration in an atomically dispersed phase Iilttice of the alloy g P y
the assumption of a linear dependence of the lattice param- 3. Inclusions of thes' phase should be regarded as ef-

eter a(c)] does not ensure that the power la®) W'l.l be . fective barriers for the thermal-fluctuational motion of dislo-
opeyed for all the alloys studled._ In_ addition, the sllght SiZe 4tions at temperatures in the range 40-170 K.
mismatch of the aluminum and lithium atomseak lattice
distortion does not account for the large value of the param-  The authors are grateful to L. G. lvanchenko for provid-
eterHg given for Al-10.4 at. %Li in Table I. ing the program for processing the diffuse-scattering data

On the other hand, the data on the intensity of the diffuseand to S. E Shumulin for collaborating in the low-
halos (see Fig. 1 and the change in the short-range ordertemperature experiments.
parametersFig. 4) are evidence that the number of ordered  This study was supported by the Foundation for Basic
clusters per unit volume decreases with doping. HoweverResearch of UkrainéProject 2.4/156 “Bion-2).
this is not reflected in the value of the empirical parameters
of the thermally activated plasticity obtained for the equilib- *E-mail: isaev@ilt.kharkov.ua
rium alloy Al-3.8 at. %Li, which has a high concentration of
such clusters.

Thus the most effective thermal-activation barriers are!v. S. Fomenko, N. V. Isaev, and V. V. Pustovalov, Fiz. Nizk. TertQ.
the disperse nuclei of the second phase, the volume fractiogﬁzsil(1&%2V[L\<;W\/Tegz~t;gg\}9’v3osl(égifi]r-]ko and S Fumilin. Fi
of which increases in the cpncentrated alloy. It is knowp that Nizk. Temp7.20., 832 (1994 [Low .Ter’.np. Physzd, 653(1994].
the mechanism for the cutting apart of a paired dislocation ofsy manadev, K. Mahlingam, G. L. LiedliedI, and T. H. Sanders, Jr., Acta
a o' particle, which has an ordered lattide1(,) is controlled Metall. Mater.42, 1039(1994).
by specific barriers that arise within a particle as a result of V. L. Iveronova and A. A. Katsnel'son, iShort-Range Order in Solid
the transverse slip of screw disloc_ation segméms.tem- 5ﬁf’[;‘_",‘;’;f,ﬂ”aﬁg’s\,sv'f"ﬁu'“n?g_ﬁ"gtﬁﬂé’rsf"gﬁfgay_ Soc183 1 (1948.
peratures above 50 K this mechanism also has a pronouncegy. |. zamotorin, inProceedings of the Leningrad Polytechnical Institute
thermally activated character. As was shown in Ref. 9, when No. 180(1955. _ _
the temperature is raised from 50 to 100 K the growth of the'J- Perez-Landazabal, M. L. No, G. Madariaga, and J. San Jud#roin

. . . ceedings of the IV International Aluminum-Lithium Conference

effective stress, due to the cutting apart of the particles, can g,misch-pantenkirchen, Germafg91, p. 149.
compensate the decrease in the effective stress due to frictiofs. Takeuchi and E. Kuramoto, Acta Metal, 415 (1973.
in the matrix. This accounts for the fact that, unlike the non- °N. V. Isaev, V. V. Pustovalov, V. S. Fomenko, and S.ghumilin, Fiz.
monotonic behavior of.(c) at T=0, the experimentally ob- ~ Nizk- Temp.22, 99 (1996 [Low Temp. Phys22, 74 (1996].

served dependence af (c) at T=77K (see Fig. 5¢is  Translated by Steve Torstveit

1. The diffraction patterns of the three investigated
Li alloys contain diffuse halos with great intensity in
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Low-temperature pyroelectricity in thermodynamically nonequilibrium media
V. K. Novik* and N. D. Gavrilova

Physics Department, M. V. Lomonosov Moscow State University, Vorob’evy Gory, 119899 Moscow, Russia
(Submitted January 20, 2000; revised March 6, 2000
Fiz. Nizk. Temp.26, 728—732(July 2000

The temperature dependence of the pyroelectric coeffigi&(if) of pyroelectrics in
thermodynamic equilibrium af— 0 varies in accordance with Nernst's theorem by the law
y?(T)=T"=2, which means a sharp drop #f(T) for T<1.5K and precludes the efficient use of
pyroelectrics in technical applications. It is shown experimentally that this fundamental
limitation does not apply to thermodynamically nonequilibrium polar media, for wiigT)
=const forT<1.5K. © 2000 American Institute of Physids$1063-777X00)01607-§

INTRODUCTION Hered&, cjyr, . andefy;” are the piezoelectric coefficients,
the elastic stiffness constants, and the coefficient of thermal

interest in connection with a number of promising a lica_expansion, respectively, and the sum is over all repeated in-
. L . PromISiNg applCa- yices;i is the direction parallel to the spontaneous polariza-

tions, deriving, in particular, from the possibility of amplify- . : Co

ina weak sianals. The uni roperti f low-temperat rt|on, andE is the electric field.

IRg e? ignc? s rt? Iu dqtle f %ﬁevez ° no I-iﬁl %e r?1 U itis customary to assume that general phenomenological
nst?utcg "\’1/ n‘; p;a nﬁler ZI?IC N iallizedefer Ipvit >r/n er theories can be developed only for the componegf(iT),

onstrated even Tor universainspecialized for 'ow tempera- ;.o he second terny(T), which especially for lower

turr(;:ted?ct?g:;gellit\:fcg(r:inmiLee”az.rk?nccig%nge;utrges itfhz(;reKtlcal symmetries, contains a significant number of temperature-
P ' 9 9 P dependent components, reflects the individual properties of

will permit an improvement in the characteristics of thesethe crystals.

transducers by at least an order of magnitude. Moreover, the The conditions of thermodynamic stabiliintegrity) of

development of materials for this temperature region runs UBhe crystdi and the third law of thermodynamicsmpose
against some fundamental obstacles—the third law of ther-

modynamics, in accordance with which the transducin jestrictions on the type of dependeng¥(T) as T—0 for

. . S . gTso.lD (®p is the Debye temperature
properties of a thermodynamically equilibrium polar medium According to Ref. 6, the following condition should

fall off sharply asT—0. hold:
Experiments have confirmed these relationships. There ™
is some hope of surmounting this barrier by using materials | y*(T)|<BT 2
with a temperature-dependent dipole chaﬁgmt even for ) o )
them the existing theoRypredicts a falloff of the transducing Where is a constant coefficient. At the same time, Ref. 7

properties, albeit a slower one. In this paper we present th@\Ves & dependence of the form

Low-temperature T<4 K) pyroelectricity is of current

re_sults of experimentg which open up a way of overcoming |y2(T)|=T"  with n=3. &)
this fundamental barrier through the use of thermodynami-
cally nonequilibrium polar media. It following that for thermodynamicallyequilibrium polar

media atT—0 the temperature dependence of the primary
pyroelectric coefficient must be of cubic or higher power.
THEORY For thermodynamicallynonequilibriumpolar media the

following condition can hold:
It has been shown repeatedly that the thermodynamic wing "

relations for the pyroelectric effect imply that the pyroelec- v?(T)=const. (4)

tric coefficient y?(T) measured at a constant stress can be I of th , I . heori -
written as a sum of two components: All of the experimentally confirmed theories of low-

temperature pyroelectricity as a phenomenon wherein the to-
Y(T)=y*(T)+¥(T), (1 tal (consisting of several componehtdipole moment per
where y*(T) is the primary pyroelectric coefficient, which Unit volume (the spontaneous polarizatid?f(T) at a con-
can be measured at a constant size and shape of the crysg@gnt volume and shapehanges with temperature are based
i.e., in the absence of temperature-induced deformation, O the assumption that the change with temperature of the
—const=0, andy5(T) is the secondary pyroelectric coeffi- dipole moment of any component comes about solely as a

cient, result of spatial displacements of the charges forming these
. TE TE W E dipoles, with no change in the charges themselves, which
Y (M) =dijic(T)Cim(T) ajm (T). remain constant for any change in temperature. Since the

1063-777X/2000/26(7)/3/$20.00 534 © 2000 American Institute of Physics
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first experimental evidence that the values of the charges also 50
change with temperature faf=300K has appearetlit is
appropriate to call attention to the theoretical paper of
Ohmuraet al.®> who considered the contribution to the pyro-
electricity from dipoles with a temperature-dependent
charge.

The known experimental facts indicate that only two
general fundamental mechanisms are involved in the low-
temperature displacements of the charged structural units:
anharmonicity of the acoustical and optical oscillations of
the lattice, and displacements of the charged structural units
in asymmetric potential wells.

The particular mechanisms of low-temperature structural
and magnetic phase transitions manifested in pyroelectricity
have practically escaped study, there is no generally accepted
theory for them, and they will not be discussed here. 0

30

—'Yc ’ 10—13 Ccm'2 K'1

10

Anharmonicity

The temperature dependence of the pyroelectric coeffi-

cient due to collective anharmonicity of the acoustical vibra- ;
tions has the forfr*? o
£
Y (T)=AD(0p/T), (53 ©
O
and that due to anharmonicity of the individual polar optical o
modes has the forit%12-14 N
7(T)=2 BiE(O,/T), (5b) %
wherey®(T) is the primary pyroelectric coefficieny andB;
are constant coefficient® (®,/T) and E((F)Ei /T) are the 0 11 3 5 7
Debye and Einstein functions for the specific heat at constant T.K
volume; ©p and ®Ei are the corresponding characteristic FIG. 1. Constant component in the temperature dependengé(df) for
temperatures, and is the absolute temperature. ferroelectrics containing a nonequilibrium phase. Single crystals of the TGS

It has repeatedly been shown experimentally that thdroup: perfect TGS single crystalg), y-irradiated single crystals of the

. . . ATGS type, dose 35 Mrad2), approximated by the dependeng&(T)
temperature dependeng€(T) is described by expression =(3.6+1.43r7%%  )x10"38C.cmm K ! (a); PZT-40 ceramic ferro-

(53 for linear pyroelectrics and bgbb) for all types of fer-  ejectric: curvel—midline of the corridor encompassing all of the experi-
roelectrics. mental points, approximated by a dependeng®T)=[0.5+E(24 K)
+...]x107° B C-cm Kt (b).

Displacement of charged structural units in asymmetric
potential wells where K is a constant coefficient, ankl is Boltzmann’s

At low and ultralow temperatures the thermal and elec-constant.
trical properties of polar crystals clearly reflect the presence EXPressions(5) and (6) correspond to the thermody-
of features of the potential relief with characteristic valuesh@mic Equationt3) and, as is obvious from the type of func-
5~1 meV for the energy gafihe difference in the depths of tions that appear, WI|| give a sharp drop in the values of the
adjacent wells In particular, the presence of two or more Pyroelectric coefficient foff — 0. _
wells in the potential field of the elements of the lattice struc- 1 n€ results of experimental studies of the temperature
ture with such a difference in depths should lead to displacedePendencey’(T) of perfect and realcontaining defects
ments of their average spatial distribution as the temperaturd€@r pyroelectric§Li,SO;-H,O (Ref. 1] and ferroelec-
is lowered, owing to an ordering of the localization of theselrics [triglycine sulfate, LiTa@, and LiINbQ; (Ref. 17 and
elements in the potential wells. potassium dihydrogen phosphatRef. 18] are described
To describe the manifestations of this mechanism werecisely by expressior(§) and(6), and forT—0 (curvel
used the Ising model in the mean field approximation, in Fig. 13, vanishir!gly smallllvalues have been E)B‘tained
which, after the simplifications(T)=&(T=0K)=const, OF t_hze _lp)yroelectrlc coefficient: y’(T<2 K)<10"*C
which is justified at low temperatures, allows us to express<CM K7, in complete agreement with Nernst's rule for

the temperature dependeng&T) in the form the temperature derivatives. _ _
ok T ) The only possible way of overcoming this fundamental
6/2kg )

$(T)=K limitation is to create a thermodynamically nonequilibrium
Y cosh 6/2kgT) polar medium.

(6)
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The artificial formation of a medium with?(T)+#0 for — single crystals of the TGS group irradiated pyays
T—0 is stimulating interest on two fronts: purely academicto a does above 15 Mr&d;
interest, i.e., from the standpoint of understanding and de- — polarized polymer fimg!
scribing the properties of such a medium, and interest in — conventional ferroelectric ceramicand polar glassy
relation to applied materials science. ceramics??

At the present time, two possible ways of realizing non-  — quenched polarized ferroelectric glasées.

equilibrium states have been found: nonequilibrium with re-  The search for qualitatively new pyroelectric materials
spect to localization of the charged elements of the latticavith a temperature-dependent change of the dipole elements
that still maintain mobility afT<4 K (these could only be of the structure aff<4 K would also be of fundamental
protong, and nonequilibrium with respect to charges injectedinterest.
from outside, i.e., an electrically induced stéectrej. The
density of these charges can be very laf@e order of mag-
nitude greater than the spontaneous polarizatiand a tiny
thermal expansion in this case will give an acceptable value We have presented some fundamental causes that limit
of the pyroelectric coefficient. the efficient use of conventional pyroelectric materials at
Experiments done for both types of nonequilibrium sys-T<1.5K.
tems demonstrate that it is possible in principle to obtain  For thermodynamically nonequilibrium polar media, to
y’(T)#0 as T—0, or, more precisely,y’(T)=const as which the Nernst theorem does not apply, these causes are
T—0. fundamentally eliminated. Demonstration experiments have
Figure 1a shows/”(T) for a single crystal of triglycine  shown that such media can be used with good effect. The
sulfate doped with., @-alanine and phosphoré8TGS) ob-  basic types of thermodynamically nonequilibrium polar di-
tained by irradiation withy rays in a total dose of 35 Mrad. electrics that have promising low-temperature pyroelectric
The constant component of the preliminary coefficientproperties are listed.
obtained by fitting the experimental datayg(T)=3.6
X 10 BC-cm Kt atT—0 is explained by a temperature-
induced ordering of protons delocalized by irradiation in the E-mail- novikmp@orc.ru
many double- or multiple-minimum potential wells, with an
energy gapi(x,y,z)=(0-1) meV.
Figure 1b showsy”(T) for a PZT ceramic ferroelectric  1g pordoni, P. Carelli, I. Modena, and G. L. Romani, Infrared PHgs.
(PZT-40, with the most complex composition of the 653(1979.
samples available to the authors. Approximating the experi-zT- E. Pfafman, M. Le Gros, E. Silver, J. Beerman, N. Madden, F. Goul-

: . _ ding, and D. Landis, J. Low Temp. Phy&3, 721(1993.
mental data in the temperature interval 1.5-6(f4g. 1D 3V. K. Novik, N. D. Gavrilova, and B. N. Fel'dmarRyroelectric Trans-

CONCLUSION

gives ducers[in Russian, Sov. Radio, Moscow1979.
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Nuclear spin echo with allowance for the dynamic frequency shift
T. L. Buishvili, L. L. Chotorlishvili, and M. G. Tsanava

Thilisi State University, ul. Chavchavadze 3, 380028 Thilisi, Gedrgia
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The two-pulse nuclear spin echo is studied with allowance for the dynamic frequency shift due
to the Suhl-Nakamura interaction. The time dependence of the echo signal amplitude is
obtained for small angles of deviation of the magnetization. 2@0 American Institute of
Physics[S1063-777X00)01707-2

Various pulsed methods have been successfully em- % ,
ployed to study the dynamics of nuclear spin motion in mag- X f_mg(Aw)e"A‘“[“(k*1)712]dAw
netic crystals: one, in particular, is the spin echo method, in
which a nuclear spin system with inhomogeneous broaden- t—275,
ing of the magnetic resonan¢®IR) line is excited by one or X exp{ - T, ) D

several radio-frequencyf) pulses and the response of the
nuclear spin system to this stimulus is observed in the formyhere J,[\(t— 7,,)] is the Bessel functiong(Aw) is the

of echo signals. As was shown in Refs. 2 and 3, in spiINNMR line shape function, which is Lorentzian,

systems with a dipole—dipole interaction a strong alternating

field will substantially alter the relaxation processes that oc- 1 (T 3)2

cur due to the spin—spin interaction. Therefore, an analysis 9(Aw)= - (Aw—Awg)?+(1T5)?’

based on the application of the Bloch equations, in which the

change in the relaxation procesgas pulse durations of the 1/T3 is a quantity characterizing the NMR linewidth,wq
order of the spin—spin interaction timeis not taken into = wy— w is the detuning between the center of the NMR line
account, is inconsistent. In Ref. 4 a quantum-statisticabnd the external alternating field,is the dynamic frequency
theory of the nuclear echo in spin systems with the Suhl-shift, calculated in Ref. 6, andj, is the interval between
Nakamura(SM) interaction was constructed, and results of apulses. The exponent {i1) contains the damping of the echo
more general validity than in Ref. 5 were obtained. Howevergignal (T, is the transverse relaxation tigner standard val-

in Ref. 4 the dynamic frequency shift was neglected so thaties of the quantities appearing (ib):

the authors could obtain an analytical expression for the in-
tensity of the echo signal. On the other hand, in Ref. 5 the
dynamic frequency shift due to the SN interaction was stud-
ied, and it was shown that as a result of the change in the
intgraction between spins the value of the dynamic frequency Using numerical methods, we obtained a plot of the time
shift depends not only on the average value ofzl@mpo-  gependence of the echo signal amplitdBig. 1). We believe
nent of the nuclear spin but also on the ratio between theyat this result may be useful in experimental research on

detuning and amplitude of the strong alternating field. In thismagnetically ordered crystals, and on the dynamic frequency
paper we tie up the loose ends. For this purpose we employ

the model proposed in Refs. 7 and 8 for the frequency
mechanism of echo formation. Under the assumptions of
zero detuning of the applied pulséthe pulses are at the 1.0
NMR frequency and small angles of deviation of the nuclear
magnetization after the first and second pulseg< 1, the
intensity of the echo signal is given by an expression of the
form

w,~500 Mhz, w~100 MHz, 7;,~10 6s,

1UTs~10" s7Y T,~10°s, A=50MHz.

05—

m, arb. units

mi(t):|:m0ak22 (=) I\t 710)]

+ oo i
Xf g(Aw)eflAw(t*lez)dAa)"‘ myB L\,\/\'\A
. |

0 5 10
t, us

xgl (=N (t—719)]

FIG. 1. Time dependence of the echo signal amplitude.
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ERRATA

Erratum: Influence of intrinsic point defects on the electrophysical properties
of NbSe 5 [Low Temp. Phys. 26, 130-133 (February 2000 )]
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Kharkov State Polytechnical University, ul. Frunze 21, 310002 Frunze, Ukraine
Fiz. Nizk. Temp.26, 735 (July 2000
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In the caption to Fig. 2 the curve labdl and(2) should be ignored, and the data indicated ¥y refers to 323 K instead
of 327 K, as printed.
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