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Influence of electron–electron interaction on the mobility of electrons on the surface
of liquid helium
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The mobility of a two-dimensional electron gas localized on the surface of liquid helium at low
temperatures is found by solving the kinetic equation for the electron distribution function.
The result for the mobility contains both the electron–ripplon interaction time and the
electron–electron scattering time. The theory is valid for an arbitrary relationship between
the electron–ripplon and electron–electron interaction times and gives the previously known
expressions in the limiting cases. The results are compared with experimental data, and
new experiments are proposed which can yield information about the electron–electron interaction.
© 2000 American Institute of Physics.@S1063-777X~00!00107-9#
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INTRODUCTION

One of the most interesting experimentally realiza
two-dimensional charged systems is a 2D electron gas lo
ized on the surface of liquid helium.1–6 It is of interest to
study the dynamical properties of such systems becaus
particular, the mobility and other kinetic characteristics
the electrons at low temperatures (T<0.6 K) are determined
not only by the electron–ripplon scattering but also by
electron–electron interaction.6

In previous theoretical papers1,5,7,8 the emphasis was
mainly on obtaining the momentum dependence of
electron–ripplon scattering frequency. This frequency w
calculated in the now generally accepted form in Refs. 6
8 in the framework of the Born–Oppenheimer adiaba
approach.9,10 Experiments11–13 in which the mobility of the
surface electrons in helium were measured by various m
ods and the corresponding theoretical calculations14,15 attest,
on the whole, to the validity of the electron–ripplon scatt
ing theory.5,8

In Refs. 5 and 8 the mobility was calculated on the
sumption of noninteracting electrons~the one-electron re
gime!. Here it was understood that complete equilibrium h
been established in the gas of ripplons, so that the mob
was determined solely by the electron–ripplon scatteri
The one-electron theory gives a good description of the
perimental data16 at sufficiently small confining fieldsE' ,
which correspond to a relatively small numberne of elec-
trons per unit surface area of the helium.

As the confining field is increased, the one-electron
proximation is inadequate for describing the experimen
data. The opposite limiting case, in which the electron s
system is in equilibrium~the complete control regime! was
considered theoretically and experimentally in Refs. 17 a
18. The complete control theory gives much better agr
ment with experiment17 at high confining fields.

The problem addressed in the present paper is to ca
4591063-777X/2000/26(7)/5/$20.00
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late consistently the mobility of a 2D electron gas localiz
on the surface of liquid helium at low temperatures with bo
the electron–ripplon and electron–electron interactions ta
into account.

SOLUTION OF THE KINETIC EQUATION

According to the results of Refs. 19–22, the ripplon
ripplon interaction time is much shorter than the electro
electron and electron–ripplon interaction times. This allo
one to assume that the gas of ripplons is in equilibrium a
can be described by an equilibrium Bose distribution fun
tion f r . Then for the electron distribution functionf e it is
sufficient to consider a single kinetic equation, which in t
steady-state case is written as

eEi

] f e

]pz
5J~ f e , f e!1J~ f e , f r !, ~1!

where e is the electron charge,Ei is the external driving
electric field, which is directed along thez axis, andJ( f e , f e)
and J( f e , f r) are the binary collision integrals of electron
with electrons and electrons with ripplons, respectively. W
shall henceforth ignore effects due to transitions of electr
to higher levels, assuming to the system is ideally 2D wit
densityne that is low enough so that the gas approximati
holds. For a small deviation from the equilibrium state t
solution of Equation~1! is conveniently sought in the form

f e5 f e
~0!1d f e , ~2!

where f e
(0)5@11exp(«2me)/T#21 is the local equilibrium

distribution function,«5p2/2m is the electron energy,m is
the electron mass,d f e is the small deviation of the distribu
tion function from local equilibrium, which is convenientl
chosen in the form

d f e52g fe8 , where f e85
] f e

~0!

]«
. ~3!
© 2000 American Institute of Physics
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For finding g we introduce the Hilbert space of one
component vectorsuc&, with a scalar product defined by

^cux&52E c* x f e8dG. ~4!

Then, according to Refs. 23 and 24, the solution of the
earized Equation~1! can be written in vector form as

ug&52Ĵ 21uw&, ~5!

where

uw&5UeEi

m

1

f e8

] f e
~0!

]vz
L 5

eEi

m
upz&, ~6!

m, p, andv5]«/]p are the mass, momentum, and veloc
of the electron, respectively, and

Ĵ5Ĵee1Ĵer ~7!

is the sum of linearized electron–electron and electro
ripplon collision operators. It should be noted that the inv
sion of the operatorĴ in ~5! must in general be performed i
a space of nonconserved quantities.23,24In that case the prob
lem is simplified by making use of the fact that the to
momentum of the electron system is not conserved, since
electrons interact with ripplons, so that

Ĵupz&5Ĵerupz&Þ0.

In accordance with the usual gasdynamic definition of
flux density of a gas,25 the flow velocity of the electrons
under the influence of the driving field is given by the e
pression

uz5
1

mne
E pzf edG52

1

mne
E pzf e8gdG[

1

mne
^pzug&.

~8!

Starting from the definition of the mobilitym5uz /Ei and
relations~5! and ~8!, we obtain

m5
e

m
tm , ~9!

where

tm52^w1u~Ĵee1Ĵer!
21uw1& ~10!

is the characteristic time that determines the mobility,

uw1&5
1

Ar
upz&, ~11!

andr5^pzupz& is the mass density of the electron gas.
From here the problem is to find the explicit form of th

characteristic timetm ~10!. For this it is necessary to intro
duce complete set of orthonormalized vectorsuwa&. As the
first vector it is convenient to take the vectoruw1& defined in
~11!. The choice of the remaining vectors is quite arbitra
and depends on what is convenient for calculations in a
ticular problem.25,26 It is necessary only to satisfy the cond
tions of orthogonality and completeness:

^wauwa8&5daa8,1[ (
a51

`

uwa&^wau. ~12!
-

–
-

l
he

e

r-

In the basisuwa& expression~10! can be rewritten in the
form23,27

tm52H I er
~11!2 (

b,b8>2

I er
~1b!@~ I er1I ee!

21#bb8I er
~b81!J 21

.

~13!

Here

I er
~11!5^w1uĴeruw1&, ~14a!

I er
~1b!5^w1uĴeruwb& ~b>2!, ~14b!

I er
~b81!5^wb8uĴeruw1& ~b8>2!, ~14c!

and the square matricesI er and I ee contain the matrix ele-
ments

I er
~bb8!5^wbuĴeruwb8&, I ee

~bb8!5^wbuĴeeuwb8& ~b,b8>2!.
~15!

In obtaining expression~13! we have taken into account tha
electron–electron collisions conserve the total momentum
the system, i.e.,

Ĵeeupz&50.

We note in particular that, unlike the classical a
proaches to solving the kinetic equations,25,28,29 the result
~13! contains in explicit form not only terms describing th
interaction of electrons with ripplons but also terms due
electron–electron collisions.

In the next Section we show that for our problem t
general solution can be written in closed analytical form
terms of the electron–ripplon and electron–electron collis
frequencies.

CALCULATION OF THE TIME tm

Although the matrices in Eq.~13! are infinite and non-
diagonal, two important limiting cases follow directly from
~13!. First we setI ee→`. Physically this means instanta
neous relaxation in the gas of electrons~complete control!.
In that case we have from~13!

tm
~min!52

1

I er
~11! 5ter

~cc! , ~16!

where the timeter
(cc) ~wherecc stands for complete control!

is given by the relation

ter
~cc!21

52
^pzuĴerupz&

^pzupz&
. ~17!

In the other limiting caseI ee→0, which corresponds to infi-
nitely slow establishment of equilibrium in the electron su
system~the one-electron regime!. In this situation it follows
from ~13! that

tm
~max!52^w1uĴ er

21uw1&5ter
~1e! . ~18!

With the use of the Cauchy–Bunyakovski� inequality, it
can be rigorously shown that

tm
~max!>tm>m

~min! . ~19!
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To obtain an exact closed result fortm we use the meth-
ods of matrix algebra. By virtue of the Hermitianity an
positive definiteness of the matrix2I ee, one can introduce a
matrix R such that

2R1I eeR5E, ~20!

whereE is a unit matrix andR 1 is the matrix that is the
Hermitian conjugate ofR. Using ~20!, we obtain

~ I er1I ee!
215~ I er2R121R1I eeRR21!21

5R~R1I erR2E!21R1. ~21!

The matrix2I er ~and, hence,2R 1I erR! is also Hermitian
and positive definite. Consequently, there exists a uni
matrix U such that

2U1R1I erRU5Y, ~22!

whereY is a diagonal matrix~i.e., Ybb85ybdbb8) with non-
negative elements (yb>0). Thus

~ I er1I ee!
2152RU~E1Y!21U1R152RU FU1R1,

~23!

whereF is a diagonal matrix with the coefficients

f bb85
1

11yb
dbb8 . ~24!

With allowance for~23! and ~24!, expression~13! can be
written in the form

tm
215ter

~cc!21
2 (

b>2

uabu2

11yb
5ter

~cc!21
2 (

b>2

1

11yb
21 yb

21uabu2,

~25!

where

ab5 (
a,g>2

I er
1aRagUgb . ~26!

From the positivity ofuabu2 and yb
21 it follows that there

exists a quantityy such that

tm
215ter

~cc!21
2

1

11y21 (
b>2

yb
21uabu2. ~27!

We see from~23! that yb is determined by the ratio of th
characteristic time for interactions within the electron su
system to the electron–ripplon relaxation time. Thus

y5tee/ter
~cc! , ~28!

where the timetee is determined by the electron–electro
interaction.

Furthermore, fortee→` inequality ~18! must be satis-
fied, so that

(
b>2

yb
21uabu25ter

~cc!21
2ter

~1e!21
. ~29!

With ~28! and ~29! taken into account, the final expressio
for tm

21 becomes

tm
215ter

~cc!21
2

1

11ter
~cc!/tee

$ter
~cc!21

2ter
~1e!21

%. ~30!

Expression~30! can be rewritten in the more transpare
form
ry

-

t

tm5ter
~cc!

11teeter
~cc!21

11teeter
~1e!21 . ~31!

The final result~31! can be used to compare the theory w
the available experimental data and to investigate the p
sible limiting cases.

COMPARISON OF THEORY AND EXPERIMENT

The first theoretical studies5,8 of the mobility of an elec-
tron gas on the surface of liquid helium were done in t
framework of the one-electron theory, i.e., it was assum
that there are no interactions between electrons and tha
relaxation of the system is governed completely by
electron–ripplon interaction. Mathematically this means t
the conditiontee→` holds. In this limiting case it follows
from Eq. ~31! that

tm5ter
~1e! . ~32!

According to~18! and the definition of the scalar product~4!,
formula ~32! gives

tm
~1e!5E

0

` xe2x

n~ x̃!
dx, x̃5

~2mTx!1/2

\
, ~33!

which agrees with the known result.5,6,8 In obtaining~33! we
used as the electron–ripplon collision operator t
calculated5,8 electron–ripplon relaxation frequencyn(p),
which depends on the momentum of the electron.

In the other limiting case, that of instantaneous establi
ment of equilibrium in the electron subsystem~the complete
control regime!, whentee

21→`, the general result~31! gives

tm5ter
~cc!5S E

0

`

xn~ x̃!e2xdxD 21

, ~34!

which coincides with the result that was first obtained in R
17.

With the general formula~31! obtained in this paper one
can investigate all the intermediate cases with a fin
electron–electron relaxation timetee. In particular, it is of
interest to determine the character of the dependence otee

on the temperature and electron concentrationne from a
comparison with the experimental data.

The results that follow from formula~33! give a good
description of the experimental data16 on the mobility at low
confining fields. Figure 1 shows the inverse electron mobi
m21 as a function of temperature in the one-electron
proximation, calculated according to~33! with ne5E'/2pe
50.533108 cm22, and the experimental data.16 Even with a
small increase in the confining field, however, the agreem
of the calculation according to~33! with the experiments16

begins to degrade substantially. To improve the agreemen
the theory with experiment at large confining fields, t
theory of complete control, which had been developed in
theory of semiconductors,30 was used in Ref. 17 to obtain th
result ~34!. The results of a numerical calculation accordi
to formulas~9! and~34! are presented in Fig. 2. Also show
there are the experimental data16 for ne53.23108 cm22. The
agreement of theory and experiment in the two limiting ca
supports the view that in the first case (ne50.53
3108 cm22) the one-electron regime is realized in the e
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periments, whereas forne53.23108 cm22 the electron sys-
tem has passed into the complete control regime. It rem
unclear, however, how such a relatively small increase in
electron concentration could lead to such a large chang
the characteristic electron–electron interaction time, wh
goes fromtee@ter to tee!ter .

Figure 3 shows how the calculated dependence of
mobility on the electron density compares with the expe
mental data16 in the two limiting regimes. We see that th
theory of complete control satisfactorily describes the exp
mental data in the entire range of electron concentrati
used, whereas the one-electron regime gives agreement
at the lowest concentrations. The reason for the agreeme
the theoretical results~33! and~34! at low confining fields is
that the electron–ripplon scattering frequency in this limit
very weakly dependent on the electron momentum, so
the result for the mobility is practically independent
whether it is the frequency or time of the electron–rippl
interaction that is averaged. Here, as we see from the gen
formula ~31!, for ter

(cc)'ter
(1e) the electron–electron interac

tion time does not contribute to the result for the mobility

FIG. 1. Inverse electron mobility as a function of the helium temperatur
ne50.533108 cm22. Solid line—calculation according to formula~33!,
h—the experimental data of Ref. 16. At high temperatures (T.0.7 K) the
interaction with the gas phase of helium must be taken into account.

FIG. 2. Inverse electron mobility as a function of the helium temperature
ne53.23108 cm22. Solid line—calculation according to formula~34!,
h—experimental data from Ref. 16. At low temperatures (T,0.4 K) the
crystallization of the electron system must be taken into account, and
T.0.7, the interaction with the gas phase of helium.
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Thus additional experimental studies are needed for
ambiguous interpretation of the experimental data for l
concentrations andtee'ter and also for observation of th
intermediate regime. In particular, it is of interest to meas
the mobility of the electrons upon independent variation
the confining field and the electron concentration (ne

ÞE'/2pe). The electron–ripplon interaction frequency a
tually depends only on the confining field,6 whereas the
electron–electron interaction time depends on the concen
tion ne . Thus as the confining field is increased at a const
low concentrationne'0.533108 cm22, the results of the
calculation in the framework of the one-electron regime~33!
and the complete control regime are no longer the sa
Further change inne ~at a constant highE'! would make it
possible to observe the intermediate regime and to determ
the domain of applicability of the two regimes. We note th
the mobility of 2D electrons on the surface of liquid heliu
upon independent variation of the electron concentration
confining field has already been measured.11,31–33However,
the results of Refs. 11, 31, and 32 were mainly of a qual
tive character: it was demonstrated that the mobility of
electrons is affected by electron–ripplon scattering, and
basic dependence of the mobility on the temperature
confining field was elucidated. No information about t
electron–electron interaction can be obtained from the
periments of Refs. 11, 31, and 32 because they were don
very low electron concentrations (105– 106 cm22) and at low
confining fields, where the difference betweenter

(1e) andter
(cc)

is small.
In Ref. 33 the properties of a 2D electron system w

densitiesne51.33108 cm22 and ne52.73108 cm22 were
investigated experimentally over a wide range of confin
fields ~125–1570 V/cm!. In those experiments, however, th
driving fields were so high as to preclude obtaining data
the mobility as defined in the standard way.25,28,29 For this
reason in Ref. 33 the concept of a nonlinear mobility th
depends on the external driving field was used.

At high values of the confining fields a weak nonlinea
ity was observed in the experiments of Ref. 33; this allo
certain qualitative conclusions to be reached from a comp
son with the theory developed here. For example, atne

t

r

or

FIG. 3. Inverse electron mobility versus the electron concentration
T50.5 K. Solid curve—calculation according to formula~34!, the dashed
curve—according to formula~33!, h—experimental data from Ref. 16.
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51.33108 cm22 and E'51570 V/cm the value of the mo
bility from experiment ismexp'0.53106 cm2/~V•s!, while
calculations according to~33! and ~34! give m1e50.490
3106 cm2/~V•s! andmcc50.3253106 cm2/~V•s!. This gives
reason to assume that one-electron regime is actually rea
at such concentrations and confining fields. A comparison
the experiment and theory forne52.73108 cm22 shows that
the system is already in the intermediate regime. It should
emphasized, however, that these conclusions are only
qualitative character, since a correct comparison can be d
only with experimental data obtained at low driving fields
the absence of nonlinear mobility.

CONCLUSION

Starting from the kinetic Equation~1! for the electron
distribution function, we have solved the problem of the m
bility of a 2D electron gas localized on the surfaace of liqu
helium at low temperatures. The final result~31! for the char-
acteristic time, which determines the mobility, contains b
the electron–ripplon interaction time and the electro
electron scattering time. The formula obtained~31! is valid
for any relations between the electron–ripplon and electro
electron interaction times and gives the previously kno
expressions for the limiting cases of the one-electron reg
~33! and the complete control regime~34!. The results were
compared with experimental data.

The use of a model in which the system undergoe
transition from the one-electron to the complete control
gime requires an unusually strong dependence16 of the
electron–electron interaction timetee on the electron con-
centrationne . The analysis in this paper shows that t
available experimental data admits the possibility of desc
ing the electron system in the framework of the compl
control theory over a wide range of concentrations. The f
tures of the momentum dependence of the electron–ripp
frequency lead to the situation that the results of calculati
using the one-electron and complete control theories
practically the same at low confining fields. For this reaso
cannot be stated with certainty that the two limiting cas
were realized in the experiments of Ref. 16.

We proposed exeperiments that will permit the obser
tion of the transition from the one-electron to the compl
control regime. The implementation of these experime
will yield information about how the time dependence of t
electron–electron relaxation time depends on the various
rameters of the system.

The authors are grateful to S. S. Sokolov for many fru
ful discussions and to Yu. Z. Kovdrya and A. S. Rybalko f
helpful discussions of the results of this study.
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Critical currents in YBa 2Cu3O7Àx high-temperature superconducting thin films irradiated
by 4-MeV electrons

Yu. V. Fedotov,* S. M. Ryabchenko, and A. P. Shakhov

Institute of Physics, National Academy of Sciences of Ukraine, pr. Nauki 46, 3650 Kiev, Ukraine
~Submitted December 1, 1999!
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A decrease in the critical current densityJc of a YBa2Cu3O72x thin film is observed after its
irradiation by 4-MeV electrons. It is shown that the temperature dependence ofJc agrees
with the idea of a granular structure of the film, with intergranular contacts of the
superconductor–metal–insulator–superconductor type. ©2000 American Institute of
Physics.@S1063-777X~00!00207-3#
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Research on radiation-stimulated changes in the m
netic and transport properties of high-Tc superconductors
~HTSCs! can yield information about the mechanism
high-temperature superconductivity and the possibility of
creasing the current-carrying capacity of HTSCs. By n
there are a large number of papers on the subject. For
ample, the influence of neutron irradiation on the critic
temperatureTc and critical current densityJc of supercon-
ducting single crystals and ceramics was investigated
Refs. 1–3. The change in the parameters of a HTSC u
irradiation by heavy-metal ions and protons was studied
Refs. 4–6. The effect of electron irradiation on the value
Tc and the transport properties of HTSCs was considere
Refs. 7–10. Since the maximum electron energy in th
experiments did not exceed 350 keV, the defects that a
were due solely to displacements of the oxygen atoms
Ref. 10 it was shown that when YBa2Cu3O72x ~YBCO!
films were irradiated by low-energy (E,40 keV) electrons,
the oxygen defects are formed predominantly in the region
the CuO chains.

In this paper we investigate the influence of irradiati
by electrons having a substantially higher energy~4 MeV! on
the properties of thin~500 Å! films of the HTSC YBCO with
Tc589.6 K. Epitaxial films of YBCO with thec axis perpen-
dicular to the plane of the film were deposited on a LaAl3

substrate by the joint electron-beam evaporation of Y, Ba2,
and Cu and then annealed. The electron irradiation was
ried out on an E´LU-4 linear accelerator at room temperatur
The density of the electron beam was chosen so that
temperature of the sample did not rise above 70– 80 °C
ing the irradiation.

The parameters of HTSC films were measured by
low-frequency magnetic susceptibility method at a freque
of 937 Hz in the temperature range 77–100 K in the m
netic field of the Earth. The amplitude of the alternati
magnetic field, which was perpendicular to the film plan
was varied over the range 0.001–5 mT. The detection sys
included an SR-830 lock-in amplifier connected to the R
232 interface of a computer, which stored and carried ou
additional averaging of the data obtained.
4641063-777X/2000/26(7)/3/$20.00
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The contactless technique used to measure the cri
current density is based on analysis of the dependence o
imaginary part of the complex magnetic susceptibilityx9 of
the thin film on the amplitudeh of the alternating magnetic
field. According to Ref. 11, for a thin film oriented perpe
dicular to the alternating magnetic field,x9 is given by

x95
4

p FS~x!2E
0

p

sina sin2
a

2
SS x sin2

a

2 DdaG , ~1!

where

S~x!5
1

2x FarccosS 1

coshxD1
sinhx

cosh2 x
G . ~2!

The quantityx is related to the amplitudeh of the alternating
magnetic field and the critical current densityJc by the rela-
tion

x52h/dJc

~d is the film thickness!, which leads to interdependence
the critical current density and the components of the co
plex magnetic susceptibility of the HTSC film. As the am
plitude of the alternating field is varied, expression~1!
reaches a maximum ath5hm . Here for a disk-shaped film
the relation betweenJc andhm is determined by the relation
Jc51.013hm /d. It was shown in Ref. 12 that this expressio
is also valid for films of other isometric shapes, includin
squares, as in our case.

Studies which we did on HTSC films irradiated by
4-MeV electron beam to a dose of 331016electrons/cm2

showed that this irradiation dose does not affect the su
conducting transition temperature of the sample~Fig. 1!. At
the same time, as a result of the irradiation the critical curr
density decreased substantially over the entire tempera
interval investigated~Fig. 2!.

Let us compare the temperature dependence found
the critical current density with the results obtained in t
model of collective pinning of noninteracting vortices.
that model the character of theJc(T) curve is essentially
related to the type of disorder responsible for the pinning a
is determined by the temperature dependence of the co
© 2000 American Institute of Physics
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sponding parameterd that characterizes the disorder. F
pinning due to spatial variations ofTc ~dTc pinning!, the
temperature dependence of the corresponding disorder
rameterdT has the formdT;(12T/Tc)

21/2, whereas the
temperature dependence of the parameterd l characterizing
the variation of the mean free paths~d l pinning! is given by
d l;(12T/Tc)

3/2 ~Ref. 13!. For both types of disorder th
critical current density is given in the model of collectiv
pinning of isolated vortices by the expression13

Jc5J0~d/«!2/3, ~3!

whereJ05cF0 /(12)p2l2j) is the depairing current den
sity, F0 is the flux quantum,l is the London depth,j is the
coherence length, and«2 is the ratio of the longitudinal to
transverse effective mass. It follows from Eq.~3! that the
temperature dependence of the critical current density is
termined by the temperature dependences of the depa
currentJ0 and of the disorder parameterd. At temperatures
sufficiently close toTc , as in our case, the temperature d
pendence of the depairing currentJ0 can be obtained by
using estimates forj and l given by the BSC theory for
T→Tc , specifically j}l}(12T/Tc)

21/2, which gives

FIG. 1. Temperature dependence of the imaginary component of the
plex susceptibility of a YBCO film before (h) and after (j) its irradiation
by 4-MeV electrons~irradiation dose 331016 electrons/cm2!. The magnetic
field amplitudeh50.003 mT.

FIG. 2. Temperature dependence of the critical current density of a YB
film before (h) and after (j) its irradiation by 4-MeV electrons~irradia-
tion dose 331016 electrons/cm2!. The points are the values ofJc obtained by
processing the experimental results; the solid curves are the approxima
by a dependence of the formJc(T)5Jn(12T/Tc)

s. The values of the pa-
rametersJn ands are given in the text.
a-

e-
ng

-

J0}(12T/Tc)
3/2. After substituting into~3! the expressions

for the temperature dependence ofJ0 , dT , andd l , one can
use the model of collective pinning of isolated vortices
obtain the temperature dependence of the critical cur
density for the different pinning mechanisms. FordT pinning
this gives Jc(T)}(12T/Tc)

7/6, and for d l pinning Jc(T)
}(12T/Tc)

5/2.
For comparison with the conclusions of the collecti

pinning theory, the experimental data~Fig. 1! were approxi-
mated by the expressionJc(T)5Jn(12T/Tc)

s, where Jn

ands are adjustable parameters chosen to minimize the s
dard deviation. For the initial film this procedure gaveJn

5(1.4460.19)3107 A/cm2, s51.4860.06. For the irradi-
ated film Jn5(6.3560.62)3106 A/cm2, s51.5160.04.
Thus the values of the exponents that approximate the
results of our experiments do not agree with any of
above versions of the model of collective pinning of isolat
vortices.

An alternative description of the measured temperat
dependence of the critical current density, in our view, c
be obtained by taking into account the possible granu
structure of the films used. That this is a real possibility
indicated by the comparatively small value of the critic
current density of the films and the rather wide superc
ducting transition region, with a temperature dependence
x9(T) that contains several components, as can be seen
Fig. 1. In such an analysis the temperature dependenc
Jc(T) should be governed by the temperature dependenc
the critical currentJm of the intergranular contacts.

The temperature dependence ofJm(T) has been consid
ered in a number of papers for different models of the int
granular contacts. For example, the temperature depend
of the maximum current through contacts of th
superconductor–normal metal–superconductor~SNS! and
superconductor–insulator–superconductor~SIS! type was in-
vestigated in Refs. 14–16. For SNS and SIS contacts
temperature dependence was found to beJm}(Tc2T)2 and
Jm}(Tc2T), respectively, and for a contact of the SN
type16 Jm}(Tc2T)3/2, which agrees with the temperatur
dependenceJc}(Tc2T)3/2 obtained by us. However, thi
agreement does not mean that the intergranular contac
our films can be unambiguously classified as being of
SNIS type, since an alternative explanation is the poss
existence of parallel channels of the SNS and SIS type ow
to nonuniformity of the film.

It should be noted that the values of the exponentss for
the unirradiated and irradiated films are extremely clo
~their differences lie within the error limits!. Thus in the
framework of our analysis the differences between the c
cal currents of the irradiated and unirradiated samples m
be due to a difference in the values ofJm . As we see from a
comparison of the values ofJc for the irradiated and unirra
diated films, and also in Fig. 2, in our case irradiation by f
electrons leads to a decrease in the critical current den
Such behavior may be a consequence of the rather high~ex-
ceeding the optimum with respect toJc! concentration of
pinning centers in the initial film. The high defect density
our films is also indicated by the substantial broadening
multicomponent form of the temperature dependence ofx9
~see Fig. 1!.
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A decrease in the critical current density in irradiat
YBCO films with a high initial concentration of oxygen de
fects was observed in Ref. 6, whereas a similar irradiation
YBCO single crystals with a lower defect density had be
found17 to increaseJc .

The results suggest that the critical current density in
YBCO HTSC films~its temperature dependence, in partic
lar! is largely determined by the granular structure of t
films and the type of intergranular coupling. Since it h
been established that irradiation by fast electrons does
affect the exponent of the temperature dependence of
critical current and, hence, must not affect the type of int
granular couplings, it can be assumed that the substa
decrease of the critical current density of our films as a re
of electron irradiation is due to a high initial defect conce
tration, which exceeds the optimum value with respect toJc .

This study was performed as part of the project UP1-3
of the Civilian Research and Development Foundat
~CRDF!, with joint support from the USA and Ukraine.

*E-mail: fedotov@iop.kiev.ua
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Inelastic effects in Cr–Cr 2O3–Pb–SnxOy – Pb double tunnel structures

Yu. I. Stepurenko, V. E. Shaternik,* and É. M. Rudenko
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Ukraine
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Cr–Cr2O3–Pb–SnxOy– Pb double tunnel junctions in which inelastic tunneling processes occur,
are fabricated. The change in the superconducting order parameter in the middle Pb film
upon variation of the temperature, film thickness, and resistivity of the Cr2O3 layer is investigated.
The results are interpreted in the framework of theoretical models developed by Kirtley,
Seidel, Grajcar, and others for inelastic tunneling processes. ©2000 American Institute of
Physics.@S1063-777X~00!00307-8#
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INTRODUCTION

A study of the current–voltage characteristics
Cr–Cr2O3–Pb tunnel junctions has established1 that their be-
havior is substantially influenced by inelastic tunneling w
the participation of elementary excitations in the Cr2O3 bar-
rier. When junctions between a high-Tc superconductor
~HTSC! and a normal metal were made, it was discove
that they are quite different from the classical superc
ductor–insulator–normal metal~SIN! or superconductor–
normal metal~SN! junctions. The main differences of th
characteristics of HTSC–normal metal junctions are as
lows: a! a strong smearing of the ‘‘gap’’ features; b! an in-
crease or decrease in the differential conductance of the j
tions with increasing bias voltage; c! a change in the value o
the differential conductance of the junctions when the po
ity of the bias voltage supply is reversed during the meas
ments. There have been different explanations offered
this behavior. For example, Cucoloet al.2 proposed a mode
in which the density of states of the superconductor depe
linearly on energy. Srikanthet al.3 showed that the tunneling
conductivity in the normal state of perovskite oxides a
varies linearly with bias voltage. Moreover, nonstationa
theories ~resonating valence bonds4 and marginal Fermi
liquid5! have been proposed in order to explain the intere
ing experimental features of the behavior of the HTSCs, s
as a linear temperature dependence of the resistance a
linear background in the tunneling conductance of HTS
normal metal junctions.

However, Kirtleyet al.6 showed that the linear tunnelin
background is observed not only in HTSC–normal me
junctions but also in other systems (Al–Al2O3–Pb,
Cr–Cr2O3–Pb, La22xSrxCuO4), in which this background is
explained in terms of inelastic tunneling. Here the nature
the inelastic interaction can be different, depending on
situation. Then, using the Blonder–Tinkham–Klapw
~BTK! approach,7 Kirtley8 developed a model of inelasti
tunneling for systems with conductivity. It was shown
Ref. 9 that inelastic processes near an HTSC–normal m
interface play a decisive role in the flow of current throu
the interface. In Ref. 10 the change in the differential co
ductance of HTSC–normal metal junctions upon the ap
cation of bias voltages of different polarities was describ
4671063-777X/2000/26(7)/4/$20.00
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in terms of inelastic processes related to the strong spin
teraction that arises in the barrier on account of the displa
ment of the oxygen atoms in the YBa2Cu3O72x unit cell
under the influence of the applied voltage.

As we have said, a linear tunneling background was a
observed in a study1 of the differential conductance o
Cr–Cr2O3–Pb tunnel junctions. That paper1 discusses the
possibility of explaining the existence of the linear bac
ground by the circumstance that the processes occurrin
the flow of current through the barrier include inelastic pr
cesses together with the elastic tunneling. Increasing the
plied bias voltage across the junction opens up more
more inelastic channels in parallel with the ordinary~elastic!
channels, leading to growth of the differential conductan
It was proposed to represent the inelastic contribution to
conductance of a Cr–Cr2O3–Pb structure at zero temperatu
as

Ge
inel~V,0!5constE

0

ueVu
Nb~E!ug~E!u2dE, ~1!

whereNb(E) is the density of states of the excitations in t
barrier, andg(E) is the electron–excitation interaction con
stant in the barrier. It is assumed that the excitations cont
uting to Ge

inel(V,0) near V(0) must be antiferromagnons
acoustic phonons of the antiferromagnetic insulator Cr2O3,
or hybrid phonon–magnon modes.

A Cr–Cr2O3–Pb tunnel junction and a HTSC–norm
metal junction~e.g., YBCO–Au! exhibit analogous behavior
It is well known that the majority of high-temperature supe
conductors are doped antiferromagnetic insulators.11 Even if
the oxygen doping in the insulator YBa2Cu3O6 destroys the
long-range antiferromagnetic order, the antiferromagne
correlations within the CuO2 planes is preserved all the wa
to complete saturation of YBa2Cu3O7 with oxygen. Thus the
inelastic antiferromagnetic spin–fluctuation scattering sho
play an important role in the tunneling of quasiparticles o
of and into YBa2Cu3O72x ~Ref. 10!, and at the same time, a
was mentioned in the review,12 it should influence the pair-
ing in the superconductor.

This raises the question of whether inelastic proces
e.g., in a Cr–Cr2O3–Pb structure, can influence the measur
© 2000 American Institute of Physics
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value of the order parameter of the superconductor~Pb in the
given structure! in tunneling experiments. A study of tha
question is the subject of this paper.

EXPERIMENT

Cr–Cr2O3–Pb–SnxOy– Pb double tunnel structures we
prepared. For comparison, Pb–SnxOy– Pb ‘‘reference’’ junc-
tions were made simultaneously with them in the same te
nological cycle. The chromium, tin, and lead films were d
posited by thermal evaporation of the metals in vacuum
the chosen substrates—insulating slabs of single-crysta
polycrystalline sapphire. The chromium was deposi
through a metal mask at a temperature of the substrate
mask of the order of 830 K; the thickness of the chromiu
film was of the order of 100 nm. Then the surface of t
chromium film was oxidized in an atmosphere of air at n
mal pressure at a film temperature of 473–500 K in orde
form a Cr2O3 oxide layer'5 – 10 nm thick. Next the first
lead film, '20– 30 nm thick, was deposited, followed by
'5 nm layer of tin, which was then oxidized to form
SnxOy tunnel barrier. Finally, an upper lead film 100 n
thick was deposited. The tunnel junctions are shown sc
matically in Fig. 1.

The current–voltage characteristics and their derivati
were measured for the constituent Cr–Cr2O3–Pb junctions of
the double tunnel junctions. The voltage dependence of
differential resistance (dV/dI)(V) was measured by th
standard low-frequency technique of harmonic detecti
The characteristics (dI/dV)(I ) were obtained by numerica
transformation of the measured characteristics (dV/dI)(V).
A typical current–voltage characteristic of our Cr–Cr2O3–Pb
junctions and the dependence of the differential conducta
on the bias voltage are shown in Fig. 2.

The objects investigated were Pb–SnxOy– Pb tunnel
junctions situated on a Cr2O3 film and ‘‘reference’’ junctions
situated directly on the sapphire substrate. Figures
and 4 show the current–voltage characteristics of
Cr–Cr2O3–Pb–SnxOy– Pb junctions~curves B! and of the
Pb–SnxOy– Pb ‘‘reference’’ junctions~curvesA!, measured
at several temperatures. TheA curves have been slightl
drawn out or compressed, as necessary, in order to bring
linear parts of theA and B curves into coincidence in th

FIG. 1. Schematic illustration of the investigated tunnel junctions.
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region beyond the gap. It is seen that the current step on
current–voltage characteristic at bias voltages equal to
half sum of the energy gaps of the superconductors
slightly shifted to higher bias voltages on theB curves rela-
tive to theA curves. Thus one observes a stimulation of t
superconductivity of lead in caseB in comparison with case
A. The half sum of the energy gaps of the superconductor
determined from the position on the voltage axis of the ma
mum of the derivative (dI/dV)(V) of the measured current–
voltage characteristic.

FIG. 2. Current–voltage characteristic of a Cr–Cr2O3–Pb junction and the
voltage dependence of the differential conductance of such a junction.

FIG. 3. a: Current–voltage characteristics of tunnel junctio
Pb–SnxOy– Pb ~A! and Cr–Cr2O3–Pb–SnxOy– Pb ~B!. b: Enlargement of
the positive-bias part of the current–voltage characteristics of these j
tions.
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We also studied the influence of the thickness of
superconductor film on the stimulation of superconductiv
in Cr–Cr2O3–Pb–SnxOy– Pb tunnel structures. The results
the measurements are shown in Fig. 4a. It is seen that
stimulation vanishes when the middle superconductor fi
reaches a certain thickness. The effect of changing the th
ness of the Cr2O3 oxide layer on the stimulation of superco
ductivity in Cr–Cr2O3–Pb–SnxOy– Pb double tunnel junc
tions was investigated experimentally. The results of
measurements are shown in Fig. 4b. We see that stimula
is observed over a rather wide interval of thicknesses a
hence, of specific resistances RbSb of the Cr2O3 insulator
film.

DISCUSSION

In Ref. 9 a theoretical model for inelastic processes
tunnel junctions was developed on the basis of the Kirt
model and the Blonder–Tinkham–Klapwijk approach. It w
shown that the inclusion of inelastic processes in the B
theory causes the lifetime of the quasiparticles to beco
finite. To take into account the decrease in the lifetime of
quasiparticles in the presence of inelastic processes an in
tic scattering term is introduced in the Bogoliubov–
Gennes equation,13 and, following the BTK approach,7 the
Bogoliubov coherence factors

Ũ0
25

1

2 F11
A~E1 iG!22D2

E1 iG G ~2!

and

FIG. 4. Temperature dependence of the relative change in the order pa
eter of Pb for different thicknesses of the middle lead film~a! and of the
Cr2O3 oxide layer~b!.
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Ṽ0
25

1

2 F12
A~E1 iG!22D2

E1 iG G , ~3!

are found, whereG is the broadening parameter.
We see thatŨ0 and Ṽ0 become complex in the whole

energy range, unlike the functionsU0 andV0 , which are real
for E.D. The density of states is then expressed as follo

ÑNS~E,G!5Re~Ũ0
22Ṽ0

2!215ReF E1 iG

A~E1 iG!22D2G .

~4!

This formula is similar to the expression given by Dynes14

We substitute the coefficientsŨ0 andṼ0 into the expressions
for the probability of both Andreev reflection,A(E), and
ordinary reflection,B(E) ~Ref. 7!; see Table I.

The elastic current can be expressed as

I d5CE
2`

1`

@ f ~E2eV2 f ~E!#@11A~E!2B~E!#dE,

~5!

where f (E) is the Fermi distribution function andC is a
constant that depends on the area of the junction. In Re
the theoretical dependence of the differential conductanc
a junction with inelastic processes,GNS/GNN;dIel /dV, was
determined for different values of the barrier heightZ and
broadening parameterG. It is shown that the shortening o
the lifetime leads to smearing of the gap feature on
GNS(V)/GNN(V) curves. However, this still does not expla
the fact that the differential conductance of a junction w
inelastic processes can increase or decrease with increa
bias voltage, as is shown, e.g., in Fig. 2. Therefore, it w
noted in Ref. 9 that an inelastic component of the curr
must be added to the elastic component described above
theory of inelastic transport in metal–superconductor ju
tions with arbitrary transparency was developed by Kirtle8

As a first perturbation-theory approximation~neglecting the
influence of inelastic processes on the quasiparticle distr
tion function! he proposed the following relation for the in
elastic component of the current:

I inel~V,\v!5I A~V,\v!1I B~V,\v!

1I C~V,\v!1I D~V,\v!, ~6!

where I A , I B , I C , and I D are the inelastic currents of An
dreev scattering, ordinary reflection, direct transmission,
branch crossing, respectively.8 These current components d
pend on the values ofU0(E) and V0(E), on the barrier
height Z, and onA(E) and B(E), which are functions of
U0(E), V0(E), andZ ~see Table I!, and on the value of the
energy loss in inelastic process,\v. For a wide inelastic
energy loss distribution~IELD! the total inelastic conduc
tance can be written in the form

TABLE I. Probabilities of Andreev and ordinary reflection.

g5U0
2(U0

22V0
2)Z2

A(E) B(E)

A(E)5aa* B(E)5bb*

a5U0V0 /g b52(U0
22V0

2)(Z21 iZ)/g

m-



ro

he
n
ar
an

o-
nd

de
il-

th

S
m

-
y
lm
rti

nd

of
s
th
in

rete

a
he
rrier
ry-
d a
nc-

f a

sed
,

-
the
the

uri,

and

ev.

Lett.

470 Low Temp. Phys. 26 (7), July 2000 Stepurenko et al.
Gintel;(
j 51

N
]I inel~V,\v j !

]V
. ~7!

For simplification an equidistant IELD is assumed from ze
to the boundary energy\vc ; then

\v j5
j

N
\vc . ~8!

Here N is the number of energy levels responsible for t
inelastic losses. It has been shown9 that under the assumptio
of continuity of the IELD one can describe both a line
decrease and a linear increase in the differential conduct
as the bias voltage is increased.

If the density of states for a junction with inelastic pr
cesses@see Eq.~4!# is measured with the use of the seco
tunnel junction, as in the case of Cr–Cr2O3–Pb–SnxOy– Pb,
then the current–voltage characteristic of the junction is
scribed by the well-known formula in the tunneling Ham
tonian approximation:

I V5C2E
2`

`

ÑNS~E,G!NS~E1eV!@ f ~E!2 f ~E1eV!#dE,

~9!

whereNS is the density of states of the superconductor in
BCS model,

NS~E1eV!5ReF uE1eVu

A~E1eV!22D2G . ~10!

It follows from Eq. ~4! that the density of states of an N
junction with inelastic processes can be written in the for

NNS~E,G!5ReF E1 iG

AE212iGE2G22D2G . ~11!

Because of this, the order parameterD observed in a tunnel
ing experiment comes out too high. This can explain wh
stimulation of superconductivity in the superconductor fi
of a tunnel junction by the inelastic scattering of quasipa
cles of the superconductor at the Cr2O3 tunneling barrier was
observed in the present experiments.

To describe the formation of the linear backgrou
~the linear growth of the differential conductance! for
Cr–Cr2O3–Pb junctions, one can assume the existence
smeared IELD. If the decrease in the lifetime of the qua
particles due to inelastic scattering is taken into account,
discrete spectrum is smeared, and the appearance of a l
ce

-

e

a

-

a
i-
e
ear

background can be explained even in the case of a disc
spectrum of excitations in the Cr2O3 barrier. In Ref. 9 it was
proposed to replaceU0(E), V0(E), and NS(E) by expres-
sions ~2!, ~3!, and ~4!, respectively in order to introduce
shortening of the quasiparticle lifetime in this model. T
slope of the linear background depends on both the ba
heightZ and on the density of inelastic energy loss. By va
ing the parameterZ, one can describe both an increase an
decrease in the linear differential conductance in tunnel ju
tions with inelastic processes, such as the Cr2O3 in our case.

CONCLUSION

1. We have investigated experimentally the behavior o
tunnel junction with inelastic processes, Cr–Cr2O3–Pb.

2. The tunnel junction with inelastic processes was u
to make Cr–Cr2O3–Pb–SnxOy– Pb double tunnel junctions
and their characteristics were investigated.

3. The stimulation of superconductivity in
Cr–Cr2O3–Pb–SnxOy– Pb double tunnel junctions was in
vestigated as a function of temperature, the thickness of
Pb superconductor layer, and the specific resistance of
Cr2O3 tunnel barrier.
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Quantum oscillations in a stack of superconducting cylinders in a magnetic field:
crossover from the Aharonov–Bohm to the Little–Parks regime

V. M. Gvozdikov*

Department of Physics, Kharkov State University, 61077, Svobody Sq. 4, Kharkov, Ukraine
~Received February 1, 2000; resubmitted March 15, 2000!
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The Aharonov–Bohm~AB! oscillations of the free energy, critical temperatureTc ,
magnetizationM, and magnetic susceptibilityx as functions of the magnetic fluxF through the
hollow in a stack of mesoscopic superconducting cylinders are studied both analytically
and numerically. The shape of these oscillations at low temperatureT and small level broadening
n is generally nonsinusoidal and has singularities that depend on the superconducting order
parameterD and stacking sequence. The period of the oscillations is equal to the normal flux
quantumF0 . The harmonic amplitudes of the AB oscillations decrease exponentially if
the diameter 2R of the cylinders becomes greater than the coherence length. Further increase of
R results in a complete suppression of the AB oscillations and the development of parabolic
Little–Parks~LP! oscillations ofTc(F) with half the period,Fs5F0/2. Therefore a crossover
from the AB to LP oscillations takes place as the diameter 2R is increased. It is shown
that the temperature behavior of the magnetic susceptibility below the superconducting transition
is x}exp(2T/T* ), whereT* 5\v0/2p2R ~v0 is the Fermi velocity, and\ is Planck’s
constant!. Such dependence ofx(T) has been observed recently in Ag wires coated with thin Nb
layers in a weak external field@R. Frassanitoet al., Czech. J. Phys.46, 2317~1996!#.
© 2000 American Institute of Physics.@S1063-777X~00!00407-2#
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1. INTRODUCTION

Recently considerable attention has been devoted
studies of quantum oscillations in various artificially fab
cated nanostructures subject to small external magn
fields. In particular, different types of superconducting d
vices have been explored which exhibit oscillations of
critical temperatureTc upon monotonic variation of the ex
ternal magnetic fieldH. Such oscillations have been ob
served in a fractal networks,1,2 in Josephson junction arrays3

and various mesoscopic loops.4–6 All these experiments
show diverse and basically nonsinusoidal oscillation patte
for the transition temperatureTc(H) with the superconduct
ing flux quantumFs5\c/2e as a fundamental period. It wa
established that such oscillations could be sufficiently w
understood and described within the Ginzburg–Landau~GL!
approach. The GL equation, when linearized in the or
parameterC, is formally identical to the Schro¨dinger equa-
tion for a doubly charged~in units of the electron chargee!
particle in a magnetic field. Thus, the double charge of
Cooper pairs, 2e, is the physical reason standing behind t
fact that quantityFs determines the period of oscillations
the flux F for different nonsimply connected systems in t
GL regime. The GL approach also proved to be successfu
explanation of different known types of flux quantization
superconductors: the Little–Parks oscillations,7,8 oscillations
in superconducting fractal networks,9–11 and in Josephson
junction arrays.12,13

The Little–Parks~LP! oscillations of the critical tem-
peratureTc(H) have a parabolic shape and take place
samples whose sizes are of the order of the GL cohere
length or greater. Oscillations as a function of flux in the G
4711063-777X/2000/26(7)/8/$20.00
to

tic
-
e

s

ll

r

e

in

r
ce

regime are insensitive to the quantum phase interference
nomena due to the Aharonov–Bohm~AB! effect,14 which is
normally present in the quasiparticle energy spectrum
nonsimply connected mesoscopic superconductors. The
effect has numerous applications in different mesosco
structures: conducting, insulating, magnetic, and stron
correlated, a review of which can be found in Refs. 15 a
16. A general theoretical consideration of the AB effect
superconductors was given in the Ref. 17, where a numbe
theorems were formulated concerning hollow supercond
ors in a magnetic field.

The effect of flux quantization on the energy spectrum
excitations in a thin hollow superconducting cylinder and
the critical temperatureTc(F) was studied in Ref. 18. It was
shown18 that Tc(F) is an oscillatory function of the flux
through the hollowF5HpR2 with a periodF052Fs ~R is
the inner radius of the cylinder!. The authors proved the
periodicity of the critical temperature,Tc(F)5Tc(F
1F0), and estimated the amplitude of oscillations as

Tc02Tc

Tc
'S lB

R D 1/2

exp~22gR/j0!. ~1!

The explicit shape of oscillations was not found in Ref. 1
The notation adopted in Eq.~1! is as follows: j0

5\v0 /pD(0) is the coherence length,lB is the Bohr radius,
and lng is the Euler constant.

The purpose of present paper is to study~both analyti-
cally and numerically! the Aharonov–Bohm oscillations o
the critical temperatureTc(F), magnetizationM (F), and
susceptibility x in superconductors in more detail and
show their formal relation to the de Haas–van Alphen os
lations in superconductors—a very active area of researc
© 2000 American Institute of Physics
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the moment~see, for example, Refs. 25, 28, 29 and num
ous references therein!. To do this, we consider in what fol
lows the AB oscillations of the free energy in a stack
weakly connected uniaxial hollow superconducting cyl
ders, which can be considered, for instance, as a model
tem for superconducting nanotubes.30 We will show that the
Tc and the magnetic susceptibilityx in the AB regime are
oscillating functions of the flux due to the quantitie
cos(2ppF/F0). For each integerp the amplitudes of these
oscillations depend on the electron level broadeningn
5\/t, the order parameterD, and the so-called stackin
factor I p , which depends onp in the very same fashion a
for the de Haas–van Alphen~dHvA! oscillations in layered
superconductors.25 We will show, in particular, thatx
}exp(2T/T* ), where T* 5\v0/2p2R. This result exactly
coincides with the experimental observation of the tempe
ture behavior of the susceptibility in the Ag/Nb wire bund
reported in Ref. 19. The stacking factorI p is a quantity
which depends on the distribution of cylinders heights alo
the stack as well as the types of electrical contacts betw
them. It nontrivially modifies the amplitude of thepth oscil-
lation harmonic and can be determined by the relation25

I p5E
2`

`

g~«!exp~2 i2pp«/«0!d«, ~2!

whereg(«) is a one-dimensional density of states related
the electron motion along the field~along the stack, in our
case! and «0 is the typical energy separation between t
energy levels in the problem. We will show in what follow
that in the AB regime of a stack of mesoscopic cylinde
«05\2k0 /MR, wherek0 stands for the Fermi momentum
and M is the electron mass. In case of the de Haas–
Alphen oscillations in layered conductors20,21 and
superconductors,25 one has«05\V, whereV is the cyclo-
tron frequency.

2. THE ENERGY SPECTRUM AND THE FREE ENERGY

Consider a stack of uniaxial thin hollow cylinders~or a
tube! of inner radiusR and thicknessd!R, which is subject
to an external magnetic fieldH along the axis of the stack
The cylinders may be uniform in size, or their heights m
vary periodically along the tube or be randomly distribut
quantities. We assume also that the tunneling barriers
electron hopping between neighboring cylinders are w
enough that one can neglect the spatial variations of the
perconducting order parameter along the stack~see Ref. 31
and the discussion in Sec. 4 in this connection!.

Before considering the superconducting properties of
system in question, let us first determine its energy spect
and the wave functions in the normal state. Taking then thz
axis of the cylindrical coordinates (r,w,z) to be parallel to
the stack, and separating variables in the Schro¨dinger equa-
tion ĤC«5«C« , we have

C«~r !5
1

~2p!1/2
einw f l~r!Czm~z!, ~3!

1

r

d

dr S r
d fl

dr D1
\2

2Mr2 S n2
F~r!

F0
D 2

f l~r!5«nl f l~r!,

~4!
-

f
-
ys-

-

g
en

o

s

n

y

or
k
u-

e
m

ĤzCzm~z!5zmCzm~z!. ~5!

Here r5R1r is the radial coordinate (0<r<d!R),
and F(r)5Hpr2 is the flux through a circle of radiusr.
The Schro¨dinger Equation~5! describes the motion of an
electron with energyzm[«2«nl along the magnetic field
~i.e., along thez axis!. Taking into account that in a thin
cylinder r /R!1, we find from Eq.~4! the approximate en-
ergy spectrum for electrons in the cylinder:

«nl5
\2

2M Fp2l 2

d2 1
1

R2 S n2
F

F0
D 2G . ~6!

The appropriate radial wave function which satisfies
zero boundary conditions at the inner and outer surface
the cylinder,f l(R)5 f l(R1d)50, is given by

f l~r!5A2/d sinFp~r2R!l

d G . ~7!

The quantum numbers in Eqs.~6! and ~7! take the fol-
lowing values:n50,61,62,..., l 50,1,2,... . To calculate the
quasiparticle energy of the system under study in the su
conducting state, one has to address the Bogoliubov
Gennes~BdG! equations:

~Ĥ2EF!u~r !1D~r !v~r !5Eu~r !,
~8!

2~Ĥ* 2EF!v~r !1D* ~r !u~r !5Ev~r !,

whereEF is the Fermi energy.
Since the thickness of cylinders is much less than

BCS coherence lengthj, the order parameterD does not
depend on the coordinater . Taking this into consideration
and expanding theu2v functions in the basis of Eq.~3!,

u~r !5(
«

u«C«~r !, v~r !5(
«

v«C«~r !, ~9!

we find the quasiparticle energy from the BdG Equations~8!:

Enl5A~«nl2EF!21D2. ~10!

Proceeding then in a standard fashion, we arrive at the s
tral density for quasiparticles with a small damping,n
5\/t, as a sum of two Lorentzians,22

rn~jm ,v!5
1

p
un

2 n

n21~v1En~jm!!2

1vn
2 n

n21~v1En~jm!!2 . ~11!

The quantitiesun
2 and vn

2 here stand for the coherence fa
tors:

un
2~jm!5

1

2 S 11
«n~jm!

En~jm! D , vn
2~jm!5

1

2 S 12
«n~jm!

En~jm! D .

~12!

We put for simplicityl 51, so that the quasiparticle energie
in the normal and superconducting states become, res
tively,

«n~jm!5«~R!S n2
F

F0
D 2

1jm2m, ~13!

and
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En~jm!5A«n~jm!21D2, ~14!

wherem and«(R) are determined by the relations

m5EF2
\2p2

2Md2 , «~R!5
\2

2MR2 . ~15!

Once the spectral density is found, the free energy o
superconductor can then be calculated with the help of
formula23

F5E dr
uD~r !u2

l
22T(

n,m

3E
2`

`

dvrn~jm ,v!lnF2 coshS v

2TD G , ~16!

where l is the BCS coupling constant. Using the integ
representation24 for the logarithm in Eq.~16!

lnFcoshS v

2TD G5E
2`

`

dz
12cosvz

z sinhpTz
~17!

and the Poisson summation rule

(
n0

`

x~n!5E
2`

`

x~n!dn12 Re(
p51

` E
a

`

x~n!ei2pnpdn,

~18!

wheren021,a,n0 , we find the oscillatory part of the fre
energy in the form

Fosc5
4pT

«0
(
p51

`

QpCp~T,D,n!cosS 2pp
F

F0
D . ~19!

It is important to note that nonoscillatory part of the fr
energy, determined by the first integral term in Eq.~18!, does
not depend on the flux, because«n(jm) in Eq. ~13! depends
on n through the combinationn2F/F0 . Two factors
Cp(T,D,n) andQp have been introduced in Eq.~19!:

Cp~T,D,n!5E
2`

`

dzGp~z!
e2nuzu

z sinh~pTz!
, ~20!

and

Qp5Re@ I p exp~ i2ppRk0!#. ~21!

The functionGp(z) is determined by the integral

Gp~z!5E
2`

`

dn cos~zA~«0n!21D2!cos~2pnp!. ~22!

Thus the factorCp(T,D,n), given by Eq.~20!, describes the
damping of the AB oscillations of the free energy due to
BCS gapD and energy level broadeningn. The factorQp in
Eq. ~20! modulates thepth harmonic through the stackin
factor I p , which has already been determined by Eq.~2!. It
depends on the one-dimensional density of states assoc
with the electron motion along the stack

g~«!5(
m

d~«2jm!. ~23!

The factor analogous to theI p was introduced earlier in the
theory of de Haas–van Alphen oscillations in layer
conductors20,21 and superconductors.25
a
e

l

e

ted

The integral in Eq.~22! can be calculated exactly t
yield24

Gp~z!5
p

«0
Fd~z2zp!1u~z2zp!

]

]z
J0~DAz22zp

2!G ,
~24!

whereu(z) is the Heaviside step function;J0(z) stands for
the Bessel function; andzp52pp/«0 . Now substituting Eq.
~24! into Eq. ~20!, we have

Cp~T,D,n!5C~zp ,n!1E
zp

`

dzC~z,n!
]

]z
J0~DAz22zp

2!,

~25!

where

C~z,n!5
e2nuzu

z sinh~pTz!
. ~26!

The second term in~25! vanishes whenD50, so that
C(zp ,n) is the factor which determines the amplitudes
the AB oscillations in the stack in the normal state. T
dependence ofFosc on the oscillating factors cos(2ppF/F0)
is a manifestation of the AB effect16,27 in mesoscopic sys-
tems. AmplitudesQp andCp formally are much the same a
those appearing in the de Haas–van Alphen effect in laye
superconductors in the vortex state below the upper crit
magnetic field.25 The latter is because in both cases oscil
tion effects arise due to the quantization of the energy sp
trum in superconductors. The principal difference in the fie
dependence ofFosc(H) in the de Haas–van Alphen an
Aharonov–Bohm cases appears because of the differen
ture of the quantization. In case of the de Haas–van Alp
effect the strong external magnetic field itself is a quantiz
factor, which yields a discrete Landau spectrum respons
for the periodicity of the free energyFosc(H) in the inverse
magnetic field 1/H. In case of the AB problem under stud
the energy levels«n(jm) of Eq. ~13! appear due to the siz
quantization in the mesoscopic sample, and the fluxF}H
enters the discrete spectrum«n(jm) as a parameter thereb
making the free energyFosc(F) in Eq. ~24! a periodic func-
tion of the field itself. Physically, the dependence onF in the
AB systems should vanish together with the size quant
tion in the bulk limit. In the next Sections we will see i
detail how the AB oscillations manifest themselves in t
mesoscopic tube under consideration, both in the normal
superconducting states.

3. THE CRITICAL TEMPERATURE OSCILLATIONS AND
DIMENSIONAL CROSSOVER

Near the critical temperature one can expand the f
energy in powers ofD2. Using Eqs.~16!, ~18!, and~19!, we
have

FS2FN'D2Fa~T!2
2

«0
(
p51

`

QpNp~T,n!cosS 2pp
F

F0
D G1...,

~27!

wherea(T) is the first coefficient of the standard Ginzburg
Landau expansion. In the case of a superconductor of s
dimensions it can be found directly from the free ener
determined by Eq.~16! ~see Ref. 26 for details!:
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FIG. 1. The Aharonov–Bohm oscillations of the critical temperature of a stack of hollow superconducting cylindersdTc(F/F0)[(Tc(F)2Tc* (R))/
Tc

0(R) @see Eq.~30!# in units of the quantityN(0)«0 ~F is the flux through a hollow, andF0 denotes the flux quantum!. The numerical calculations ofdTc(F)
in Figs. 1a–1e are done for different values of the parametersa52p2Tc

0(R)/«0 , b5n/pTc
0(R), c54ps/«0 , andRk051000:a50.1,b51, c50.1 ~Fig. 1a!;

a50.1, b51, c510 ~Fig. 1b!; a50.25,b51, c510 ~Fig. 1c!; a50.5, b51, c510 ~Fig. 1d!; a51, b51, c510 ~Fig. 1e!.
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a~T!5N~0!F lnS T

Tc
0D 1CS 1

2
1

n

2pTD2CS 1

2D G . ~28!

HereTc
05Tc

0(R) is the critical temperature of a small cylin
der of radiusR; C stands for the digamma function;N(0) is
the density of states. The factorNp(T,n) entering the free
energy expansion in Eq.~27! is determined by the integral

Np~T,n!5E
ap

`

dz
exp~2bz!

sinhz
, ~29!

whereb5n/pT andap52pRp/j(T). The coherence length
depends on the Fermi velocityv0 and the temperature ac
cording to the relationj(T)5\v0 /pT.

The critical temperature of the stack can be determi
from the Ginzburg–Landau expansion by equating to z
the term in the square brackets in Eq.~28!. Taking into ac-
count a smallness of the oscillatory correction to the criti
temperatureTc* (R) of a cylinder due to the Aharonov–Bohm
effect, we have

Tc~F!5Tc* ~R!2
2Tc

0~R!

N~0!«0

3 (
p51

`

QpNp@Tc
0~R!,n#cosS 2pp

F

F0
D . ~30!

HereTc* (R)5Tc
0(R)2pn/8 is the transition temperature o

the cylinder, taking into account a small depression due
the size-quantization level broadening. Thus the critical te
peratureTc(F) oscillates in the direct field with a perio
equal to the normal flux quantumF0 . The amplitudes of
harmonics in Eq.~30! depend on two factors,Qp andNp , of
which Qp is proportional to the stacking factorI p . This fac-
tor depends on the way which cylinders are stacked int
tube and on the type of electrical contact between them. C
sider, as a specific example, a model in which identical c
d
o

l

to
-

a
n-
l-

inders are stacked periodically into a tube and the tun
junctions between them are described by a hopping inte
s. Such a model has recently found support in experime
on carbon nanotubes.31 The corresponding density of state
associated with the electron transport along the tube in
model is given by the relationg(«)51/p(4s22«2)1/2. Inte-
gration of Eq.~2! with this g(«) yields I p5J0(4psp/«0),
so that the factorQp becomes

Qp52J0S 4psp

«0
D cos~2ppRk0! ~31!

~J0(x) is the Bessel function!. The case of a single cylinde
corresponds to the prohibition of electron tunneling betwe
the adjacent cylinders, i.e.,s50. The density of states in thi
limit is given by g(«)5d(«), which implies thatI p equals
unity andQp52 cos(2ppRk0). Having at hand Eqs.~29! and
~31!, one can calculate the sum in Eq.~30!, which determines
the shape of the oscillations of the critical temperatu
dTc(F)[(Tc(F)2Tc* (R))/Tc

0(R) in units of the quantity
N(0)«0 . The results of the numerical calculations
dTc(F) for different values of the parametersa
52p2Tc

0(R)/«0 andb5n/pTc
0(R) are shown in Fig. 1. We

see that in general the shape of the Aharonov–Bohm os
lations of the transition temperature in the superconduc
tube is not of the simple cosine form cos(2pF/F0) because
of the contributions from the higher harmonics (p52,3,...).
It takes the harmonic sinelike form only for sufficiently larg
a andb as one can see in Fig. 1e. These quantities depen
Tc

0(R) and the energy level broadeningn, which therefore
act as factors damping the amplitudes and smearing the
structure of these oscillations. The value of the hopping
tegral also strongly affects the shape and amplitudes of
oscillations, as one can tell by comparing Fig. 1a and Fig.
The enhancement ofs changes the oscillation pattern an
strongly depresses the amplitudes.
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The temperature and broadeningn influence the ampli-
tude of thepth harmonic through the factorNp(T,n), which
decreases rapidly as the parametersb andap increase. In the
case when 2pR@j(T), this factor becomes an exponenti
function

Np~T,n!'
2

11b
expF2S T

T* D pGexpS 2
n

pT* D ~32!

depending on some characteristic temperatureT*
5\v0/2p2R, which is a decreasing function of the radiusR.
It follows then from Eqs.~30! and~32! that the quantum AB
oscillations of the critical temperature decrease exponent
with R if 2pR@j(Tc

0). On the other hand, whenR exceeds
the Ginzburg–Landau coherence lengthjGL(Tc

0) ~i.e., in the
GL regime!, the gradient term in the free energy expans
should be added to the right-hand side of Eq.~27!.

1

2mUS \

i
¹2

2eA

c DCU2

. ~33!

The Ginzburg–Landau order parameterC in Eq. ~33!
is proportional to D 32: C5g1/2D, where g2

57z(3)mv0
2N(0)/2p2Tc

0 for clean superconductors andg2

5pmv0N(0)l /12\Tc
0 for dirty superconductors. Herev0 is

the Fermi velocity,z~3! is the zeta function, andl 5\v0 /n.
The fluxoid quantization in a thin superconducting cylind
makes the super-current velocityvs5(\/mR)min u(n
2F/Fs)

2u an oscillatory function of the ratioF/Fs , which is
a manifestation of the Little–Parks effect7,8 ~n is an integer!.
Thus the free energy expansion of Eq.~27! in the GL regime
takes the form

FS2FN'C2FgH a~T!2
2

«0
(
p51

`

QpNp~T,n!

3cosS 2pp
F

F0
D J 1

mvs
2

2 G1... . ~34!

We see that two physically different regimes should be d
tinguished. In the mesoscopic regime, 2pR<j(T), the free
energy given by Eq.~27! oscillates with periodF0 on ac-
count of the AB effect. In the Ginzburg–Landau regim
2pR@j(Tc

0), the harmonic oscillations given by the su
over p in Eq. ~34! vanish, and the period of oscillations b
comes equal to the superconducting flux quantumFs

5F0/2. In this case the oscillations are completely det
mined by the supercurrent termmvs

2/2, as in the case of the
conventional Little–Parks effect. The critical temperature
cillates in this regime according to the standard Little–Pa
equation

Tc
0~F!5Tc* ~R!10.73

j0l

R2 T0~R!minF S n2
F

Fs
D 2G . ~35!

Thus an increase ofR results in a crossover from harmon
oscillations of the critical temperatureTc(F) with periodF0

in the Aharonov–Bohm regime@see Eq.~30!# to the para-
bolic Little–Parks oscillations with periodFs in the
Ginzburg–Landau regime described by Eq.~35!.
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4. MAGNETIZATION, PERSISTENT CURRENT, AND
SUSCEPTIBILITY OSCILLATIONS

Having at hand equations for the free energy, one
calculate the magnetizationM and the susceptibilityx by
taking derivatives:

M52
]F

]H
, x5

]M

]H
. ~36!

Consider first the magnetization. In the AB regimeH enters
the free energy, as one can see from Eqs.~24! and ~28!,
through the strongly oscillatory function cos(2ppF/F0), so
that taking the derivative in Eq.~36! is trivial and yields

Mosc52
4pT

«0
S 2pS

F0
D

3 (
p51

`

QpCp~T,D,n!p sinS 2pp
F

F0
D . ~37!

It is instructive to begin the analysis of the shape of t
function Mosc(F) with consideration of the limiting case
D5s5v5T50, since the sum in Eq.~37! in this case can
be calculated analytically. Setting to zero these paramete
Eq. ~37!, we have

Mosc~F!5Mosc
1 1Mosc

2 , ~38!

where

Mosc
6 5

2S«0

pF0
(
p51

`
~21!p

p
sinF2ppS F

F0
6Rk01

1

2D G .
~39!

The sum in Eq.~39! is exactly a saw-tooth function of its
argument in the parenthesis. Therefore the magnetiza
Mosc(F) of a single cylinder (s50) at zero temperature an
level broadeningn is a sum of two saw-tooth profiles, as
shown in Fig. 2a. The persistent current and the correspo
ing magnetization functionMosc(F) of a thin normal ring
~first obtained by Kulik27! were studied in Ref. 33 and late
discussed in detail in a review article.34 Nonetheless, as on
can see from Eq.~37!, the magnetization of the tube i
strongly affected by the additional factorQp(s). The role of
the stacking factorQp(s) in the shape ofMosc(F) is non-
trivial and is illustrated by the relative transfigurations of t
oscillation patterns shown in Figs. 2a and 2b. Increasing
temperature and level broadening damp the amplitudes o
harmonics, making the form ofMosc(F) close to sinelike, as
one can see in Fig. 2c. The shape of the magnetization
cillations in the superconducting tube calculated on the b
of Eq. ~37! for different values of the parametersD, s, n, and
T is shown in Fig. 3. The magnetization of the stack
cylinders is inherently related to the so-called persistent c
rent I 5cM/S(S5pR2). This current flows around the hol
low and thereby creates the magnetization. Therefore os
lations of the magnetization as a function of flux also imp
oscillations of the persistent current, with the amplitu
I osc(F)5cMosc(F)/S. The oscillations of the susceptibility
can be calculated by taking the derivativexosc(F)
5]Mosc(F)/]H. In the normal state, under the condition
D5s5v5T50, the magnetization functionMosc(F) is
given by the saw-tooth function of Eq.~38! and is shown in
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Fig. 2a. Thusxosc(F) in this case would have delta-functio
peaks at the jumps of the saw-tooth and a negative cons
value between them. Temperature andn, as well asD ands,
smear the singular features inMosc(F), as one can see in
Figs. 2a and 3c, making thexosc(F) a harmoniclike function
too. Near the transition temperature, provided that it is h
enough that the higher harmonics can be neglected, we
from Eq. ~27! a simple analytical expression for the susce
tibility:

x'
2

«0
S 2pSD

F0
D 2

Q1N1~T,n!cosS 2p
F

F0
D . ~40!

According to Eq.~32! the temperature behavior of the su
ceptibility nearTc is

x}expS 2
T

T* D . ~41!

Such a temperature dependence of the magnetic sus
tibility has been found recently in experiments on a bun
of electrically isolated Ag/Nb wires.19 Every wire in the
bundle was a very clean Ag cylinder coated with thin sup
conducting Nb layer. The authors of Ref. 19 also observe
crossover in the temperature behavior of the susceptib
which doubles the ratioT/T* →2T/T* in the exponent of

FIG. 2. The Aharonov–Bohm oscillations of the magnetization of a stac
hollow normal cylindersM osc(F/F0) ~given by Eq.~37! with D50! in
units of the quantityM (0)52«0S/F0 . The numerical calculations o
Mosc(F/F0) in Figs. 1a–1c are done for different values of the parame
a52p2Tc

0(R)/«0 , b5n/pTc
0(R), c54ps/«0 , and Rk0 :a50.01, b

50.01, c50.1, Rk051000 ~Fig. 1a!; a50.01, b50.01, c51, Rk05100
~Fig. 1b!; a50.01, b50.01, c50.1, Rk05100 ~Fig. 1c!.
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x(T) when T,T* . We can relate this phenomenon to th
fact that the quantityj(T)5\v0 /pT has a dual meaning in
the problem in question. First, it is the coherence length t
determines the amplitudes of the AB oscillations. Seco
the lengthjN(T)5\v0 /pT is known to be the length tha
determines the spatial scale of the proximity effect. In t
context of our analysis this means that at the temperaturT
5T* the Ag cylinder became completely superconduct
due to the proximity with the superconducting Nb coatin
since at this temperaturejN(T* )52pR. As a result, the flux
is expelled from the interior of the wire, and the cylinder c
no longer trap the flux in the Ag core. Therefore the cro
over observed in the Ag/Nb cylinders may be considered
a consequence of the crossover in the topology of the sys
as the temperature decreases: ‘‘hollow’’ cylinders with a fl
trapped inside the normal Ag core~for temperaturesT.T* !
became completely superconducting whenT becomes less
thanT* and expel the flux from the Ag core.

5. CONCLUSIONS

The original AB effect was formulated in Ref. 14 as
gedanken experiment in which the interference pattern
two electrons moving around a solenoid in the absence
magnetic field depends on the flux through the solenoid. T
theoretical prediction was soon confirmed in a real exp
ment done by Chambers.35 Since then, different manifesta

f

s

FIG. 3. The Aharonov–Bohm oscillations of the magnetization of a stack
hollow superconducting cylindersM osc(F/F0) @see Eq.~37!# in units of the
quantity M (0)52«0S/F0 . The numerical calculations ofM osc(F/F0) in
Figs. 1a–1c are done for different values of the parameters
52p2Tc

0(R)/«0 , b5n/pTc
0(R), c54ps/«0 , d52pD/«0 , and Rk0 :a

50.01, b50.01, c51, d50.05, Rk051000 ~Fig. 1a!; a50.01, b50.01, c
51, Rk05100, d50.05 ~Fig. 1b!; a50.01, b50.5, c51, d50.5, Rk0

51000 ~Fig. 1c!.



n
op
od
ie

si
.
-
e
r

th
2

ta
el
na

la

o

im
en
E
n

ng

ve
on
th

e
e
pa
p
ls

to
es

op
e-
d
Th
cu
-

s
s

a
n

ti-

gt
m
la

tum
due
ing
er.
the
rge
ear

s.
r-

um
uch
e
re

e

the

e-

e
en-

ns
the

my
ich
est

n-

an

nd

de,

ko,

477Low Temp. Phys. 26 (7), July 2000 V. M. Gvozdikov
tions of the AB effect in solids have been studied, and ma
examples have been found in which various physical pr
erties exhibit oscillations as functions of the flux with peri
F0 ~many references on the subject are found in the rev
articles!.15,16,34 A theory of the AB oscillations of the free
energy in a metal ring and the related problem of the per
tent currents in such systems was first considered in Ref
~see also Ref. 36 in this connection! and was later general
ized to the case of a superconducting ring in Ref. 18, wh
Aharonov–Bohm oscillations of the transition temperatu
Tc(F) were predicted. The theoretical analysis given in
present paper develops further the results of Refs. 18 and
For this purpose, we have studied the free energy of a s
of superconducting cylinders in an external magnetic fi
within the microscopic BCS model and have calculated a
lytically the oscillatory part of the free energy@see Eq.~19!#.
We have also found explicit expressions for the AB oscil
tions of the critical temperatureTc(F) @Eq. ~30!#, the oscil-
latory part of the magnetization@Eqs. ~37!–~39!#, and the
susceptibility x(T) near the transition temperature@Eq.
~40!#. The oscillatory dependence of all above quantities
the fluxF with the fundamental periodF0 stems, in the final
analysis, from the gauge invariance of the theory of nons
ply connected solids. In our particular case this flux dep
dence appears due to the quasiparticle energy given by
~13!. The results of a numerical analysis of these oscillatio
is shown in Figs. 1–3. These pictures demonstrate stro
nonsinusoidal oscillating patterns for the functionsTc(F)
andMosc(F) in the case of low temperatures and small le
broadening. Such nonsinusoidal behavior of the oscillati
is caused by the small decrease of the amplitudes of
harmonics with their numberp in this case. Increasing th
temperature andn as well asD damps the amplitudes of th
harmonics and smears the singularities in the oscillation
terns, making them close to sinelike or cosinelike in sha
The way in which the cylinders are stacked into a tube a
strongly affects the oscillation patterns through the factorQp

of Eq. ~21!. This factor in turn depends on the stacking fac
I p given by Eq.~2! and determined by the density of stat
g(«) related to electron motion across the stack~along the
tube!. The dependence of the oscillation pattern on the h
ping integrals between cylinders in a stack in a model d
scribed by the factor of Eq.~31! is rather sophisticated an
can be seen from a comparison of Figs. 2a and 2b.
Aharonov–Bohm effect has been observed recently in cir
lar carbon nanotubes.30 It was also shown that structural dis
order effectively breaks carbon nanotubes into a serie
cylinders~or dots! separated by tunneling barriers. The tran
mission probability between the cylinders was estimated31 to
vary within the limits 0.001–0.1. Thus nanotubes as well
coated wires are good candidates for physical realizatio
the model adopted in this paper.

Being quantum in nature, the AB oscillations of the cri
cal temperatureTc(F) vanish exponentially whenR is in-
creased to values of the order of the GL coherence len
Further increase ofR results in a dimensional crossover fro
the AB oscillations to the Little–Parks ones. The LP oscil
tions have half as large a period in the flux,Fs5F0/2, and
have the shape of periodic parabolas~see Eq.~35!!. The LP
oscillations take place in the GL regimeR>jGL(T), in
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which the quantum size effects are irrelevant and quan
AB oscillations are suppressed. The LP oscillations arise
to external-field-induced oscillations of the superconduct
current of the Cooper pairs around a hollow in the cylind
Since the Cooper pairs carry double electronic charge,
period of these oscillations in the flux becomes half as la
as for the quantum AB oscillations. We also found that n
the transition temperature the magnetic susceptibilityx(T)
of the superconducting cylinder is given by Eq.~40!, which,
through the factor of Eq.~41!, displays the nontrivial expo-
nential temperature dependence observed in Ag/Nb wire19

In conclusion, we would like to stress yet another impo
tant point of our analysis. The physics behind the quant
AB oscillations in superconductors, in essence, is very m
similar to that which governs the dHvA oscillations in th
vortex state. In spite of the fact that the AB oscillations a
periodic in the direct field, the damping factorsCp andQp

entering Eq.~19! are akin to the corresponding factors in th
dHvA oscillations in superconductors.25 For example, the
factor Cp determined by Eq.~25!, after the substitution«0

5\V, becomes identical to the corresponding factor in
dHvA oscillations describing the damping of thepth ampli-
tude due to the superconducting gapD(T). It is impossible
to single out experimentally the contribution ofD to the
damping of the dHvA oscillations in superconductors b
cause of the spatial modulation of the order parameterD(r )
caused by the vortices.28 Since there are no vortices in th
AB system under consideration, the comparative experim
tal studies of the damping of the AB and dHvA oscillatio
can provide the information necessary for separation of
‘‘vortex matter’’ contribution to the damping of the dHvA
oscillations in superconductors in the mixed state.

The results of this work have been discussed with
untimely deceased friend Alexander Semenov
Rozhavsky, to whom I would like to express my deep
feelings of gratitude. I would also like to thank Il’ya Krive
for helpful comments on the manuscript and for useful co
versations.
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Phonon-assisted anti-Stokes excitation of the fluorescence of Mn 2¿ ions
in the CsMnCl 3"2H2O crystal

V. V. Eremenko,* V. I. Fomin, and V. S. Kumosov

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences of the
Ukraine, 47 Lenin Ave., 61164, Kharkov, Ukraine
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We demonstrate that anti-Stokes excitation of Mn21 ions in the CsMnCl3•2H2O crystal can occur
through multiphonon addition to the energy of the photons of exciting light. The deficitdE
between the energy of the Mn21 4T1 exciton and the photon energy of the He–Ne laser used as the
source of illumination is compensated by simultaneous annihilation of several thermally
activated lattice phonons. The absence of two-photon activation of the fluorescence was verified
by measurement of the dependence of the fluorescence intensity on the intensity of the
exciting light, which appears linear at a fixed energy mismatchdE. © 2000 American Institute
of Physics.@S1063-777X~00!00507-7#
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1. INTRODUCTION

It is well known that fluorescence is usually optical
excited using a frequency of the pumping source above
frequency of the fluorescent electronic transition. The po
tive difference between the energy of the exciting photon
the energy of the electronic level is expended on the crea
of phonons~or another quasiparticles!, so the process is
called Stokes. The situation becomes quite different in
case when the difference has the negative sign. Then the
way to excite the electronic level is to add enough energy
the photon. Such a process is called anti-Stokes excitatio
fluorescence, because it is accompanied by the simultan
annihilation of some quasiparticles~usually thermally cre-
ated!. A number of experiments on anti-Stokes fluoresce
excitation are known, but all of them deal with rare-ea
compounds~see, for example, Refs. 1 and 2!. In the present
paper we investigate the anti-Stokes fluorescence excita
in a Mn-containing compound.

Recently we observed the presence of4T1 fluorescence
of the Mn21 ion at close to room temperatures under t
condition of irradiation of a CsMnCl3•2H2O single-crystal
sample with a He–Ne laser. This phenomenon is quite
prising at first glance because the energy of the lowest e
tonic level 4T1 in this compound is about 17 064 cm21 ~at
1.8 K!,3 whereas the energy of the exciting light is 15 8
cm21, so the energy differencedE51 261 cm21 is substan-
tially higher than the sample temperatureT.

CsMnCl3•2H2O, or CMC, is strongly anisotropic due t
its layered and chainlike crystal structure. The CMC str
ture is described by the orthorhombic space groupPcca
(D2h

8 ).4 The unit cell contains four formula units and has t
dimensionsa59.060 Å, b57.285 Å, andc511.455 Å. The
Mn21 ions are arranged in chains along thea axis. Each
Mn21 ion is surrounded by a coordination octahedron c
sisting of four Cl2 ions and two O22 ions. Two of the Cl2

ions are shared by adjacent octahedra, while the other
belong to only one octahedron.
4791063-777X/2000/26(7)/5/$20.00
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The strong anisotropy of various physical properties
CMC originates from its chainlike structure; for example,
is responsible for the quasi-one-dimensional character of
antiferromagnetic ordering of Mn21 spins at low
temperatures.5 The vibrational spectra of CMC also reflect i
layered and chainlike structure.6–8 They contain extremely
low-frequency optical excitations~30–50 cm21!. The unit
cell of CMC contains two chains which are symmetric
each other with respect to inversion. It was found earlie6

that the Davidov splitting of the vibrational modes of th
crystal, in consequence of the above fact, is small, so
interaction between chains is weak.

Detailed studies of the Stokes fluorescence show that
dynamic behavior of the Mn21 4T1 exciton reflects the re-
duced dimensionality.3,9–11 The optical excitations in CMC
are localized, and the energy migration at low temperatu
is very slow.11 The strong coupling of the exciton with a
OH stretching vibration causes its efficient nonradiative
laxation and quenching of the fluorescence. This is appa
from the increase of the fluorescence lifetime, by more th
an order of magnitude, when the H2O in CMC is replaced by
heavy water D2O ~Ref. 10!.

2. EXPERIMENTAL SETUP

CMC single crystals of good optical quality were grow
from saturated solutions of MnCl2•4H2O and CsCl. The
clearly distinguishable habit of the crystals used in our
vestigations allows one to easily cut oriented samples r
tive to the crystallographic directions for sample preparati
The samples have the form of a rectangular parallelepi
and were polished to optical quality.

The spectra were recorded using a JOBIN YVO
U-1000 double monochromator with a cooled photomu
plier, photon-counting electronics, and digital data stora
In order to avoid the polarizing effect of the monochromat
a depolarization wedge was placed in front of the entra
slit. Polarized Raman scattering and fluorescence meas
© 2000 American Institute of Physics
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ments were made using a right-angle scattering geometry
sources of exciting light for the experiments we used
0.5-mW He–Cd laser (l5441.6 nm) and a 40-mW He–N
laser (l5632.8 nm). The sample was mounted in an opti
cryostat for measurements over a wide temperature ra
The temperature of a sample was measured to an accura
1 K using a copper–Constantan thermocouple. The reco
spectra were corrected for instrument’s spectral respons
represent the results in the form of the quantum yield.

3. EXPERIMENTAL RESULTS AND DISCUSSION

The experimentally observed features are shown in F
1, which exhibits the spectra for different temperatur
which look like narrow Stokes and anti-Stokes Raman lin
on a broad background of a Gaussian-like shape. Evide
that the broad band is of a fluorescence nature was obta
by comparison with the spectra obtained in the irradiation
the sample at the shorter wavelength~441.6 nm! of the
He–Cd laser at the same temperatures. The energy o
photons of this source is 22 645 cm21, which is about 5 580
cm21 higher than the fluorescent electronic level of CMC,
we are then dealing with the usual process of fluoresce
excitation. Figure 2 shows this comparison. A temperatu
dependent scale factor is only used to fit these bands; t
scale factors are subsequently used as the temperature d
dence of the relative quantum yield of anti-Stokes exci
fluorescence. To check the constancy of the experime

FIG. 1. Temperature dependence of the fluorescence overlapped wit
Raman spectra excited by a He–Ne laser~15 803 cm21! in a
CsMnCl3•2H2O single crystal. The fall in the spectra near the laser f
quency is a result of shutting off the laser to prevent photomultiplier da
age.
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conditions during the experiments, we monitored whet
the areas of some Raman lines conformed to the Bose l

I Stokes5I 0$11@exp~\v/kT!21#21%,

wherev is the phonon frequency andT is the temperature. In
the case of anti-Stokes excitation of the fluorescence with
He–Ne laser the most intense lattice phonons, with frequ
cies of about 75, 205, and 217 cm21, were used, whereas i
the case of Stokes excitation~He–Cd laser! the very intense
phonon line at about 3 380 cm21, corresponding to an OH
stretching vibration, was used.

At low temperatures the relative contribution of Stok
multiphonon light scattering increases, with an increas
scale factor, as shown in Fig. 2, giving the illusion of
difference between shapes, whereas at the highest tem
tures the shapes match rather well. So, to calculate the
tive factor of the efficiency of anti-Stokes excitation in com
parison to the Stokes, at every temperature the high-en
slope of the fluorescence band was fitted. This slope co
sponds to the anti-Stokes part of the Raman spectrum w
the contribution of multiphonon scattering decreases rap
with increasing Raman shift.

In order to check the mechanism of anti-Stokes exc
tion of the fluorescence, we measured the dependence o

the

-
-FIG. 2. Comparison of the fluorescence bands in a CsMnCl3•2H2O single
crystal excited by He–Ne~solid lines! and He–Cd~dashed lines! lasers. The
hatched areas represent the contribution of multi-phonon light scatte
processes during excitation by a He–Ne laser.
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emission intensity on the power of the He–Ne laser. It sho
a linear dependence that excludes the possibility of mu
photon excitation.

Another exotic situation may give such a linear depe
dence, if one imagines that in the crystal there is some e
tronic level lower than Mn21 4T1 and lower than the energ
of a He–Ne laser photon. Such a level~of defects, for ex-
ample! is conjectured to have a very long lifetime, so it
fully excited even at an extremely low density of irradiatio
Thus the level may play the role of the initial level for
second step excitation of the Mn21 4T1 electronic level. This
scheme nevertheless does not stand up from the poin
view of temperature dependence. Usually the lifetime
electronic excitations becomes longer with decreasing t
perature, so the intensity of fluorescence must be at l
nondecreasing, whereas the experiments display a cont
ing behavior.

Polarization studies showed that the maximum inten
of the fluorescence band is observed with polarization al
the direction of the chains, in the crystallographic directi
a.

In order to check whether the experimentally observ
temperature dependence of the quantum yield of the a
Stokes excited fluorescence is consistent with the dep
dence of the absorption on the He–Ne laser wavelength,
needs to obtain the values of the absorption coefficient.
main problem of such measurements is the very small va
of the absorption. Another way is to calculate the anti-Sto
part of the absorption band using Stepanov’s equatio12

which relates the shape of the fluorescence band with tha
the absorption band, and vice versa. This expression ha
form

I YIELD~v!

k~v!
}v2 expS \~v02v!

kT D ,

where I YIELD(v) is the quantum fluorescence yield at fr
quency v; k~v! is the absorption coefficient at this fre
quency; andv0 is the frequency of the 0–0 electronic tra
sition. Note that the expression has a universal charact
the ground and excited states are in thermodynamic equ
rium and there are no alternative channels of absorption a
from the electronic transition. It is well known that phono
play an important role in processes of electronic absorp
and radiation of light, so it is important to know the distr
bution functions of phonons in the electronic ground a
excited states. We make the usual assumption that the in
phonon state is in thermal equilibrium with the medium a
can be characterized by a Boltzmann distribution with
effective temperatureT* . In the case of optical absorptio
this is not an assumption but simply a definition of t
ground state withT* 5T. For the case which involves ex
cited electronic states this assumption is valid subject
some conditions. It is known that the4T1 exciton in CMC
has a long lifetime~0.58 ms in CMC with ordinary water an
9.2 ms in CMC with heavy water atT51.8 K!10 in compari-
son with the lifetime of an optical phonon~usually
1029– 10211s!, so the assumption thatT* is close to the
lattice temperatureT can be justified also.

The absorption spectra were measured at the same
peratures as the fluorescence spectra, using samples o
s
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ferent thicknesses mounted in the two channels of the se
This allowed us to ignore the light reflectance from t
sample surfaces in the absorption coefficient calculations

Thus, having experimental fluorescence and absorp
spectra~see Fig. 3!, it is possible to calculate the relativ
values of the absorption coefficient in the area of good tra
parency, if the frequency of the 0–0 electronic transition
known. The last problem may also be solved on the basi
the principle of so-called ‘‘mirror’’ symmetry of the fluores
cence and absorption renormalized line shapes. The re
malization follows from the representation of the fluore
cence yield and absorption coefficient in terms of t
Einstein coefficients for spontaneous and stimulated e
tronic transitions. The renormalization has the form

I YIELD~v02Dv!

~v02Dv!3 }
k~v01Dv!

~v01Dv!
,

whereDv is the relative frequency counted from the electr
transition frequencyv0 . An example of such a fitting is
presented in Fig. 4. The slight difference between the fl
rescence and absorption bands is a result of Franck–Con
interaction, which in the present case may only slightly v
late the principle presented above. Figure 5 represents
temperature dependence of the 0–0 electronic transition
quency obtained in present experiments together with
result of a direct observation at 1.8 K.3

FIG. 3. Comparison of the fluorescence and absorption spectra
CsMnCl3•2H2O at different temperatures. The fluorescence was excited
He–Cd laser~22 645 cm21!. The solid absorption bands were obtained fro
the original ones~dashed bands! by subtracting the weak wing of the nex
absorption band with higher energy.
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Using the results and methods presented above, the
ues of absorption coefficient at different temperatures w
obtained. Examples of the use of Stepanov’s law are sh
in Fig. 6. A comparison of the directly observed areas
anti-Stokes excited fluorescence bands and the calculate
sorption coefficients are in good agreement~Fig. 7!.

It should be noted that the data obtained on the temp
ture dependence of the calculated absorption coefficien
the He–Ne laser wavelength and the corresponding exp

FIG. 4. Example of the fitting procedure for the determination of the p
exciton transition energy at a temperature of 230 K. The principle of ‘‘m
ror’’ symmetry of the fluorescence and absorption renormalized line sh
is used. The slight difference between the bands is a result of the Fra
Condon interaction.

FIG. 5. Temperature dependence of the frequency of a pure excitonic
sition in a CsMnCl3•2H2O single crystal. The open circles represent t
exciton positions calculated in the present paper, whereas the solid squ
the result of direct observation at 1.8 K.3 The interpolated dashed linev
5v01AT1BT2 is plotted using the following parameters:v0

517 064 cm21, A50.139 cm21/K, B50.0028 cm21/K2.
al-
re
n
f
ab-

a-
at
ri-
mental relative quantum yield of fluorescence conform w
to the Arrhenius law~see Fig. 8!. But the value obtained for
the activation energy is not compatible with the real ene
mismatches at all experimental temperatures. The caus
this illusion follows from a few accidental reasons. First

e

es
k–

n-

e is

FIG. 6. Example of the fitting procedure for the determination of the we
absorption coefficient at the He–Ne laser frequency~15 803 cm21! by com-
parison of the real absorption spectrum~solid line! with the part of the
absorption band~open circles! calculated from the corresponding fluore
cence band using Stepanov’s equation.

FIG. 7. Comparison of the data obtained for the absorption at the He
laser frequency and the relative fluorescence quantum yield in a CsM3

32H2O single crystal.
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all, the position of the 0–0 excitonic level exhibits a tem
perature shift, as was shown above. In the temperature re
of our experiments~170–290 K! the shift is close to linear
~see Fig. 9!. In addition, the position of the exciting wave
length at all temperatures remains near the maximum of
fluorescence band. Taking the above facts into account
easier to understand the illusion. It follows from Stepano
law that the absorption coefficient in the anti-Stokes reg
can be expressed in terms of the Stokes part of the fluo
cence band as

k~v!}
I YIELD~v!

v2 expS 2\~v02v!

kT D .

FIG. 8. Arrhenius temperature dependence of the relative absorption
ficient at the He-Ne laser frequency and the anti-Stokes excited fluoresc
in a CsMnCl3•2H2O single crystal. The parameters of the interpolated l
y5y01Bx are the following:y0529.75,B51615 K51120 cm21.

FIG. 9. Linear extrapolation of the experimentally determined tempera
dependence of the 0-0 excitonic frequency in a CsMnCl3•2H2O single crys-
tal.
on

e
is
s
n
s-

Taking into account the approximately linear temperature
pendence ofv05ṽ01aT, one can obtain the following:

k~v!}
I YIELD~v!

v2 expS 2\~ṽ02v!

kT DexpS 2\a

k D .

Because the Stokes-excitedI YIELD(v) hardly depends on the
temperature at the frequency of the He–Ne laser~see Fig. 3!,
the Arrhenius law follows from the first exponent in th
above expression, so the activation energy is simply
value\(ṽ02v laser). If one uses the values given in the ca
tions of Figs. 8 and 9 and a laser frequency 15 803 cm21, one
more easily sees that the values obtained are in very g
agreement (ṽ02v laser516 924215 80351 121 cm21'DE
51 120 cm2151615 K).

4. CONCLUSION

The experiments and calculations presented show
the anti-Stokes excitation of fluorescence in CMC has
phonon-assisted character. The possibility of fluoresce
excitation with a great energy mismatch in comparison w
the experimental temperatures seems likely to be a resu
the chain like crystal structure of CsMnCl3•2H2O, which
produces many low-frequency vibrational modes. The
modes give a high phonon density of states in the low-ene
region and are a cause of the well-developed absorption
fluorescence intensity in the immediate vicinity of the 0
electronic transition in both the Stokes and anti-Stokes
gions. As a result of this work, the temperature depende
of the energy of the lowest level of the Mn214T1 term in
CMC was also obtained. It displays a very large temperat
shift and reflects a large change in the crystal-field splitt
of the level.
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Anomalous behavior of longitudinally polarized sound waves in non-Heisenberg
ferromagnets

Yu. A. Fridman* and D. V. Spirin
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The spectra of coupled magnetoelastic waves in two-dimensional and three-dimensional non-
Heisenberg magnets with biaxial anisotropy are investigated. It is shown that for a certain
relationship of the material constants, three different phase states can be realized in the system.
The phase transitions between these states occur by ‘‘quantum spin reduction,’’ and the
unstable branch of elementary excitations at the phase transition point is a linearly polarized
quasiphonon mode. ©2000 American Institute of Physics.@S1063-777X~00!00607-1#
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1. INTRODUCTION

It is well known that the magnetoelastic interaction
magnetically ordered systems leads to hybridization of
elastic and magnetic excitations, i.e., to magnetoelastic~ME!
waves.1 In this case the dynamic properties of the system
substantially altered. The changes are manifested with
ticular clarity in the neighborhood of orientational pha
transitions~OPTs!. For example, at the point of an OPT th
soft mode is a transversely polarized quasiphonon branc
excitations ~the dispersion relation of the quasiphono
changes from linear to quadratic!, and a ME gap appears i
the quasimagnon spectrum.1,2 Then the longitudinally polar-
ized sound waves are practically noninteracting with
magnetic subsystem.1–3

However, there are some experimental data4–6 that indi-
cate that under certain conditions the longitudinally polariz
sound waves can interact with the magnetic subsystem.
example, a decrease of the longitudinal sound velocity
ErFeO3 was observed in Ref. 5. In addition, it was noted
Ref. 7 that the softening of a longitudinally polarized qu
siphonon mode in a biaxial ferromagnet is observed fo
certain relationship between the single-ion anisotropy~SA!
constants.

In this connection it is of interest to address the quest
of the interaction of longitudinally polarized acoustic
modes with the magnetic subsystem.

Previous studies8,9 have shown that no such effect
observed in Heisenberg magnets, and as the simplest m
we therefore choose a biaxial non-Heisenberg ferromag
Furthermore, the compound ErFeO3 contains rare-earth ions
whose magnetic properties are determined not only by
Heisenberg interaction but also by invariants of higher
grees. Therefore, we choose a model for this system in
form a biaxial ferromagnet with a biquadratic interactio
located in an external magnetic field parallel to the 0Z axis.

2. DISPERSION RELATION FOR COUPLED
MAGNETOELASTIC WAVES IN A 2D FERROMAGNET

Let us examine the effects of interest to us for tw
dimensional and three-dimensional ferromagnets. Let us
consider a 2D system, in which case the Hamiltonian is w
ten
4841063-777X/2000/26(7)/5/$20.00
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@Jn,n8Sn•Sn81Knn8~Sn•Sn8!
2#

1
b1

2 (
n

~Sn
x!21

b2

2 (
n

~Sn
y!21

b3

2 (
n

~Sn
z!2

1l(
n

@uxx~Sn
x!21uyy~Sn

y!21uxy~Sn
xSn

y1Sn
ySn

x!#

1
E

2~12s2!
E drF(

i
uii

2 12s(
i j

uii uj j 12~1

2s!(
i j

ui j
2 G2H(

n
Sn

z , ~1!

whereJn,n8 , Kn,n8 are the bilinear and biquadratic exchan
constants,b i are the single-ion anisotropy constants,l is the
magnetoelastic constant,ui j is the symmetric part of the
strain tensor components,E is Young’s modulus, ands is
Poisson’s ratio. In Hamiltonian~1! the two-dimensionality of
the system is taken into account in the elastic and ME en
gies of the ferromagnet. To simplify the calculations we sh
assume that the magnetic ion has spinS51.

We introduce the notationb̃1[b12b3 , b̃2[b22b3

and use the relation (Sx)21(Sy)21(Sz)25S(S11); then the
expression for the SA energy can be written

HSA5
b̃1

2 (
n

~Sn
x!21

b̃2

2 (
n

~Sn
y!2. ~2!

Let us consider the caseb̃1.0, b̃2.0, b̃ i@l2/E. The
Hamiltonian~1! then becomes

H52
1

2 (
n,n8

@Jn,n8Sn•Sn81Knn8~Sn•Sn8!
2#

1
b̃1

2 (
n

~Sn
x!21

b̃2

2 (
n

~Sn
y!21l(

n
@uxx~Sn

x!2

1uyy~Sn
y!2#1l(

n
@uxy~Sn

xSn
y1Sn

ySn
x!#
© 2000 American Institute of Physics
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1
E

2~12s2!
E dr@uxx

2 1uyy
2 12suxxuyy

12~12s!uxy
2 #2H(

n
Sn

z . ~3!

Separating out in the exchange part of the Hamilton
~3! the mean field^Sz& and the additional fieldsq2

p (p
50,2) due to the quadrupole moment, we obtain the one-
HamiltonianH0(n):

H0~n!52H̄Sn
z2B2

0Q2n
0 2B2

2Q2n
2 1

b̃1

2
~Sn

x!21
b̃2

2
~Sn

y!2

1l@uxx~Sn
x!21uyy~Sn

y!21uxy~Sn
xSn

y1Sn
ySn

x!#,

~4!

where

H̄5H1^Sz&S J02
K0

2 D ; B2
05

1

6
K0q2

0;

B2
25

1

2
K0q2

2; q2
p5^Q2

p&; Q2n
0 53~Sn

z!222;

Q2n
2 5

1

2
@~Sn

1!21~Sn
2!2#; Sn

65Sn
x6 iSn

y .

To simplify the subsequent calculations we assume thatb̃1

5b̃25b. Such a relationship of the SA constants cor
sponds to a ferromagnet with ‘‘easy axis’’ anisotropy, w
its axis of easy magnetization parallel to the 0Z axis.

Solving the one-ion problem with the aid of Hamiltonia
~4!, we obtain the energy levels of the magnetic ion:

E15
b

2
1

l

2
~uxx

~0!1uyy
~0!!2B2

02x,

E05b1l~uxx
~0!1uyy

~0!!12B2
0, ~5!

E215
b

2
1

l

2
~uxx

~0!1uyy
~0!!2B2

01x,x25H̄21~B2
2!2

and the eigenfunctions of the one-site Hamiltonian~4!

Cn~1!5cosdu1&1sindu21&,Cn~0!5u0&,

Cn~21!52sindu1&1cosdu21&,

where u i & are the eigenvectors of the operatorSz, cosd

5B2
2/@A(x2H̄)21(B2

2)2#, and ui j
(0) are the spontaneou

strains, which are determined from the condition of mi
mum free energy density; they have the values

uxx
~0!5uyy

~0!52
l

E

12s

2
, uxy

0 50.

The eigenfunctions of the HamiltonianH0(n)
are used to construct the Hubbard operators XM8M

[uC(M 8)&^C(M )u describing the transition of the magnet
ion from the stateM 8 to the stateM . In terms of the Hub-
bard operators the Hamiltonian~4! is diagonal, and the spin
operators are related to the Hubbard operators as

Sn
15& cosd~Xn

101Xn
021!1& sind~Xn

012Xn
210!,
n

te

-

-

Sn
25~Sn

1!1, ~6!

Sn
z5cos 2d~Hn

12Hn
21!2sin 2d~Xn

1211Xn
211!.

Using the Green function method described in detail
Ref. 10, we can obtain the dispersion relation of coupled M
waves:

detid i j 1G0
ab~a!air ~a!Ar j

1B0~k;m,m8!T2a~k,m!G0
ab~a!Tb

3~2k,m8!G0
bb~b!air ~a,b!Ar j i50. ~7!

HereTn
M (a)(q,m) are the amplitudes of the transformation

Tn
121~q,m!5 iTn

~0!~q,m!
l cos~2d!

2
~em

x qx2em
y qy!

1Tn
0~q,m!

l

2
~em

x qy1em
y qx!,

Tn
211~q,m!5 iTn

0~q,m!
l cos~2d!

2
~em

x qx2em
y qy!

2Tn
0~q,m!

l

2
~em

x qy1em
y qx!, ~8!

Tn
0~q,m!5

exp~ iqn!

A2mvm~q!
,

wherem is the mass of the magnetic ion,vm(q) is the dis-
persion relation form-polarized sound,vm(q)5cmq, andcm

is the sound velocity. The remaining quantities appearing
Eq. ~7! are defined in Ref. 10.

The solutions of equations~7! determine the spectra o
hybridized elementary excitations for arbitrary values of t
single-ion anisotropy and biquadratic exchange consta
and arbitrary temperatures.

3. PHASE STATE AND SPECTRA OF COUPLED
MAGNETOELASTIC WAVES OF A 2D FERROMAGNET

Let us investigate the spectra of coupled ME waves g
erned by dispersion relation~7! at low temperatures~T
!TC , whereTC is the Curie temperature!. Then the lowest
energy level will beE1 , and only this level needs to be take
into account. This approximation simplifies the mathemati
manipulations substantially.

Before determining the spectra of elementary exc
tions, let us consider the possible phase states of the sys
For this we investigate the behavior of the order parame
of the system:

^Sz&'cos 2d, q2
0'1, q2

2'sin 2d. ~9!

From the last expression in~9! we can obtain an equation fo
x[q2

2:

x4~2J0
21K0J0!1x2FH21J0

21K0J0

12HS J02
K0

2 DA12x2G50. ~10!



ue

o

e
s

la

nd

n-
ls
tiz

s
g

nt

-

s
nd

r-

it

tem
-

er
the
Eq.
re-

f of
l-

ch

ic
-
g-

h-

-

ip

nch

et

e

on

486 Low Temp. Phys. 26 (7), July 2000 Yu. A. Fridman and D. V. Spirin
It is easy to see that one of the solutions for arbitrary val
of the parameters of the system isq2

250, which corresponds
to realization of the ferromagnetic phase. There is one m
solution:

q2
2512

H2

~K02J0!2 ,

which corresponds to a quadrupolar–ferromagnetic phas
For H50 there obviously exists a quadrupolar pha

with order parameterŝSz&50, q2
051, q2

251. In a nonzero
field there can exist both a ferromagnetic and a quadrupo
ferromagnetic phase.

Thus three phases can be realized in the system u
study: a ferromagnetic~FM! phase witĥ Sz&'1, q2

051, and
q2

250; a quadrupolar–ferromagnetic~QFM! phase, and a
quadrupolar (QP1) phase, which is realized forH50. It
should be noted that the QP1 phase arises through the qua
tum spin reduction, and the FM–QFM phase transition a
occurs through a decrease in the modulus of the magne
tion vector.

We thus examine Eq.~7! in the following geometries:
wave vectorki0X, in which the polarization unit vector ha
the nonzero componentsel

x andet
y . Since we are considerin

a 2D system, the third polarizationet
z does not exist for

acoustical excitations.
Taking Eq. ~8! and our chosen geometry into accou

we can write the dispersion relation~7! in the form of a
product of two determinants, deti and det' :

deti5U11x11 x15 x16

x51 11x55 x56

x61 x65 11x66

U50, ~11!

det'5U11x22 x23 x27 x28

x32 11x33 x37 x38

x72 x73 11x77 x78

x82 x83 x87 11x88

U50, ~12!

where

xi j 5G0
ab~a!air ~a!Ar j 1B0~k;m,m8!

3T2a~k,m!G0
ab~a!Tb~2k,m8!G0

bb~b!air ~a,b!Ar j .

Equations~11! and ~12! determine the spectra of ‘‘lon
gitudinal’’ ~high-frequency! and ‘‘transverse’’ ~low-fre-
quency! quasimagnons, respectively:

« i~k!5gk212~H1J02K0!, ~13!

«'~k!5ak21H1
b

2
2a0 . ~14!

Herea5R0
2J0 , whereR0 is the Heisenberg exchange radiu

g5R̃0
2K0 , whereR̃0 is the biquadratic exchange radius, a

a05l2/(2E) is the ME coupling parameter.
Since all of the off-diagonal amplitudes of the transfo

mations~except forT121 andT211! are zero, it follows from
Eq. ~12! that none of the quasiphonon modes interacts w
the ‘‘transverse’’ quasimagnons.
s

re

.
e

r–
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o
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,

,
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As we have said, the magnetic momentum of the sys
is perpendicular to theX0Y plane. For this reason, the non
zero spontaneous strains are equal to each other (uxx

(0)

5uyy
(0)). This leads to the situation that the system und

discussion is invariant with respect to rotations around
quantization axis, and this, in turn, as can be seen from
~11!, leads to degeneracy of the elastic excitations with
spect to polarization, i.e., the spectrum of longitudinally (l )
polarized quasiphonons is the same as the spectrum o
transversely (t) polarized quasiphonons. Furthermore, it fo
lows from Eq. ~11! that the ‘‘longitudinal’’ quasimagnons
interact with longitudinally polarized quasiphonons, whi
have a spectrum of the form

v1
2~k!5v1

2~k!Fgk212~H1J02K02a0!

gk212~H1J02K0! G . ~15!

We see from~15! that in a magnet with a large biquadrat
interaction (K0.J0), a softening of the spectrum of longitu
dinally polarized quasiphonons occurs in the lon
wavelength limit~for gk2!a0! when

Hc5K01a02J0 , ~16!

and in this case the quasiphonon spectrum has the form

v1
2~k!5v l

2~k!
gk2

2a0
. ~17!

Longitudinally polarized quasiphonons interact with a hig
frequency ~relaxational! magnetic mode« i(k), which for
H5Hc exhibits a ME gap:

« i~0!5«ME52a0 . ~18!

Expressions~16!–~18! will also have meaning for an
other relationship among the material constants:J0>K0 , but
K05J0,2a0 . However, it seems to us that this relationsh
among the material constants is less realistic thanK0.J0 .

As we have said, the low-frequency quasimagnon bra
«'(k) does not interact with the elastic subsystem. ForH
5Hc it has a gap equal to

«'~0!5K02J01
b

2
.

For H,H0 a QFM phase is realized in the ferromagn
(0,q2

2,1). For H50 it is the QP1 phase with the ground
stateC(1)5(u1&1u21&)/& that is realized. In that phas
the spectrum of ‘‘transverse’’~low-frequency! quasimagnons
has the form

«'
2 ~k!5S gk21

b

2
2a0D Fb22a012~K02J0!G , ~19!

and the spectrum of ‘‘longitudinal’’~high-frequency! quasi-
magnons can be written as

« i
2~k!52gk2~K02J0!. ~20!

From expression~19! one can determine the existence regi
of the QP1 phase:

b

2
.a0 . ~21!
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4. PHASE STATES AND SPECTRA OF COUPLED
MAGNETOELASTIC WAVES OF A 3D FERROMAGNET

Let us consider a 3D ferromagnet at low temperatur
The Hamiltonian of the system will differ from~1! by the
presence of additional terms in the magnetoelastic and el
energies:

H52
1

2 (
n,n8

@Jnn8Sn•Sn81Knn8~Sn•Sn8!
2#1

b

2 (
n

~Sn
x!2

1
b

2 (
n

~Sn
y!21l(

n
@uxx~Sn

x!21uyy~Sn
y!21uzz~Sn

z!2

1uxy~Sn
xSn

y1Sn
ySn

x!#1l(
n

@uxz~Sn
xSn

x1Sn
zSn

x!

1uyz~Sn
ySn

z1Sn
zSn

y!#1
E

2~12s2!

3E drF(
i

uii
2 12s(

i j
uii ui j 12~12s!

3(
i j

ui j
2 G2H(

n
Sn

z . ~22!

Here all of the notation is analogous to~1!. As before, we
assume that the magnetic ion has spinS51. The solution of
the Schro¨dinger equation determines the energy levels of
magnetic ion:

E15
b

2
1

l

2
~uxx

~0!1uyy
~0!12uzz

~0!!2B2
02x,

E05b1l~uxx
~0!1uyy

~0!!12B2
0,

~23!

E215
b

2
1

l

2
~uxx

~0!1uyy
~0!12uzz

~0!!2B2
01x,

x25H̄21~B2
2!2.

The spontaneous strains, as before, are determined
the condition of minimum free energy density and have
form

uxx
~0!5uyy

~0!52
l

E

123s

2
, uzz

~0!5
l

E
~12s!,

uxy
~0!5uzy

~0!5uxz
~0!50.

The relation between the spin operators and Hubbard op
tors is the same as~6! at the same value of cosd.

The subsequent calculations for the 3D system are an
gous to those done before for the 2D ferromagnet. We n
only that the amplitudes of the transformations in this c
are different from those obtained before and have the fo

Tn
10~q,m!5Tn

0~q,m!
l

2&
@ i ~cosd2sind!3~em

x qz1em
z qx!

1~cosd1sind!~em
y qz1em

z qy!#,
s.

tic

e

m
e

ra-

lo-
te
e

Tn
01~q,m!5Tn

0~q,m!
l

2&
@ i ~cosd2sind!3~em

x qz1em
z qx!

2~cosd1sind!~em
y qz1em

z qy!#,

Tn
121~q,m!5 iTn

0~q,m!
l cos~2d!

2
~em

x qx2em
y qy!

1Tn
0~q,m!

l

2
~em

x qy1em
y qx!,

Tn
211~q,m!5 iTn

0~q,m!
l cos~2d!

2
~em

x qx2em
y qy!

2Tn
0~q,m!

l

2
~em

x qy1em
y qx!,

Tn
0~q,m!5

exp~ iq"n!

A2mvm~q!
.

Let us investigate the spectra of coupled ME waves i
3D ferromagnet. For this we use Eq.~7!. The geometry of
the problem remains as before: the wave vectorki0X, and
the nonzero components of the polarization vector areel

x ,
et

y , and et
z . It must be noted that when the thre

dimensionality is taken into account there is one more tra
versely (t) polarized quasielastic mode.

As before, the equations for the order parameter~9! and
~10! determine the existence region of the ferromagne
quadrupolar–ferromagnetic, and quadrupolar phases.

In the ferromagnetic phase the quasimagnon spe
have the same form as in the 2D case:

« i~k!52~H1J02K0!1gk2,

«'~k!5H1
b

2
1a01ak2, ~24!

while the quasiphonon spectra are

v1
2~k!5v l

2 Fgk212~H1J02K02a0!

gk212~H1J02K0! G ,
~25!

v2
2~k!5v t

2F ak21H1b/2

ak21H1b/21a0
G .

In this case, as in the 2D system, a degeneracy of the qu
elastic excitations with respect to polarization occurs in
X0Y plane, but nowt-polarized phonons (v2) also arise.

It follows from ~24! and ~25! that at the point of the
FM–QFM phase transition, the high-frequency quasimagn
mode« i(k) actively interacts with a longitudinally polarize
quasiphonon. At the phase transition point (H5Hc5K0

2J01a0) in the long-wavelength limit (gk2!a0) the spec-
trum of thel -polarized quasiphonon softens:

v1
2~k!5v l

2~k!
gk2

2a0
,

and a ME gap appears in the spectrum of the high-freque
quasimagnons:

« i~0!5«ME52a0 .
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The spectrum of thet-polarized quasiphonons does n
undergo any substantial changes at the point of the F
QFM phase transition; there is only a slight renormalizat
of the corresponding sound velocity:

v2
2~k!5v t

2~k!S 12
a0

K02J01b/2D .

In the quadrupolar phase, which, as before, is realize
H50, the spectra of elementary excitations are given by
expressions

«'
2 ~k!5S gk21

b

2
1a0D S b

2
2a012~K02J0! D ,

« i
2~k!52gk2~K02J0!, ~26!

from which we obtain the existence condition for the Q1
phase: b/2.a0 . Thus, under our initial assumptionb
@l2/E, in a 3D ferromagnet withJ0,K0 the phase transi
tion from the ferromagnetic to the QFM phase occurs vi
phonon mode corresponding to longitudinal quasielastic
cillations. This transition is not an orientational transition b
comes about through the quantum reduction of the ave
spin value.

CONCLUSION

The results of a study of the spectra of coupled M
waves in 3D and 3D biaxial ferromagnets with biquadra
and ME interactions show that for a large biquadratic
change constant (J0,K0) there can exist in the system
ferromagnetic phase~in fields H.K01a02J0!, a QFM
phase (K01a02J0.H.0), and a QP1 phase~for H50!.

The FM–QFM and QFM–QP1 phase transitions are no
orientational transitions but occur through a decrease in
average spin value. An unusual feature is the fact that
–
n

at
e

a
s-
t
ge

-

e
e

mode that softens at the FM–QFM phase transition is a l
gitudinally polarized acoustical mode that interacts with t
high-frequency~relaxational! quasimagnon branch. This re
sult is a consequence of the purely quantum-mechanica
fect of spin reduction. We note that an analogous system
investigated by a phenomenological method in Ref. 7. Ho
ever, in view of the quantum nature of this effect, it was n
observed, and the interpretation of the results of Ref. 7
inaccurate.

It should be noted that if the Heisenberg exchange
predominant in the system (J0.K0) or if the biquadratic
exchange is absent (K050), then, as can easily be seen fro
our results, only the ferromagnetic phase is realized in
system, and so there are no phase transitions.
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Analysis of the temperature–field dependence of the magnetostriction
in the antiferromagnetic phase of the easy-plane antiferromagnet CoCl 2

V. M. Kalita, A. F. Lozenko,* and S. M. Ryabchenko

Institute of Physics of the National Academy of Sciences of Ukraine, pr. Nauki 46, 03650 Kiev, Ukraine
~Submitted February 17, 2000!
Fiz. Nizk. Temp.26, 671–677~July 2000!

An analysis is made of the experimental magnetic-field curves of the anisotropic~in the easy-
plane! magnetostriction of the antiferromagnet CoCl2 at different temperatures in the
ordered phase. It is shown that the field dependence of the magnetostriction in a single-domain
antiferromagnetic state remains proportional to the square of the applied field over the
entire temperature range; this behavior corresponds well to the classic~Néel! scheme of collapse
of the sublattice spins~spin flip!. The temperature dependences of the intrasublattice and
intersublattice contributions to the magnetoelasticity are proportional to each other. The
temperature dependence of the spin-flip field obtained from the magnetostriction data
agrees with that obtained previously from observations of the antiferromagnetic resonance
~AFMR!. The temperature dependence of the spontaneous anisotropy of the magnetostriction,
obtained by extrapolating the magnetostriction in the single-domain state to zero field, is
close toM;T4. © 2000 American Institute of Physics.@S1063-777X~00!00707-6#
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CoCl2 crystals are layered dihalides with symmetryD3d
5

and consist of Cl–Co–Cl sandwiches with ionic–covale
bonding within a sandwich and van der Waals bonds
tween sandwiches.1 The layers of Co21 ions form a hexago-
nal network in which the neighboring Co21 ions are coupled
by a relatively strong ferromagnetic exchange. The excha
interaction of the Co21 ions of neighboring sandwiches
antiferromagnetic and extremely weak. At a temperat
TN524.7 K ~Ref. 1! a three-dimensional antiferromagnet
order with a two-sublattice collinear magnetic structure
established in the CoCl2 crystal, the magnetic moments bein
parallel within each sandwich layer and antiparallel to tho
in the adjacent layers.

The uniaxial anisotropy of the spin interactions in CoC2

in the direction perpendicular to the plane of the layer
extremely large, while the intralayer anisotropy is negligib
The sign of the uniaxial anisotropy is such that the magn
moments of the two sublatticesM1 and M2 are oriented in
the plane of the layer. The smallness of the intralayer ani
ropy leads to degeneracy of the directions of the antife
magnetism vectorL5M12M2 in the plane. By applying a
magnetic fieldHi along the axis of the crystal, one ca
achieve an orientation ofM1 andM2 parallel to the axis. For
this it is necessary to overcome the uniaxial anisotropy fie
the value of which atT54.2 K, according to the data of Re
2, is;150 kOe. For reorientation of the direction ofL in the
layer by a fieldH' applied along the sandwich layer it is th
small intralayer anisotropy that must be overcome. Then
vectors L and H' are mutually perpendicular, although
canting of the momentsM1 and M2 to the field direction
~while remaining in the plane! will occur. As the field is
increased, the canting of the sublattice magnetizations in
direction ofH' increases, and they become parallel to ea
other in the spin-flip fieldH f f>2HE , whereHE is the effec-
tive exchange field of the interlayer antiferromagnetic int
action. AtT54.2 K the spin-flip field is 2HE'32 kOe.3
4891063-777X/2000/26(7)/5/$20.00
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The octahedral crystalline field in which each of th
Co21 ions, which have a true spin of 3/2, is located intera
with them in such a way that the ground state of the
becomes an orbital triplet. Because of the spin–orbit inter
tion and the trigonal crystalline field, it splits,4 and the lower
state becomes a Kramers doublet described by an effec
spin Seff51/2 and with a highly anisotropicg factor ~g'

56.0, gi53.1; Ref. 3!. Of the higher-lying Kramers dou
blets, the two closest to the ground state have energies of
and 1653 GHz.5 Their occupation in the ordered state
negligible.5,6 According to Refs. 6 and 7, the strong uniaxi
magnetic anisotropy of CoCl2 is due to the anisotropy of the
intralayer exchange interactions.

The magnetic properties of CoCl2 were studied inten-
sively in the 1960s and 70s. Studies of the high-freque
and low-frequency antiferromagnetic resonances~AFMRs!
were reported in Refs. 2, 3, 8, and 9, the temperature de
dence of the spin-flip fieldH f f ~at which the frequency of the
high-frequency AFMR goes to zero! in Ref. 9, the nuclear
magnetic resonance of the Cl nuclei in the internal field
the magnetically ordered state in Ref. 10, and neutron s
tering in Ref. 11.

In studies9,12 of the low-frequency AFMR it was found
that in CoCl2, as in other layered dihalides of the iron grou
with easy-plane antiferromagnetic ordering, a spontane
lowering of the symmetry in the easy plane occurs. The cr
tal spontaneously deforms in the direction of the vectorL .
The spectrum of the low-frequency AFMR displays a ch
acteristic gap9 that reflects the spontaneous magnetostrict
effect.12

Measurements of the induced magnetostriction in Co2

were made in Refs. 12 and 13. The most remarka
result12,13 was the practically total absence of spontaneo
magnetostriction of the sample as a whole in the absenc
an applied external field, despite the spontaneous magn
strictive strain in the plane for each individual domai
© 2000 American Institute of Physics
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which is attested to by the onset of a gap in the spectrum
the low-frequency AFMR. The magnetostriction of th
sample appears only upon its transition to a single-dom
state under the influence of an external magnetic fieldH' . In
Refs. 12 and 13 this was explained by the circumstance
in the multidomain state the direction ofL and, hence, the
strains in the different domains do not coincide, and
strains compensate each other for the sample as a who
has been established that the formation of these dom
~which are called ‘‘magnetoelastic’’ in Ref. 13! is basically
reversible as the magnetic field fieldH' is turned on and off,
although there is also a certain irreversible part, correspo
ing to a predominant preservation of domains withL'H' ,
that remains present when the field is turned off. This ir
versible part has also been detected in a neutron-diffrac
study11 of the antiferromagnetic domains in CoCl2. In Ref.
14 a model was proposed in which the reversible magn
elastic domain structure is assumed to arise as a consequ
of the finite size of the crystal specimen.

A second feature of the magnetostriction of layered
halides of the iron group~measurements have been ma
only at helium temperatures12,13! is that the relative change
in the dimensions of the crystals in the plane on accoun
the spontaneous and induced magnetostriction are unus
large (D l / l;1024).

A study of the temperature dependence of the parame
characterizing the spontaneous and induced magnetostri
and of the characteristic ‘‘poling’’ fields needed to elimina
the magnetoelastic domains is of interest both from
standpoint of obtaining concrete information about a giv
crystal and for the development of general concepts ab
easy-plane antiferromagnetic systems in which spontane
symmetry breaking occurs as a result of a magnetoela
interaction. In general the temperature dependence of
mechanisms of induced and spontaneous magnetostrictio
antiferromagnetic crystals remain insufficiently studied. F
this reason we have carried out a study of the tempera
dependence of the magnetostriction in CoCl2 at temperatures
ranging from liquid-helium temperature to the antiferroma
netic ordering temperatureTN of the crystal.

EXPERIMENT

Measurements of the magnetostriction of CoCl2 single
crystals were made by a dilatometric method in Ref. 15.
was shown in Refs. 12 and 13, the induced magnetostric
of CoCl2 has a hysteretic character, which is due to the pr
ence of a partial irreversibility of the domain structur
Therefore, the values of the magnetostriction are somew
different when the field is increased or decreased. In
single-domain state obtained when the multidomain struc
is destroyed by a magnetic field, the values of the magn
striction do not depend on whether the field is being
creased or decreased,13 and the data obtained as the magne
field is increased~for example! can be used for analysis.

Figure 1 shows theH' dependence of the strain («
5Dl/l) of a CoCl2 crystal in the direction alongH' in the
temperature interval from 4.2 to 24 K. The character of
«(H') curve is qualitatively similar at all these temperatur
As H' is increased fromH'50 there is initially a rapid rise
in the strain as the sample is ‘‘poled’’ into a single doma
of
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and then, after the transition to a single-domain state,
observes the induced magnetostriction due to the cantin
the sublattice magnetizations toward the field. In the cou
of this process the magnetostriction changes sign. In
spin-flip field H f f a kink appears on the field dependence
the induced magnetostriction. As we see, the tempera
dependence of the curves is manifested both in the value
the strains~they become smaller as the temperature is rais!
and in the values of the fields for transition to the sing
domain state~the region of the maxima on the curves! and,
clearly, of the spin-flip fields of the sublattices.

The values ofH̃ f f(T)5H f f(T)/H f f(T54.2 K) at vari-
ous temperatures are shown in Fig. 2. For comparison

FIG. 1. Field dependence of the relative elongations of the CoCl2 crystal,
measured along a field lying in the easy plane for different temperat
~below TN524.7 K!.

FIG. 2. Temperature dependence of the relative values of the spin-flip

H̃ f f (s) and H̃E (j), the spontaneous anisotropic magnetostriction«̃s

(n), and the fourth power of the NMR frequency,ñNMR
4 (.).



o
he
oo

ry

e
ai
o
co
ig

ou
lo
t
e
en

o-

et
d
ic
tr

th

tio
hi
d
he

r
e
th

tu

.
he

eld
the
the
a

ela-
tion

lat-
or

e

iza-

to

e

ne-
e
nta-

in-
las-
he

tio

e of

e of

491Low Temp. Phys. 26 (7), July 2000 Kalita et al.
analogous values of the effective exchange fieldsH̃E(T)
5HE(T)/HE(T54.2 K) determined by AFMR from the
value of H' at which the high-frequency AFMR goes t
zero.9 The data from different methods of determining t
temperature dependence of the spin-flip field are in g
agreement.

Figure 3 shows the dependence of the strain of the c
tal on the square of the field,«(H'

2 ), at different tempera-
tures. For fields at which the magnetostriction is determin
by the canting of the sublattice spins in the single-dom
state, i.e., fields up toH f f , the strains remain proportional t
the square of the field at all temperatures. This process
responds to the parts of the curves approximated by stra
lines in Fig. 3. Extrapolating them toH'50, we obtain the
hypothetical values of the spontaneous magnetostriction«s

of the single-domain state. These are the values that w
be observed if magnetoelastic domains did not arise in
fields and if the total spontaneous magnetostriction tha
anisotropic in the easy-plane of the crystal were not comp
sated on the whole by the summation of strains in differ
directions in each of the domains.

It is of interest to elucidate how the coefficient of pr
portionality of the magnetostriction toH'

2 in the single-
domain state varies with temperature. In Fig. 4 the magn
striction data obtained at various temperatures are plotte
a function of the square of the field, with the magnetostr
tion normalized to the spontaneous anisotropic magnetos
tion at the same temperature,«̃(T,H)5«(T,H)/«s(T), and
with the square of the field normalized to the square of
spin-flip field at the same temperature,H̃'5H'

2 /H f f
2 (T). It

is seen that with such a normalization the magnetostric
curves obtained for different temperatures coincide, wit
the experimental error, both in the single-domain state an
the region of the transition from the single-domain to t
multidomain state.

The agreement of these curves in the single-domain
gion allows one to describe the magnetic field dependenc
the induced single-domain magnetostriction throughout
temperature regionT,TN by the relation

«~T,H !5«s~T!$12j@H' /H f f~T!#2%, ~1!

wherej is a constant that is independent of the tempera
~the value determined experimentally isj51.660.05!.

At the same time, the agreement of the curves in Fig
in the region of the transition from the single-domain to t

FIG. 3. The relative values of the magnetostriction of a crystal as a func
of the square of the applied field at different temperatures.
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multidomain state means that the value of the spin-flip fi
of the sublattice magnetizations and the parameters of
field-induced rearrangement of the domain structure, e.g.,
characteristic ‘‘poling’’ field, depend on temperature in
similar way.

Figure 2 shows the temperature dependence of the r
tive values of the anisotropic spontaneous magnetostric
«̃s(T)5«s(T)/«s(T54.2 K). It is useful to compare it with
H f f(T) and with the temperature dependence of the sub
tice magnetization, which is known from the NMR data f
the Cl nucleus in zero field at different temperatures.10 The
NMR frequenciesnNMR(T) are proportional to the sublattic
magnetizationsM1,2(T). Therefore, the normalized NMR
frequencies ñ(T)5nNMR(T)/nNMR(T54.2 K) should be
equal to the values of the normalized sublattice magnet
tion m̃(T)5M1,2(T)/M1,2(T54.2 K).10

Comparison of «̃s(T) and ñNMR5m̃(T) shows that
«̃s(T) can be represented as a quantity proportional
m̃n(T). Although the best fit is achieved forn'4.5, the
curve ofñNMR

4 (T) is shown for comparison in Fig. 2. We se
that this curve is close to that of«̃s(T) within the error of
measurement. We note thatH̃ f f(T)'m̃2(T).9 A comparison
of «̃s(T) with H̃ f f(T) shows that the relation«̃s(T)
'H̃ f f

2 (T) is satisfactorily obeyed.

DISCUSSION

Let us first consider the field dependence of the mag
tostriction in a style similar to the analysis in Ref. 13. W
will then discuss the temperature dependence of the spo
neous magnetostriction.

Restricting discussion to anisotropic magnetoelastic
teractions in the easy plane alone, we write the magnetoe
tic energy with allowance for the hexagonal symmetry of t
CoCl2 crystal in the form13

n

FIG. 4. Relative values of the magnetostriction, normalized to the valu
the spontaneous anisotropic magnetostriction at each temperature («̃(T,H)
5«(T,H)/«s(T)), versus the square of the field, normalized to the squar

the spin-flip field for each temperature (H̃25H2/H f f
2 (T)).
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EME5(
ab

gab~T!~naxnbx2naynby!~Uxx2Uyy!

1(
ab

lab~T!~naxnby1nbxnay!Uxy

1(
ab

dab~T!~nax
2 1nay

2 !~Uxx1Uyy!, ~2!

wherea,b51,2 is the number of the sublattice (a>b); g,
l, andd are temperature-dependent parameters of the m
netoelastic interactions, andnax , nay , andnbx , nby are the
direction cosines of the magnetization vectorsMa andMb .
We will consider only two of the possible orientations of t
field H' , with the x axis in the direction ofH' or perpen-
dicular to it ~thex andy axes lie in the easy plane!. The first
and second terms in Eq.~2! pertain to the anisotropic mag
netoelastic interactions, which depend on the directions
the magnetic moments in the layers. The third term, whic
anisotropic with respect to the hard axis, is isotropic with
the layer. Fora5b the parametersg, l, andd specify the
intralayer magnetoelasticity, whileaÞb refers to the inter-
layer magnetoelasticity.

The elastic energy for the strains in the plane is

Eel5
1

2
C11~Uxx

2 1Uyy
2 !1C12UxxUyy1~C112C12!Uxy

2 .

~3!

Minimizing the sum of the magnetoelastic and elas
energies, we determine the strain of the crystal as a func
of the orientation of the sublattice magnetizations. We ta
into account the fact that in the single-domain state w
L'H' the sublattice magnetizations are symmetric about
direction of the magnetic fieldH' . Therefore, ifH' is di-
rected along thex or y axis, the second term in~2! will be
equal to zero. We thus obtain

Uxx52
(abgab~T!~naxnbx2naynby!

C112C12

2
(abdab~T!~naxnbx1naynby!

C111C12
, ~4!

Uyy52Uxx22
(abdab~T!~naxnbx1naynby!

C111C12
.

In Eqs. ~3! and ~4! the dependence of the striction on th
temperature is determined by the temperature dependen
g(T) and d(T). We shall assume that the rotation of th
vectorsM1 and M2 toward the fieldH' occurs without a
change in their moduli; the orientation is defined in analo
with Ref. 16:

cosw~H' ,T!5
H'

H f f~T!
, ~5!

wherew(H' ,T) is the angle betweenH' and the sublattice
magnetizations at temperatureT. We write an expression fo
the strainUyy whenH' is oriented along they or x axis:
g-

of
is

n
e
h
e

of

y

Uyy~H'iy,x!5A07A121@Ar~T!6A11~T!#

3F122S H'

H f f
D 2G , ~6!

where

A05
22d11

C111C12
, Ap5

d12

C111C12
,

~7!

A125
g12

C112C12
, A11~T!5

2g11~T!

C112C12
.

In expression~6! the upper sign corresponds to the orien
tion of H' along y and the lower sign, alongx. The terms
appearing inA12 andA11 describe the anisotropic magnet
striction, which depends on the direction ofH' . Its sign
changes when the field direction is changed from thex to the
y axis.

The contributions to the spontaneous magnetostric
from Ar andA0 are isotropic. In measuring the magnetostr
tion of a sample containing these strain contributions,
strains are reckoned from the starting value of the strain
H'50, i.e., these contributions to the strain are included
the initial size of the crystal at the measurement temperat
Therefore, for comparison of~6! with ~1! it is necessary to
‘‘shift’’ the values of the strain in~6! by the amountsAr and
A0 . At the same time, the contribution fromAr is deter-
mined by the modulus ofL and, hence, by the modulus o
H' . Therefore, the field-dependent part of the magnetost
tion will have a contribution containingAr . Starting from
the data of Ref. 13 on the magnetostriction in CoCl2 in
crossed magnetic fields, it was shown that the predomin
terms in the field dependence of the magnetostriction of
crystal are those containingA11 and Ar . Thus, subtracting
the isotropic contribution and neglecting the terms conta
ing A12, we can write the expression for the magnetostr
tion of CoCl2 in the direction along the fieldH' in the form

«~H' ,T!5A11~T!22@A11~T!1Ar~T!#S H'

H f f
D 2

~8!

or

«~H' ,T!5A11~T!F122S 11
Ar~T!

A11~T! D S H'

H f f
D 2G . ~9!

For H'50 we find from ~9! that «(H'50,T)
5A11(T). From a comparison of~1! with ~9! one can con-
clude thatA11(T) corresponds to the experimental spontan
ous magnetostriction«s(T). It can be inferred from Eq.~1!
that for CoCl2 the coefficient multiplying the square of th
field in ~9!, containing the ratioAr(T)/A11(T), is indepen-
dent of temperature. This can be the case if the parame
Ar andA11 vary with temperature in the same way. We no
that Ar depends on the intrasublattice contribution to t
magnetoelasticity, whileA11 depends on the intrasublattic
contribution. The quantitative contributions to the magne
striction from these terms are different. By comparing w
experiment, we find thatA11.0 and that the ratioAr /A11

520.2; i.e.,Ar,0 anduAru,A11.
In describing the temperature dependence of the spo

neous magnetostriction«s(T) of the single-domain state, w
take into account that it is due mainly to the intrasublatt
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magnetoelasticity, as can be inferred from a compari
~made atT54.2 K in Ref. 13! of the magnetostriction in the
direction ofH' and perpendicular to it. Here, unlike Eq.~2!,
we write the magnetoelastic energy as a functional of
direction cosines of the sublattice magnetizations and tre
as an expansion in the sublattice magnetizations, kee
terms up to fourth order:

EME5(
a

gaa
1 ~Uxx2Uyy!~Max

2 2May
2 !

1(
a

gaa
~2!~Uxx2Uyy!~Max

4 2May
4 !

1(
a

laa
~1!UxyMaxMay

1(
a

laa
~2!UxyMaxMay~Max

2 1May
2 !, ~10!

where, unlike Eq. ~2!, gaa
(1) , gaa

(2) , laa
(1) , and laa

(2) are
temperature-independent parameters. In Eq.~10! only the an-
isotropic intraplane interactions are taken into account
are written in the form of a series including the second a
fourth powers of the projections of the sublattice magneti
tions, in accordance with the symmetry of the crystal. It f
lows from ~10! that the parametersgaa(T) and laa(T) in
~2! can be written in terms of the parametersgaa

(1) , gaa
(2) ,

laa
(1) , andlaa

(2) used in Eq.~10!:

gaa~T!5gaa
~1!M2~T!1gaa

~2!M4~T!. ~11!

Analogous relations hold forlaa . Thus we obtain an ex
pression for the temperature dependence of the spontan
magnetostriction of CoCl2, using the fourth and second pow
ers of the sublattice magnetizations:

«s~T!52
g11

~1!M21g11
~2!M4

C112C12
. ~12!

Taking into account that the temperature dependence o
strain «s is close to that of the sublattice magnetizations
the fourth power~Fig. 2!, we conclude that the predomina
contribution to the magnetoelastic energy~10! is from the
term containing the fourth power of the sublattice magn
zations.

In the phenomenological approach leading to express
~10! the question where the parametersgaa

(1) , gaa
(2) , laa

(1) , and
laa

(2) come from remains unanswered. In a conventio
analysis of the magnetoelastic interactions the contributi
to the magnetoelastic interactions containing the fou
power of the projections of the magnetization in~10! can be
calculated under the assumption that the spins in the C2
crystal are coupled by interactions of fourth order in t
spin.9 Such interactions can in principle be present in
anisotropic part of the non-Heisenberg exchange interact
n

e
it

ng

d
d
-

-

ous

he

i-

n

l
s

h

l

e
n.

The phenomenological representation for the magnetos
tion due to this type of interaction should have the fo
proposed in Ref. 17, which corresponds to Eq.~10!. The
predominance of the contribution to the magnetostrict
from these interactions over those containing the sec
powers of the sublattice magnetizations is, general speak
atypical, and it therefore demands additional analysis.

In closing we note that the induced magnetostriction
the CoCl2 crystal upon the flipping of the sublattice spins
proportional to the square of the applied in-plane magn
field throughout the temperature region in which the antif
romagnetic phase exists. This quadratic dependence in
single-domain region is in good agreement with the conj
ture that the collapse of the sublattice magnetizations oc
through their rotation without a change in their magne
moments. The temperature dependence of the spontan
anisotropic magnetostriction of the CoCl2 crystal can be ex-
plained physically by a predominant magnetoelasticity tha
proportional to the fourth power of the sublattice magneti
tions.
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Cyclotron resonance in organic metals
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The velocity distribution of the charge carriers at the Fermi surface in layered organic conductors
can be found from an experimental investigation of the cyclotron resonance in a magnetic
field parallel to the layers. ©2000 American Institute of Physics.@S1063-777X~00!00807-0#
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The quasi-two-dimensional character of the electron
ergy spectrum of layered conductors of organic origin le
to a number of specific effects that are absent in ordin
metals or that exhibit extremely peculiar behavior~see, e.g.,
the reviews1,2 and the references cited therein!. A large frac-
tion of organic layered conductors at sufficiently low tem
peraturesTc of the order of 10 K and below undergo a tra
sition to a superconducting state, and in the norm
~nonsuperconducting! state they have a metallic type of co
duction with a sharply anisotropic conductivity. For this re
son they are called organic metals, and at temperatures b
Tc , organic superconductors.

Magnetoresistance measurements in high magnetic fi
have been widely used to study the electron energy spec
of layered organic conductors, and in recent years hi
frequency effects have also been used.

The resonance interaction of charge carriers with
electromagnetic wave propagating perpendicular to the
ers has been detected in certain tetrathiafulvalene~TTF!
salts3–5 in magnetic fieldsH that were sufficiently high tha
the gyration frequency of the conduction electronsV
5eH/m* c is larger than their collision frequency 1/t and
comparable to the frequencyv of the electromagnetic wave
The cyclotron effective massm* of the charge carriers in a
magnetic field parallel to the normaln to the layers in the
conductor ~BEDT–TTF!2KHg~SCN!4, is approximately
three times as large as the massm0 of a free electron,3,4

while in the compound~BEDO–TTF!2ReO4~H2O! it is al-
most the same asm0 .5 As the angleu between the vectorsH
and n increases, the cyclotron effective mass increase
inverse proportion to cosu, which again confirms the validity
of the proposed shape of the Fermi surface«(p)5«F as a
slightly corrugated cylinder.

The values found in Refs. 3–5 for the effective mas
of the charge carriers are significantly different from the
fective cyclotron masses determined from the tempera
dependence of the amplitude of the Subnikov–de Haas
cillations of the magnetoresistance~in the charge-transfe
complex~BEDO–TTF!2ReO4~H2O! the values of the cyclo-
tron effective masses differs by a factor of 2.5–3!. This cir-
cumstance has motivated us to analyze the cause of su
sharp disparity in the cyclotron effective masses, which ca
doubt upon the applicability of one of the aforemention
4941063-777X/2000/26(7)/3/$20.00
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spectroscopic methods for studying the electron energy s
trum in organic conductors.

Cyclotron resonance in metals in a magnetic field pa
lel to the surface of the sample has proved to be a hig
sensitive method of studying the extremal values of the
clotron effective masses6 and the extremal diameters of th
Fermi surface.7 The authors of Refs. 3–5 had a preferen
for studying the resonance absorption in the quasi-tw
dimensional conductors mentioned above in the case w
the Poynting vector and magnetic field are orthogonal to
surface of the sample. Under such conditions, because o
drift of charge carriers into the interior of the sample, a sh
of the resonance frequencies occurs, and the error of de
mination of the cyclotron effective masses from the posit
of the resonance line is increased.

Let us consider the resonance absorption of the ene
of electromagnetic waves propagating along the norma
the layers~the z axis! in a layered conductor with an arb
trary dispersion relation of the charge carriers:

«~p!5 (
n50

`

«n~px ,py!cos$anpz /\%;

~1!
«n~px ,py!5«n~2px ,2py!.

The coefficients multiplying the cosines in Eq.~1!, as a
rule, fall off rapidly with increasing numbern, and the maxi-
mum value of the function«1(px ,py) at the Fermi surface is
h«F!«F , whereh is the quasi-two-dimensionality param
eter of the electron energy spectrum, so that the velocity
the charge carriers along the normal to the layers,

vz52 (
n51

`

~an/\!«n~px ,py!sin$anpz /\% ~2!

is much lower than the velocity along the layers. Herea is
the distance between layers, and\ is Planck’s constant.

In a magnetic fieldH5(0,H sinu,H cosu) inclined to the
surface of the samplezs50, the charge carriers drift slowly
into the interior of the conductor with a velocityv̄z

5hvF cosu, wherevF is the characteristic Fermi velocity o
the charge carriers along the layers. Asu increases, the drift
of conductor electrons along the normal to the layers
creases, but foru close top/2 the orbits of the charge carri
© 2000 American Institute of Physics
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ers are highly elongated, and the conditionVt>1 does not
hold, so that the resonance curves become highly smea

For u5p/2 the charge carriers with energy«F move
with an almost constant velocityvx along open periodic or-
bits in momentum space~for momentumpH5p•H/H! with
a comparatively short period:

T5
c

eH E
0

2ph/a dpz

vx
. ~3!

In that case the motion of the charge carriers, which can d
only in the plane of the layers, completes many periods
the course of the mean free timet, so that the displacemen
along thez axis is by a quantity only of the order ofhr 0 ,
where r 05ch/eHa, e is the electron charge, andc is the
speed of light in vacuum. In this case the velocity distrib
tion of the charge carriers in a plane orthogonal to the axi
the corrugated cylinder, i.e., the distribution of the velocit
of the Fermi conduction electrons in the plane of the laye
can be found to a sufficient degree of accuracy from
cyclotron resonance conditionvT52p.

If h! l /d, where l 5vFt and d is the skin depth, in
solving the electrodynamic problem one can use the appr
mation of a local coupling of the Fourier transform of th
electrical current density and the alternating electric field

In this approximation the roots of the dispersion relati

detH ~k22v2/c2!dab2
4p iv

c2 sab~k!J 50 ~4!

determine to sufficient accuracy the damping length of
electromagnetic field and the surface impedance of the
ered conductor.

The high-frequency conductivity tensor

sab~k!5
2e3H

c~2p\!3 E dpHE
0

T

dtva~ t,pH!

3E
2`

t

dt8vb~ t8,pH!

3exp$~1/t2 iv!~ t82t !%

3cosk$z~ t8,pH!2z~ t,pH!% ~5!

in a magnetic field sufficiently strong thatkr0h!1 takes the
form

sab~k!5
2e2

~2p\!3 E dpH

2pm* va
2nvb

n

1/t1 i ~kv̄z1nV2v!
, ~6!

where

va
n~pH!5

1

T E
0

T

dtva~ t,pH!exp$2 inVt%,

andT52p/V is the period of the motion of the conductio
electrons along an orbit«5«F , pH5const.

The rootsk5k11 ik2 of the dispersion relation~4! are
complex, so that along with a shift of the resonance f
quency the drift of the charge carriers along thez axis also
leads to additional broadening of the resonance line. A
result, instead of two cyclotron resonance lines, in magn
fields satisfying the condition
d.

ift
n

-
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s
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e
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Hn
65~v6vz

maxk1!mc/en, ~7!

it is possible to observe only a ‘‘smeared’’ doublet on a
count of the broadening of the resonance lines due to
Doppler effect, so that one is able to determine the extre
values of the cyclotron effective masses of the conduct
electronsmextr* from the position of the resonance lines
v5nVextr only with a relative error of the order o
hk2r 0cosu.

It is apparently this circumstance that is responsible
the significant disparity of the cyclotron effective masses
the charge carriers as determined from the study of the t
perature dependence of the amplitude of the Shubnikov
Haas oscillations and the cyclotron resonance in a magn
field orthogonal to the layers.3–5

For u50 and an isotropic energy spectrum in thepxpy

plane, the Fourier transforms of the velocityva
n are nonzero

only for n561, and resonance occurs only when the f
quenciesv and Vextr coincide. If even one of these cond
tions is not met, i.e., if either the angleu is nonzero or the
velocities of the Fermi electrons are anisotropic in the pla
of the layers, then the cyclotron resonance can occur at m
tiples of the frequency.

As the angleu increases, the resonance lines narrow, a
at u5p/2 the width of the cyclotron resonance lines is d
termined solely by the mean free time of the charge carr
taking part in the formation of the resonance. Here the re
tionship between the values ofl and d/h does not play an
important role, since drift of the charge carriers into the
terior of the sample does not occur in this case.

The period of the motion of the charge carriers along
open trajectory takes its minimum value at the central cr
section of the Fermi surface,pH50, and under the condition

vTmin52pn, n51,2,3,... ~8!

the interaction of the charge carriers with the electromagn
wave has a resonant character.

The growth ofT(pH) with increasingpH takes place on
a self-intersecting orbitpH5pc , where the periodT goes to
infinity. In the case of a rather complex energy spectrum
the charge carriers along the path betweenpH50 and pH

5pc , additional extremal values ofT(pH) can arise, and,
hence, additional resonance frequencies. However, the cy
tron resonance at frequencies satisfying the condit
vT(0)52pn will always take place for any form of the
electron energy spectrum.

Under conditions of the anomalous skin effect, wh
hr 0>d, the resonance condition~8! remains unchanged, an
the cyclotron resonance at multiples of the frequency is m
clearly manifested under the condition

d/h!r 0! l . ~9!

By studying the cyclotron resonance experimentally
different orientations of the magnetic field in the plane of t
layers, one can determine the distribution of the average
ues of the carrier velocitiesv̄52pr 0 /T(0) in thexy plane,
and ultimately find the velocity distribution over the enti
Fermi surface with an accuracy up to the value ofhvF .
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Size effects in Kondo scattering are studied on CuCr and AuFe alloys~TK52 K and 0.2 K,
respectively! by applying point-contact spectroscopy in break-junction type contacts. It is shown
that as the contact diameter is decreased under the condition of ballistic electron transport,
the size effect enhances the interaction of the conduction electrons with the Kondo impurity~as
compared to the phonons! and increases the Kondo temperature in the contact region. In
an external magnetic field the size effect decreases the negative magnetoresistance in CuCr and
suppresses the Kondo peak splitting in AuFe. ©2000 American Institute of Physics.
@S1063-777X~00!00907-5#
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INTRODUCTION

Point-contact ~PC! spectroscopy measurements
Kondo alloys performed on pressed contacts1 have revealed
that the interaction between conduction electrons and m
netic impurities shows itself in the PC spectra as a pea
zero bias in the first derivative of the voltage–current (V– I )
curve dV/dI(V). The energy region of the Kondo pea
manifestation is bounded from above by the energy of p
non features of the noble metals in which these impuri
are dissolved and lies in the range between 0 and appr
mately 10 mV. The Kondo peak intensity is sensitive both
the chemical species of the magnetic impurity that defi
the Kondo temperature and to its concentration~at. %! in a
given alloy. For example, the PC spectra for CuFe~0.1 at. %!
display a Kondo peak of high intensity with a pronounc
smearing of the phonon characteristics, as opposed to
well-defined spectra of CuMn for the same concentration
similar smearing of the phonon characteristics and an
crease in the Kondo peak are observed with increasing
purity concentration in CuMn alloys as well.

The increase in the differential resistance in the vicin
of the Kondo peak follows approximately the logarithm
relation dV/dI(V)}2 ln(V), also typical of the increase in
the resistance of these alloys at low temperatures.

More recently, CuMn Kondo alloys with different mag
netic impurity contents were studied using break-junct
contacts.2 It was found that a decrease in the point cont
diameter resulted in an enhancement of the interaction
tween conduction electrons and Kondo impurities as co
pared to the electron–phonon interaction~EPI! and in a con-
siderable increase of the apparent Kondo temperature in
point contact area. Moreover, the decrease in the contac
ameter resulted in a disappearance of the Kondo peak s
ting induced by an external magnetic field~see Fig. 7 in Ref.
2 ~b!!.

An explanation for the observed Kondo size effect w
4971063-777X/2000/26(7)/5/$20.00
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presented in a theoretical investigation of such systems3 and
may be induced by the fluctuation of a local electron dens
of states at the Fermi energy in a bridge-like point cont
linking massive electrodes.

Size effects were also studied in measurements of
resistance of CuCr films as a function of their width at lo
temperatures, the film thickness remaining unchanged.4 It
was found that the Kondo resistance anomaly was s
pressed in a film of width smaller then 10mm. This length
scale is consistent with an heuristic estimate of the radiu
the spin–electron correlation. Note that the sign of the s
effect observed is opposite to that in PC measurements.

Investigations into size dependences of the resistiv
and thermopower5 performed on mesoscopic AuFe films an
wires demonstrate that for thickness smaller than 300 nm
Kondo contribution ofDr anddS(T) is also suppressed, i.e
the sign of the size effect is same as in the above-stud
film. In addition, at high impurity concentrations spin-gla
ordering destroys the size effect.

Resistive measurements of Kondo AuFe wires ver
their widths were made in Ref. 6. The Kondo resistance w
found to be independent of reduction in wire width down
a wire thickness less than 38 nm, much less than the Ko
correlation lengthjK5\vF /kBTK'38mm.

EXPERIMENTAL

In this paper we present PC spectroscopy data on
Kondo size effect in CuCr~0.1 at. %! and AuFe~0.1 at. %!
alloys, with Kondo temperatures of 2 and 0.2 K, respe
tively. Junctions that satisfy conditions for ballistic electro
transport, where the junction diameterd is much smaller than
the elastic and inelastic mean free pathsl e and l i ~ballistic
regime!, were formed between massive electrodes by
break-junction technique.7 This makes it possible to stud
© 2000 American Institute of Physics
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the interaction of the conduction electrons in the contact a
with phonons and magnetic impurities on the same cons
tions of different diameters.

The Kondo alloys were prepared at the Kamerling On
laboratory. A massive sample was used to prepare a wire
mm thick. The use of a sample in the form of a small dia
eter wire permits notching by using a sharp knife at the
where we want it to break. This notch is produced at
middle of a 10-mm-long wire section and reduces its dia
eter severalfold. The sample with the notch was etched
mixture of acids~1/3 acetic, 1/3 orthophosphoric, and 1
nitric acid for CuCr and aqua regia for AuFe! and annealed
in high vacuum atT5600 °C for 2.5 hours followed by natu
ral cooling down. The sample was fixed on a substrate
beryllium bronze coated with a kapton film, using Stayc
epoxy. An important factor for PC resistance stability is th
the glue droplets be placed as close as possible to the n
The notch should be made at the middle of the substr
which is 15 mm long in our measurements. The subst
with the glued sample is placed in a bending beam that
mits the middle part of the substrate to be pressed from
side opposite to that carrying the sample, with the subst
edges remaining fixed. The bending is controlled from o
side the cryostat. The substrate deflection results in a sm
extension of the sample at the site of the notch and henc
a decrease of its diameter to the required values. Four w
connect the sample with a measuring circuit. A temperat
of 1.6 K is achieved in a liquid helium cryostat that contai
a superconducting solenoid.

The firstdV/dI(V) and the secondd2V/dI2(V) deriva-
tives of the current–voltage curves were measured by a s
dard modulation technique with the use of lock-in amplifie
The Kondo peak was measured by using a bridge circui
produce higher spectral resolution for lower modulation.

RESULTS

Typical spectra of the firstdV/dI(V) and the second
d2V/dI2(V) derivatives of theV– I curves for CuCr~0.1
at. %! point contacts are shown in Fig. 1. The inset illustra
the Kondo peak in zero magnetic field on an expanded sc
This peak in the PC spectrum of copper is accounted for
conduction electron scattering off the Kondo impurities of
in the vicinity of the point contact and is characterized by
increase of the differential resistance by the logarithmic l
dV/dI(V)}2 ln(V) at voltage biases lower than for th
phonons for Cu. The variations in the differential resistan
due to the interaction between conduction electrons and
phonons,dRph, and the Kondo impurities,dRK , are denoted
by arrows. For the AuFe alloy, one can observe a sim
phonon spectrum of Au, while there is a Kondo peak
lower intensity in a lower bias range than for the phono
~not shown!. The lower intensity of the Kondo peak com
pared to that in CuCr is due to the fact that the Kondo te
perature in AuFe is one order of magnitude lower than
CuCr.

It is known8 that Kondo impurities such as Cr and Fe
copper form clusters at low concentrations, unlike the M
impurity. Therefore, a portion of the samples~we measured
more than 10 samples of CuCr alloy! exhibited a lower
Kondo peak intensity for high diameters than those selec
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by us for detailed measurements. It should be emphas
that we studied all of the point contacts, even those wh
lower peak intensities were indicative of clustering, and
of the samples display the size effect described below.

For pure metals, in the ballistic limitdR/dV(V) is di-
rectly proportional to the electron-phonon interaction~EPI!
function gPC ~Ref. 9!

1

R

dR

dV
~V!5

8

3

ed

\vF
gPC~eV!. ~1!

The Sharvin resistanceR0 for zero bias is related to the
Cu point contact diameter through the equation:10

d'
30

AR@V#
@nm#. ~2!

This equation is valid for contacts in the shape of a cle
orifice. For Au point contacts the diameter was estimated
this equation with a nominator of 28.

The essential parameter characterizing the PC spec
is the maximum value of the EPI signal that determines
ballistic regime of electron transport through the point co
tact. The maximum value of the EPI signal for the po
contacts was estimated by the relation which follows fro
~1! and ~2!:9

FIG. 1. Point contact spectrum for Kondo alloys of CuCr~0.1 at. %!. The
first V– I derivativeR5dV/dI, where the arrows indicate the contributio
to the differential resistance due to the interaction of conduction electr
with phonons,dRph , and Kondo impurities,dRK . Inset: the Kondo peak in
zero magnetic field on an expanded scale~a!. The secondV– I derivative
~b!. The rms modulation voltageV1 equals 585mV. The rms second har-
monic signalV2 is connected with the second derivative via the equat
(1/R)(dR/dV)523/2(V2 /V1

2). T51.6 K, H50.
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gPC~eV!5S 12.9

AR0
D dR

dV
,

where the resistancesR0 and R are expressed in ohms an
the voltageV in millivolts.

The estimategPC
max50.24 for CuCr is in good agreemen

with the value for point contacts of pure copper in the cle
orifice model. The value of maximum EPI intensity for th
AuFe point contacts,gPC

max50.1, is also consistent with tha
for pure Au.9 Thus we are measuring point contacts w
electron transport close to the ballistic regime.

Contact-size dependence of phonon and Kondo scatterings

A qualitative estimate of the electron–phonon intera
tion was made by determining the increase in the differen
resistance from the minimum of the differential resistance
a given contact up to the resistance for a bias of about 20
at the intersection of the interpolation straight lines (dRph)
~Fig. 1!. The estimate was performed with the assumpt
that the PC spectra of pure Cu exhibit no zero-bias ano
lies. The interaction with the Kondo impurities was es
mated by the peak amplitude for zero bias (dRK). The values
of (dRph) and (dRK) for the AuFe alloy were determined i
a similar way.

The relative differential resistancedRph/R0 anddRK /R0

versus the point contact diameter are shown in Fig. 2.R0 is
measured directly. The diameter is estimated from Eq.~2!.
The dashed line in the figure illustrates the diameter dep
dence of relative differential resistance associated w
dRph/R0 for the clean orifice model:9

S dRph

R0
D

V520mV

5
8

3

ed

\vF
E

0

20mV

gPC~v!dv

54.0531023d@nm#. ~3!

The discrepancy between the experimental PC diam
dependence of the EPI and the model dependence is
counted for by the difference in PC area geometry. We p
pose that this discrepancy is due to the fact that the prod
tion of the point contact by the break-junction techniq
involves a contact elongation accompanying a diameter
duction. Hence, it is necessary to introduce a parameteL

FIG. 2. Point-contact-diameter dependence of the relative variation of
differential resistance due to the conduction electron interaction w
phonons and Kondo impurities for CuCr and AuFe.~The dashed line repre
sents Eq.~3!!. Note the difference of slopes between the linear fits to
phonon and Kondo-impurity interactions shown as straight lines.
n

-
l
r
V

n
a-

n-
h

er
ac-
-
c-

e-

that characterizes the PC length in Eq.~1!, giving a linear
interpolation between the theoretical limits for a clean orifi
and a channel:11

1

R

dR

dV
~V!5

8

3

e~d13pL/4!

\vF
gPC~eV!, T'0.

Here fluctuations of the local density of electron states
the Fermi energy in a channel-type point contact3 result in an
enhancement of electron scattering by Kondo impurities w
decreasing PC diameter. Linear fitting of the experimen
PC diameter dependence of the EPI in logarithmic coo
nates gives a slope of 0.9860.04. For CuCr the experimenta
curve thus obtained lies slightly above the same depende
for the orifice-type PC. Linear fitting of the points determi
ing the electron scattering by the Kondo impurities gives
slope of 0.7760.04. The difference in the slopes of th
Kondo scattering and the EPI implies an enhancement of
electron scattering by the Kondo impurities with decreas
PC diameter. As to the AuFe alloy, the experimental poi
of the EPI do not lie above the theoretical dependence.
consider this to be due to the fact that the impurity conc
tration for this alloy is at the boundary of changing over to
spin glass lying between the diffusive and ballistic regim
The slopes of the EPI and the Kondo interaction linear
tings for AuFe are 0.6260.10 and 0.3760.05, respectively,
also indicating the enhanced size effect.

Energy dependence of Kondo scattering

The next parameter directly related to a size effect in
Kondo temperature is the energy broadening of the zero-
peak. In Fig. 3~the lower inset! the dependence of the Kond
peak differential resistance is shown for two diameters. I
clearly seen that a decrease in the PC diameter~the diameters
for the curvesd1 and d2 are 12.2 nm and 1.9 nm, respe
tively! causes the Kondo peak to become broader. We e
mated the spectral broadening of the Kondo peak due to
experimental temperature and the modulation signal am
tude by the equation12

d~eV!'A~3.53kBT!21~1.73eV1,0!
2,

whereV1,0 is the amplitude of the modulation voltage acro
the point contact at zero bias. The calculated value of

e
h

FIG. 3. Dependence of the Kondo temperature on the point contact diam
for CuCr and AuFe according to Eq.~4!. Bottom inset: broadening of the
Kondo peak~CuCr! with decreasing contact diameter; the spectral resolut
is shown as a horizontal bar; top inset: the Kondo peak of the same a
with a logarithmic voltage scale~d1 ,d2 are the diameters in both insets!. For
clarity, the points for the AuFe alloy are presented a decade below.
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spectral broadening,dV'0.86 mV~indicated by the horizon-
tal bar in the lower inset of Fig. 3!, suggests that it does no
result in significant instrumental broadening~though for the
larger diameters the width of Kondo peak may suffer fro
experimental broadening!. Note that the energy broadenin
of the Kondo peak is sensitive to the ballistic conditions
electron transport. The condition of ballistic electron tran
port d< l i ,l e depends on both the point contact preparat
technology and contact area strain. The latter is due to m
tiple fracture and bringing the contact together repeate
The nature of the chemical element and concentration
magnetic impurities also have an effect.

Thus the peak broadening clearly observed with decre
ing contact diameter is not related to the temperature
modulation smearing and is one more manifestation of a
effect. The upper inset in Fig. 3 illustrates the voltage ch
acteristics of the same Kondo peaks on a semilogarith
scale. It is evident that the energy broadening of the Kon
peak results in an increase in the slope of the logarith
portion ~the dashed line! which is in direct relation to the
Kondo temperature. We believe now that the equations u
in Ref. 2 to calculate the Kondo temperature give a p
method of estimating it correctly from the PC characteristi
Their application for contacts of large diameter gave
Kondo temperature value different from that in bulk mate
als. Moreover, the Kondo temperature increases by sev
orders of magnitude as the contact diameter is reduced. H
we use instead, following Refs. 13, the empirical relati
between the Kondo impurity resistivity in bulk alloys as
function of temperature:14

rm5A2B ln@11~T/u!2#; ~4!

here ln(u/TK)52p@S(S11)#1/2, whereS is the impurity spin,
which we take equal to 1/2 for both Cr and Fe.

To compare the temperature dependence of the re
tance in a bulk sample with the dependence of the Ko
scattering upon the applied voltage in a point contact,
translate the energy scales using the relationV@mV#
50.31T@K# ~Ref. 15!. The Kondo temperature is estimate
from fitting of the experimental dependence of the norm
ized Kondo peak by this formula, Eq.~4! ~Fig. 3, upper
inset!. The dependence of the Kondo temperature obtaine
this way upon the point contact diameter is shown in the F
3. It is seen that for both alloys the Kondo temperature
considerably higher when the contact diameter is sma
For large diameter contacts the Kondo temperature satu
at a value exceeding the corresponding bulk value. This
crepancy may arise because the empirical formula can
properly treat the character of the Kondo scattering in ba
tic point contacts, while it is fairly adequate for resistiv
measurement in bulk. Besides, the AuFe~0.1%! alloy is in
the spin-glass state atT51.6 K, which leads to an apparen
increase ofTK determined by formula~4!. Another reason
for the different Kondo temperatures of a bulk sample an
larger-diameter point contact may be a deviation from a b
listic character of the electron transit through large dia
eters.

The enhanced intensity of the Kondo peak in the exp
ment may be attributed to the systematically increasing c
centration of magnetic impurities in the point contact regio
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for example, due to mechanical deformation causing d
placement of the impurities. Indeed, the higher the Kon
impurity concentration, the higher is the peak.1 We might
then expect that this uncontrollable growth of the Kond
impurity content would lead, at certain concentration a
quite low temperatures, to the formation of a spin-glass st
i.e., the splitting of the peak in the frozen internal magne
field. In reality, however, when the contact diameter is d
creased, the peak splitting in external or internal magn
fields ~due to spin-glass ordering at high nominal concent
tions! is always suppressed.

Size-effect of Kondo scattering in an external magnetic field

The dependence of the magnetoresistance upon the p
contact diameter is the third parameter manifesting
Kondo size effect in point contacts. In an external magne
field the negative magnetoresistance is caused by the
man effect,16 which restrains the spin degrees of freedom
the magnetic impurity and thus suppresses the Kondo eff
In our study the Kondo temperatures of the bulk CuCr a
AuFe alloys are 2 K and 0.2 K, respectively. They are withi
the interval where our maximal external magnetic field of 4
T at T51.6 K is unable to split the Kondo peak in CuCr b
it can do this in AuFe. The size dependencesdV/dI(V) of
the AuFe Kondo peak split in the field 4.3 T atT51.6 K are
shown in Fig. 4a. This splitting is clearly seen for larg
diameter contacts~Fig. 4a, curves ford512 and 10 nm!,

FIG. 4. Effect of an external magnetic field on the Kondo peak: An exter
field of 4.3 T splits the Kondo peak in AuFe alloys. The size effect result
suppression of splitting~curve withd55.1 nm! ~a!; the Kondo peak in zero
field ~line! and at 4.3 T~circles! for CuCr alloys ~the arrow shows the
magnetoresistance! ~b!. Inset: the negative magnetoresistance at a field
4.3 T as a function of the point contact diameter.
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where it is not influenced by the size effect. When the po
contact diameter is decreased~curves for d56.8 and 5.1
nm!, the splitting of the Kondo peak is suppressed, thou
the positionVp2p remains the same. The size effect e
hances the interaction between the conduction electrons
the magnetic impurities. For small sizes it leads to the f
that the Zeeman energyE5gmHSz in a field 4.3 T is unable
to fix the magnetic impurity spins with the field, i.e., to r
strict their degree of freedom and to exclude them from
Kondo interaction.

For the CuCr alloy the Kondo temperatureTK52 K and
an external magnetic field 4.3 T is insufficient to split t
peak. A similar result was obtained for CuFe in a magne
field of 12 T atT50.5 K.14 The dependencedV/dI(V) of
the Kondo peak in zero field and 4.3 T are shown in Fig.
The weaker intensity of the Kondo peak in the external m
netic field results from the negative magnetoresistance
these alloys due to the Zeeman energy~the magnetoresis
tance was taken as the differential resistance intensity of
Kondo peak atV50!. As follows from Fig. 3 of Ref. 17, the
relative magnetoresistance (2DrM /r0) is directly propor-
tional to the applied magnetic field and inversely prop
tional to temperature and to the Kondo temperature. In
experiments the negative magnetoresistance decreases d
a decrease in the point contact diameter, with the exte
magnetic field and the temperature fixed. Hence, the cha
in magnetoresistance results from the rise of the Kon
temperature when the point contact diameter beco
smaller. The variation of the relative magnetoresista
(2DrM /r0) as a function at the point contact diameter
shown in Fig. 4b~inset!. It is seen that a decrease in the po
contact diameter entails a considerable drop of the rela
magnetoresistance. In our range of diameters the value o
drop coincides well with the increase inTK in the same di-
ameter range~Fig. 3, CuCr!. The size effect thus enhance
the interaction between the conduction electrons and
Kondo impurities and leads to a drop of the negative m
netoresistance.

CONCLUSIONS

In summary we can infer the following conclusions.
The point-contact-spectroscopic studies of the Kon

size effect on the alloys CuCr~0.1 at. %! and AuFe~0.1 at. %!
using the break-junction technique permit us to investig
the interaction of the conduction electrons with phonons
the Kondo impurity on the same contact of variable dia
eter. These studies have shown that:
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— the interaction of conduction electrons with th
Kondo impurities increases, relative to the EPI, with decre
ing point contact diameter, similar to our earlier results
CuMn2 and CuFe13 alloys;

— a decrease in the point contact diameter leads to a
of the Kondo temperature, which results in energy broad
ing of the peak;

— in the external magnetic field, a decrease in the po
contact diameter causes a considerable drop of the neg
magnetoresistance in the CuCr~0.1 at. %! alloy and sup-
presses the Kondo peak splitting in AuFe~0.1 at. %!;

— in the CuCr alloy, saturation of the Kondo temper
ture is observed for large diameters.
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The rare-earth Kondo semiconductor CeNiSn is investigated by point-contact and tunneling
spectroscopy using mechanically controllable break junctions.I (V) characteristics and their
derivatives are recorded for contacts from the metallic to the tunneling regime at
temperatures between 0.1–8 K and in magnetic fields up to 8 T. It is found that CeNiSn behaves
like a compound with typical metallic properties instead of exhibiting the expected
semiconducting behavior. The main spectral feature is a pronounced zero-bias conductance
minimum of about 10 meV width, which appears to be of magnetic nature. These break-junction
experiments provide no clear-cut evidence for an energy~pseudo! gap in CeNiSn. ©2000
American Institute of Physics.@S1063-777X~00!01007-0#
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INTRODUCTION

Cerium intermetallic compounds show a large variety
extreme properties at low temperatures. Thef electrons of the
Ce ions can strongly hybridize with the conduction electro
resulting in a number of different ground states. The hea
fermion, the mixed-valent, and the Kondo-lattice state h
attracted most of the interest. Among the Ce compoun
CeNiSn is usually classified as a Kondo semiconduc
mainly due to the enhanced electrical resistivity at lo
temperatures.1

As soon as high-quality samples became available,
low-temperature resistivity turned out to be metallic, unli
that of CeNiSn samples containing nonmagnetic impuritie2

However, an anisotropic gap or V-shaped pseudogap in
electronic density of states is still used today to descr
e.g., the specific-heat measurements below 2 K.3 Another
example are the break-junction experiments by Ekinoet al.4

They observeddI/dV(V) spectra with;10 meV broad zero-
bias minima. Assuming the junctions were in the tunnel
regime, these anomalies were interpreted as being due t
gap in the electronic density of states. Later, break-junc
experiments in high magnetic fields5 revealed a suppressio
of the above zero-bias anomaly for fields along thea axis,
unlike for fields along theb axis. This field-induced reduc
tion of the gap structure was interpreted as crossover p
nomenon from a pseudogap to a metallic heavy-ferm
state.

Although the observation of a gaplike conductance m
mum of the CeNiSn break junctions is an interesting fact,
tunneling regime in Refs. 4 and 5 was mainly postula
instead of experimentally verified. It is a severe drawback
5021063-777X/2000/26(7)/6/$20.00
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the break-junction technique that one can not use a w
known superconductor like lead or aluminum as a coun
electrode to test the tunneling with a known superconduc
quasiparticle density of states. The only way out of this
lemma seems to be to test the tunneling regime via the
ponential variation of the contact resistance as the vacu
gap width between the two electrodes is varied or to fin
conductance quantization in the metallic regime. Here
report our investigation of mechanically controllable bre
junctions of CeNiSn single crystals, both in the true vacuu
tunneling and in the metallic regime.

SPECTROSCOPY ON SMALL POINT CONTACTS

To investigate the interaction between conduction el
trons and quasiparticles, point contact spectroscopy uses
nonlinear conductance of metallic point contacts, as
viewed, e.g., in Ref. 6. Energy-resolved spectroscopy is p
sible in the ballistic regime, when the electronic inelas
mean free path is much larger than the contact diamete
voltageV applied to the contact accelerates the electron
an excess energyeV.

In the opposite limit, when the inelastic mean free pa
is smaller than the contact diameter, energy is dissipate
the contact region due to relaxation processes. The ex
energy is therefore much smaller thaneV ~see, e.g., the
review!.7 Simultaneously, the temperature in the contact
gion TPC is enhanced with respect to the bath temperat
Tbath. In this thermal regime

TPC
2 5Tbath

2 1
V2

4L
~1!
© 2000 American Institute of Physics
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with the Lorenz numberL. A simple formula

RPC~T!.
16r l

3pd2 1
r~T!

d
~2!

interpolates the contact resistance from the thermal to
ballistic regime.6 Here r is the electrical resistivity,r l
5\kF /ne2, wheren is the density of conduction electrons,e
is the electron charge, andkF is the Fermi wave number. Th
first term of Eq.~2! represents the ballistic resistance, dom
nating at small contact diameterd. The nonballistic second
term depends on scattering processes of the material in
contact region. Therefore, in the thermal regime the non
ear conductance of the junction is mainly due to the temp
ture dependence ofr(T). Since the latter is determined b
the electron–quasi-particle interaction and peculiarities
the electronic structure, they can be resolved on po
contact spectra even in the thermal regime as anomalie
the contact conductance. But it is not possible to get m
information than fromr(T) measurements. Additionally, in
the thermal regime the energy scale set byeV is not directly
related with the spectrum of the quasiparticles or other e
tations, in contrast to the ballistic limit.

By reducing the cross-sectional contact area down to
atomic radiusa, which corresponds to the Fermi waveleng
for metals, on account of the quantum size effect the cond
tance of a 3D constriction assumes only well-defined val
in multiples of G052e2/h.77mV21 ~Refs. 8 and 9!.
Hence the maximal resistance1! of a contact of atomic dimen
sion is of the orderRmax.G0

21512.9 kV.
When the distance between the two electrodes is fur

increased, the direct metallic contact breaks, a vacuum
opens, and tunneling across the vacuum barrier starts.
often believed that the tunneling conductance directly ima
the density of states~DOS! of the electrodes. Actually, for a
classical planar tunnel junction between normal metals
tunnel current depends on the DOS along the transvers
rection only. This current, however, is strongly suppres
due to the exponential transmission coefficient of
barrier.10 The influence of the DOS on the tunnel current c
be seen preferentially in special tunneling geometries lik
tip–plane setup, or when strong correlation effects break
single-electron representation.

EXPERIMENT

We prepared the CeNiSn samples~overall size approxi-
mately 13135 mm! by mechanically cutting a 0.5–0.7 mm
deep notch to define the break position. The sample is affi
by electrically insulating glue onto a flexible bending bea
Twisted pairs of voltage and current leads were attached
silver epoxy on both sides of sample, which is then moun
onto the mixing chamber inside the vacuum can of the d
tion refrigerator. With a micrometer screw the bending be
is bent at low temperatures, thereby breaking the samp
the notch. For further details of the experimental setup
Ref. 11.

The resistance of the break junction or its lateral cont
size could be adjustedin situ both mechanically with the
micrometer screw and with a piezo tube, which allows fi
tuning of the contact resistance in the tunneling regime. T
current–voltage characteristic and the differential resista
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were recorded in the standard four-terminal mode with c
rent biasing at low contact resistancesR<10 kV, while for
contacts withR>100 kV a two-terminal mode was used
and the differential conductance was recorded with volta
biasing.

Three CeNiSn single crystals were investigated. Ea
had one long side in thea, b, andc directions of the ortho-
rhombic crystal lattice, respectively. At room temperatu
the contact resistance of the samples with the notch was
tween 0.1 and 1V, instead of the expected few mV, esti-
mated from the geometrical size. This difference points
microscopic cracks at the constriction. On cooling down,
resistance of some of the contacts further increased by
order of magnitude, probably due to different thermal exp
sion coefficients of the sample and the bending beam, p
ducing additional cracks.

Note that the notch defines only the macroscopic po
tion of the junction, while the microscopic contact is le
well defined. After the sample was removed from the refr
erator, the surface of the junction was not mirrorlike
smooth, as expected for a single crystal, and the break
usually tilted with respect to the direction of the notch a
thus to the crystal axis. Therefore the current flow throu
the contact deviates somewhat from the direction defined
the long side of the sample. A magnetic field up to 8 T could
be applied perpendicular to the bending beam, i.e., perp
dicular to the long side of the sample and to the current flo

RESULTS

First one has to identify the regime of charge transp
through the junctions, because this regime provides the b
for any further interpretation. To solve this problem we me
sured how the contact resistance depends on the piezo
age, i.e., on the distance between the two broken piece
the sample. Figure 1a clearly shows an exponential dep
dence of the current at constant bias voltage versus p
voltage for contact resistances above 100 kV, as expected for
true vacuum tunneling. For resistances belowG0

215h/2e2

.13 kV, the curves in Fig. 1b reveal a steplike change
conductance, which is characteristic for atomic-size meta
contacts. We therefore conclude that for contacts with re
tance above 100 kV, the current is due to tunneling, whil
below 10 kV it is due to direct conductance of a metall
constriction. Note that this interpretation differs from that
Refs. 4 and 5.

Figure 2a shows thedV/dI spectra of several metallic
contacts in the 20–5000V range. In general, all the spectr
look similar to each other. They have a pronounced pea
zero bias, and the differential resistance decreases loga
mically between 1 and 10 mV. According to Fig. 2b, th
latter dependence can be fitted well by an empirical form
widely used to describe the temperature dependence
Kondo scattering if the temperature is replaced by the
plied voltage. This seems to be a reasonable assumption
the thermal regime and follows from Eq.~1!.

Figure 3 shows the temperature and field dependenc
the dV/dI spectra of the sample in theb direction. In addi-
tion to the zero-bias peak, the curves have a background
gradually increases withV, resulting in a double-minimum
structure. This kind of anomaly is very similar to that foun
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FIG. 1. CurrentI through a CeNiSn break junction in thec direction versus the piezo voltageVPZ for several successive sweeps of the piezo voltage aT
50.1 K and at a constant bias voltage of 0.1 V~a!. The data of Fig. 1a are in units of conductance normalized to the quantum conductanceG052e2/h
.77.5mS. The curves have been shifted along theVPZ axis to fit into one diagram~b!.
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by Ekinoet al.4 and by Davydovet al.5 if dV/dI is replaced
by dI/dV. Note, however, that thedV/dI(V) dependence
looks like the temperature dependence of the zero-bias
tact resistancedV/dI(T,V50); see the inset of Fig. 3a. Suc
n-

behavior characterizes the thermal regime, and not the
listic one. A detailed discussion of the thermal regime a
further literature can be found in Ref. 7. Since contacts w
resistance below about 10 kV are not in the tunneling re
FIG. 2. dV/dI versusV spectra of metallic CeNiSn break junctions in thea direction atT50.1 K. Note the logarithmic abscissa~a!. NormalizeddV/dI versus
V ~symbols! for the two contacts in Fig. 2a with the lowest and highest resistance. The solid lines are fits to the Daybell formula12 R512A log(1
1(V/V0)

2) with A50.019(0.066),V050.357(0.345) mV for the bottom~top! curve, respectively~b!.
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FIG. 3. Temperature dependence ofdV/dI versusV for metallic CeNiSn break junctions in theb direction. The temperature is 0.1, 2, 4, 6, and 8 K~from top
to bottom!. The spectra are slightly offset against each other for clarity. The inset shows the temperature dependence of the contact resistance at z
the same contact. The resistance is slightly lower because the junction changed somewhat after heating to 8 K~a!. Magnetic field dependence ofdV/dI versus
V for the contact in Fig. 3a atT50.1 K. The applied field is 0, 2, 4, 6, and 8 T~from top to bottom!. The curves are again slightly offset against each ot
for clarity. The inset shows the contact magnetoresistance at zero bias and atV520 mV, respectively~b!.
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gime, the zero-bias anomalies cannot be attributed direct
the density of states or to the energy gap, as propose
Refs. 4 and 5. A natural explanation for the zero-bias pea
Fig. 3 with its logarithmic dependence could be Kondo sc
tering. The negative magnetoresistance shown in the ins
Fig. 3b also favors some magnetic or Kondo type of scat
ing.

For junctions in the tunneling regime, two cases have
be distinguished: i! Contacts with a large nonlinearit
~;100%! in the dI/dV spectra also have a sharp zero-b
minimum, similar to the maximum indV/dI of the metallic
contacts~see Fig. 4a!, anddI/dV increases nearly logarith
mically in the 0.1–10 mV range. ii! Contacts with small
nonlinearity~;10%! have a relatively broad zero-bias min
mum. They are more asymmetric, and we found them a
less reproducible. Applying a magnetic field slightly broa
ens the zero-bias minimum. Unfortunately, contacts of
first type were unstable when we started applying a magn
field. We could therefore not check reliably how the fie
influences the spectra of the first type. ThedI/dV spectra
with small nonlinearity were measured on a slab prepare
thec direction. As we have said, the direction of current flo
through the microscopic contact can deviate from the
pected direction along the long side of the slab. For exam
according to Fig. 1a, to increase the tunneling current by
order of magnitude one must increase the piezo voltage
about 15 V, while for the sample along thea direction only
about 2 V is needed. This latter value ought to be expected
our setup for a change in the vacuum gap of about 0.1
We conclude that for the sample in thec direction the chang-
ing vacuum gap between the two electrodes was prob
to
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not oriented exactly perpendicular to thec axis.

DISCUSSION

For low-ohmic metallic contacts thedV/dI spectra look
similar to the temperature dependence of the zero-bias
tact resistance~Fig. 3a!. Hence they reflect the behavior o
the electrical resistivity in the contact region in the therm
limit, when the temperature inside the constriction increa
with applied bias voltage according to Eq.~1!. The increase
of the contact resistance as the temperature is lowered
likely has the same origin as that observed earlier on the
perfect~that is, not very pure! CeNiSn samples.2 We believe
that in our experiments some intrinsic cracks with poor
terface quality determine the microscopic properties of
junction. Alternatively, mechanical stress itself could dist
the crystal lattice, producing imperfections. We found th
the temperature dependence of the contact resistance of
low-ohmic CeNiSn contacts of about 70 mV for the slab in
the c directionbeforeapplying a mechanical force showed
metalliclike decrease of the resistance down to 0.1 K. Hen
after the mechanical break the metal in the contact reg
may be distorted, or impurities like Ce ions may have be
added to the interface, playing the role of scattering cent
The logarithmic Kondo-like dependence both fordV/dI(V)
and dV/dI(T,V50) favors a magnetic kind of scatterin
mechanism.

In the tunneling regime, thedI/dV(V) spectra with a
pronounced sharp minimum and logarithmic increase of c
ductance in Fig. 4a also look as if they are caused by m
netic scattering. For thin film metal–oxide–metal planar tu
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FIG. 4. dI/dV versusV for CeNiSn tunnel junctions in thea direction atT50.1 K. The applied ac voltage was 0.1 mV. The inset shows one curve on a
plot ~a!. dI/dV versusV spectra normalized for zero conductance of CeNiSn tunnel junctions in thec direction atT50.1 K. The zero-bias resistance is 1,
and 10 MV ~from the second curve to the bottom curve!. The curves are offset against each other for clarity. The applied ac voltage was 1 mV. The
curve is a 1 MV contact in a magnetic field of 6 T together with a fit~dashed symmetric curve! to Coulomb blockade according to Eq. 3~b!.
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nel junctions, evaporating less than one monolayer
magnetic impurities can produce either a maximum o
minimum in the zero-bias conductance.13 The size of this
anomaly is of the order of 10%, and it depends on the sig
the exchange integral between the conduction electron
and the magnetic impurity spin. A giant zero-bias resista
maximum similar to the conductance minimum in Fig. 4
with logarithmic variation between a few mV and 100 m
has been observed in Cr–oxide–Ag tunnel junctions.10 This
anomaly is possibly explained by Kondo scattering as w
However, the change in resistance is too large. Interestin
a giant resistance peak was observed also for Al–oxide
tunnel junctions in which nonmagnetic Ni or Sn was evap
rated onto the upper Al film.14 This observation casts som
doubt on the purely magnetic origin of the zero-bias anom
lies, and so the nature of the giant zero-bias conducta
minimum is a question still open to discussion.

Another explanation for a zero-bias conductance m
mum of small point contacts could be Coulomb blocka
When the junction has a capacitanceC, the tunneling elec-
trons have to overcome the electrostatic charging ene
EC5e2/2C. At large voltages,C equals the intrinsic capaci
tanceC0 of the junction.11 But at small voltages,C is en-
hanced due to the lead capacitanceKc\/euVu. HereK is the
capacitance per length of the setup andc is the speed of light.
Consequently, the conductance of an otherwise ohmic ju
tion shows a more or less pronounced zero-bias dip like11

R
dI

dV
512

e2Kc\

2~euVuC01Kc\!2 ~3!

due to Coulomb blockade. In our setup the relative size
such a Coulomb anomaly is about 5%.11 Its width depends
f
a

of
in
e
,

l.
ly,

l
-

-
ce

i-
.

y

c-

f

on the intrinsic static capacitance of the specific junctio
Coulomb blockade could explain at least part of the zero-b
minima of thedI/dV(V) spectra in Fig. 4b, while curves in
Fig. 4a have a several times larger anomaly of the cond
tance, which cannot be explained only by Coulomb bloc
ade.

One could also suppose that in the latter case some
isolated metallic~magnetic! clusters are formed accidentall
during the breaking of the junction. These clusters co
have rather small capacitances, increasing the effect of C
lomb blockade, while simultaneously depending on the m
netic field.

Let us come back to thedI/dV(V) spectra in Fig. 4b,
with small nonlinearities and broad zero-bias maxima. If
assume that this structure reflects the gap in the electr
density of states, then the width of the gap is determined
the position of maximum, corresponding to 2D.20mV.
This is two times larger than that found in Ref. 4, where t
value of the gap is also too large when compared to
characteristic temperature of about 10 K.

CONCLUSION

We have studied CeNiSn using mechanically contr
lable break junctions from the metallic to the vacuum tu
neling regime. We observed quantization of the conducta
with a value near the conductance quantumG0 at the transi-
tion from metallic contact to vacuum tunneling. This obse
vation characterizes CeNiSn as a good metal even for t
peratures well below 1 K. The pronounced zero-b
anomalies observed both in the metallic and in the vacuu
tunneling regime seem to be mainly due to scattering of e
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trons on the disordered magnetic Ce ions or other imper
tions at the interface between the electrodes, which co
also be produced by mechanical stress. This hinders the
of break junction tunneling experiments for unequivoca
identifying the proposed energy~pseudo! gap in the elec-
tronic density of states of CeNiSn.
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1!Interestingly, the Sharvin formula for an orifice of atomic radius yields

same value Ratom516r l /(3pd2).4/(akF)2h/(2e2)54/(akF)2G0
21,

where (akF)2.4 for ordinary metals.9
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The nonlinear ballistic conductance of three-dimensional quantum microconstrictions containing
magnetic impurities is investigated. The nonlinear part of the conductance, which is due to
the interaction of electrons with magnetic impurities, is obtained. The analytical results are
analyzed numerically. It is shown that the intensity of the Kondo anomaly in the
conductance as a function of the applied voltage depends on the diameter of the constriction and
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The impurity–electron interaction in Kondo systems c
be effectively studied by using point contacts~PCs!. In the
first measurements of the differential PC resistanceR(V) in
metals with magnetic impurities the zero-bias Kon
anomaly was observed.1–3 These experiments were ex
plained by quasiclassical theory of Kondo effect in PCs.4 It
was shown that in the second-order Born approximation
magnetic impurity contribution to the PC resistance includ
the logarithmic dependenceR(V); ln(V) for eV@TK and
saturation foreV!TK ~TK is the Kondo temperature,V is the
voltage applied to the PC!. In accordance with the theory,4

the nonlinear correction to the ballistic PC resistance is p
portional to the contact diameter. But in the experiments1–3

the size dependence of the PC current was not investig
due to the limited range of contact diameters accessible

The development of the technique of mechanically c
trollable break junctions~MCBJ! has made it possible to
create stable PCs with diameters adjustable over a b
range, down to a single atom.5,6 In the MCBJ experiments7,8

the authors studied the resistance of ultrasmall contacts
magnetic impurities as a function of the PC diameterd. In
contrast to the prediction of the quasiclassical theory,4 Yan-
sonet al.7,8 observed that the Kondo scattering contributi
to the contact resistance is nearly independent of the con
diameterd for small d. This behavior was explained by th
authors7,8 as being due to an increase of the Kondo impur
scattering cross section with decreasing contact size.

It has been shown in theoretical works9 that in very
small contacts the discreteness of impurity positions mus
taken into account, and the experiments7,8 may be explained
by the ‘‘classical’’ mesoscopic effect of the dependence
the point contact conductance on the spatial distribution
impurities. This effect is essential in ‘‘short’’ contacts, and
5081063-777X/2000/26(7)/5/$20.00
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the quasiclassical approximation it disappears with incre
ing contact length. Zarand and Udvardi10 considered a con-
tact in the form of a long channel and suggested that
Kondo temperatureTK is changed due to the strong fluctu
tions of the local density of states generated by the refl
tions of conduction electrons at the surface of the contact
a result of that, the effective cross section of electrons ha
maximum if the position of the impurity inside the conta
corresponds to the maximum in the local electron density
states. But the mesoscopic effect of the spatial distribution
impurities in quantum contacts was not analyzed in t
paper.10

In ultrasmall contacts the quantum phenomena known
the quantum size effect occur. The effect of the 2e2/h con-
ductance quantization has been observed in experiment
contacts in the two-dimensional electron gas11,12and in ultra-
small three-dimensional constrictions, which are created
using scanning tunneling microscopy13,14 and mechanically
controllable break junctions.15 Defects produce backscatte
ing of electrons and thus break the quantization of the c
ductance. On the other hand, the impurities situated ins
the quantum microconstriction produce a nonlinear dep
dence of the conductance on the applied voltage.16 This de-
pendence is the result of the interference of electron wa
reflected by these defects.17,18

In this paper we present a theoretical solution of t
problem for the conductance of a quantum microconstrict
in the form of a long ballistic channel containing single ma
netic impurities. We study the first- and second-order corr
tions to the conductance of the ballistic microconstriction
the Born approximation. The effect of impurity positions
taken into account. Within the framework of the lon
channel model the quantum formula for the conductanceG is
© 2000 American Institute of Physics
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obtained. By using the model of a cylindrical microconstr
tion, the nonlinear conductance as a function of voltageV
and the width of constrictiond is analyzed numerically for
different positions of a single impurity.

Let us consider a quantum microconstriction in the fo
of a long and perfectly clean channel with smooth bou
aries and a diameterd comparable to the Fermi waveleng
lF5h/A2m«F, where«F is the Fermi energy. We assum
that this channel is smoothly~over the Fermi length scale!
connected with bulk metal ‘‘banks.’’ As was shown in Re
19 and 20, in such a constriction an accurate quantization
be obtained in the zeroth approximation in the adiabatic
rameteru¹du!1. The corrections to the tunneling and refle
tion coefficients of electrons due to deviation from the ad
batic constriction are exponentially small, except near
points where the modes are switched on and off.21

When a voltageV is applied to the constriction, a ne
currentI starts to flow. In the limitV→0, the ballistic con-
ductance of the quantum microconstriction is given by
formula

G5
dI

dV
5G0(

b
f F~«b!, ~1!

where f F is the Fermi function,«b is the minimal energy of
the transverse electron mode, andb is the full set of trans-
verse discrete quantum numbers. The ballistic quantum
displays specific nonlinear properties, such as the cond
tance jumpse2/h. For the two-dimensional PC these effec
were considered in Refs. 22 and 23. The aim of this stud
to analyze the zero-bias Kondo minimum in the PC cond
tance. We assume that the biaseV is much smaller than no
only the Fermi energy«F but also the distances between t
energies«b of the quantum modes. In this case the influen
of the applied bias on the transmission is negligibly sma

Impurities and defects scatter the electrons, decrea
the transmission probability. In accordance with the stand
procedure,24,25 the decrease of the electrical currentDI due
to the electron–impurity interaction is connected with t
rate of dissipation of the energyE by the relation:

VDI 5
dE

dt
5

d^H1&
dt

. ~2!

The HamiltonianH of the electrons contains the followin
terms:

H5H01H11H int , ~3!

where

H05(
k,s

«kcks
1 cks ~4!

is the Hamiltonian of free electrons, and

H15
eV

2 (
k,s

sign~yz!cks
1 cks ~5!

describes the interaction of electrons with the electric fie
The Hamiltonian of the interaction of electrons with ma
netic impuritiesH int can be written as
-

-

an
-

-
-
e

e

C
c-

is
-

e

ng
rd

.

H int5 (
j ,k,k8

Jj ,k,k8@Sz~ck8↑
1 ck↑2ck8↓

1 ck↓!

3S2ck8↑
1 ck↓1S1ck8↓ck↑#. ~6!

Here the operatorcks
1 (cks) creates~annihilates! a con-

duction electron with spins, wave functionwk , and energy
«k ; S denotes the spin of the impurity;vz is the electron
velocity along the channel;Jj ,k,k8 is the matrix element of
the exchange interaction of an electron with an impurity
the pointr j ;ks is the full set of quantum numbers; and,

Jj ,k,k85E drJ~r ,r j !wk~r !wk8
* ~r !. ~7!

The electron wave functions and eigenvalues in the lo
channel in the adiabatic approximation are

wk~r !5cb~R!expS i

\
pzzD ; ~8!

«k5«b1
pz

2

2me
, ~9!

wherek5(b,pz), pz is the momentum of an electron alon
the contact axis;me is the electron mass;r5(R,z), with R
the coordinate in the plane perpendicular to thez axis.

Differentiating^H1& with respect to the timet, we obtain
an equation for the changeDI of the current as a result of th
interaction of electrons with magnetic impurities:

VDI 5
1

i\
^@H1~ t !,H int~ t !#&, ~10!

where

^...&5Tr~r~ t !...!. ~11!

All operators are in the interaction representation.
The density matrixr(t) satisfies the equation

i\
]r

]t
5@H int~ t !,r~ t !#, ~12!

which can be solved using perturbation theory:

r~ t !5r01
1

i\ E
2`

t

dt8@H int~ t8!,r0#
1

~ i\!2

3E
2`

t

dt8E
2`

t8
dt9@H int~ t8!,@H int~ t9!,r0##... .

~13!

By means of Eq.~13! the change in the electric curren
due to magnetic impurities can be determined as

DI 5I 11I 21...52
1

\2V

3E
2`

t

dt8 Tr~r0@@H1 ,H int~ t !,H int~ t8!## !

2
1

i\3V E
2`

t8
dt9E

2`

t

dt8Tr~r0@@@H1 ,H int~ t !#,H int~ t8!#,

3H int~ t9!# !1... . ~14!
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After simple but cumbersome calculations, we find t
first-and second-order corrections to the PC current

I 152
pe

\
s~s11!(

n,m
(
i , j

~signyzk2signyzn!

3~ f m2 f n!d~«n2«m!Jj ,n,mJi ,m,n . ~15!

I 25
pe

\
s~s11! (

n,m,k
(
i , j ,l

~signyzk2signyzn!

3Fd~«n2«k!Pr
1

«m2«k
1d~«m2«k!Pr

1

«n2«k
G

3@Jj ,n,kJi ,m,nJl ,k,m1Jj ,k,nJi ,n,mJl ,m,k#

3~ f m2 f k!~122 f n!, ~16!

where f n5 f F@«n1(eV/2)signyz#. The first additionI 1 to
the PC current describes a small spin-dependent correc
~of order (J/«F)2! to the change of the current due to th
usual scattering. The second additionI 2 is also small too, but
contains the Kondo logarithmic dependence on the volta
and it is the most important for the analysis of the nonlin
conductance of constrictions containing magnetic impurit

The expressions~15! and ~16! can be further simplified
in the case of ad-function potential of the impurities,

J~r !5
J

ne
d~r !, ~17!

wherene is the electron density. In this case the additionI 2

to the ballistic current has the form:

I 25
2pe2

\ S J

ne
D 3

s~s11! (
n,m,k

(
i , j ,l

~signyzk2signyzn!

3Fd~«n2«k!Pr
1

«m2«k
1d~«m2«k!Pr

1

«n2«k
G

3~ f m2 f k!~122 f n!

3Re@wk* ~r j !wn* ~r i !wm* ~r l !wk~r l !wm~r i !wn~r j !#.

~18!

It follows from Eqs. ~16! and ~18! that the currentI 2

depends on the positions of the impurities. Two effects
fluence the value ofI 2 : the effect of quantum interference o
scattered electron waves, which depends on the dista
between impurities, and effect of the electron density
states at the points where the impurities are situated.
nonlinear part of the conductance can be easy obtained
differentiation of Eq.~18! with respect to the voltage:G2

5dI2 /dV. In the case of a single impurity and at zero te
peratureT50, this equation can be integrated analytica
over the momentumpz , and the conductanceG2 takes the
form
on

e,
r

s.

-

es
f

he
ter

-

G252
pe2me

3

\4 S J

ne
D 3

s~s

11! (
a,b,g

(
k56

uca~R!u2ucb~R!u2ucg~R!u2

3@pa
~k!pb

~k!pg
~k!#21F lnUpg

~k!2pg
~2k!

pg
~k!1pg

~2k! S pa
~k!

pg
~k!DU

1~12dab!lnUpa
~k!pb

~2k!2pa
~2k!pb

~k!

pa
~k!pb

~2k!1pa
~2k!pb

~k!U
1dab lnU~pa

~k!!22~pb
~2k!!2

~pa
~2k!!2 UG , ~19!

where

pa
~6 !5F2meS «F6

eV

2
2«aD G1/2

, ~20!

and the transverse parts of the wave functionCa(R) and the
electron energy«a are given by Eqs.~8! and ~9!.

Carrying out the numerical calculations, we use the f
electron model of a point contact consisting of two infin
half spaces connected by a long ballistic cylinder of a rad
R and lengthL ~Fig. 1!. In the limit L→` the electron wave
functionsCa(R) and eigenstates«a can be written as

ca~R!5
1

ApRJm11~gmn!
Jm~gmnr/R!exp~ imw!;

«a5
\2

2me R2 gmn
2 , ~21!

where we have used cylindrical coordinatesr5(r,w,z) with
thez axis along the channel axis. Heregmn is thenth zero of
the Bessel functionJm . Because of the degeneracy of th
electron energy with respect to azimuthal quantum numbem
~as a result of the symmetry of the model!, quantum modes
with 6m give the same contribution to the conductance.
this model the ballistic conductance~1! has not only steps
G0 , but also steps 2G0 ~Refs. 20 and 26!.

In Fig. 2 the dependence of the nonlinear conducta
on the applied bias is shown for different positions of
single magnetic impurity inside the channel. The results
tained confirm that the nonlinear effect is strongly depend
on the position of the impurity. If the impurity is situate
near the surface of the constriction,r5R, where the square
modulus of the electron wave function is small, its influen
on the conductivity is negligible. This conclusion is co

FIG. 1. Schematic representation of a ballistic microconstriction in the fo
of a long channel, adiabatically connected to large metallic reservoirs. M
netic impurities inside the constriction are shown.
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firmed by the calculations of the dependenceG2 on the po-
sition of the impurity for different numbers of quantu
modes~Fig. 3!. The results indicate that the mesoscopic
fect of the impurity position is more essential for ultrasm
contacts, which contain only a few conducting modes, a
G2 has a maximum. Similar results are obtained for the
pendence ofG2 on the radiusR of the constriction~Figs. 4
and 5!. In the single-mode constriction~Fig. 4! the conduc-
tanceG2 displays a much stronger dependence onR than in
the contact with five conducting modes~Fig. 5!.

Thus we have shown that in long quantum microco
strictions the spatial distribution of magnetic impurities i
fluences the nonlinear dependence of the conductance o

FIG. 2. The voltage dependence of the nonlinear part of the conductancG2

~19! for different distances of the impurity from the contact axis~2pR
55.2lF ; T50; 122pr51.5lF ; 222pr52.5lF ; 322pr53.0lF ;
422pr53.5lF!.

FIG. 3. The dependence ofG2 ~19! on the position of the impurity for
different numbers of quantum modes in the constrictionV50.02«F ; T
50; 1—one mode (2pR53lF); 2—three modes (2pR54lF); 3—five
modes (2pR55.3lF); 4—six modes (2pR56lF).
-
l
d
-

-

the

applied voltage. This mesoscopic effect is due to the str
dependence the electron scattering amplitude on the p
tions of the impurities. As a result of the reflection from th
boundaries of the constriction, the electron wave functio
corresponding to bounded electron motion in the direct
transverse to the contact axis are standing waves. If the
purity is situated near a point at which the electron wa
function is equal to zero~near the surface of the constrictio
or, for quantum modes with numbersn.1, at some points
inside!, its scattering of electrons is small. The fact is that t
amplitude of the Kondo minimum of the conductance o
quantum contact displays the mesoscopic effect of a dep
dence on the positions of single impurities. This effect

FIG. 4. The dependence ofG2 ~19! on the radius of the constriction for a
single-mode channel and different positions of the impurity~V50.02«F ;
T50; 1—2pr50.5lF ; 2—2pr51.0lF ; 3—2pr51.5lF ; 4—2pr
52.0lF!.

FIG. 5. The dependence ofG2 on the radius for a microconstriction with
five quantum modes and different positions of the impurity~V50.02«F ;
T50; 1—2pr50.5lF ; 2—2pr51.5lF ; 3—2pr52.5lF ; 4—2pr
54.5lF!.
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most important in the case when only a few quantum mo
are responsible for the conductivity of the constriction.

We acknowledge fruitful discussions with M. R. H
Khajehpour, V. G. Peschansky, and I. K. Yanson.
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The quantum conductance of ballistic microconstrictions in metals with an open Fermi
surface
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It is shown that the conductanceG of a quantum microconstriction in a metal with an open
Fermi surface undergoes jumpse2/h of the opposite sign as a function of the contact diameter. The
negative jumps are a result of the limitation of the energy of the electron motion along the
direction in which the Fermi surface is open. The point contact spectrumdG/dV of such a
constriction has additional peaks at the biaseV where the maximum energy«max of the
quantum subband is equal to the energies«F6eV/2 ~«F is the Fermi energy!. © 2000 American
Institute of Physics.@S1063-777X~00!01207-X#
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The quantum size effect in conductors was predic
theoretically by I. Lifshits and A. Kosevich in 19551 and was
found experimentally in thin films of metals and semico
ductors~see, for example, Ref. 2!. In those studies, quasiclas
sical oscillations of the thermodynamic and kinetic prop
ties were investigated, because of the limited range of
sample thicknessesd which were then accessible~as usual
d@lF , wherelF is the Fermi wavelength!. Advances in the
modern technology of nanofabrication make it possible
realize the ultraquantum limit of the size effect in the co
ducting properties by using small ballistic contacts of a s
comparable to the Fermi wavelength. The currentI through
such a microconstriction is governed by the currents of o
dimensional quantum subbands, each of which contribut
the conductanceG5dI/dV a value G052e2/h ~V is the
voltage applied to the contact!. As a result, the conductanc
G displays a step-like structure versus contact size.
‘‘large’’ contacts (d@lF) this structure turns into quasiclas
sical oscillations. The conductance quantization effect w
first observed in a model system in the two-dimensional~2D!
electron gas formed at a GaAs–AlxGa12xAs hetero-
junction.3,4 The development of methods of scanning tunn
ing microscopy and mechanically controllable break jun
tions enables one to investigate the conductivity of ult
small ~down to atomic size! contacts in real metals.5–8 By
using these methods the quantum steps of the conduct
were observed in three-dimensional~3D! point contacts. In
the simple metals~Na, Cu, Au! the conductance steps a
rather similar to the conductance of 2D contacts.8–10 But for
metals with a more complicated electronic structure, such
Al and Pt, the size dependence of the conductance h
more irregular behavior as compared to simple metals.9 In Al
and Pt the first few conductance plateaus have positive sl
It signifies that the conductance decreases when the co
size increases. In some cases weakly expressed neg
steps of the conductance have been observed.9 One of the
5131063-777X/2000/26(7)/4/$20.00
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reasons for the negative slope may be the resonances d
electron reflection at the ends of the constriction.11

The theory of electron transport in mesoscopic mic
constrictions~see, e.g., Ref. 12! explains the conductanc
quantization as being the result of the existence of disc
transverse electron states~modes!. With increasing contact
diameter new modes open up, and the conductance incre
in a sequence of steps of heightG0 .13 At finite voltages, as a
result of the splitting of the Fermi surface in the constricti
by the applied biaseV,14,15a steplike structure of the nonlin
ear conductance occurs at integer multiples ofG0/2, as a
function of the constriction width.16 The new period of the
quantum steps is caused by the difference of the maxim
energy of electrons with different directions of the electr
velocity v i along the contact axis. With increasing conta
width a new quantum mode opens up nonsimultaneously
electrons with the energy«F1eV/2 and the energy«F

2eV/2. Each time, when a quantum mode opens up for
of the two directions of the vectorv i"0, the conductance
increases byG0/2. If the biaseV is larger than the distance
between the energy levels of quantum modes, it is possib
change the number of open modes by changing the vol
V. In this case the conductance jumps in a sequence of s
of height G0/2, as a function of the voltageV. This effect
can be used for spectroscopy of energy levels in quan
constrictions.17 The conductance quantization in 3D poi
contacts of a metal with a spherical Fermi surface was c
sidered in the theoretical papers.18,19 It was found that for
sufficiently long constrictions the conductance has a step
dependence on the contact diameter. For the symme
model of the contact, because the degeneracy of the elec
energy with respect to one of discrete quantum numbers,
conductance has not only stepsG0 , but also steps 2G0 .18,19

In a majority of real metals the Fermi surface is a co
plicated periodic surface, which continuously passes thro
the whole inverse lattices~open Fermi surface!. The energy
© 2000 American Institute of Physics
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« i of the electron motion in the direction in which the Ferm
surface is open is limited (0<« i<«1), and its maximum
value«1 may be considerably smaller than the Fermi ene
«F . That leads to phenomena such as, for example, the li
magnetoresistance of polycrystals20 ~Kapitsa effect21! or the
oscillation of the resistance of single crystals as a function
the direction of the strong magnetic field,22 which are absen
in conductors with a closed Fermi surface. The limitation
the electron velocity in some direction is most important
the ‘‘organic layered metals,’’ the Fermi surface of which
a slightly ‘‘warped’’ cylinder.23

In this paper we analyze the conductance of a 3D qu
tum microconstriction in a metal with an open Fermi surfa
It is shown that the conductanceG may display not only
stepsG0 but also negative steps2G0 , as a result of the
finite width of quantum conducting subbandsD«5«max

2«min . The point contact spectrum (dG/dV) contains two
series of maxima. One of them corresponds to the volta
eV562(«F2«min), as in 2D microconstrictions and 3D
point contacts in metals with an isotropic Fermi surface17

The second series of maxima satisfies the conditioneV5
62(«F2«max).

If the contact axis coincides with the axis of the op
Fermi surface, for the participation of thenth quantum mode
in the electrical current, not only must the minimum ener
of the transverse mode«min(n) be smaller than«F6eV/2,
but it is necessary that also«max(n)>«F6eV/2, wheren
5(n1 ,n2) is the set of two transverse discrete quantum nu
bers,«min(n) and «max(n) are the minimum and maximum
energies of the quantum subband, which is characterize
the setn. As a result, with increasing contact diameterd,
starting from the energy«max(n,d)5«F6eV/2, thenth mode
does not contribute to the conductivity.

We consider a model of the microconstriction in t
form of a long ballistic channel of lengthL and diameterd
!L, which is smoothly~adiabatically24! connected with bulk
metallic reservoirs. In the long (L@d) ballistic channel the
‘‘duplicated’’ electron distribution functionf («) has the
form14,15

f ~«!5 f FS «1
eV

2
signvzD , ~1!

where f F(«) is the equilibrium Fermi distribution. The dis
tribution function f («) ~1! is valid if the bias is smalleV
!A«Fd« ~where d« is the characteristic distance betwe
quantum levels of the transverse motion!. With this inequal-
ity, which we suppose is fulfilled, the distribution~1! satis-
fies the condition of electrical neutrality, and the elect
field inside the channel is negligible.

The total current flowing through the contact can be
scribed by a Landauer-type formula,25 which at finite volt-
ages is given by

I 5
2e

h (
n
E

«min

«max
d«F f FS «2

eV

2 D2 f FS «1
eV

2 D G . ~2!

Expression~2! has a clear physical meaning: The biaseV
applied to the contact splits the Fermi surface of the e
trons injected into the channel into two parts~v i.0 andv i

,0! with maximum energies differing byeV. The net cur-
rent inside the contact is determined by the contributions
y
ar

f

f

n-
.

es

y

-

by

-

-

f

these two electron streams moving in opposite directio
with energies differing by the bias energyeV.

After the integration in Eq.~2! over the energy« we
obtain the following equation for the ballistic conductance

G5
dI

dV
5

1

2
G0(

n
F f FS «min1

eV

2 D1 f FS «min2
eV

2 D
2 f FS «max1

eV

2 D2 f FS «max2
eV

2 D . ~3!

At V→0 formula ~3! describes theG0 steps of the conduc
tance as a function of the contact size:

G5G0(
n

@ f F~«min!2 f F~«max!#. ~4!

Let us consider a ‘‘model metal’’ with the Fermi surfac

«~p!5«0~p'!1«1~p'!cosS pia

\ D ; «1,«0 , ~5!

wherea is the separation between the atoms. The ‘‘warpe
cylinder«(p) is an infinite surface in the directionpi and in
this direction passes through all cells of the reciprocal spa
If the contact axis is parallel to thepi axis, the transverse
part «0 of the total energy is quantized«05«0(n). But un-
like the case of a spherical Fermi surface, the widths
quasi-one-dimensional subbands have the finite value«1(n).
So, if the energy«max(n)5«0(n)1«1(n) is smaller than the
Fermi energy«F , the subband below the Fermi level is com
pletely filled and does not participate in the current. Th
results in negative steps2G0 under the condition«max(n)
5«F . Figure 1 illustrates the conductance of a channel
square cross section as a function of the sized. For simplic-
ity we used a model of the Fermi surface in which«0

5p'
2 /2m and«15const.
By changing the voltageeV we can change the numbe

of open quantum modes for different directions of the el
tron velocity.17 In a metal with a closed Fermi surface, if th
bias is larger than the distances between energy levels,
as the voltage is increased, the number of quantum mo
below the energy level«F1eV/2 increases~and each time
the conductance increases byG0/2!, while the number of
modes below the level«F2eV/2 decreases, and that leads
jumps 2G0/2. The peaks on the point-contact spectru

FIG. 1. Quantum steps of the conductance in the limitV→0. The solid line
is for «150.9«F , the dashed line for«150.55«F ; T50.001«F .
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dG/dV are determined by the minimum energies of t
transverse electron modes«min .17 In the case of an open
Fermi surface, increasing the bias leads not only to this
also to the opposite process: at some voltages the maxim
energies«max of the subbands go through the energy lev
«F6eV/2, changing the conductance by values6G0/2. As a
result, the point-contact spectrum has two series of sh
peaks at energies«F6eV/25«min(n) and «F6eV/2
5«max(n). Measuring the distances between these pe
makes it possible to find not only the~minimal! energy of
quantum modes in the constriction but also the width of
quantum subbands and its dependence on the number o
mode. In Figs. 2 and 3 the voltage dependence of the q
tized conductance and the point contact spectrum of the s
constriction are shown.

In the quasiclassical case, we can use the Poisson
mula for the summation over discrete quantum number
Eq. ~3!. Using the method developed by Lifshits an
Kosevich,1 we can write the conductance at zero temperat
in the form

G5GSh1G0

2

p (
k,i

(
a51

2

~21!aF uku1/2u¹«~ni ,a!u

3uKi ,au1/2S k
]ni ,a

]« D G21

sinS 2pkn i ,a6
p

4 D
3cospk

]ni ,a

]«
eV. ~6!

FIG. 2. The dependence of the conductance on the applied voltage.
solid line is for «150.9«F , the dashed line for«150.5«F ; T50.001«F ;
d51.95lF .

FIG. 3. The point contact spectrum of the microconstriction. The solid
is for «150.9«F , the dashed line for«150.5«F ; T50.005«F ; d
51.95lF .
ut
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Here GSh is the Sharvin conductance;14 the vectork is the
aggregate of two positive integersk1 and k2 ; ni ,1 are the
coordinates of the points on the curve«max(n)5«F , andni ,2

are the coordinates of the points on the curve«min(n)5«F ,
at which the normal to these curves is parallel to the vec
k;Ki ,a is the curvature of the curve«(n)5«F at the points
ni ,a . The sign in front of the phasep/4 is minus if at the
point ni ,a the convexity of the curve is directed in the dire
tion of vectork. In the opposite case, the sign in front ofp/4
is plus. In Eq.~6! the summation is overkÞ0 and all points
ni ,a in the first quadrant. Hence, in the quasiclassical reg
the conductance oscillates as a function of the constric
diameter and the applied bias, and also depends on the m
mum energy of electron motion along the constriction.

Thus the conductance of three-dimensional point c
tacts between metals with an open Fermi surface may dis
positive and negative steps 2e2/h as a function of the contac
diameter. The negative steps can be observed in the ex
mental geometry in which the contact axis is parallel to
direction in which the Fermi surface is open. The decreas
of the conductance is a result of the complete occupation
quantum subbands below the Fermi level. The negative s
of the quantum conductance in Al and Pt, which have
open Fermi surface, could be a result of this effect.
course, the electronic structure of Al and Pt is very comp
cated, and the electrical properties of these metals canno
described by the simple model~5!. The effect of the open
part of the Fermi surface may be masked by the influence
the conductivity of other parts, and instead of negative jum
a negative slope of the conductance plateaus was observ
the experiments of Ref. 9. Recently research on of the n
linear quantum conductance has begun.26,27 The ultrasmall
size of a point contact makes it possible to produce biase
to 1 V,26 which opens up the possibility of point-conta
spectroscopy of quantum energy modes in three-dimensi
contacts. An experimental investigation of point-conta
spectra for different directions of the contact axis with r
spect to the crystallographic orientation of the sample to
studied could enable observation of the effects discus
theoretically in this paper, manifested in the voltage dep
dence of the conductance of quantum microconstrictions
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Viscous dislocation drag in KBr crystals at temperatures of 77–300 K
V. P. Matsokin* and G. A. Petchenko
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The resonance dislocation absorption of ultrasound in KBr crystals in the frequency region
7.5–217.5 MHz is investigated in the temperature interval 77–300 K. The temperature
dependences of the shear modulusG, Debye temperatureQ, dislocation damping coefficientB,
and the mean effective lengthL of a dislocation segment are determined in this temperature
interval. The experimentally obtainedB(T) curve is compared with the Al’shits–Indenbom theory
of dynamic dislocation drag. ©2000 American Institute of Physics.@S1063-777X~00!01307-4#
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1. INTRODUCTION

This paper is a continuation of Refs. 1 and 2, which w
devoted to a study of the dynamic characteristics of crys
and, in particular, of the frequency coefficient of the effe
tive viscosity B. The problem of the dynamic mobility o
dislocations had been developed quite intensively prior to
studies of Refs. 1 and 2. It had been established that
mobility of dislocations in crystals is governed by mech
nisms of different natures—thermal-fluctuation and dynam
The effect of the latter is most fully manifested in the hig
velocity motion, when a dislocation, having a large kine
energy, overcomes short-range barriers without thermal fl
tuations. Under these conditions the force and the disloca
velocity v are related byF5Bv ~whereF is the force acting
on a unit length of dislocation!, and its motion can be treate
as translation in a viscous medium. In the above-barrier m
tion of a dislocation energy is dissipated as a result of
interaction with various elementary excitations of t
crystal—phonons, electrons, other dislocations, etc. The
fect on the dislocation from the forces arising in these int
actions is expressed by the coefficientB. Phonon drag on
dislocations had been studied both experimentally and th
retically on more than one occasion prior to the studies
Refs. 1 and 2~a summary of the results is presented in t
reveiw3!. An attempt was made to describe the results in
framework of the Leibfried4 or Mason5 theories. However,
because of the unusually large discrepancy among the
perimental results and their disagreement with the theorie4,5

for a long time the value of the dynamic viscosity for most
the crystals studied could not be established even in orde
magnitude. Its temperature dependence also remained
clear. These difficulties were overcome only after the pu
cation of the Al’shits–Indenbom quantum theory of dynam
dislocation drag.3 With the help of that theory it becam
possible to describe a considerable fraction of the experim
tal material, to refine the conclusions of the theories of R
4 and 5, and to discover new channels of energy dissipa
from dislocations, but it was not possible to put this theory
a comprehensive test. The studies of Ref. 6 showed tha
method of shock loading, which had been used in the ov
5171063-777X/2000/26(7)/5/$20.00
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whelming majority of the measurements of the drag coe
cient B, was being used in a manner that was methodolo
cally incorrect and was therefore in need of substan
modification. This circumstance stimulated some new stud
in which the use of modern experimental technologies m
it possible to obtain more reliable data on the temperat
dependence ofB(T) for the alkali halide crystals LiF,7,8

NaCl,8,9 and CsI8,10 and also Cu11 and Sb.12 The results con-
firmed the correctness of the theoretical conclusions3 that
near the Debye temperature the dislocation damping is is
to a combination of two phonon mechanisms: the phon
wind, and the relaxation of ‘‘slow’’ phonons. Nevertheles
this agreement between theory and experiment did not fin
the development of this topic—it just marked the beginni
of the real possibility of accumulating some new experime
tal data on the dynamic dislocation drag for crystals w
different lattices over a wide range of temperatures, so th
became possible to check not only the aforementioned ch
nels of energy dissipation from a moving dislocation but a
some new channels involving Raman scattering, the flu
effect, etc.

Judging from the available data7–10 on the temperature
dependence ofB(T), it is advisable to continue this researc
on other ionic crystals, KBr in particular. This will make
possible to ascertain the general trends in the variation of
phonon dislocation drag in materials of the same structu
type and to establish the relative roles of the mechanis
governing these processes, and also to compare the num
cal estimates ofB with the available data obtained by oth
experimental methods.13,14 In addition, because of their low
Debye temperatureQ, KBr crystals are promising for study
ing the drag exerted on dislocations on account of the th
moelastic potentials, which, owing to its quadratic tempe
ture dependence, can be appreciable at high temperatur3

With the goal of identifying the phonon mechanism
governing the dynamic mobility of dislocations in KBr crys
tals, in this study we have attempted to investigate the te
perature dependence of the coefficient of viscosityB by a
traveling-wave pulsed method in the megahertz range.
© 2000 American Institute of Physics
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2. EXPERIMENTAL PROCEDURE

For this study we used an original multifunction
apparatus7 that permits making precision measurements
the damping and the velocities of elastic waves in an au
matic mode over a wide range of frequency and temperat
with simultaneous recording of the load curve for differe
strain rates. The acoustical characteristics were measure
a pulsed scheme with the use of waves of different mod
polarizations, frequencies, and amplitudes. The ultraso
velocity was measured by a pulsed interference method,
its damping by the superimposed exponential method.

This apparatus made it possible to obtain most of
characteristics needed for calculating the damping cons
B. The frequency spectra of the acoustical loss were stu
in the frequency range 7.5–217.5 MHz and in the tempe
ture interval 77–300 K for longitudinal waves with the u
of a quartz piezotransducer with a fundamental frequenc
7.5 MHz. The measurements were made on single-cry
samples of KBr having a purity of 1024 wt.% and dimen-
sions of 18318330 mm, cleaved from the same cryst
along cleavage planes and finely ground and polished on
working surface. To remove traces of the mechanical tre
ment they were annealed in a regime similar to that
scribed in Ref. 9. The working surfaces of the prepa
samples were parallel to within about61 mm/cm. Fresh dis-
locations were introduced into the crystal by compressin
in the ^100& direction until a residual deformation of 0.23%
appeared. The ultrasound was passed through the samp
the same direction. The densities of dislocations in the ini
~annealed, undeformed! and deformed samples were dete
mined by selective etching and found to be 5.53108 m22 and
23109 m22, respectively. The dislocation contributionDd to
the measured ultrasound absorption was determined as
difference of the values obtained for the same sample in
deformed and initial states.

3. EXPERIMENTAL RESULTS AND DISCUSSION

The results on the frequency dependence of the dislo
tion damping rateDd measured at temperatures of 77, 20
and 300 K on KBr samples with a residual deformation
0.23% are presented in Fig. 1. The curves for other temp
tures in the interval 77–300 K have a similar form and a
therefore not shown. It can be seen that the experimen

FIG. 1. Frequency dependence of the dislocation damping rate at va
temperaturesT, K: 300 ~1!, 200 ~2!, 77 ~3!. The solid curves are the theo
retical results15 and their high-frequency asymptotes.
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obtained dependenceDd( f ) agrees with the normalized fre
quency profile15 calculated for the case of an exponent
length distribution of dislocation segments. A comparison
the theoretical curve with the experimental curve plotted
the coordinates logDd(log f ) was done by numerical meth
ods. Using the results of Ref. 16, the theoretical curve w
‘‘tied in’’ using the points lying on the initial branch and in
the resonance region. As we see from Fig. 1, as the temp
ture is lowered the level of acoustic loss in the sample
lowered, and the frequency spectrum is shifted to higher
quencies. This shift of the height and frequency of the re
nance peak is shown by the curvesDm and f m in Fig. 2. The
position of the maximum and of the descending branch
the resonance curve, according to Ref. 17, are describe
the equations

Dm52.3VMLL2, ~1!

f m5
0.084pC

2BL2 , ~2!

D`5
4VGb4L

p2B f
, ~3!

whereDm and f m are the maximum damping rate and th
peak frequency,D` is the damping rate for frequenciesf
@ f m , L is the density of dislocations,L is the mean effec-
tive length of a dislocation segment,M58Gb2/(p3C), C is
the effective stress of a bent dislocation,G is the shear
modulus in the active slip system,V is an orientational fac-
tor, n is Poisson’s ratio, andb is the modulus of the Burger
vector. Equation~3!, by virtue of of the insensitivity of the
limiting absorption to the length distribution of the disloc
tion loops, can be used to calculate the parameterB if one
first determinesD` from the high-frequency asymptote an
L by the etch pit method. We note that analogous estima
of B can also be obtained from the resonance parame
Dm , f m , andL appearing in formulas~1! and~2!. Since the
error of determination of the elastic constants due to diff
ences in the samples can be more than 10%~Ref. 18!, in the
present paper the necessary quantities for finding the vis
ity coefficient B were measured on the same sample.
ascertain the temperature dependence of the elastic pro
ties of KBr crystals, we measured the propagation veloc
Vl of longitudinal sound waves in thê100& and ^110& di-

usFIG. 2. Temperature dependence of the mean effective lengthL of a dislo-
cation segment, the maximum damping rateDm , the resonance frequenc
f m , and the dislocation damping constantB.
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rections and the velocityVs for transverse sound wave
along the^100& direction in the initial samples. Then, usin
the velocity data and the formulas19

r2~Vl ^100&!5C11, r2~Vs^100&!5C44,

r2~Vl ^100&!50.5~C111C1212C44!,

we calculated the elastic constantsCik . The results of a com-
parison of the temperature dependence ofCik with the pub-
lished data20,21 are shown in Fig. 3. In these calculations t
temperature dependence of the densityr of the crystals, their
working lengthl , the modulus of the Burgers vectorb, and
the lattice parametera were estimated using the formula
given in Refs. 22 and 23. As can be seen from Fig. 3,
results of the present study differ somewhat from the dat
Refs. 20 and 21, on account of the differences in
samples. Using the values obtained forCik we determined
the temperature dependence of the orientation factorV and
shear modulusG ~see Fig. 3! for the active slip system
^110&$110%. The value ofV varied almost linearly from 0.42
to 0.44 as the temperature was decreased from 300 to 7
Such a character of the temperature dependence on dec
ing temperature was also observed for the Poisson’s ratn
evaluated from the velocity measurements: it increased f
0.41 to 0.42. Following Ref. 20, from the results forCik we
determined the Debye temperatureQ at 0 K:

Q35
81N

4p~181) !
S h

kD 3S C44

r D 3/2

f ~s,q!, ~4!

where f (s,q) is the elastic anisotropy function,s5(C11
0

2C44
0 )/(C12

0 1C44
0 ), q5(C12

0 2C44
0 )/C44

0 , r and Cik
0 are the

density and elastic constants of the crystal atT50 K, k is
Boltzmann’s constant,h is Planck’s constant,N58/a3 is the
number of lattice sites per unit volume, anda is the lattice
constant. For calculatingCik

0 the temperature dependences
C11, C12, and C44 were processed on a computer, whi
yielded the following expressions:

C115~4.1772515.0137831024T23.3578631025T2

11.367231027T321.89921310210T4!1010Pa,

FIG. 3. Temperature dependence of the elastic constants of potassium
mide: C12 , C11 , C44 , G110 ~h, n, 1, s—data of the present study
j—Ref. 21,d, m—Ref. 20!.
e
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C125~4.6591410.00186T21.9622631026T2

16.8095231029T3!3109 Pa,

C445~5.3812520.00182T19.9280231026T2

24.0461131028T315.50959310211T4!

3109 Pa.

On the basis of the values obtained for the elastic const
Cik

0 and the functionf (s,q), we determined the Debye tem
peratureQ5174.5 K using the tables of Ref. 20. This valu
of the Debye temperature is in good agreement with the d
of calorimetric measurements and, to a lesser degree,
other results obtained by acoustical methods.20 Analysis
showed that the difference is apparently due to the fact
the change in the lattice constanta with temperature was
neglected in Ref. 20, to a slight difference in the slope of
Cik(T) curve, and to the errors associated with finding t
values ofCik

0 by a linear extrapolation of the elastic constan
from 77 to 0 K.

Using the experimental data on the elastic, acousti
and dislocation characteristics, we determined the functio
form of B(T) andL(T), which are plotted in Fig. 2. One ca
see that decreasing the temperature from 300 to 77 K lead
a decrease in the dislocation damping and to a shortenin
the length of a dislocation segment.

Figure 4 shows the results of a comparison of the m
sured temperature dependence ofB(T) with the theory of
Ref. 3, using the Debye temperatureQ calculated according
to formula ~4!.

The theoretical curve was calculated in accordance w
Ref. 3 using a formula describing the contribution to t
dislocation drag from two phonon mechanisms—the phon
wind, and slow-phonon relaxation:

B~T!

B~Q!
5

f 1~T/Q!

f 1~1!
~12D f 2~1!!1D

Q

T
f 2~T/Q!, ~5!

whereD is a dimensionless parameter determined from
periment by extrapolating to 0 K the high-temperature as
ymptote ofB(T)/B(Q) as a function ofT/Q. The values of

ro-

FIG. 4. Comparison of the temperature dependence ofB(T) according to
formula~5! ~curve1! with the experimental points for the KBr crystal; curv
2 is the high-temperature asymptote;D is a parameter of the theory3 and is
used in~5!.
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the other functions entering Eq.~5! were taken from Ref. 3
We see from Fig. 4 that the theoretical curve gives a go
description of the experimental data forD50.4. On the basis
of the existing agreement of the temperature dependenc
the experimental and theoretical curves, we can concl
that the viscous dislocation drag in KBr crystals is due t
superposition of two mechanisms: the phonon wind a
slow-phonon relaxation. This conclusion as to the predo
nant role of these two phonon mechanisms to the disloca
drag at temperatures close toQ turns out to be general fo
both KBr and other crystals.7–12 However, upon a more de
tailed analysis of the dislocation drag effects in alkali hal
crystals, one can also discern a number of substantial di
ences. For example, it has been found, in particular, that
value of B at room temperature is smaller by a factor
approximately 1.9 in KBr than in LiF, according to the r
fined data on the latter crystal,7 which has a high Debye
temperatureQ. An even greater difference is found betwe
the temperature dependence of the dynamic viscosityB(T)
in the two crystals.

The slopeS of the high-temperature asymptote ofB(T)
~Fig. 4!, which determines the value of the parameterD in
relation ~5!, was found to be approximately 2.5 times larg
for KBr than for LiF.7 These estimates indicate that in KB
crystals the predominant role in the dislocation drag at
temperatures studied is played by processes involving
scattering of phonons rather than their relaxation, as in
case of LiF.7

A substantial difference in the values ofB is also ob-
served in a comparison of the results of room-tempera
measurements in the present study and in Refs. 13 and
The value we found,B52.431025 Pa•s, differs by roughly
an order of magnitude from the corresponding values fo
in those papers: 2.431024 Pa•s,13 and 1.731024 Pa•s.14

The large difference of the results in Ref. 13 may be due
the methodological inaccuracies in the shock loading met
of determining the parameterB, which were brought to light
in Ref. 6. The overestimate ofB obtained by the low-
frequency ultrasonic method14 is apparently due to neglect o
the relaxation component of the total dislocation dampi
which, according to Ref. 11, can represent a significant c
tribution.

It remains unclear why the effective lengthL of a dislo-
cation segment decreases as the temperature is lowere
effect observed here and elsewhere,7,9,12 and it is not yet
possible to give a rigorous quantitative estimate of the te
perature dependence ofL. We can, however, suggest som
possible factors which we believe might be responsible
the temperature dependence ofL(T) ~a quantitative analysis
of this dependence will require further theoretical and exp
mental studies!.

In the crystal that has been subjected to deformatio
dislocation depinned from impurity atoms will execu
forced oscillations of a certain amplitude in the field of
ultrasonic wave. The force of interactionFi between a dis-
location and an impurity atom~Fi5]Wi /]r , where Wi

;Gb4/r is the binding energy of the dislocation to the im
d
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purity atom at a distance between them ofr ! is insufficient to
pin the dislocation. Pinning is also prevented by therm
fluctuations at room temperature; these decrease with
creasing temperature. As the temperature is lowered f
300 to 77 K, the increase in the shear modulusG ~Fig. 3!
causes an increase in the interaction energyWi of a disloca-
tion with impurity atoms~even when the temperature depe
dence of the modulus of the Burgers vectorb is taken into
account!, and because of this the potential obstacles~impu-
rity atoms! can become real pinning points. This leads
changes in the parameters of the length distribution func
of the loops, in particular, in the mean value of the length
a dislocation segment and its effective length. This effec
analogous to the introduction of an additional impurity co
tent into the crystal.

The change inL(T) is manifested in a shift of the reso
nance peak in height and in frequency~Fig. 1!. Because of
the increase in the shear modulus as the temperature is
ered, the force of linear tension in the dislocations increa
(;Gb2). At a specified level of external stress~in the
amplitude-independent region! there is a decrease in the cu
vature of the dislocation segment and hence in the area s
out by it in its oscillatory motion. This results in a decrea
in the damping rateDd as the temperature is lowered. Whe
the temperature is raised from 77 to 300 K all of the p
cesses take place in the opposite direction.

CONCLUSION

1. We have established the temperature dependenc
the dislocation drag coefficientB(T) from the results on the
frequency dependence of the dislocation damping rate
ultrasound velocity in KBr crystals by an acoustical ec
method in the megahertz frequency range~7.5–217.5 MHz!
in the temperature interval~77–300 K!.

2. From an analysis of the result forB in the framework
of the Al’shits–Indenbom theory of phonon dislocatio
drag,3 we have concluded that the dislocation drag is limit
to a superposition of the phonon wind and slow-phonon
laxation mechanisms.

3. From measurements of the ultrasound velocity
have determined the temperature dependences of the e
constants and used them to find the Debye temperatureQ at
0 K, obtaining a value that agrees with the calorimetric m
surements.

4. Using the temperature dependences of the reson
frequency, maximum damping rate, shear modulus,
damping coefficientB, we have established the temperatu
dependence of the mean effective lengthL of a dislocation
segment. We have given a qualitative explanation for w
the value ofL decreases with decreasing temperature.

In closing, the authors thank Prof. A. M. Petchenko f
helpful discussions of this study and for providing the opp
tunity to make the acoustical measurements.
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Statistical analysis of the low-temperature a peak of the internal friction in iron single
crystals
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The effect of changes in the ultrasonic frequency or in the dislocation structure of the samples
on the parameters of the low-temperaturea peak of the internal friction and the Young’s
modulus defect corresponding to it is investigated experimentally in single crystals of pure iron.
A statistical interpretation of the temperature dependence and structural sensitivity of the
characteristics of the dynamic relaxation in the neighborhood of thea peak is proposed, based
on the assumption of a random scatter of the values of the activation energy of the
elementary relaxators. Empirical estimates are obtained for the attempt period and for the mean
value and variance of the activation energy of the relaxation process responsible for thea
peak of the internal friction in iron. ©2000 American Institute of Physics.
@S1063-777X~00!01407-9#
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1. INTRODUCTION

It has been shown in previously published studies1–6 that
a preliminary plastic deformation of single crystals of hig
purity iron gives rise to a low-temperature peak of the aco
tic absorption, having properties typical of thea peaks in bcc
metals. At vibrational frequencies of the order of 105 Hz this
peak is observed in a region of temperatures of the orde
50 K. The temperature dependence of the elastic mod
corresponding to the investigated vibrational mode of
sample exhibits a characteristic ‘‘step’’ in the same tempe
ture region. Those papers also mentioned certain feature
the behavior of the shape and parameters of this absorp
peak and of the ‘‘step’’ of the modulus defect, which ind
cated that this peak is sensitive to the details of the de
structure of the samples and which could not be explai
completely in the framework of the existing theory. In pa
ticular, they mentioned a broadening of the peaks, a sm
ing of the ‘‘step,’’ and an upward shift of the temperature
the peak and of the inflection point of the ‘‘step’’ after pla
tic deformation, and the restoration of these parameters a
a prolonged annealing.

It should be noted that a low-temperature absorpt
peak has also been observed in a study of the internal fric
of pure iron by low-frequency methods: at vibrational fr
quencies of the order of 1 Hz such a peak is detected in
temperature interval 28–35 K.7–9 In Ref. 4 it was conjec-
tured that the peaks observed in Refs. 1–3 and 7–9 ha
common physical nature—the resonance interaction of e
tic vibrations with the thermally activated nucleation of kin
pairs on non-screw dislocations. If it is assumed that
temperature dependence of the relaxation timet(T) for this
process is described by the standard Arrhenius relation,

t~T!5t0 exp~U/kT!, ~1!

then the results of Refs. 1–4 and 7–9 lead to the follow
empirical estimates for the activation energy and attempt
riod: U'0.071 eV,t0'2310213s.
5221063-777X/2000/26(7)/7/$20.00
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However, the correctness of this interpretation and
quantitative values of the parameters of the relaxation p
cess are open to question, since the different studies not
used different methods of investigating the internal fricti
but also samples with different and uncontrolled defect str
ture.

An internal friction peak with analogous properties h
been detected in niobium: at frequencies of the order
105 Hz this peak is localized near 200 K.10 Unlike the case of
iron, in niobium thea peak is observed even in undeforme
samples, and a preliminary plastic deformation leads only
a change in its height, width, and position on the tempera
axis. Detailed experimental and theoretical studies of tha
peak in niobium have shown10 that the effect of plastic de
formation on the shape and parameters of this peak ca
explained by assuming a statistical character of the par
eters of the elementary relaxators responsible for this pe
and that plastic deformation affects the variance of the a
vation energies and the volume density of the relaxators

In the present study this theory is developed further.
a supplement to the results of Ref. 10, where we analyzed
influence of the statistical distribution of the activation e
ergy of the relaxators on the peak of the relaxational abso
tion of elastic vibrations, here we also describe the statist
smearing of the elastic-modulus defect corresponding to
relaxation resonance. The conclusions of the theory are u
to analyze the temperature dependence of the decremen
modulus defect of samples of plastically deformed iron. A
ditional experiments are carried out to investigate the pr
erties of thea peak recorded in Refs. 1–6, and refined valu
of the parameters of the elementary relaxators responsible
this peak are obtained.

2. EXPERIMENTAL PROCEDURE

A single crystal of high-purity iron grown by the strain
anneal method11 was chosen as the object of study. Hig
purity of the sample was achieved by a sevenfold zone
© 2000 American Institute of Physics
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fining of the the initial commercial metal~from the firm of
Johnson and Matthew, U.K.! and a prolonged (;7days) an-
nealing of the resulting single crystal in an atmosphere
dried hydrogen with a hot zirconium absorber.12 The final
concentration of interstitial impurities~C, N, etc.! was less
than 131024 at. %. The initial density of growth disloca
tions was;105– 106 cm22.

The sample had the shape of a cylindrical rod, with
diameter of 4 mm and a length of 27 mm. Acoustical me
surements were made by the method of a two-compon
composite oscillator.13,14 Longitudinal standing waves wer
excited in the sample, with a frequency of around 88 and
kHz ~the corresponding angular frequencies of the vibrati
werev1'5.53105 s21 andv2'22.13105 s21!. The ampli-
tude of the ultrasonic deformation in our experiments ha
value «0;1027, which corresponded to amplitude
independent acoustical relaxation.

To establish the relation of the acoustical properties
the investigated material with dislocation processes, fr
dislocations were introduced into the sample at room te
perature by means of a plastic deformation by the four-po
bending method without detaching the samples from the
ezoelectric transducer. The measure of plastic deforma
used was the residual strain of the outer ‘‘fiber’’ or outsid
line, which had a value«pl'3%.

The orientation of the sample was determined fro
outside-line Laue diffraction patterns. The longitudinal a
of the sample coincided with the vector of the longitudin
sound wave and the axis of loading during the plastic de
mation and had a direction close to^731&, coplanar with the
directions^111& and ^101& and making an angle of;45°
with them. The chosen orientation of the sample ensured
in deformation by bending there is single slip in the (10̄1)
plane, with a maximum resolved stress in the direction of
Burgers vector@111#.15

In the temperature region 6K,T,150 K we measured
the temperature dependence of the decrementd of the sample
and the resonant frequency of the composite oscillator, fr
which we calculated the dynamic elastic Young’s modu
E.14

The first measurements on undeformed and prelimina
deformed samples of the orientation indicated above w
made in 1988. Subsequently the deformed samples were
at room temperature for 11 years, and low-temperat
acoustical experiments were again performed on them. T
procedure made it possible to establish how thea peak of
dislocation acoustic relaxation is affected by the changes
curring in deformed samples during prolonged lo
temperature annealing.

The measurements were made on both the undefor
and deformed samples in the absence of magnetic fiel
has been shown6 that placing a sample in a saturating ma
netic field does not affect the position or shape of the pea
question, while it increases the background acoustical
sorption considerably.

3. RESULTS OF THE MEASUREMENTS

Figure 1 shows the temperature dependence of the
rementd(T) measured at a frequency ofv1/2p588 kHz in
an undeformed sample, in a sample that has been subje
f

a
-
nt

2
s

a

f
h
-
t
i-
n

-

l
r-

at

e

m
s

ly
re
eld
re
is

c-

ed
It

-
in
b-

c-

ted

to plastic deformation, and in the latter sample after lo
temperature annealing~at room temperature! for a short and
a long time. The preliminary deformation increases the d
rement significantly over the entire temperature interval a
gives rise to the so-calleda peak of acoustical relaxation o
the d(T) curve atT;54 K. The height of the peak, as wa
shown in Ref. 1–6, increases with increasing«pl , and its
position on the temperature axis in general depends on
structural state of the samples. Precise values of the p
temperaturesTp(v1) for various types of structural states o
the sample are presented in Table I.

Increasing the vibrational frequency while maintainin
the same structural state of the sample shifts the pea
higher temperatures. Figure 2 illustrates the influence of
vibrational frequency on the temperature dependence of
decrement of a sample that had been plastically deform
and then held at room temperature for a long time prior
the measurements~structural state4 in Fig. 1 and Table I!. It
is seen that increasing the frequency of the ultrasound b
factor of 4 causes the peak temperature to increase f
Tp(v1)544.4 K toTp(v2)550.7 K.

Figure 3 shows the temperature dependence of the
namic Young’s modulusE(T) measured at a frequency o
v1/2p588 kHz on undeformed and deformed samples. T
plastic deformation leads to a significant decrease in
Young’s modulus and gives rise to a ‘‘step’’ on theE(T)
curve, centered at the temperatureTp of the a peak. Low-
temperature annealing~a hold at room temperature! will par-
tially restore the properties altered in the deformation:
decrement decreases and Young’s modulus increases.
temperature of the absorption peak and the inflection poin
the modulus ‘‘step’’ are shifted to lower temperatures~Figs.
1 and 3!.

4. INFLUENCE OF THE STATISTICAL DISTRIBUTION OF
THE ACTIVATION ENERGY OF THE RELAXATORS ON THE
TEMPERATURE DEPENDENCE OF THE ACOUSTICAL
ABSORPTION AND MODULUS DEFECT

The evolution of the temperature dependence of the d
rement of vibrations and the dynamic elastic modulus a

FIG. 1. Temperature dependence of the decrement of vibrations of a sin
crystal sample of high-purity iron:1—undeformed sample;2—the sample
deformed at room temperature to a residual plastic deformation«pl'3%,
the measurements being made immediately after the deformation;3—the
same sample 3 days after deformation;4—the deformed sample 11 year
after deformation. The solid curves are the background absorption desc
by formula ~14! with the parameters given in Table I.
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TABLE I. Dependence of the acoustical relaxation parameters in iron on the structural state of the samp
the empirical values of the parameters of the theory.

Parameter of the peak or ‘‘step’’

Structural state of the samples

1 2 3 4

TP(v2), K – – – 50.7
TP(v1), K – 54.3 49.5 44.4
A13104 1.4 3.2 3.0 2.8
A23103 0.8 4.2 2.1 1.7
UBG , eV 0.01 0.01 0.01 0.01
E0 , GPa 186.2 184.0 184.4 185.3
B3107 K22 6.91 9.19 8.33 7.87
(CrD0)3103 – 4.72 2.71 1.80
d – 7.55 6.10 5.80
D, eV – 0.0177 0.0143 0.0136
U0 , eV – 0.037 0.037 0.037
t0 , s – 2.5310211 2.5310211 2.5310211
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result of plastic deformation and subsequent low-tempera
annealing is apparently due to the introduction of fresh d
locations into the sample. Fresh dislocations, on the
hand, are relaxators: kink pairs are nucleated on them
fluctuational manner. The resonance of acoustical vibrati
with this process gives rise to the relaxation peak. On
other hand, the random distribution of dislocations leads
statistical distribution of local values of the internal stre
fields and of the parameters of the kinks in the bulk of
sample. In the annealing process a partial relaxation of
dislocation structure and of the long-range internal str
fields due to dislocations occurs. As was shown in Ref.
the different influences causing structural changes in
sample can alter the parameters of the statistical distribu
of the activation energiesU of the relaxation process tha
gives rise to the peak in the acoustical absorption. An
crease in the variance of the activation energy will incre
the asymmetry and broaden the peak and will also cause
location of the peak to shift to higher temperatures. Clea
a decrease in the variance~as occurs during annealing of th
sample! will give a result of the opposite sign.

The corresponding changes should also occur in the t
perature dependence of the modulus defect, but no statis
analysis of the modulus defect was done in Ref. 10. Let
take the approach of Ref. 10 to analyze the temperature

FIG. 2. Shift of the ultrasonic absorption peak upon a change in the vi
tional frequency in the sample with structural state4 in Fig. 1 and Table I.
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pendence of the modulus defect in the presence of a sta
cal distribution of the activation energyU of the relaxation
process.

Consider the changes brought about in the elastic
dissipative properties of a crystal by a thermally activa
relaxation process for which the temperature dependenc
the relaxation timet(T) is described by the exponential ex
pression~1!. In a rather perfect crystal such a process can
assigned three parameters whose values are determined
first approximation, by the geometric and energy parame
of the defect-free crystal: the activation energyU0 , the at-
tempt periodt0 , and the characteristic elementary contrib
tion of an individual relaxator to the decrement of vibration
D0 . If Cr stands for the relative volume concentration
these relaxators which interact with the vibrational mode
der consideration, the expressions for the temperature de
dence of their total contribution in the linear response

a-

FIG. 3. Temperature dependence of the dynamic Young’s modulus
single-crystal sample of high-purity iron:1—undeformed sample;2—the
sample deformed at room temperature to a residual plastic deformatio«pl

'3%, the measurements being made immediately after the deforma
3—the same sample 3 days after deformation;4—the deformed sample 11
years after deformation.
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proximation have the form of a Debye peak for t
decrement of vibrationsd(T,v) and of a ‘‘step’’ for the
modulus defectDM (T,v)/M0 :

d~T,v!52dp

vt~u0!

11v2t2~u0!
;

~2!
DM ~T,v!

M0
5

2dp

p

1

11v2t2~u0!
;

dp5CrD0 , u05U0 /kT, t~u!5t0eu. ~3!

The peak temperatureTp
(0) and the inflection point on the

‘‘step’’ are given by

vt~u0!51, Tp
~0!5

U0

k ln~vt0!
. ~4!

The heights of the peak,dp , and of the ‘‘step,’’ 2dp /p,
are proportional to both the contributionD0 of an individual
relaxator and the relaxator concentrationCr .

If the crystal contains a complex system of local stru
tural inhomogeneities and long-range internal stress fie
due to a random distribution of various defects, the para
eters of an elementary relaxor acquire random incremen
different regions of the crystal, and they should instead
treated as random quantities with their corresponding dis
bution functions. The decrement of vibrations and modu
defect of the macroscopic sample are thereby converte
certain complicated functionsd̄(T,v) and DM̄ (T,v)/M0 ,
obtained by statistical averaging of expressions~2!.16

As was shown in Ref. 10, if it is assumed that the effe
on the structure of the crystal are weak~the varianceD2 of
the activation energy is small,D!U0!, in the low-
temperature region (kT!U0) one can to a first approxima
tion perform the statistical averaging using only the distrib
tion of the activation energy and to exponential accura
neglecting the variance of the parametersD0 andt0 . Thus,
in view of the comments made above, we shall consider
single random parameter of the problem to be the activa
energyU of an elementary relaxator. As the statistical ch
acteristic of this quantity we introduce the probability de
sity of values ofU in the form of a functionP(U) defined on
the interval (0,̀ ) and satisfying the normalization conditio

E
0

`

P~U !dU51. ~5!

In the presence of a statistical distributionP(U) of val-
ues of the activation energy, the functionsd̄(T,v) and
DM̄ (T,v)/M0 are defined by the expressions

d̄~T,v!52D0CrE
0

`

dU P~U !
vt0 exp~U/kT!

11v2t0
2 exp~2U/kT!

, ~6!

DM̄ ~T,v!

M0
5

2D0Cr

p E
0

`

dU P~U !
1

11v2t0
2 exp~2U/kT!

.

~7!

As the simplest example of a distributionP(U) that will
permit a satisfactory description of the influence of rand
internal stresses on the low-temperature relaxation re
nances, a quasi-Gaussian function was proposed in Ref
-
s
-
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e
i-
s
to

s

-
y

e
n
-
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o-
0:

P~U !5
1

A2pD
S U

U0
DexpF2

~U2U0!2

2D2 G ,

~8!
D!U0 .

As D→0 the distribution~8! goes over to a Dirac delta
function, P(U)5d(U2U0), so that the functionsd̄(T,v)
and DM̄ (T,v)/M0 go over to functions~2! at small values
of the variance. Increasing the parameterD causes broaden
ing of the distribution~8! and shifts its maximum to highe
energies. This leads to a broadening of the peak and ‘‘st
on the temperature curves of the averaged decrementd̄(T,v)
and modulus defectDM̄ (T,v)/M0 and also an upward shif
of the peak temperatureTp . The asymmetry of distribution
~8! about U0 on account of the factor ofU in the pre-
exponential factor leads to additional asymmetry of the te
perature dependence ofd̄(T,v) and DM̄ (T,v)/M0 about
Tp .

The integrals~6! and ~7! with the distribution function
~8! can be evaluated by numerical integration methods.
put the integral into a form convenient for numerical integ
tion, we change to a new integration variablex and a new set
of parameters of the problem, according to the relations

ln x5
U

kT
, u5

T

TP
~0!

, V5
1

vt0
,

~9!

U0kTp
~0! ln V, d5

&D

kTp
~0!

5
&D

U0
ln V.

Here we have introduced a dimensionless temperaturu,
a dimensionless inverse frequencyV, and a dimensionless
characteristic varianced. When these substitutions are mad
formulas~6! and ~7! take the form

d̄5CrD0F1~u,V,d!,

F15
2Vu2

Apd ln V
E

1

`

dx
ln x

x21V2
expF2S u ln x2 ln V

d D 2G ,
~10!

DM̄ ~T,v!

M0
5

CrD0

p
F2~u,V,d!,

F25
2V2u2

Apd ln V
3E

1

` dx

x

ln x

x21V2

3expF2S u ln x2 ln V

d D 2G . ~11!

In real situations lnV52ln(vt0)>10, and therefore our
initial assumption thatD!U0 is consistent with taking
d.1 ~zero variance corresponds to the limitd→0, and a
relatively large variance tod>1!.

The nature of the influence of the statistical distributi
of the activation energy of the relaxators on the tempera
dependence of the absorption and modulus defect in
neighborhood of the relaxation resonance is illustrated
Fig. 4. At small values ofd the temperature dependence
the functionF1(u,V,d) has a maximum, while the function
F2(u,V,d) has an inflection point atu>1, and these func-
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tions practically coincide with the Debye peak and the cl
sical ‘‘step’’ ~curves1 in Fig. 4!. Increasing the parameterd
causes the peak and ‘‘step’’ to shift to higher temperatu
broaden, and increase their asymmetry~curves2 and 3 in
Fig. 4!.

It should be kept in mind that the various influenc
affecting the statistical characteristics of the relaxators i
crystal can also change the relaxator concentrationCr . Be-
cause of this, the behavior of the heights of the absorp
peak and the ‘‘step’’ of the modulus defect can have ad
tional features not present in Fig. 4. In particular, there c
be an increase~decrease! of maxd̄ and maxDM̄/M0 together
with a shift of Tp to higher ~lower! temperatures in thos
cases when the change inCr is more significant than the
change in maxF1 and maxF2. This means that in interpret
ing the experimental data, the parameterCrD0 must be
treated as one of the phenomenological parameters of
theory, subject to experimental determination.

5. ANALYSIS OF THE EXPERIMENTAL RESULTS

The experimentally observed shift of the absorption pe
upon a relatively small change in the vibrational frequen
~Fig. 2! makes it possible to employ the standard formulas
dynamic relaxation theory16 and to obtain estimates of th
parameters of the relaxation process—the attempt periot0

and the effective valueUeff of the activation energy:

t0
215v expFTpS ]Tp

] ln v D 21G
>v1 exp

Tp~v2!ln~v2 /v1!

Tp~v2!2Tp~v1!
, ~12!

FIG. 4. Transformation of the temperature dependence of the absor
peak~a! and of the elastic modulus defect~b! in the region of the relaxation
resonance as the variance of the activation energy of the relaxator i
creased. The curves show the results of a numerical integration in form
~10! and~11! at a fixed value of the frequency parameterV5104 and values
of the variance parameterd50 ~1!, 2.5 ~2!, and 5~3!.
-

s,
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Ueff5kTp
2S ]Tp

] ln v D 21

>
kTp~v1!Tp~v2!ln~v2 /v1!

Tp~v2!2Tp~v1!
.

~13!

Using the values ofTp(v) given in Table I for the
sample with structural state4, we obtaint0'2.5310211s,
Ueff'0.043 eV.

Since we are neglecting the statistical distribution~or
scatter! of the attempt period, the value obtained fort0 can
be regarded as the final estimate for one of the main par
eters of the relaxation process under study. But if the cry
contains random structural inhomogeneities, then the par
eterUeff given by formula~13! will only indirectly reflect the
value of the second of the leading parameters of the re
ators,U0 . The value ofUeff , generally speaking, depends o
the value ofU0 and on the varianceD2 of the activation
energy.10 Obtaining empirical estimates forU0 and D will
require an additional, deeper and less simplified, analysi
the experimental data.

To perform a statistical analysis of the experimental d
it will be necessary first to subtract off correctly the bac
ground absorption for all the peaks in Fig. 1 and to sepa
out from the temperature dependence of the Young’s mo
lus in Fig. 3 the background temperature dependence u
lated to the relaxation process under investigation.

5.1. Background of temperature dependence of the
decrement of vibrations

In view of the high sensitivity of the background absor
tion to the temperature and structural state, one can ass
that it is partly due to nonconservative viscous motion
dislocations,17,18 with an activation energy of the proces
UBG , which is different from the activation energy of th
process responsible for thea peak:

dBG5A11A2 expS 2
UBG

kT D . ~14!

The coefficientsA1 and A2 and the parameterUBG are
adjustable parameters whose values change upon chang
the defect structure of the sample; in particular, the coe
cient A1 can be substantially altered by changes in the m
netic structure of the samples.6 Graphs of the function~14!
for undeformed and deformed samples with the values of
parametersA1 , A2 , andUBG given in Table I are shown by
the solid curves in Fig. 1. Thus we are talking about che
ing whether the experimentally obtained temperature dep
denced (e)(T) ~Fig. 1! can be described by the relation

d~e!5A11A2 expS 2
UBG

kT D1CrD0F1~u,d,V! ~15!

for a suitable choice of the constants appearing in it.

5.2. Background temperature dependence of the Young’s
modulus

To perform a statistical analysis of the temperature
pendence of the Young’s modulusE(T) it is necessary first
to separate out that part of the temperature depende
which is due to the relaxation process under study.

It is well known that the total strain of a real cryst
under mechanical loading is the sum of an elastic compon
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and an inelastic component. The main difference betw
them is that the elastic strain occurs instantaneously, w
the inelastic has a certain time dependence determined b
relaxation processes. In connection with the presence
relaxation component it is customary to distinguish two li
iting values of the elastic modulus: the unrelaxed modu
MU , which determines the reaction of the crystal to a load
the absence of the inelastic contribution, and the rela
modulusMR , which is measured after a lapse of time mu
greater than the characteristic relaxation times for all the
laxation processes that are important in the temperature
terval under consideration. If the crystal is subjected
periodic loading with an angular frequencyv, then its me-
chanical properties will be determined by the dynamic ela
modulusM (v,T), the value of which depends on both th
vibrational frequency and the temperature. HereMR

,M (v,T),MU , and there exists a certain modulus defe
MU2M (v,T).

In our case the contribution to the modulus defect fro
the relaxation process under study is described by form
~11! with M05M (v,0). In addition, there is a certain con
tribution to the modulus defect from the nonresonance in
action of the sound with dislocations of various slip system
with the magnetic structure of the sample, and with therm
phonons and conduction electrons.18–21To establish the mos
important mechanisms determining the modulus defect in
temperature interval under study one requires data on
frequency dependence of the modulus over a rather w
range of vibrational frequencies. Such data are lacking
the single-crystal iron investigated here. However, the te
perature dependence of the Young’s modulusE(e)(T) mea-
sured in experiments at a fixed vibrational frequency for
undeformed sample~i.e., in the absence of dislocation res
nance! has a rather simple and smooth form~curve1 in Fig.
3!. Thus we propose to describe the temperature depend
E(e)(T) measured for an iron sample in different structu
states by a single analytical approximation:

E~e!~T!5E0F12BT22
CrD0

p
F2~u,V,d!G . ~16!

The quantitiesE0 andB appearing in this expression will b
treated as adjustable parameters subject to experimenta
termination; in general their values should depend on
vibrational frequency and on the structural state of
sample~including the magnetic structure6!.

Empirical values ofE0 are easily determined by extrapo
lating the curves shown in Fig. 3 to the valueT50 K ~see
Table I!. The last term in~16! describes the statistically av
eraged contribution to the modulus defect of the relaxat
resonance under study and must be matched with the
term in expression~15! for the vibrational decrement.

5.3. Relaxation resonance

The form of the temperature dependence of the de
ment after the background absorption is subtracted of
shown in Fig. 5a.

To obtain the parametersU0 andD and to be convinced
of the quantitative agreement of the experimental data
formula~15!, one can do a numerical analysis on a compu
Judging from the crude estimates forUeff andt0 obtained at
n
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the beginning of this Section, we can choose values of
parametersU0 , D, andCrD0 that will permit lining up the
experimental points ford(T) with the graphs of the function
~15! to a high degree of accuracy. The possible of doing t
is illustrated by the solid curves in Fig. 5a, and the cor
sponding best-fit values of the parameters of the theory
given in the bottom rows of Table I. The values ofU0 , D,
andCrD0 were chosen so as to come as close as possib
the experimental points of the theoretical graphs in the c
tral region.

The possible of using formula~16! to describe the ex-
perimentally measured temperature dependence of
Young’s modulus of iron is illustrated in Fig. 5b. The sol
curves show the theoretical temperature dependence of
part of the modulus defect which is due to the relaxat
process under study: these are graphs of the function~11!
constructed for the values of the parametersU0 , D, and
CrD0 found from analysis of the absorption peak~see Table
I!. The graphs are compared with the experimental po
obtained after subtraction from the experimentally measu
values of the Young’s modulusE(e)(T) a backgroundE0(1
2BT2), with the numerical values ofE0 and B given in
Table I.

Thus, after correctly subtracting the nonresonance ba
ground from the experimentally measured values of
vibrational decrement d (e)(T) and Young’s modulus
E(e)(T), the main features in these quantities due to the
laxation process under study are described satisfactorily
the theory of a statistically ‘‘smeared’’ relaxation resonan
with a distribution function of the activation energy in th
quasi-Gaussian form~8!. The statistical scatter of the value
of the activation energy for the relaxation process giving r

FIG. 5. Comparison of the experimental data on the temperature de
dence of the decrement of vibrations~a! and the dislocation part of the
dynamic Young’s modulus defect~b! for different structural states of the
sample~see Figs. 1 and 3! with the theoretical dependences~15! and ~16!
plotted for the set of parametersU0 , D, and CrD0 chosen by numerical
analysis and presented in Table I.
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to the a peak in iron turns out to be very large (d@1).
Therefore, the refined value of the activation energy for t
process obtained as a result of a statistical analysis,U0

53.731022 eV, differs considerably from the estimateUeff

54.331022 eV obtained by the conventional method usi
formula ~13!.

Our statistically refined values for the parameters of
relaxation processes giving rise to thea peak of the internal
friction in iron ~t052.4310211s and U053.731022 eV!
differ very strongly from the valuest052310213s andU
57.131022 eV obtained in Ref. 4 from a comparison of th
peak with the peak of the low-frequency internal friction
the temperature region around 30 K.7–9 This circumstance
does not support the view that these peaks have a com
physical nature. However, a final answer to this question
be given only after it becomes possible to perform a stat
cal analysis of the second peak. Unfortunately, the se
experimental data obtained in Refs. 7–9 is not comp
enough to permit such an analysis.

6. CONCLUSIONS

The main goal of this study was the further developm
of the method proposed in Ref. 10 for the statistical desc
tion of the acoustical relaxation in crystals with rando
structural inhomogeneities. We have assumed that the el
vibrations excite a thermally activated relaxation process
the crystal, with an activation energy that is a random qu
tity with a quasi-Gaussian distribution function. In Ref. 10
analysis was made of these features present in the tem
ture dependence of the decrement of vibrations on accou
the statistical ‘‘smearing’’ of the relaxation resonance. In t
present paper we have analyzed the influence of the sta
cal distribution of the activation energy on the temperat
dependence of the contribution of the relaxation proces
the elastic modulus defect.

In this paper, as in Ref. 10, the results of the statisti
theory of the relaxation resonance have been used to in
pret experimental data obtained in the study of a conc
physical object. In this connection a series of experime
was done to study the properties of the low-temperatura
peak of the internal friction measured on plastically d
formed samples of high-purity iron.1–6 Measurements were
made of the shift of the peak temperature upon a chang
the vibrational frequency and as a result of the rearrangem
of the defect structure of an iron sample. The changes in
shape of the corresponding ‘‘step’’ on the temperature
s

e

on
n
i-
of
te

t
-

tic
n
-

ra-
of

e
ti-
e
to

l
er-
te
ts

-

in
nt
e
-

pendence of the Young’s modulus defect was also studie
was shown that the experimental behavior of the acoust
relaxation in iron in the region of thea peak finds a satis-
factory interpretation in terms of the statistical theory of t
relaxation resonance.

As a result of a statistical analysis we obtained empiri
estimates for the attempt period and for the mean value
variance of the activation energy of the relaxation proc
responsible for thea peak of the internal friction in iron.
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Features of the microstructure and low-temperature yield stress of quenched Al–Li
alloys

I. S. Braude, T. V. Grigorova, N. V. Isaev,* V. V. Pustovalov, and V. S. Fomenko

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences of Ukraine,
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The features of the microstructure of quenched Al–Li alloys with lithium concentration below
the solubility limit ~3.8 at. %! and above the solubility limit~7.0 and 10.4 at. %! are
studied by the x-ray diffractometry. In addition to the standard structural reflections, the diffraction
patterns of all the alloys show diffuse halos that fall off in intensity as the lithium
concentration is increased. As a result of an analysis of the intensity of the diffuse scattering of
x rays it is established that the observed halos are due to short-range order of the layered
type in regions with a characteristic radius of 1.5 nm. The decrease in the intensity of the diffuse
halo on the diffraction pattern of the alloy Al–10.4 at. %Li and the appearance of new
structural reflections are explained by the precipitation of disperse particles of thed8 phase. It is
shown that these particles have a substantial influence on the mechanism of plastic
deformation in these alloys in the temperature region 40–170 K. ©2000 American Institute of
Physics.@S1063-777X~00!01507-3#
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INTRODUCTION

It is known that the temperature dependence of the y
stress of the majority of fcc solid solutions at moderately l
temperatures is governed by the thermally activated mo
of dislocations through impurity barriers. The empirical p
rameters of this motion in the binary alloys Al–Li subject
to homogenizing annealing and quenching were discus
recently in Refs. 1 and 2. The analysis in those papers of
experimental dependence of the flow stress on the impu
concentration, temperature, and strain rate of the sam
showed that the values of some of the parameters of
thermally activated plasticity were in disagreement with
theoretical ideas about the motion of dislocations throu
point obstacles. The reason for this lies in the features of
phase state of the alloy: at lithium concentrations above
at. % the annealing and quenching process gives rise to
nucleation of the lithium-rich orderedd8 phase (Al3Li). 3 In
the earliest stages of the decomposition one also observe
formation of clusters or regions with short-range order.4 A
study of these defects is of interest from the standpoin
understanding the mechanisms of low-temperature plast
of aluminum–lithium alloys, since they can serve as ad
tional obstacles to the thermally activated motion of dislo
tions.

In the present study we have carried out an x-ray str
tural analysis of quenched aluminum–lithium alloys, and
results are compared with the temperature and concentra
dependences of the yield stress of these alloys in the t
perature range 40–170 K, where the plastic deformation i
a pronounced thermally activated character.

EXPERIMENTAL PROCEDURE

We investigated Al–Li binary alloys with equilibrium
~3.8 at. %! and nonequilibrium~7.0 and 10.4 at. %! lithium
5291063-777X/2000/26(7)/5/$20.00
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concentrations. All of the samples were subjected to a
mogenizing anneal in an argon atmosphere at a tempera
of 823 K for 5 h and then quenched in ice water. In terms
their composition and heat treatment, the polycrystall
samples corresponded to those used in a study of l
temperature plastic deformation in Refs. 1 and 2.

The x-ray powder-pattern method was used to stu
powders obtained by crushing the initial samples. The po
ders were placed in a quartz container mounted in a hol
To estimate the distortions of the crystal lattice due to
crushing of the samples, we analyzed the profiles of the
fraction estimating the value of the microdeformation a
the size of the coherent scattering region. An estimate by
approximation method showed that the microdeformat
and coherent scattering region in pure Al have values
0.09% and 70 nm, while in the alloy Al–7 at. %Li they a
0.16% and 77 nm. The close values of these parameter
dicates that the technology used to obtain the powders
not introduce substantial distortions to the crystal lattice.

The x-ray diffraction patterns were taken on a DRO
2.0 diffractometer in Cu-Ka radiation ~with a Ni filter! at
room temperature in au – 2u scheme with the use of th
following collimating slits: in front of the sample—a slit 2
mm wide and a Soller slit; behind the sample—a collimat
a Soller slit, and a slit 1 mm wide; in front of the counter—
slit 0.5 mm high. The intensity of the scattering was me
sured point-by-point, by counting the number of pulses in
s at intervals ofD(2u)50.01° across the angular rang
10°,2u,140°. From the position of the maximum, whic
is determined in this way to an accuracy of 1022 deg, we
studied the intensity distribution of the diffuse scattering a
calculated the value of the lattice parameter of the crysta
a least-squares averaging of the data from nine reflectio
© 2000 American Institute of Physics
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EXPERIMENTAL RESULTS AND DISCUSSION

The general view of the diffraction patterns of the Al–
alloys is shown in Fig. 1. It is seen that the diffraction p
terns consist of structural diffraction peaks and diffuse ha
As the Li concentration is increased from 3.8 to 10.4 at.
the maximum intensity of the diffuse halos decreases by
proximately 30%. The diffuse maxima are not observed
the diffraction patterns of pure Al. The structural diffractio
reflections for all of the alloys studied are narrow lines w
a redistributed intensity, their position depending weakly
the concentration of the doping element. The diffraction p
terns of the supersaturated alloys showed additional re
tions ~Fig. 1b!.

1. Microstructure of the alloys

One of the main characteristics of the fine structure of
alloy is the short-range order parametera. For its precise
determination one usually uses data on the intensity of
diffuse scattering of x rays by single crystals. In the case
polycrystalline samples with a metastable short-range o
the required calculations simplify substantially in the case
cubic symmetry, for whicha depends only on the moduli o
the radius vectorsrm of the sites of the average lattice an
does not depend on their direction. For this reason, in ca
lating the short-range order parametersa(rm) we shall take
into account the values of the intensity of the diffuse scat
ing in the interval of angles 10– 40° and use the express
for two-component alloys,5

I D~k!5NcAcB~ f A2 f B!2(
m

aeff~rm!eik•rm, ~1!

whereN is the number of atoms,cA , cB and f A , f B are the
concentrations of the alloy components and their ato

FIG. 1. Dependence of the x-ray scattering intensityI on the scattering
angle~2u! in the angle interval 10– 140° for the alloys Al–3.8 at. %Li~a!
and Al–10.4 at. %Li~b!.
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scattering factors, respectively,rm are the radius vectors o
the sites of the average lattice,k52pS, uSu52 sinu/l, 2u is
the angle between the incident and scattered rays,aeff(rm) is
the effective short-range order parameter. We writeH in the
form H(k)5I D(k)/N@cAcB( f A2 f B)2# and, using the least
squares method, require that the sum of the squares o
deviations of the calculated H(k) from the experimentally
determined value be minimum:

U(
s

H~ks!2(
s

(
i

ciaeff
~ i ! cosks•rmU2

5min, ~2!

where theci are the coordination numbers.
The number of equations in~2! is equal to the number o

coordination spheres taken into account. Since the meas
ments were made on polycrystalline samples, after avera
over all k and taking the inverse Fourier transform of th
sum, we obtain the expression

aeff~r!5E
0

` I D~s!sin~2prs!4ps2d s~2prs!21

NcAcB~ f A2 f B!2 . ~3!

Becauseaeff(0)51, for calculatingaeff(r) it is sufficient
to take into account the relative changes in intensity:

aeff~r!5
1

2pr

* I D~s!sin~2prs!sd s

* I D~s!s2d s
. ~4!

The integration of expression~2! was done by a specia
computer program between the limits 5°,2u,38°. The er-
ror in the evaluation of the integral due to the cutting off
the range of integration is not more than 10%.

For all the alloys the calculated dependence ofaeff on r
has the form shown in Fig. 2. Within the limits of the fir
coordination sphere (r,0.3 nm) the valuesaeff.0 are char-
acteristic for short-range order of the layered type~negative
short-range order5! and agree with the data obtained in Ref
for single crystals of Al–11.4 at. %Li. With increasingr the
parameteraeff is periodically alternating in sign and becom
equal to zero atr.1.5 nm. This dependence ofaeff(r) is
typical for a correlated position of atoms of one type. A
estimate showed that for the alloys investigated in this w
the characteristic size of the ordered regions is not lar
than 1.5 nm.

Using the data onaeff(r), let us attempt to determine th
partial order parameters in these alloys. For this we mak
number of simplifying assumptions:

1! aeff(r)5aAB(r);
2! the parametersaAB(r)5aBA(r);

FIG. 2. Dependence of the effective short-range order parameteraeff on the
distancer for the alloy Al–10.4 at. %Li.
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3! the probabilitynp j that an atom of typep is adjacent
to an atom of typej is proportional to the concentration o
atoms of typej . Thenap j is unrelated to the concentration
of the elements, andaAB(r) depends linearly on the amoun
of the introduced impuritycj . That this assumption is rea
istic is confirmed by the known experimental data on
short-range order parameter in the binary alloys Al–Z
Ti–Mo, Pt–Co, and Fe–Al.5 In the framework of the simpli-
fying assumptions, the parameters of the pair correlation
the position of the same-type atomsaAA and aBB can be
obtained from the relations

aAA52
cB

cA
aAB , aBB52

cA

cB
aBA . ~5!

The results of the corresponding calculations for
three alloys investigated here are shown in Fig. 3. The c
related position of the same-type atoms, which is included
the fluctuation of their average concentration and is due
the short-range order, is characterized by the amplitude
the parametersaAA andaBB . Such correlation is inherent in
a greater degree for lithium (aBB) and in a lesser degree fo
aluminum (aAA). Thus the first coordination sphere is e
riched with lithium atoms in comparison with their avera
concentration in the alloy. After that one observes an al
nation of depleted and enriched coordination spheres.
correlations in the position of the same-type atoms, on
contrary, are such that within the first coordination sph
there is a deficit of atoms of the other type than the cen
atom in comparison with their average concentration in
alloy ~see Fig. 2!. Figure 4 shows the dependence of t
partial order parametersaAA , aBB , and aAB in the alloy

FIG. 3. The partial short-range order parameters for the arrangeme
same-type atoms,aAA andaBB , versusr for the alloys Al–3.8 at. %Li~a!,
Al–7 at. %Li ~b!, and Al–10.4 at. %Li~c!.
e
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e
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to
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e
e
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e

Al–3.8 at. %Li for the case when the central atom is Al.
the first coordination sphere the Li atoms are surrounded
Al atoms (aAB.0), while a rearrangement occurs in th
second coordination sphere: the Li atoms collect into orde
regions. Asr increases, there is a successive alternation
coordination spheres enriched and depleted in lithium ato
In contrast, an ordered arrangement of aluminum atom
the alloy is not observed.

Our analysis of the x-ray diffuse scattering intensity h
shown that the structures of all the alloys studied have
gions of short-range order enriched or depleted in lithiu
atoms. An estimate of their average radius~1.5 nm! agrees
with the average size of the clusters~1.8 nm! in Al–11.4
at. %Li single crystals4 and with the radius of the nuclei o
the newd8 phase~1.3 nm!, which have a crystal lattice of the
type L12 and are formed in the very early stages of deco
position in the alloy Al–7.0 at. %Li.3 As the concentration of
the doping element increases~above the solubility limit! the
number of ordered regions decreases, as is indicated by
falloff of the intensity of the diffuse halo~see Fig. 1!. Here
new reflections appear on the diffraction pattern: their int
sity is weak, but their position corresponds to the position
the reflections of thed8 phase recorded in Ref. 7.

The maximum intensity of the diffuse halo in Al–3.
at. %Li indicates a high concentration of ordered regions
low the solubility limit of the doping element. This may b
due to the high mobility of lithium in aluminum, to the dif
ferent electronic structure of the atoms,5,6 and to the pro-
longed irradiation of the sample during the x-ray measu
ments. At the same time, the diffraction pattern. T
diffraction pattern of this alloy does not contain any ad
tional new-phase reflections~see Fig. 1a!.

2. Lattice parameter of the crystal

It is known that lithium only distorts the crystal lattice o
aluminum slightly, but the published data on the sign of t
distortions are contradictory. For example, in one of the fi
papers6 devoted to this question it was shown that the a
minum lattice is slightly compressed upon the dissolution
lithium, on account of the different ionic radii and valenc
of the atoms, and the dependencea(c) is close to linear in

of

FIG. 4. The partial short-range order parametersaAA , aBB , and aAB as
functions of the distancer in the alloy Al–3.8 at. %Li;i is the number of the
coordination sphere.
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the interval 3.5–5.0 at. %Li. In Ref. 7, on the contrary,
linear growth ofa(c) was observed in the interval 3.8–1
at. %Li. The anomalously weak expansion of the lattice w
explained by an appreciable ionization of the lithium atom
both neutral atoms and positive ions of lithium are sub
tuted in the aluminum lattice. As a result, some of the ce
undergo expansion and other compression, and the aver
parametera determined by the x-ray method depends o
weakly on the composition of the solid solution. The co
plex microstructure of the quenched alloys was not ta
into account in those studies.

In connection with the contradictory data on the dep
dencea(c), in the present study we investigated the dep
dence of the lattice parameter of the alloys on the ini
lithium concentration; the result is shown in Fig. 5a. Dopi
with lithium leads to a weak expansion of the lattic
(1/a)Da/Dc51.531023, and the dependencea(c) itself
deviates from linear.

The aforementioned features of the microstructure of
quenched alloys suggest that the observed nonlinearit
a(c) is due to the diffusion of lithium from the matrix into
particles of thed8 phase. Since Al–3.8 at. %Li is an equilib
rium alloy, one can estimate the true lithium concentrat
c* in the matrices of the two supersaturated alloys, wh
will be lower than the initial concentration~see Table I and
Fig. 5a!. For an estimate of the volume fraction of secon
phase inclusions we use the relation

f 5
c2c*

cr2c*
, ~6!

wherecp50.23 corresponds to the lithium concentration in
particle of the second phase~see Ref. 8!.

FIG. 5. Concentration dependence of the lattice parametera of the crystal
~a!, of the critical stresstc for activationless motion of a dislocation~the
dashed curve corresponds to expression~9!! ~b!, and of the effective stress
t* at T577 K ~c!.
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The estimates off given in Table I are in good agree
ment with the data obtained in Ref. 3 for quenched allo
subjected to a similar heat treatment, which indirectly co
firms the validity of the assumptions made.

3. Influence of microstructure on the thermally activated
motion of dislocations

In Refs. 1 and 2 it was noted that not all of the regula
ties of the plastic deformation of quenched Al–Li alloys
the temperature range 40–170 K agree with the concept
thermally activated motion of dislocations through barrie
formed by impurity atoms. According to those concepts,
strain rate«̇, the applied stresst, and the temperatureT are
related by the Arrhenius equation as

«̇5 «̇0 exp@2H~t* /kT!#, ~7!

where «̇0 is a temperature-independent pre-exponential f
tor, t* 5t2t i is the effective stress,t i is the characteristic
value of the internal stress,H is the effective activation en
ergy ~enthalpy!, andk is Boltzmann’s constant. The exper
mentally observed temperature dependence of the y
stress and the other parameters of the plasticity in the i
cated temperature interval are best described by Eq.~7! with
an H(t* ) of the form

H~t* !5H0@12~t* /tc!
2/3#3/2, ~8!

wheretc is the critical stress for activationless~forced! de-
pinning of the dislocations from the impurity barriers, an
H0 is the characteristic energy parameter of the interaction
a dislocation with a barrier, which in the case of barriers o
single type is independent of their concentration. For
solid solutions of substitution this parameter has a value
0.1–0.2 eV, as a rule.

The empirical values of some of the parameters of
thermally activated motion of dislocations for Al–Li alloy
deformed directly after quenching from 823 K in ice wat
are presented in Table I and Fig. 5b,c.

It is seen that some of the values obtained are incon
tent with the concepts described above. For example, un
the condition that all three alloys represent an ‘‘ideal’’ so
solution, in which the effective barriers for dislocations a
impurity atoms, the value of the characteristic energy para
eterH0 of the interaction of a dislocation with such barrie
should not depend on their concentrationc, and the critical
stresstc , as follows from expressions~7! and ~8!, should
vary by a power law:

tc;cn, ~9!

wheren50.5– 0.7. The curve oftc(c) presented in Fig. 5b
is inconsistent with the theoretical relation~9!. In addition,

TABLE I. Parameters of the thermally activated motion of dislocations
Al–Li alloys.

c, at. % c* , at. % t i , MPa tc , MPa H0 , eV f

3.8 3.8 4.8 12.7 0.24 –
7.0 5.9 7.3 19.9 0.26 0.06

10.4 8.5 10.5 15.4 0.40 0.13
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the value ofH0 in the alloy Al–10.4 at. %Li reaches value
that are atypical for fcc solid solutions of substitution~see
Table I!.

The reasons for the observed contradictions lie in
structural features of the quenched state. For mobile dislo
tions the regions with short-range order, or clusters, and
nuclei of thed8 phase can act as additional barriers wh
affect the rate of plastic deformation at low temperatur
The number of such barriers per unit length of dislocat
will be less than the number of single atoms, which leads
a decrease intc , sincec in expression~9! has the meaning
of the concentration of any effective thermal-activation b
riers. At the same time, the corresponding value ofH0 will
be larger than for a single lithium atom.

It follows from Fig. 5a,b that the correction to the tru
lithium concentration in an atomically dispersed phase@on
the assumption of a linear dependence of the lattice par
eter a(c)# does not ensure that the power law~9! will be
obeyed for all the alloys studied. In addition, the slight s
mismatch of the aluminum and lithium atoms~weak lattice
distortion! does not account for the large value of the para
eterH0 given for Al–10.4 at. %Li in Table I.

On the other hand, the data on the intensity of the diffu
halos ~see Fig. 1! and the change in the short-range ord
parameters~Fig. 4! are evidence that the number of order
clusters per unit volume decreases with doping. Howe
this is not reflected in the value of the empirical paramet
of the thermally activated plasticity obtained for the equil
rium alloy Al–3.8 at. %Li, which has a high concentration
such clusters.

Thus the most effective thermal-activation barriers
the disperse nuclei of the second phase, the volume frac
of which increases in the concentrated alloy. It is known t
the mechanism for the cutting apart of a paired dislocation
a d8 particle, which has an ordered lattice (L12) is controlled
by specific barriers that arise within a particle as a resul
the transverse slip of screw dislocation segments.8 At tem-
peratures above 50 K this mechanism also has a pronou
thermally activated character. As was shown in Ref. 9, wh
the temperature is raised from 50 to 100 K the growth of
effective stress, due to the cutting apart of the particles,
compensate the decrease in the effective stress due to fri
in the matrix. This accounts for the fact that, unlike the no
monotonic behavior oftc(c) at T50, the experimentally ob-
served dependence oft* (c) at T577 K ~see Fig. 5c! is
e
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monotonic, i.e., it corresponds to the theoretical express
~9!.

CONCLUSION

1. The diffraction patterns of the three investigat
Al–Li alloys contain diffuse halos with great intensity i
addition to the diffraction peaks. Analysis of the intensiti
of the diffuse halos showed that they are due to regions w
short-range order of the layered type, with radii of 1.5 nm
less. The falloff of the intensity of the diffuse halo as th
lithium concentration is increased is accompanied by the
pearance of new structural reflections, corresponding to
clusions of thed8 phase.

2. Doping of aluminum with lithium and the observe
phase transformations cause a slight expansion of the cr
lattice of the alloy.

3. Inclusions of thed8 phase should be regarded as e
fective barriers for the thermal-fluctuational motion of disl
cations at temperatures in the range 40–170 K.
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Low-temperature pyroelectricity in thermodynamically nonequilibrium media
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The temperature dependence of the pyroelectric coefficientgs(T) of pyroelectrics in
thermodynamic equilibrium atT→0 varies in accordance with Nernst’s theorem by the law
gs(T)}Tn>3, which means a sharp drop ings(T) for T,1.5 K and precludes the efficient use of
pyroelectrics in technical applications. It is shown experimentally that this fundamental
limitation does not apply to thermodynamically nonequilibrium polar media, for whichgs(T)
>const forT,1.5 K. © 2000 American Institute of Physics.@S1063-777X~00!01607-8#
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INTRODUCTION

Low-temperature (T,4 K) pyroelectricity is of current
interest in connection with a number of promising applic
tions, deriving, in particular, from the possibility of amplify
ing weak signals. The unique properties of low-temperat
IR sources1 anda-particle detectors2 have been plainly dem
onstrated even for universal~unspecialized for low tempera
tures! pyroelectric materials. According to the theoretic
predictions,3 lowering the working temperatures toT,2 K
will permit an improvement in the characteristics of the
transducers by at least an order of magnitude. Moreover,
development of materials for this temperature region runs
against some fundamental obstacles—the third law of th
modynamics, in accordance with which the transduc
properties of a thermodynamically equilibrium polar mediu
fall off sharply asT→0.

Experiments have confirmed these relationships. Th
is some hope of surmounting this barrier by using mater
with a temperature-dependent dipole charge,4 but even for
them the existing theory5 predicts a falloff of the transducing
properties, albeit a slower one. In this paper we present
results of experiments which open up a way of overcom
this fundamental barrier through the use of thermodyna
cally nonequilibrium polar media.

THEORY

It has been shown repeatedly that the thermodyna
relations for the pyroelectric effect imply that the pyroele
tric coefficientgs(T) measured at a constant stress can
written as a sum of two components:

gs~T!5g«~T!1gs~T!, ~1!

whereg«(T) is the primary pyroelectric coefficient, whic
can be measured at a constant size and shape of the cr
i.e., in the absence of temperature-induced deformation«
5const50, andgs(T) is the secondary pyroelectric coeffi
cient,

gs~T!5di jk
T,E~T!cjklm

T,E ~T!a lm
a,E~T!.
5341063-777X/2000/26(7)/3/$20.00
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Heredi jk
T,E , cjklm

T,E , anda lm
s,E are the piezoelectric coefficients

the elastic stiffness constants, and the coefficient of ther
expansion, respectively, and the sum is over all repeated
dices;i is the direction parallel to the spontaneous polari
tion, andE is the electric field.

It is customary to assume that general phenomenolog
theories can be developed only for the componentg«(T),
since the second termgs(T), which especially for lower
symmetries, contains a significant number of temperatu
dependent components, reflects the individual propertie
the crystals.

The conditions of thermodynamic stability~integrity! of
the crystal6 and the third law of thermodynamics7 impose
restrictions on the type of dependenceg«(T) as T→0 for
T<0.1QD ~QD is the Debye temperature!.

According to Ref. 6, the following condition shoul
hold:

ug«~T!u,bT ~2!

whereb is a constant coefficient. At the same time, Ref.
gives a dependence of the form

ug«~T!u}Tn with n>3. ~3!

It following that for thermodynamicallyequilibrium polar
media atT→0 the temperature dependence of the prim
pyroelectric coefficient must be of cubic or higher power.

For thermodynamicallynonequilibriumpolar media the
following condition can hold:8

gs~T!5const. ~4!

All of the experimentally confirmed theories of low
temperature pyroelectricity as a phenomenon wherein the
tal ~consisting of several components! dipole moment per
unit volume ~the spontaneous polarizationPs

«(T) at a con-
stant volume and shape! changes with temperature are bas
on the assumption that the change with temperature of
dipole moment of any component comes about solely a
result of spatial displacements of the charges forming th
dipoles, with no change in the charges themselves, wh
remain constant for any change in temperature. Since
© 2000 American Institute of Physics
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first experimental evidence that the values of the charges
change with temperature forT>300 K has appeared,4 it is
appropriate to call attention to the theoretical paper
Ohmuraet al.,5 who considered the contribution to the pyr
electricity from dipoles with a temperature-depende
charge.

The known experimental facts indicate that only tw
general fundamental mechanisms are involved in the l
temperature displacements of the charged structural u
anharmonicity of the acoustical and optical oscillations
the lattice, and displacements of the charged structural u
in asymmetric potential wells.

The particular mechanisms of low-temperature structu
and magnetic phase transitions manifested in pyroelectr
have practically escaped study, there is no generally acce
theory for them, and they will not be discussed here.

Anharmonicity

The temperature dependence of the pyroelectric co
cient due to collective anharmonicity of the acoustical vib
tions has the form9–12

g«~T!5AD~QD /T!, ~5a!

and that due to anharmonicity of the individual polar optic
modes has the form9,10,12–14

g«~T!5( BiE~QEi
/T!, ~5b!

whereg«(T) is the primary pyroelectric coefficient,A andBi

are constant coefficients,D(QD /T) and E(QEi
/T) are the

Debye and Einstein functions for the specific heat at cons
volume; QD and QEi

are the corresponding characteris
temperatures, andT is the absolute temperature.

It has repeatedly been shown experimentally that
temperature dependencegs(T) is described by expressio
~5a! for linear pyroelectrics and by~5b! for all types of fer-
roelectrics.

Displacement of charged structural units in asymmetric
potential wells

At low and ultralow temperatures the thermal and el
trical properties of polar crystals clearly reflect the prese
of features of the potential relief with characteristic valu
d;1 meV for the energy gap~the difference in the depths o
adjacent wells!. In particular, the presence of two or mo
wells in the potential field of the elements of the lattice stru
ture with such a difference in depths should lead to displa
ments of their average spatial distribution as the tempera
is lowered, owing to an ordering of the localization of the
elements in the potential wells.

To describe the manifestations of this mechanism
used the Ising model in the mean field approximation15

which, after the simplificationd(T)5d(T50 K)5const,
which is justified at low temperatures, allows us to expr
the temperature dependenceg«(T) in the form

g«~T!5KS d/2kBT

cosh~d/2kBT! D
2

, ~6!
so
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where K is a constant coefficient, andkB is Boltzmann’s
constant.

Expressions~5! and ~6! correspond to the thermody
namic Equation~3! and, as is obvious from the type of func
tions that appear, will give a sharp drop in the values of
pyroelectric coefficient forT→0.

The results of experimental studies of the temperat
dependencegs(T) of perfect and real~containing defects!
linear pyroelectrics@Li2SO4•H2O ~Ref. 16!# and ferroelec-
trics @triglycine sulfate, LiTaO3, and LiNbO3 ~Ref. 17! and
potassium dihydrogen phosphate~Ref. 18!# are described
precisely by expressions~5! and ~6!, and forT→0 ~curve1
in Fig. 1a!, vanishingly small values have been obtain
for the pyroelectric coefficient: gs(T,2 K)<10214C
3cm22K21, in complete agreement with Nernst’s rule fo
the temperature derivatives.

The only possible way of overcoming this fundamen
limitation is to create a thermodynamically nonequilibriu
polar medium.

FIG. 1. Constant component in the temperature dependence ofgs(T) for
ferroelectrics containing a nonequilibrium phase. Single crystals of the T
group: perfect TGS single crystals~1!, g-irradiated single crystals of the
ATGS type, dose 35 Mrad~2!, approximated by the dependencegs(T)
5(3.611.43T1.7091 . . . )310213 C•cm22K21 ~a!; PZT-40 ceramic ferro-
electric; curve1—midline of the corridor encompassing all of the expe
mental points, approximated by a dependencegs(T)5@0.51E(24 K)
1 . . . #310213 C•cm22K21 ~b!.
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The artificial formation of a medium withgs(T)Þ0 for
T→0 is stimulating interest on two fronts: purely academ
interest, i.e., from the standpoint of understanding and
scribing the properties of such a medium, and interes
relation to applied materials science.

At the present time, two possible ways of realizing no
equilibrium states have been found: nonequilibrium with
spect to localization of the charged elements of the lat
that still maintain mobility atT!4 K ~these could only be
protons!, and nonequilibrium with respect to charges inject
from outside, i.e., an electrically induced state~electret!. The
density of these charges can be very large~an order of mag-
nitude greater than the spontaneous polarization!, and a tiny
thermal expansion in this case will give an acceptable va
of the pyroelectric coefficient.

Experiments done for both types of nonequilibrium sy
tems demonstrate that it is possible in principle to obt
gs(T)Þ0 as T→0, or, more precisely,gs(T)>const as
T→0.

Figure 1a showsgs(T) for a single crystal of triglycine
sulfate doped withL,a-alanine and phosphorus~ATGS! ob-
tained by irradiation withg rays in a total dose of 35 Mrad
The constant component of the preliminary coefficie
obtained by fitting the experimental data,g0

s(T)53.6
310213C•cm22K21 at T→0 is explained by a temperature
induced ordering of protons delocalized by irradiation in t
many double- or multiple-minimum potential wells, with a
energy gapd(x,y,z)5(0 – 1) meV.

Figure 1b showsgs(T) for a PZT ceramic ferroelectric
~PZT-40!, with the most complex composition of th
samples available to the authors. Approximating the exp
mental data in the temperature interval 1.5–6 K~Fig. 1b!
gives

gs~T!5@0.51E~24 K!1...#•10213@C•cm22 K21#.

The presence of a constant component and Einstein term
this approximation can be interpreted as indicating a con
bution to gs(T) of only the ideal electret phase~charged
grain boundaries! and ideal ferroelectric phase~ceramic
grains! without the inclusion of the reaction of an intermed
ate defect phase. It is natural to associate the constant c
ponent to the first term in thegs(T) and the Einstein term
with the second.

A materials science figure of merit for the working m
dium of a pyroelectric transducer is the ratio of the pyroel
tric coefficient to the specific heat,gs(T)/Cp(T).

By studying the temperature dependence ofCp(T) for
polar dielectrics containing defects asT→0, it will be pos-
sible to establish the mechanism by which defects inte
with the lattice. If these mechanisms create a depende
Cp(T);T ~Ref. 19! and the conditiongs(T)'const holds,
then forT→0 the ratiogs(T)/Cp(T) will increase, i.e., the
transducing properties of the pyroelectric will be improve

It follows that for creating pyroelectric materials effi
cient in the regionT<1.5 K it is necessary to investigat
media in which an appreciable fraction of the volume or
entire volume belongs to the nonequilibrium structu
phase.

The following materials of this type have been inves
gated to varying degrees at helium temperatures:
e-
in

-
-
e

d

e

-
n

t
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in
i-

m-

-

ct
ce

e
l

— single crystals of the TGS group irradiated byg rays
to a does above 15 Mrad;20

— polarized polymer films;21

— conventional ferroelectric ceramics1 and polar glassy
ceramics;22

— quenched polarized ferroelectric glasses.23

The search for qualitatively new pyroelectric materia
with a temperature-dependent change of the dipole elem
of the structure atT<4 K would also be of fundamenta
interest.

CONCLUSION

We have presented some fundamental causes that
the efficient use of conventional pyroelectric materials
T,1.5 K.

For thermodynamically nonequilibrium polar media,
which the Nernst theorem does not apply, these causes
fundamentally eliminated. Demonstration experiments h
shown that such media can be used with good effect.
basic types of thermodynamically nonequilibrium polar d
electrics that have promising low-temperature pyroelec
properties are listed.
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Nuclear spin echo with allowance for the dynamic frequency shift
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The two-pulse nuclear spin echo is studied with allowance for the dynamic frequency shift due
to the Suhl–Nakamura interaction. The time dependence of the echo signal amplitude is
obtained for small angles of deviation of the magnetization. ©2000 American Institute of
Physics.@S1063-777X~00!01707-2#
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Various pulsed methods have been successfully
ployed to study the dynamics of nuclear spin motion in m
netic crystals;1 one, in particular, is the spin echo method,
which a nuclear spin system with inhomogeneous broad
ing of the magnetic resonance~MR! line is excited by one or
several radio-frequency~rf! pulses and the response of th
nuclear spin system to this stimulus is observed in the fo
of echo signals. As was shown in Refs. 2 and 3, in s
systems with a dipole–dipole interaction a strong alterna
field will substantially alter the relaxation processes that
cur due to the spin–spin interaction. Therefore, an anal
based on the application of the Bloch equations, in which
change in the relaxation processes~at pulse durations of the
order of the spin–spin interaction times! is not taken into
account, is inconsistent. In Ref. 4 a quantum-statist
theory of the nuclear echo in spin systems with the Su
Nakamura~SM! interaction was constructed, and results o
more general validity than in Ref. 5 were obtained. Howev
in Ref. 4 the dynamic frequency shift was neglected so t
the authors could obtain an analytical expression for the
tensity of the echo signal. On the other hand, in Ref. 5
dynamic frequency shift due to the SN interaction was st
ied, and it was shown that as a result of the change in
interaction between spins the value of the dynamic freque
shift depends not only on the average value of thez compo-
nent of the nuclear spin but also on the ratio between
detuning and amplitude of the strong alternating field. In t
paper we tie up the loose ends. For this purpose we em
the model proposed in Refs. 7 and 8 for the frequen
mechanism of echo formation. Under the assumptions
zero detuning of the applied pulses~the pulses are at th
NMR frequency! and small angles of deviation of the nucle
magnetization after the first and second pulses,a,b,p, the
intensity of the echo signal is given by an expression of
form

m'~ t !5Fm0a(
k52

`

~2 i !kJk@l~ t2t12!#

3E
2`

1`

g~Dv!e2 iDv~ t2kt12!dDv1m0b

3 (
k51

`

~2 i !kJk@l~ t2t12!#
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g~Dv!e2 iDv@ t2~k11!t12#dDvG
3expS 2

t22t12

T2
D . ~1!

where Jk@l(t2t12)# is the Bessel function,g(Dv) is the
NMR line shape function, which is Lorentzian,

g~Dv!5
1

p

~1/T2* !2

~Dv2Dv0!21~1/T2* !2 ,

1/T2* is a quantity characterizing the NMR linewidth,Dv0

5v02v is the detuning between the center of the NMR li
and the external alternating field,l is the dynamic frequency
shift, calculated in Ref. 6, andt12 is the interval between
pulses. The exponent in~1! contains the damping of the ech
signal~T2 is the transverse relaxation time! for standard val-
ues of the quantities appearing in~1!:

vn'500 Mhz, v;100 MHz, t12;1026 s,

1/T2* ;107 s21, T2;1025 s, l550 MHz.

Using numerical methods, we obtained a plot of the tim
dependence of the echo signal amplitude~Fig. 1!. We believe
that this result may be useful in experimental research
magnetically ordered crystals, and on the dynamic freque

FIG. 1. Time dependence of the echo signal amplitude.
© 2000 American Institute of Physics
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shift as a parameter affecting the shape of the echo si
and carrying information about the change in the value of
interaction between nuclear spins.
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Erratum: Influence of intrinsic point defects on the electrophysical properties
of NbSe 3 †Low Temp. Phys. 26, 130–133 „February 2000 …‡

A. A. Mamalu , T. N. Shelest, and Kh. B. Chashka

Kharkov State Polytechnical University, ul. Frunze 21, 310002 Frunze, Ukraine
Fiz. Nizk. Temp.26, 735 ~July 2000!
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In the caption to Fig. 2 the curve labels~1! and~2! should be ignored, and the data indicated by~1! refers to 323 K instead
of 327 K, as printed.
5391063-777X/2000/26(7)/1/$20.00 © 2000 American Institute of Physics
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